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Abstract—Auvailable results of studying the radiation resistance of SiC and developing the nuclear-radiation
detectors based on SiC are analyzed. The data on the ionization energies, capture cross sections, and plausible
structure of the centersformed in SiC as aresult of irradiation with various particles are reported. The effect of
irradiation on the charge-carrier concentration and recombination processesis considered. Two aspects are cov-
ered in describing the results of designing SiC-based detectors and studying the detector parameters. First, the
specific potential of SiC detectors for solving problems in nuclear physics is considered; typical examples of
detector applications are given. Second, the relationship between detector characteristics and the properties of
the starting material is considered; a number of methods for determining the specific parameters of SiC based
on the characteristics of detectors are described. It is concluded that recent progressin the growth of high-qual-
ity SiC films (the difference impurity concentration ranges from 3 x 103 x 10 cm and the density of
micropipe defects is no higher than 1 cm™) makes it possible to include SiC in the class of materials that can
be used to fabricate advanced nuclear detectors. The technological potential of SiC has been far from exhausted;
undoubtedly, various configurations of SiC-based detectors (including multielement configurations) will be

developed in the near future. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Modern civilization needs increasingly more con-
sumabl e-energy sources in order to sustain progressin
society. Atomic energy and the solar-radiation conver-
sion using ground-based and orbital converters will
probably be the main energy sources in future. Efforts
to improve the reliability of both atomic power plants
and space-technology systems should be based on the
use of radiation-resistant electronics. Radiation resis-
tance typically means that the semiconductor or semi-
conductor-device parameters are not affected by expo-
sure to nuclear radiation: the higher the radiation dose
corresponding to the onset of variation in parameters,
the higher the radiation resistance. Semiconductors
with a high bonding energy, such as diamond, BN, and
SiC, are traditionally thought of as radiation-resistant
materials. The advances in technology achieved in the
last 1015 years have made it possible to develop SiC-
based devices that have fulfilled the expected high
potential of SIC in respect to switching power and high
operation temperatures. It is now of current practica
interest to check to what extent the radiation resistance
of SIC corresponds to theoretical predictions. In this
context, the aim of this review is to summarize the
available experimental data and assess the correspon-
dence between the parameters of SiC-based devices
and theoretical predictions.

In Sections 2 and 3 of this review, we consider both
general concepts of radiation resistance of semiconduc-
tors as applied to SIC and the properties of radiation
defects that appear in SiC as aresult of irradiation with
gamma-ray photons and various particles. In Section 4,
we consider the parameters of nuclear-radiation detec-
tors based on SiC, since these detectors make it possi-
ble to compare in the most straightforward way the
radiation resistance of materials from which these
detectors are manufactured. Nuclear detectors are most
sensitive to alarge number of properties, including the
degradation of parameters of the charge-carrier trans-
port and the emergence of inhomogeneity in these
parameters, the tempora stability of the magnitude
(and sign) of volume charge of impurities, and the pres-
ence of deep-level centers in the case of both capture
and generation of charge carriers.

Sections 2 and 3 were written by A.A. Lebedev,
and Section 4 was written by N.B. Strokan and
A.M. lvanov.

2. RADIATION DEFECTS FORMED IN SIC
EXPOSED TO VARIOUS TYPES OF RADIATION

2.1. Threshold Energy for Defect Production

As mentioned above, the radiation resistance is typ-
ically higher for semiconductors with a higher bonding
energy. In order to characterize the correlation between
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Table 1. Calculated and experimental values of threshold energy for defect production in several semiconductors

Parameter GaAs Si 3C-SC Diamond 6H- and 4H-SiC
L attice constant ag, A 5.65 5431 4.36 3.57 3.08
Eq, €V (caculation using (1)) 9 12.8 37 80 153
Ey eV (experiment) 8-20[2] 13-20[2] 106 [4] 60-80[2] 97 (6]
54-90 [5] 20-35[7]

the radiation resistance and the bonding energy, the
threshold energy for defect production (Eg) is intro-
duced as an important parameter. By this we mean the
minimal energy that should be transferred by a particle
to the semiconductor atom to form a Frenkel pair (i.e.,
avacancy and an interstitial atom) in the lattice [1, 2].
Theoretical calculation of the value of E is related to
solving the many-body problem and encounters a num-
ber of difficulties related to the choice of the type and
parameters of the interaction potentials (among other
parameters) [2]. When the energy E, is experimentally
determined, the variation in a single chosen parameter
under the effect of irradiation is usually monitored,
although radiation affects all properties of a semicon-
ductor simultaneously. As a result, the values of E;
exhibit alarge spread and depend on experimental con-
ditions. According to Corbett and Bourgoin [3], the
quantity E4 and the lattice constant a, of a specific
semiconductor are related by the following phenome-
nological formula:

1.117E, = (10/a,)***. (1)

Here, E4isexpressed in eV and a, is expressed in A.

The values of E4 calculated using formula (1) for a
number of semiconductors and experimental dataon Eg
arelisted in Table 1. As can be seen from Table 1, there
is an appreciable spread in the experimental values of
E, for silicon carbide. This spread is possibly related to
the low structural quality of SIC crystals, especialy
those dealt with in studies carried out before the mid-
1990s. It is noteworthy that the experimental value of
E, isfound to be larger than the values calculated using
formula (1) for cubic silicon carbide (3C-SIC) and is
larger than those for hexagonal silicon carbide (6H- and
4H-SiC). Sincethe structural quality of 3C-SiC crystals
is so far much lower than that of 6H- and 4H-SiC crys-
tals, we may assume that the value of E4 does not

Table 2. Number of primary radiation defects produced by a
single particle or photon in anumber of semiconductors; this
number was normalized to the corresponding value for sili-
con carbide

Semiconductor Protons Pions  |Cosmic rays
Diamond 12 0.7 0.5
Silicon 24 4.1 33
Gallium arsenide 12 438 275

exceed 30-35 eV for all SIC polytypes. Thisvalue of Eg
islarger than those for Si and GaAs by afactor of 1.5-2
and is smaller than that for diamond by afactor of 2-2.5.
However, additional experiments aimed at determining
the exact value of E4 and carried out with present-day
high-quality epitaxial SIC films are needed. It is also
important to determine the temperature dependence of
E, for SIC as a material that is promising for applica
tionsin high-temperature electronics.

The values of threshold energies make it possible to
calculate the number of primarily produced radiation
defects. The datain [8] for materialsthat are relevant to
problems in the physics of high energies (detection of
relativistic and cosmic-ray particles) arelistedin Table 2.
It can be seen that, with respect to the number of pri-
mary defects, SiC ranks insignificantly below diamond
but isappreciably superior to silicon (and even more so,
to gallium arsenide).

2.2. Parameters of Radiation Defects

2.21. Irradiation with electrons. Deep levels
located at E. — 0.35, E, — 0.6, and E, — 1.1 eV were
found in the band gap of n-6H-SiC irradiated with 3.5-
to 4-MeV eectrons [9]. The corresponding deep-level
centerswere annealed out at atemperature of ~1300 K.
Taking into account the ionization energies of these
centers, the latter can identified with the known struc-
tural defects S (E;/E,) and Z,/Z, and with the center
with alevel at E.—1.06 eV [10]. The research reported
in [9] was later continued for n-6H-SiC irradiated with
2-MeV electrons[11]. In addition to an increase in the
background concentration of the E,/E, and Z,/Z, cen-
ters, new centers E5/E, (E. — 0.57 eV) were detected.
Such an increase in the concentration of the S (E,/E,)
centers was subsequently observed after irradiation
with 2-MeV electrons[12]. In addition, deep-level cen-
ters (E. — 0.51 €V) were detected; these centers were
annealed out a atemperature of ~1100 K. The S centers
werefound to havethe highest thermal stability; they were
annealed out a temperatures no lower than ~1300 K.

A number of new deep-level centers were observed
in 4H-SIC after irradiation of 4H-SIC with 2 to
2.5-MeV electrons [12-14], in addition to an increase
in the concentration of the background Z; centers.
These deep-level centers are referred to as EH; (E. —
0.45eV), EH, (E.—0.68 eV), EH, (E.—0.72 €V), EH;
(E.—1.15eV), EH¢/EH, (E.—1.65eV), and HH, (E, +
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Irradiation with protons [38, 39] ! 'géag{%'r%n[\évifh ! g?é't?gﬁsn[vf%h Sggf%tgtrsal Blaushle
ionization o om? annealing ionization the type the type structure
energy E;, eV n temperature, K | energy E;, eV of defect of defect
0.16-0.2 6x 1077 800950 0.13; 0.24 L,/L, A primary defect [39]
0.36/0.4 2x107° 1100-1800 La/L, E,/E,[15]; | A Vg complex
S[40] [41, 42]
05 5x 1071 800-950 0.5 Le Ve [17, 42]
0.7 4x1015 1100-1800 L/Lg Z,/Z,[15] | V¢ + Vg [15, 39]
0.8 4x 10715 1100-1800 Lo
1.1-1.22 2x 107 1100-1800 L1o R[40] V¢ + Vg [39, 43]

Note: Energy E; is reckoned from the bottom of the conduction band; o, is the cross section for electron capture.

0.35 eV). Many of these centers also appeared after
implantation with He and some other ions [15].
Recently [16, 17], it was reported that several new cen-
ters had been observed: E. — 0.2 eV, E, —0.32 eV, and
E. — 1.34 eV. The mgjority of al the aforementioned
deep-level centers are also present in unirradiated
4H-SIC. The structure of these centers was typically
identified with that of defects. Puntilie et al. [18] ana
lyzed the effect of the growth conditions of 4H-SIC on
the concentration of Z, , centers and suggested that this
center was acomplex that included anitrogen atom and
an interstitial C atom or, which is less probable, a
N atom and aSi vacancy (Vg). Thestructure of the center
with thelevel at E.—0.5 eV was aso related to that of an
impurity—vacancy complex, since this center featured
low thermal stability and alow ultimate concentration.

Two types of deep-level centers (E, + 0.55 eV and
E, + 0.78 eV) were observed in p-6H-SIC irradiated
with 1.7-MeV electrons [19]. Both types of centers
were annealed out at temperatures of 500-800 K.
According to the data obtained using the electron spin
resonance (ESR) measurements, irradiation of p-6H-SiC
with 300-keV electrons gives rise to Frenkel pairs
Vg—Si, in addition to individua silicon vacancies. Irra-
diation with 2-MeV electrons gives rise only to mono-
vacancies Vg [20]. Photo-ESR studies of p-4H-SIC
irradiated with 2.5-MeV electrons suggested that the
deep-level center (E, + 1.47 €V) could be identified
with a positively charged carbon vacancy [21].

2.2.2. Irradiation with neutrons. A number of
types of deep-level centers (E.— 0.5 eV, E. —0.24 eV,
and E.—0.13 eV) were observed in SIC irradiated with
neutrons [22—24]. It was assumed [25, 26] that stable
vacancy-related complexes were formed as a result of
annealing; these complexes were presumably electri-
cally inactive. It was found that weak n-type conductiv-
ity could be detected in p-SiC irradiated with neutrons
and not subjected to postirradiation annealing [24, 27].
There were also other publications concerned with the
effect of neutron radiation on the properties of SiC

SEMICONDUCTORS  Vol. 38

No. 2 2004

[28, 29]. The effect of neutron radiation on the current—
voltage characteristics of various devices has been stud-
ied in most detail. It has been established that the car-
rier-removal rate (the number of removed carriers per
one neutron and one centimeter) amountsto ~4.5 cm?,
whichislower than that in silicon by afactor of approx-
imately 3 [30]. The centers with a deep level at E, —
0.49 eV were detected in 3C-SiC irradiated with neu-
trons; these centers were annealed out at a temperature
of ~650 K [31]. The measured carrier-removal rate is
equal to 7.2 cmt, which is close to the value of 7.8 cm™
measured for silicon irradiated with neutrons with the
identical spectrum. Two annealing stages (at 350 and
500 K) were observed in studies of the charge-carrier
mobility in n-SiC irradiated with reactor neutrons[32].

2.2.3. Irradiation with alpha particles. It was
reported [33] that irradiation of n- and p-6H-SIC with
alpha particles only brought about an increase in the
concentration of already existing background defects.
It was concluded that the radiation resistance of SIC is
no lower than the radiation resistance of InP, which is
another radiation-resistant material. The effect of irra-
diation with He" ions on 4H- and 6H-SiC was consid-
ered in detail by Dalibor et al. [15]. The parameters of
observed radiation defects coincided to a large extent
with those of radiation defects detected previously in
SiCirradiated with electrons.

2.2.4. Irradiation with gamma-ray photons.
The results of studying the ESR spectra of p-4H-
and p-6H-SiC crystalsirradiated with gammarray pho-
tons were reported by II'in et al. [34]. Three types of
paramagnetic centers were detected; these centers
decomposed at 160°C. It was assumed that the corre-
sponding ESR spectrum was related to a single type of
centers that involved carbon vacancies or to a complex
composed of an Al impurity atom and a C atom that
occupies the silicon or interstitial sites.

2.2.5. Irradiation with protons. Deep-level centers
formed in 4H- and 6H-SIC of n-type conductivity as a
result of irradiation with 8-MeV protons were previ-
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Table 4. Parameters and properties of radiation defectsin 4H-SIC

Irradiation :
Irradiation with photons [39] with electrons Impl arltatlon Structural defects
12-14, 16, 17] | O He"[19] :
[12-14, 16, 17] Plausible structure
ionization o cm? annealing ionization energy, | thetypeof | ionization energy,
energy E,, ev | —™ temperature, K defect type defect defect type
0.18 6x1071° 800950 E.—0.2eV P,/P, E.—(0.18-0.2) eV | A primary defect [39]
[44]
EH, (E.—0.45¢V) Vacancy + impurity [16]
0.63-0.7 |5x107%| 1100-1800 |EH,, EH, Z; Z; [15] V¢ [39], aVg complex [45]
N + Vg, [18]
0.96 5x107'°| 1100-1800 RD,, E.—1.1eV [46]
1.0 1x107%6| 1100-1800 |EHg RD4 Ve + Vg [39, 47
15 2x107%8 | 1100-1800 |EHg/EH, RD,

Note: Energy E; is reckoned from the bottom of the conduction band; o, is the cross section for electron capture.

ously studied in detail [33-37]. The parameters of these
centers are close to those of the centers detected previ-
ously in SiC irradiated with electrons (Tables 3, 4). The
ESR data show that the observed centers are either car-
bon vacancies (E. — 0.5 €V in 6H-SiC and E; — (0.63—
0.7) eV in 4H-SiC) or pairs of vacanciesin the carbon
or silicon subl attices. Apparently, the different thermal-
ionization energies of centersthat presumably have the
same structure (Vg + V() can be attributed to dissimilar
distances between the components of the pairs (vacan-
cies); these distances are characteristic of each of the
aforementioned radiation defects. The above results
were obtained using the method of positron spectros-
copy for n-6H-SIC irradiated with low-energy protons
[43, 48]. It was found that irradiation with protons gave
rise to various types of divacancies Vg + V¢, aswell as
individual vacancies that were annealed out at a tem-
perature of ~900°C [48]. It was also assumed that a cer-
tain divacancy was responsible for a center with adeep
level near the midgap [43]. At the same time, only sili-
con monovacancies annealed out at a temperature of
~1100°C were observed in the n-6H- and n-4H-SIC
samplesirradiated with 12-MeV protons[49]. Davydov
et al. [50] analyzed the results of studying n-6H-SiC
irradiated with protons with various energies. It was
shown that the R centers (E, — 1.1 €V) featured the
highest production rate: 0.17, 70, and 700 cm for
protons with energies of 1 GeV, 8 MeV, and 150 keV,
respectively.

2.3. Defect-Related Luminescence

Short-wavelength luminescence with photon-emis-
sion energies ranging from 2.3 to 2.6 eV in n-6H-SIC
crystalsirradiated with K and Li ions and then annealed
was first observed by V.V. Makarov in 1966 [51]. The
luminescence spectrum consisted of (i) two triplets of
narrow lines (H and L lines) near an energy of 2.6 eV
and (ii) abroad featureless band with an emission peak

at 2.35 eV. It was ascertained [52, 53] that the broad
band did not result from the development of a fine
structure. It was assumed that this band was related to
radiative recombination involving a donor nitrogen
level and an acceptor center that was produced in the
course of implantation. Patrick and Choyke [54] stud-
ied in detail the structure of the H and L lines and the
temperature dependences of the luminescence spec-
trum; the latter was called the D, spectrum. This spec-
trum was observed in SiC after irradiation with elec-
trons[55], neutrons[56], and ions of varioustypes[53],
which made it possible to use 6H-SiC ion-implanted
with Al asamaterial for fabricating efficient light-emit-
ting diodes that operated in the green region of the
spectrum [57]. Irradiation of other SiIC polytypes gave
rise to luminescence with similar properties[52]. Since
this luminescence emerged as a result of irradiation or
implantation of SiC with various ions, it was assumed
that a center acting asthe activator of luminescence had
either a pure defect-related structure or was a complex
which consisted of an intrinsic defect and an atom of a
background impurity [58-60]. Choyke [61] detected
excitons bound to deep-level centersin SiC. However,
the levels related to these centers were not observed.
It was assumed that the D, spectrum could be related
tothe Z; centersin 4H-SIC [15] or to the i centersin
6H-SIC [62].

It may be concluded from the consideration of the
summarized results of studying the radiation defectsin
SiC that the spectrum of radiation defectsin each of the
silicon carbide polytypes is ailmost independent of the
methods for growing the samples and the type of parti-
cles used for irradiation (protons, electrons, apha par-
ticles). In addition, irradiation mainly brings about an
increase in the concentration of deep-level centers that
aready exist in the material. According to ESR data,
the vast mgjority of radiation defects consist of elemen-
tary lattice defects, i.e., vacancies and interstitial atoms
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Table 5. Values of V4 for SiC and Si according to various publications

Semiconductor Ng-N;, cm= Particles/energy/dose Vg, cmt References

4H-SiC 1x 101 a/1.7 MeV/2 x 10° cm™ 4x10° [65, 66]
2x10'8 H*/350 keV/1 x 1014 cm™2 2x 10 [67]
Protons/8 MeV/6 x 1014 cm 130 [39]
The same 67* [39]
6H-SIC a/55 MeV/2 x 101t cm2 7.8 x 10* [33]
Neutrons 45 [69]
4 x 106 Protons/8 MeV/6 x 1014 cm™ 17 [39]
The same The same —45* [39]
3C-SiC 106 Neutrons/1 MeV/10% cm 7.2 [68]
Electrong/1 MeV 0.014 [70]

S a/1.7 MeV/2 x 10° cm™ 5x 10* [65, 66]
Neutrons/1 MeV/10% cm 7.8 [68]
Electrong/1 MeV 0.01-0.1 2]

Protons/8 MeV/6 x 104 cm 200-350 [71,72]

* T =650 K. Other quantities were measured at T = 300 K.

(or their combinations). Irradiation of SIC was carried
out at temperatures of 295 K or lower in all the studies
cited above. Apparently, primary radiation defects in
SIC at the aforementioned temperatures have a low
mobility and cannot form complex secondary defects
that include, for example, impurity atoms.

3. EFFECT OF RADIATION
ON MATERIAL PROPERTIES

3.1. The Lifetime of Minority Charge Carriers

It is known that radiation is used to reduce the life-
time of charge carriers in fast-response devices based
on Si. Such amethod for reducing the lifetime has prac-
tically not been employed in the case of SIC, since the
problem of increasing the lifetime of minority charge
carriers is more urgent for this material. Nevertheless,
this problem may arisein future. At present, thereisno
generally accepted opinion as to which deep-level cen-
ters control the lifetime in SiIC. For 6H-SIC, it was
shown that the R centers with the levdl at E. — 1.1 eV
(near the midgap of this polytype) can act as the afore-
mentioned lifetime-controlling centers [63]. Lebedev
etal. [37] measured the hole diffusion length (L) in
n-6H-SiC irradiated with various doses of 8-MeV pro-

tons. Figure 1 shows the dependence of L?, on the con-
centration of R centers (Ng). Ascan beseenfromFig. 1,

the dependence Lf, 0 /N is the same for irradiated

samples as for unirradiated samples. Thus, the radia-
tion-based method for controlling the lifetime may turn
out to be promising in n-6H-SIC where the production
rate of R centers exceedsthat of other radiation defects.

SEMICONDUCTORS  Vol. 38

No. 2 2004

3.2. The Rate of Removal of Charge Carriers
in Slicon Carbide

The formation of radiation defects with deep levels
in the band gap of asemiconductor brings about aredis-
tribution of charge carriers and a change in the conduc-
tivity of the material. If amaterial with n-type conduc-
tivity is irradiated, electrons are transferred from the

le,,cm2
10°7F
\\ ol
i °2
\.\,
N
ho¥
1079F “Ce
N [
*
.\\\
10710 * o,
[ ]
o
0711 ] ] ] ]
1012 1013 1014 1015 1016
Ny, cm™3

Fig. 1. Dependence of the hole diffusion length on the con-
centration of the R centers [37]. Unfilled circles 1 corre-
spond to the sample after irradiation with several doses and
annealing; filled circles 2 correspond to an unirradiated
samples.
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Fig. 2. Dependences of characteristic concentrations N in
6H-SiC on the dose of irradiation with protons[39]. Curves 1

and 2 correspond to N; — N, a T=(1)300and (2) 650K;

curve 3 represents the difference between curves 2 and 1;
and curve 4 represents the concentration of the centers with
thelevel at E; —(1.1-1.22) V.
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Fig. 3. Dependences of characteristic concentrations N in
4H-SiC on the dose of irradiation with protons [39]. Curves 1
and 2 correspond to N; — N, a T=(1)300and (2) 650 K;

curve 3 represents the difference between curves 2 and 1;
and curve 4 represents the total concentration of radiation
defects RDl’ 2 + RD3 + RD4

conduction band to deep levels of acceptor-type radia-
tion defects.

As a result, the conductivity of the material
decreases, so that the semiconductor can become an
insulator if the radiation doses are high. In order to

LEBEDEYV et al.

describe this process in various materias, the removal
rate for charge carriers Vy is used; this parameter is
defined as

Vy = An/® = (ng—n)/P, (2

where ny and n are the concentrations of charge carriers
in the conduction band before and after irradiation and
@ isthe radiation dose. Lebedev et al. [64] considered
the special features of determining the parameter V, for
silicon carbide and wide-gap semiconductors (WGSS)
in general. Deep-level centerswith anionization energy
of =1 eV can be formed in irradiated semiconductors
with awide band gap E,. Such centerswill virtually not
beionized at room temperature, and the quantity V,will
exhibit atemperature dependence that will become less
pronounced with increasing temperature of measure-
ments even at temperatures higher than 295 K.

We now consider experimental studiesin which the
quantity V4 was determined when SiC was irradiated
with particles of various types. The results of these
studies and the available values of V, for silicon
obtained under the same irradiation conditions are
listed in Table 5.

According to the data obtained in the majority of
studies, V4(Si) = V4(SIC) at 300 K. Data obtained
recently [65, 66] contradict the general pattern:
V4(SIC)/Vy(Si) ~ 10. Crystals were irradiated with
1.7-MeV alpha particles with a dose of 2 x 10° cm™
[65, 66]. The ion ranges were equal to 3.8 um for SIC
and 5.9 umfor Si. Itisworth noting that only the effects
at the end of the particle ranges were monitored in
[65, 66]; therefore, the effect could be attributed mainly
to helium clusters formed at this depth rather than to
radiation defects.

In addition, the results reported so far [65—70] were
obtained at room temperature, in which case the value
of Vy is still large. The deep-level centers formed in
n-4H- and n-6H-SIC as a result of irradiation with
8-MeV protons were studied in [35-39]. It was estab-
lished that the difference concentration of ionized

donors and acceptors N — N measured at room tem-

perature decreased after irradiation. At the sametime, it
was observed that this concentration increased after

heating the structure to 650 K. The value of Ny — N,

measured at 650 K inirradiated 6H-SiC waseven larger
than in unirradiated samples. As the radiation dose
increased, this difference between the irradiated and
unirradiated samples increased (Figs. 2, 3). Thus, the
measurements performed at high temperatures support
the conclusion that for SiC either V4(300 K) > V(650 K)
(for 4H-SIC) or the value of V, (650 K) becomes nega-
tive (for 6H-SIC) [39]. Evidently, both donor and
acceptor radiation defects (with donors being domi-
nant) are formed as aresult of irradiation of n-6H-SiC.
Apparently, the same mechanism is also active for
p-6H-SiC, in which case the change in the conductivity
type (p — n) isobserved asaresult of irradiation [39].
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An approach to the formation of radiation defectsin
WGSswas previously developed [ 73] in which amech-
anism similar to the self-compensation of conductivity
was considered. According to Vinetskii and Smirnov
[73], the change in the conductivity type as a result of
irradiation is characteristic only of narrow-gap semi-
conductors, whereas the conductivity of WGSstendsto
intrinsic conductivity as the radiation dose increases.
Indeed, this inference is consistent with experiment
only if the irradiation of WGSs is carried out at room
temperature. However, if the temperature dependence
of V, istaken into account, the aforementioned approach
is valid only for 4H-SIC. An increase in the difference

concentration of donors and acceptors N — N, as a
result of irradiation is observed in 6H-SIC and, appar-
ently, in 3C-SIC [74].

Thus, measurements of V, at room temperature can-
not clarify whether the devices based on WGSs are suit-
able for operation at high temperatures.

3.3. Radiation-Induced Doping (Compensation) of SC

Another important aspect of the interaction of ioniz-
ing radiation with semiconductors is the phenomenon
of radiation-induced doping. As aresult of this doping,
local regions with the high resistivity required for fab-
ricating a specific device can be formed in a semicon-
ductor. It is generaly believed that the radiation resis-
tance and the feasibility of radiation-induced doping
are contradictory characteristics of a materid; i.e, if a
semiconductor is radiation-resistant, this material is
considered as not suitable for compensation by the
method of radiation-induced doping.

In what follows, wewill show that the above assess-
ment is not quite correct in the case of SIC. It isknown
that SiC is a promising material not only in relation to
high-temperature electronics but also with respect to
applications in a number of devices that are not
designed for operation at high temperatures. These
devices primarily include high-frequency devices
(Schottky diodes and certain types of field-effect tran-
sistors) whose structure involves a metal—semiconduc-
tor contact. As a rule, such a contact degrades rapidly
with increasing temperature, irrespective of thelimiting
operation temperatures of the semiconductor itself. If
the operation temperatures of the device are not much
higher than 300 K, we can use the values of V4 obtained
at 300 K in order to estimate the efficiency of radiation-
induced doping of SIC. The largest value of resistivity
(pw) that can be attained in the semiconductor is
another important characteristic of the efficiency of
radiation-induced doping.

As a result of irradiation, the Fermi level in an
n-type material should shift to the deepest level of the
radiation defects produced. The value of py should be
controlled by the concentration of charge carriersin the
conduction band of a semiconductor, i.e., by the level
depth and degree of ionization of a given deep-level
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Fig. 4. Temperature dependences of the forward resistance
of a Schottky diode based on 6H-SiC after proton irradia-

tion with doses ® = (1) 3 x 10, (2) 4 x 10, (3) 6 x 1014,
(4) 1x 10, (5) 2 x 10'5, (6) 5 x 10, and (7) 1 x 101® cm .

center. If the semiconductor’s band gap becomes wider,
radiation defects with deeper levels and with a lesser
degree of ionization can be formed in this semiconduc-
tor. Thus, WGSs offer clear advantages over narrow-
gap semiconductorsin the production of high-resigtivity
layers. It isimportant that the semi-insulating properties
of these layers are also retained at temperatures higher
than 295 K. Asshown by Anikin et al. [63], theresitivity
of 4H-SIC a T = 450°C is equa to the largest value
attained for GaAs (~10° Q cm) at room temperature.

A number of researchers have studied the feasibility
of proton (hydrogen) passivation of silicon carbide
[67, 75-78]. It was shown that the resistivity of n-4H-SIC
at room temperature exceeded 8 x 10° Q cm after irra-
diation with 350-keV protons with a dose of 1 x
10* cm [67]; the resistivity decreased rapidly with
increasing temperature. Irradiation with 8-MeV pro-
tons [39] also brought about an increase in the ohmic
resistance of 4H- and 6H-SIC structures subjected to
forward biases (R,) at room temperature. In contrast to
6H-SIC, a decrease (rather than an increase) in total
concentration of uncompensated donor centers is
observed in 4H-SIC samples irradiated with protons.
This observation shows that irradiation stimulates the
formation of acceptor centers with levels in the lower
half of the band gap or the destruction of donor centers
with levelsin the upper half of the band gap. In addition,
irradiation gives rise to acceptor centerswith deep levels
to which electrons transfer from shallower donor levels.

According to data published [39], the value of R,
decreased exponentially with increasing temperature
and featured activation energy €, (Figs. 4, 5). As the
radiation dose increased, the energy €, became higher
and tended asymptotically to ~1.1 eV for 6H-SIC and
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Fig. 5. Temperature dependences of the forward resistance
of a Schottky diode based on 4H-SiC after proton irradia-

tion with doses ® = (1) 6 x 10, (2) 1 x 10'°, (3) 2 x 10%,
(4) 5 x 1012, (5) 1 x 1016, and (6) 2 x 106 cm2.

1.25 eV for 4H-SiC [39]. This behavior resulted in the
formation of n-6H-SiC layersthat were semi-insulating
at room temperature. Such layers can be used in thefab-
rication of devicesthat are not designed for operation at
high temperatures, for example, photodetectors or var-
ious radiation detectors.

3.4. Amorphization of SC as a Result of Irradiation

Amorphization of SIC samples was observed after
irradiation with electrons [79], neutrons [80], protons,
and various ions (He, Ar, Cr) [81]. It was also noted
[81] that the process of amorphization in SIC differed
from that characteristic of Si. Only ionsthat are heavier
than B can amorphize silicon at room temperature;
lighter ions only give rise to heavily damaged layers of
crystalline material even at high implantation doses.
At the same time, amorphization of SiIC sets in if the
critical specific implantation energy (23 eV/atom) is
attained, irrespective of theion mass. It was noted [81]
that this difference between Si and SiC may be related
to a higher mobility of defectsin silicon at room tem-
perature and to the partial annealing (recombination) of
these defects directly within the ion track during
implantation.

It was also observed [ 79, 80] that annealing of amor-
phized layers of hexagonal SiC polytypes led not only
to the recovery of the starting-polytype structure but
also to theformation of inclusions of the cubic polytype
3C-SIC. In our opinion, these results are very important
since the physical theory of mutual transformations of
SiC polytypesisfar from adequate. We believethat it is
especialy important to gain insight into the causes of
changes in the polytype in an aready grown epitaxia
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layer or adevice structure. Recently, there have been a
number of publications concerned with studies of
stacking faults that consisted of inclusions of cubic SIC
within diodes based on 4H- or 6H-SIC. These inclu-
sions were formed when forward current flowed
through the diodes under consideration [82—84].

The effect of the aboveinclusionsis usually consid-
ered as detrimental since stacking faults represent the
regions of efficient recombination of charge carriers
and the formation of these regions results in the degra-
dation of parameters of high-power devices based on
silicon carbide. At the same time, it was shown that
stacking faults with a thickness on the order of several
lattice constants act as 3C-SIC quantum wells within
the wider-gap 4H-SiC. Asaresult of dimensional quan-
tization, the above circumstance resulted in the appear-
ance of intense photoluminescencein the blue region of
the spectrum (photon energy hv = 2.5 eV) [85]. It was
also observed that quantum-dimensional stacking-fault
structureswere formed in aheavily doped 4H-SIC layer
after additional heat treatment [86]. Unfortunately, the
process of formation of stacking faults and related
guantum wellsin SiC is hitherto uncontrollable.

Even beforethefirst studies of stacking faults, it was
inferred from an analysis of the properties and structure
of deep-level centers in silicon carbide that intrinsic-
defect concentration characteristics existed for each
polytype [10, 87]. A variation in the intrinsic-defect
concentration can then lead to transformation of a poly-
type. It was assumed that irradiation (possibly, up to the
onset of amorphization) with subsequent annealing can
be used to change the defect concentration in a grown
structure.

The development of the technology described above
would make it possibleto radically expand the range of
SiC applications and affect the studies of other poly-
type compounds. However, this method of forming het-
erostructures requires extensive studies of the irradia-
tion and annealing conditions and preliminary doping
of the starting epitaxial layersin order to proveits fea-
sibility.

The formation of hydrogen or helium bubblesin the
case of high implantation doses with subsequent exfo-
liation of the top semiconductor layer in the course of
annealing is one of the difficulties in carrying out the
aforementioned studies [88, 89]. At the sametime, sig-
nificant progress has been achieved in recent years in
the fabrication of heteropolytype SiC structures using
epitaxial methods [90-92].

4. THE USE OF SiC FOR DETECTION
OF NUCLEAR RADIATION

4.1. History

Nuclear detectors based on SiC occupied a promi-
nent place among detectors even in the first attemptsin
the 1960s to replace a gas in ionization chambers with
amore condensed (semiconductor) medium.
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It should be recalled that the typical design of a
detector (by analogy with a gasfilled chamber)
includes a p*—n- (n*—p-) or p*—i—n* diode structure.
This structure operates under conditions of reverse bias,
which forms an operation (active) zone, i.e., a space-
chargeregion (SCR) with astrong electric field. The p*-
and n*-type regions act as electrodes. Nuclear particles
(or photons) produce ionization in a semiconductor
when they are slowed down. Thus, the tracks of non-
equilibrium electron-hole pairs are formed in the
detector’s operation volume. The separation of charge
carriersin an electric field of SCR and their subsequent
drift to electrodes generate a current pulse in the detec-
tion circuit.

lonization occurs with relatively small fluctuations
in the number of generated electron-hole pairs; as a
result, this number is found to be strictly related to the
absorbed energy. Therefore, in the case of complete
transfer of charge carriersto electrodes, the charge that
flows through the circuit represents a measure of the
absorbed particle (photon) energy.

In order to successfully implement the “ionization”
principle of measuring the energy of nuclear radiation,
the starting material should feature acertain set of prop-
erties. These properties include alow concentration of
impurities (an extended region of the electric field);
bipolar conductivity (the absence of a space-charge
accumulation that distorts the electric field); large drift
length for charge carriers (charge-carrier transport with
an efficiency close to unity); a band gap ensuring the
low-rate thermal generation of charge carriers (a low
noise and a low dissipated power); and, if possible, a
large atomic number of relevant elements (efficient
absorption of the X- and gamma-ray radiation). Since
the ion tracks occupy a small fraction of the detector
volume, a high local uniformity of conditions of the
charge-carrier transport is required for the pulsesto be
identical.

Unfortunately, the improvement rate for the SiC
properties in the 1960s-1970s was appreciably lower
than that for competing materials. For example, perfect
monatomic Ge and Si crystals were rapidly obtained
and methods for high-degree compensation of residual
p-type conductivity using the donor lithium impurity
were developed. At the same time, materials with a
wider band gap and larger atomic number than those for
Geand S (CdTe and CdZnTe solid solutions, the com-
pounds GaAs and Hgl,) were developed. The afore-
mentioned materials were found to be very efficient in
the spectroscopy and detection of various types of
nuclear radiation. The advantages of planar technology
were exploited, and various designs of silicon detectors
(including multielement detectors) became widely
implemented. As aresult, interest in SiC as a material
for detectors was temporarily reduced, athough the
first results of using SiC to fabricate nuclear detectors
were encouraging [93-95].
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The successful attempt of Tikhomirovaet al. [96-98]
to introduce a beryllium acceptor impurity into n-type
crystals should be mentioned among studies concerned
with SIC that were carried out in the 1970s. Detectors
with n-type conductivity compensated with beryllium
operated with good results as counters of neutrons
(conversion reactions with emission of short-range par-
ticles were used) and fission fragments directly in the
reactor channel; these counters could operate at tem-
peratures as high as 600°C.

Considerable advances have been made recently in
controlling the properties of SiC: the requirements
imposed on most important characteristics of SIC are
now satisfied quite adequately. Consequently, a
renewed interest in designing SiC-based detectors is
clearly observed. In what follows, we will do our best
to describe the current situation in thisfield.

The difference concentration of donors and accep-
tors N — N3 =5 x 10%-3 x 10% cmr3 is standard for
“pure” SiC films. This concentration makes it possible
to obtain an SCR with extent W = 15-30 um at a bias
voltage U = 500 V. Lifetimes on the order of several
hundreds of nanoseconds for holes with lower mobility
combined with large values of saturation drift velocity
ensure an aimost 100% efficiency of the charge trans-
port. As mentioned above, the high radiation resistance
and chemical resistance of SiC and its high thermal sta-
bility (SiC-based devices can operate at temperatures of
severa hundreds of degrees centigrade) are the most
attractive characteristics of SIC. Much attention in
recent publications has been given to studying the
above properties of SiC and to tests of SiC-based detec-
tors for detection and spectrometry of various types of
nuclear radiation.

In turn, the diode structures of detectors are conve-
nient for studying the electrical characteristics of the
material. In this context, deep-level transient spectros-
copy (DLTS) and dectron-beam-induced current (EBIC)
are widdly used. The main method for determining the
transport characteristics is the amplitude analysis of
transport of calibrated bunches of nonequilibrium
charge carriers.

4.2. Detection of Short-Range Particles

The mgjority of studies concerned with analyzing
the operation of SiC detectors have been carried out
using epitaxia n-4H- or n-6H-SIC filmswith N — N =
10% cm 3. Thefilm thicknesswas equal to ~10 um, i.e.,
was comparable with the slowing-down length of short-
range ions. Single-crystal SiC wafers that were doped
tothelevel of (3.0-6.0) x 10% cm~ and had athickness
of ~300 um were used as the substrates. As arule, the
rectifying contact was prepared in the form of a Schot-
tky barrier. The latter was formed using magnetron
sputtering of Ni [99, 100] or by depositing a thin
(2100 nm) Au film [101].
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fusion; the quantity W corresponds to the SCR boundary;
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Fig. 7. Alpha-particle energy spectrum obtained using an n—
p—n"* structure based on a4H-SiC film. The solid line repre-
sents the approximation of the low-energy line using a
Gaussian function at the relative full width at the hal f-max-
imum of the line FWHM = 8.6%.

It is convenient to use natural-radioactivity alpha
particleswith energies of 5-6 MeV asahighly ionizing
radiation. The detection of nonequilibrium charge
induced by individual apha particles is performed
using standard nuclear spectrometry instrumentation.
This instrumentation includes a charge-sensitive
preamplifier, an amplifier with the passband controlled
by integrating/differentiating RC circuits, and a pulse-
height analyzer. In order to calibrate the energy width
of an analyzer channel, a precision silicon detector is
used. The spectrum shape and the average amplitude
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and full width of the spectrum at half-maximum were
determined in the studies under consideration.

The typical dependence of the signal amplitude
(energy E dissipated in the film) on the bias voltage
applied to the detector is shown in Fig. 6 for afilm with
thickness d = 10 um [99]. 2**Cm alpha particles with
range R ~ 20 um were used; i.e., the particle range
exceeded the film thickness, so that the induced ioniza-
tion virtually corresponded to the linear portion of the
Bragg curve for specific energy losses dE,/dx = f(X).
The observed two stages in the signal growth corre-
spond to voltages U before and after complete deple-
tion of the structure. Aslong as the SCR occupies only
a fraction of the n-type base volume, the diffusion of
holes in the base is involved in the charge transport in
addition to the drift of charge carriers in the field
region; the diffusion proceeds much more slowly than
the drift. Appreciable losses of charge due charge-car-
rier recombination become significant. In the first
approximation, the signal increasesin proportion to the
SCR width W O UY2 (a similar result was reported by
Navaet al. [101].

When the SCR occupies the entire film thickness,
electrons and holes are efficiently separated by thefield
and the losses of charge are controlled by localization
at the capture centers that retain the charge carriers for
atimethat exceeds the pul se-shaping timein the detect-
ing instrumentation (on the order of several microsec-
onds). The signal increases insignificantly owing to an
increase in the drift velocity. Finally, the charge trans-
port is assumed to be compl ete at the stage of signal sat-
uration.

The shape of the spectral line wasfound to be Gaus-
sian[99, 101]; an appreciable transformation of theline
asthe average value of the amplitude increased was not
observed (see 4.3.3 below).

Figure 7 illustrates the feasibility of detecting a
spectrum that consists of four lines of the ??°Ra alpha
decay. The decay energies were reduced owing to a
slowing-down of alpha particlesin air and were equal
to 2432, 3469, 4125, and 6189 keV. The ranges of al
the particles were smaller than the film thickness; how-
ever, the charge transport included a diffusion compo-
nent, which reduced the amplitude and brought about
the observed overlap of the lines[102].

4.3. An Analysis of the Material Parameters
that Control the Charge Transport in Detectors

The aforementioned data on detection of alpha par-
ticles are used with good results in analyzing the most
important parameters of SiC as amedium for detection
of hard radiation. These parameters include the mean
energy for formation of an electron—hole pair €, the dif-
fusion length for holes L, = (D1,)Y?, the degree of inho-
mogeneity of the hole lifetime At/t, in the diode-struc-
ture base, and the lifetime of charge carriers until they
become localized at the capture centers during the drift
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inthe SCR. Here, D isthe diffusion coefficient and 1, is
the mean lifetime of holesin the base.

4.3.1. Determination of the mean energy for for-
mation of an electron—hole pair. The energy dissi-
pated in the film E is determined first in order to calcu-
late € using mathematical simulation of the slowing-
down of an alpha particle (the TRIM software package
[103]). As mentioned above, the detected signal is pro-
portional to the charge generated by a particle Q, = eN
(N is the number of produced electron-hole pairs and
eisthe elementary charge). This circumstance makesit
possible to write the relation N = E/e = Eg/eq. Here,
€5 =3.62 €V isthe energy required for generation of an
electron-hole pair in Si and E; isthe experimental sat-
uration energy (see Fig. 6); the value of Eg, is deter-
mined from the signal calibration using asilicon detec-
tor. Thus, we use the data shown in Fig. 6 to find that
€= 8.6 eV, which is close to the value € = 8.4 eV
reported by Rogalla et al. [104].

4.3.2. Determination of the hole diffusion length.
Diffusion—drift transport was previousy considered
[105, 106] for the case of the steady-state and spatially
uniform generation of charge carriers. As a result, the
following expression, which is equivalent to that for the
case of pulsed ionization in detectors, was derived:

QIQy, = 1—-A = (W+Lp)/d. A3)

Here, A = 1 — Q/Q, accounts for the deficit in the
detected charge Q.

In the case of generation of charge carriers by apha
particlesin thin films (R > d), dE,/dx is assumed to be
alinear function of x. This assumption complicatesfor-
mula (3) but makes it possible to carry out the fitting
procedure for the function A(W) using two parameters,
Lp and d (Fig. 8) [99]. The quantity A was calculated
using the data in Fig. 6 as A = (Ey; — E)/E;, and the
value of W was determined from the capacitance mea-
surements. As a result, we determined the quantity Ly
(Lp =2.42 um) and refined the value of d (d = 9.76 um).

4.3.3. The shape of the pulse-height spectrum
and itsrelation tothelifetimeof holest. The statistics
of the signal amplitude manifests itself in the shape of
the spectral line and isa specific characteristic of detec-
tors. It iscommon practice to describe the straggling in
the signals using the full width at the half-maximum
(FWHM) of the line. The origin of the straggling is
related to a number of factors; however, nonequilib-
rium-carrier transport is the dominant mechanism of
straggling if the charge transport is incomplete. The
shape of the line was analyzed previously [99, 107] tak-
ing into account special features of the charge-carrier
diffusion characteristic of SIC.

The question of the shape of the line is also impor-
tant methodologically since the use of apha particles
makes it possible to assess the microscale nonunifor-
mity of T over the film area[107]. Indeed, the tracks of
alpha particles contain dense clusters of electron-hole
pairs and have a diameter of ~10 um (taking into
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Fig. 8. Dependence of the signal deficit on the position of
the SCR boundary. Circles correspond to the experimental
data, and the solid line represents the result of the approxi-
mation according to Lebedev et al. [99].

account the spread caused by the diffusion and drift).
Therefore, the magnitude of charge generated by each
particle depends on the conditions of the carrier trans-
port in amicroscopic volume. The statistics of distribu-
tion of lifetime t over the sample surface manifests
itself as aresult of random incidence of particles upon
the detector. It isimportant that the charge-carrier life-
time isthe parameter that is most sensitive to structural
defects.

We now consider the calculation of the spectrum
shape. The pulse-height spectrum is plotted as dN/dg =
f(g), where dN isthe number of pulseswithin the pul se-
height range dg and g = Q/Q,. In order to plot the spec-
trum, Strokan [107] used the identity dN/dqg = (dN/dr) -
(dt/dq); thus, the problem amounted to determining the
shape of distribution for T and the form of the function
g = f(1). The distribution of dN/dt was assumed to be
Gaussian with variance o since a Gaussian function is
most probable under conditions of small deviation of the
parameter T from themeanvalue Ty, i.e., [T—Ty| <Ty. The
FWHM of the spectrum as At = 2.35¢ was introduced
similarly to the pulse-height spectrum. For simplicity,
the charge-carrier generation rate was assumed to uni-
form over the film depth; the form of dt/dg was then
determined from expression (3). Asaresult, the follow-
ing system of equations was derived (with numerical
factors discarded):

dN/dg = (t/t,) " 2exp[—(1/1,— 1)%/0.362(AT/1,) 7,
q = (W+Lp,Jt/to)/d. (4)

Three dimensionless parameters in Egs. (4), i.e,
W/d, Lp/d, and At/t,, affect the shape of the pulse-
height spectrum in different ways. For example, the
quantity W/d only shifts the position of the peak with-
out affecting the value of FWHM. In contrast, the non-
uniformity of T only affects the FAWVHM of the spectral
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Fig. 9. Calculated shape of the pulse-height spectrum for
various degrees of nonuniformity of lifetime of holes that
diffuse in the base (see [99]). At/tg = (1) 100, (2) 50, and
(3) 20%. WId =0.2 and Lp/d = 0.1. Thewidth of the spectral
line as afunction of At/tgis shown in theinset.

line. Finally, the values of L/d affect the spectrum asa
whole.

The plotting of the spectrum for several values of
A1/t showed that the spectra were symmetric up to a
nonuniformity of 50% (At/ty = 0.5) [99]. As the value
of At/1, increases to unity, an asymmetry arises owing
to the appearance of an extended region of small ampli-
tudes at the left-hand wing of the spectrum. However,
the value of FWHM is alinear function of At/t, in the
entire range of At/t, under consideration (see inset in
Fig. 9).

Moreover, the dependence FWHM = f(Lp/d) was
also found to be linear with a slope that was propor-
tional to At/t,. As a result, the quantity FWHM is
defined as

FWHM = 0.48(At/1y)(Lp/d). (5)

It can be seen that the line width is independent of
the value of W/d, i.e., the bias voltage. The latter cir-
cumstance corresponds to the formulation of the prob-
lem where fluctuations in the detected charge are
related to the stage of the charge-carrier diffusion and
to the results of the measurements mentioned in 4.2.

The shape of the pulse-height spectrum was
recorded for filmswith Ly = 2.4 umand d = 9.76 um;
as a result, the value FWHM = 0.075 was obtained.
According to formula (5), this value corresponds to
At/ty = (0.075/0.48)(d/Lp) = 0.6, which amost coin-
cides with the degree of nonuniformity determined in
studying the charge-carrier transport in detector-grade
silicon.

4.3.4. Thedrift transport and the capturetime of
charge carriers. We first consider the calculated
parameters. The problem concerning the drift of charge
carriers in a linearly varying field was considered by
Eremin et al. [108]. In the case of “thin” SiC detectors,
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one should additionally take into account the fact that
the charge-carrier generation rate increases linearly
with the coordinate, and one should determine the
mean charge magnitude detected experimentally under
specified conditions.

The concentration of charge carriers as afunction of
the coordinate x in the course of their generation at a
point y was determined first as a result of calculations.
The charge q(y) induced at the electrodes was then
determined, and finally the mean value of this charge
was calculated taking into account the generation-rate
profile G(y). For example, the above procedure yields
the following formulas for holes:

() = G(y) ax——%dx a
X) = ex ,
P y pDJ;uhTh

d

Q(y) = 5fPeOTx ©)
y

d

0 = Z[CAdy.

Here, F is the electric-field strength, W, is the hole
mobility, and T1,, is the lifetime of holes until they are
localized at the capture centers. The charge g isnormal-
ized to the value determined by the absorbed energy.

For simplicity, the capture rate is assumed to be low
and is given by the linear term in the expansion of the
exponentia function. For a uniform fied (F(X) = const)
and equiprobable generation rate (G(y) = 1), the solutions
are descriptivein form and are the same for both electrons
and holes. In the notation for holes, we have

aly) = (1—y/d)[1—2dw+hyF},

_ . d g
gq-= 0.5% ST

Thelinear behavior of F(x) complicatesrelations (7)
by introducing a logarithmic dependence on voltage
[108]. It isworth noting that the identity of expressions
for the charges transported by electrons and holes is
retained in the case of a uniform generation rate of
charge carriers. The charge-carrier generation rate that is
nonuniform over the depth givesrise to different formu-
lasfor electrons and holes. The expressions become less
clearly conceived. However, athough these expression
are cumbersome, they make it possible to determine 1;,
using this parameter as an adjustable parameter [99].

We now consider the experimental data. The charge
losses under the drift conditions can be analyzed using
the data shown in Fig. 6. The voltage dependence of
losses should be compared with calculated depen-
dences on the value of 1. The small value of rms devi-
ation serves as the criterion for agreement between

(7)
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Table 6. Energy levels, concentrations, and impurities involved in a defect for trapping centers detected in SiC with the use

of DLTS and ICTS[109]

Defect type D S SV 3 A S
Energy, eV 0.10 0.19 0.32 0.91 0.40* 0.75*
Concentration, cm™ 2 x 10t 8.9 x 10%? 6 x 10! 2.2x 1013 4.5 x 10 1.4 x 1013
Impurity Nitrogen Chromium Vanadium

* At the interface between Au and epitaxial SiC film.

experimental and calculated values. The rms deviation
was found to be much smaller in the case of the pre-
dominance of losses in the hole charges. The value
obtained for the hole lifetime is equal to 35 ns. This
valueis smaller than that determined from the diffusion
transport (62 ns; see Fig. 8, where L = 2.42 um was
found). This difference may be related to dissimilar
occupation of the capture centers. diffusion occurs
under conditions of equilibrium occupation of centers,
whereas drift proceeds in nonequilibrium conditions
where the occupancy of the centers under consideration
is much lower.

The aforementioned results illustrate the method-
ological potential that follows from analyzing diffu-
sion—drift transport of anonequilibrium chargein diode
structures of detectors. In this context, the question of
how analytical expressions for describing the charge
deficit and the shape of the amplitude spectrum are
derived on the basis of known assumptions was
assessed. These expressions are used to determine the
key parameters of the charge-carrier transport: the life-
times of charge carriersin the course of their drift, the
diffusion length of nonequilibrium charge carriers in
the base, and the degree of lifetime nonuniformity over
thefilm area.

Navaet al. [109] used the DESSI S software package
[110] to describe the diffusion—drift transport of charge
carriers. Films of ahigher structural quality were used,
and unprecedentedly high values of charge-carrier life-
times (500 nsand 95 ps for holes and electrons, respec-
tively) were obtained.

The origin of the centersthat capture the charge car-
riers was studied by Navaet al. [109] using DLTS and
isothermal capacitance transient spectroscopy (ICTS).
Comparison of the results obtained by the above meth-
ods made it possible to determine the characteristics of
traps with a high accuracy, including the shallow-level
traps that are not resolved by DLTS at the specified
temperatures. The data on the energy position of the
capture states, their concentration, and their possible
relation to impurities are summarized in Table 6.

Thus, we may state that the level of drift-transport
parameters that ensures amost 100% efficiency of
charge transport is undoubtedly attained in modern SiC
films. How to further decrease the impurity concentra-
tion, which would make it possible to attain larger
widths of SCR, is a problem that remains to be solved.

SEMICONDUCTORS  Vol. 38

No. 2 2004

Recent results of studiesin thisfield seem to bevery
encouraging. For example, Kimoto et al. [111] attained
areproducible difference concentration of impurities of
(1-3) x 10" cm 3. It is planned that the total concentra-
tion of traps will be reduced to 5 x 10" cm™=. The
resulting SIC material approaches silicon in purity and
makes it possible to fabricate detectors that are
designed to operate with short-range ions and have a
completely depleted base with a thickness of ~100 pum.

Good results were also obtained with respect to the
formation of blocking contacts (shallow p*—n junc-
tions) in the detectors. The contact problemis solved by
using an Al implantation [112, 113]. As a result, SIC
structuresreliably detect alphaparticlesat temperatures
as high as 500°C.

4.4, The Use of SC-based Detectors for Detection
of Penetrating Radiation

4.4.1. Spectrometry of X-ray radiation. In order
to ensure the mode of spectrometry, it is necessary that
a complete deposition of the particle (photon) energy
occurs in the detector’s operation volume. In this con-
text, the datareported by Bertuccioet al. [114, 115] and
concerned with X-ray radiation spectroscopy with an
energy E,<60KkeV areof interest. Inthisenergy region,
the mechanism of photoabsorption with transfer of the
photon energy to the generated photoel ectron is domi-
nant. The photoelectron ranges increase superlinearly

with the energy (OEg*); nevertheless, these ranges do

not exceed 10 um. Therefore, the photoel ectron energy
(especidly, for E, < 20 keV) will be completely
absorbed in the SCR of the detector, which is exactly
characteristic of the spectrometry mode.

Bertuccio and Casigaghi [115] used n-4H-SiC films
produced by CREE Research Inc. [116]. Thefilmswere
70-um thick and had a difference impurity concentra-
tion of 9 x 10'* cm3. Specia technology was used to
form a Schottky barrier with an area of 0.03 mm? on an
epitaxial layer. Spectrometric measurements were car-
ried out at the reverse voltage of 300 V. The choice of
this voltage was the result of compromise between the
desire to attain an extended SCR (W = 18 um) and the
requirement for a moderate noise power. The average
electric-field strength in these conditions exceeded
10° V/cm. However, the reverse-current density was no
higher than 5 x 102 A/cm?. For comparison, the
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Fig. 10. Spectrum of 2*1Am X-ray radiation measured at
room temperature using a SIC detector (see [115]). The
noise-induced straggling of the line was generated by a sta-
ble-amplitude oscillator (FWHM = 466 V).

reverse-current densities in advanced silicon detectors
arein therange (0.5-1.0) x 10° A/cm?.

In Fig. 10, we show the ?*!Am X-ray spectrum
detected at 25°C; it can be seen that the characteristic
X-ray energies are well resolved. The linearity of
detected signdl is retained in the entire range of mea-
sured peak energies (8.0-59.5 keV). However, it should
be taken into consideration that the measured intensi-
ties of the lines are appreciably decreased as the energy
of X-ray photons increases. This fact is related to a
drastic decrease in the absorption of high-energy pho-
tonsin the SCR due to the small width of this region.

Anincreasein the SCR width would reduce both the
decrease in the line intensity and the detector capaci-
tance (at the unchanged detector area). A decrease in
the capacitance would make it possible to reduce the
Noi se power.

4.4.2. Dosimetry of electrons and gamma-ray
photons. The response of SiC detectors to the above
types of ionizing radiation is of interest from the stand-
point of radiotherapy. The detectors were typicaly irradi-
ated with 22-MeV dectrons and 6-MeV photons; the lat-
ter were produced by electrons accelerated to an energy of
6 MeV inalinear accelerator. Therange of absorbed doses
was 1-10 Gy at intengities of 2—7 Gy/min[117].
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In the above conditions of irradiation, the perfor-
mance of dosimeters based on SIC, Si, and CVD dia-
mond films was compared. It was found that the sensi-
tivity of silicon dosimeters degraded and dropped to
35% after exposure to an electron dose of 3 kGy. The
diamond films have a polycrystalline structure and
exhibit an appreciable nonuniformity of properties.
This nonuniformity significantly lowersthe spatial res-
olution of the detector. In addition, so-called “pump-
ing” is required to stabilize the detector’s sensitivity.
This pumping consists in preliminary exposure of the
sampleto the radiation of an X-ray tube (with an anode
voltage of 50 kV) with atypical dose of 10 Gy [118].

The best results for electron dosimetry were
obtained using Schottky diodes fabricated on epitaxial

4H-SiC filmsthat had N — N = 2.2 x 105 cm3, were
30-um thick, and were produced by CREE. The diodes
operated at a bias voltage of 150 V. The dependence of
the induced charge on the absorbed electron dose was

linear in the range 1-10 Gy and had a slope of
16.37 nC/Gy.

Inturn, inthe caseof irradiation with 6-MeV gamma-
ray photons (with a dose rate of 2.1-6.5 Gy/min), the
induced-current dependence on the dose was al so linear
and had a slope of 3.5 x 107° A min/Gy. The width of
the active zonewasW + L = (8.5 + 12.2) um.

However, an attempt to use a semi-insulating “ bulk”
(230-um thick) 6H-SiC samplefailed: the sensitivity to
electronswastoo low. Thisfact should berelated to the
large number of structural defects. Recombination cen-
ters reduce the efficiency of charge transport, and
microvoids bring about an increasein the dark currents.

The data listed in Table 7 make it possible to com-
pare the performance of dosimeters of various types; it
can be seen that diode structures based on epitaxial SIC
films are quite suitable for dosimetry of electrons and
gammacray photons.

4.4.3. Detection of relativistic particles. Naturally,
silicon carbide was among the materials considered as
suitable when experiments with high radiation rates
were planned at next-generation accelerators (such as
the Large Hadron Collider at CERN).

The potential of SIC as amaterial for atrack detec-
tor was studied by Rogala et al. [119]. They used

Table 7. Comparison of sensitivity and the ratio of sensitivity to volume for a dosimeter based on epitaxial SiC, those for
commercial (Scanditronix) Si-based dosimeters, and those for two dosimeters based on CVD diamond films [117]

Dosimeter Voltage, V Active volume, mm?3| Sensitivity, n"C/Gy | Sensitivity/volume, nC/(Gy mmq)
Silicon 0 0.295 150 509
CVD diamond 50 3.7 690 190
CVD diamond 400 4.7 420 20
Silicon carbide 150 0.06 16.4 273

Note: Thesilicon dosimeter had been preliminarily irradiated with 20-MeV electrons at adose of 10 kGy so that the subsequent irradiation

did not affect the sensitivity.
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310-um-thick semi-insulating 4H-SIC substrates pro-
duced by CREE. The contacts formed on both surfaces
of the sample were ohmic. In addition, aguard ring was
used, which made it possible to observe a linear cur-
rent—voltage characteristic with a resistivity of 5.1 x
10'° Q cm in the voltage range +500 V.

In order to imitate high-energy particles, the *°Sr
electronswith the highest energy (2.2 MeV) were used.
The signal s produced by only the high-energy electrons
that travel ed through the sample and induced the lowest
ionization in SiC were analyzed. In order to select these
ionization events, a conventional silicon detector was
installed behind the SIC sample. Signals from this
detector that corresponded to an energy of <1 MeV
were distinguished, whereas the signals corresponding
to the absorption of an energy of >1 MeV were fed to
the coincidence circuit. The tracks of the latter elec-
tronsIn SIC contained 17000 electron-hole pairs.

Experiments showed that the signal and noise spec-
tra were well resolved; however, two adverse factors
were observed [119]. First, the carrier-transport effi-
ciency was as low as n = 12%. Second, the signa
amplitude decayed exponentially with time constant
0 = 14.2 min. The above observations indicate that the
value of the charge-carrier lifetime is small and deep
levelsareinvolved in the formation of the electric field.
Itissignificant that the introduction of radiation defects
(as aresult of irradiation with 8-GeV protons at a dose
of 4.16 x 10 cm?) brought about an additional decrease
inn by 23% and in 6 to 3.6 min. Simultaneoudly, the
resistivity of the samples increased threefold.

We emphasizethat Rogallaet al. [119] werethefirst
to design a detector based on semi-insulating 4H-SiC.
The observed signal instability and the relatively low
efficiency of the charge transport should be attributable
to theinadequate quality of the material (corresponding
approximately to the state of the art in 1998). It will be
recalled that the low sensitivity of semi-insulating SIC
to electrons was also observed by Bruzzi et al. [117].

4.4.4. Detection of neutronsin the reactor chan-
nel. The problem of detection isrelated to the determi-
nation of neutron fluxes and the control of the reactor
operation. It is characteristic that the solution to this
problem is based simultaneously on the high radiation,
thermal, and chemical stability of SiC.

Since neutrons do not directly produce ionization,
the reactions in which the neutron energy istransferred
to other (short-range) ionizing particles, such as alpha
particles or fission fragments that can be detected by
SiC diodes, should be used. As far back as the 1960s,
good agreement between the datafor SiC diodes coated
with a?®U layer and the results of measurements using
the conventional method of activation of gold foils was
observed [120].

It was also ascertained that SiC-based diodes can
detect alpha particles after having been irradiated with
high doses of thermal neutrons (6 x 10'> cm). Regard-
ing fast neutrons (with energies higher than 1 MeV), the
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dose can be as high as ~10'” cm™ [121]. SiC-based
detectors exhibited a radiation resistance which
exceeded that of silicon detectors by almost a factor of
5 when the 23U fission fragments were detected
directly in the reactor channel [98]. The neutron-flux
density was 108 cm= s, and the exposure time was
340 h. In this context, the feasibility of evaluating a
neutron spectrum if SIC detectors are complemented
with aset of 233U, 234U, 23U, 238U, 2%2Th, and 2**Pu con-
verters was discussed.

Recent progress in the field of the growth of high-
purity SiC films makes it possible to solve a problem
that istypical of reactors and consists in measuring the
field of combined neutron and gamma-ray radiation.
The experimentswere carried out in the TRIGA reactor
[122, 123] under conditions of low-power radiation
(50-290W). An array of 22 Schottky diodeswith diam-
eters of 200 or 400 um was used. The diodes could be
connected in parallel, thus increasing the total area.
A LiF layer installed near the detector surface served as
aconverter; the neutron flux was measured on the basis
of triton counts, according to the reaction 6Li(n, a)H.

The portions related to direct detection of the back-
ground of tritons and gamma-ray photons are resolved
in the observed pulse-height spectrum. As a result,
these radiation types are detected separately; conse-
quently, it was possible to determine the distributions of
neutrons and gamma-ray photonsin the form of afunc-
tion of the distance from the channel’s center line. The
measurements take about 30 min when 12 diodes are
connected in parallel.

In determining gamma-ray and neutron fluxes, the
SiC detectors showed a high accuracy (the errors were
0.6 and 1.9%, respectively). We may state that small-
size SIC detectors can be used with good results to
monitor the operation not only of the reactor assemblies
but also of its active zones.

4.5, Radiation Resistance of Detectors

The radiation resistance of SIC with respect to
nuclear radiation was discussed to some extent in each
of the previous subsections. We now turn our attention
to the aforementioned (4.4.3) case of relativistic parti-
cles in connection with planned large-scale experi-
ments at the Large Hadron Collider at CERN. In these
experiments, detectors are expected to operate continu-
ously for ten years. Furthermore, the doses of irradia-
tion with relativistic particlesrangefrom 2 x 10 to 5 x
10% cm, depending on the distance from the site
where the beams interact. Under these conditions, the
use of advanced silicon detectors encounters serious
difficulties even at doses as low as ~10™* cm [124].

First, the dissipated power increases appreciably
(the reverse currents and the voltages corresponding to
depletion of the structure increase). Second, the effi-
ciency of nonequilibrium-charge transport and, corre-
spondingly, the signal amplitude are reduced. In this
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Fig. 11. Reverse-voltage dependence of the energy depos-
ited by an alpha particle in the sensitive region of the detec-
tor's diode structure before irradiation with protons (see
[126]). The numbers 56, 36, and 25 correspond to designa-
tions of the samples. The nonlinearity of the dependence
(solid line) is caused by the nonuniform distribution of
impuritiesin the SIC film.

context, Verbitskaya et al. [125] studied the results of
cooling Si detectors and the feasibility of varying the
field profile by controlled injection of charge carriers
from the contact. Complication of the conditions of
operation for silicon detectors has led to a search for
materials with a higher radiation resistance.

Ivanov et al. [126, 127] analyzed the performance of
a SIC detector irradiated with 1-GeV protons with a
dose increasing from 3 x 10* to 1.3 x 10'> cm™.

Schottky diodes that had a diameter of 600 um and
were formed by magnetron sputtering of Ni onto the
surface of high-quality 6H-SIC films were used. The
films were grown by sublimation epitaxy in vacuum
[128]. The difference concentration of ionized impuri-
ties varied from 5 x 10* cm at the surface to 8 x
10 cm~3 at depth d = 7 pum. Such a distribution of

Nj — N, concentration madeit possibleto form apull-

ing field in the diode structure, which increased the
effective diffusion length of charge carriers [129].

The detectability of SIC structures was analyzed
using ?“Cm apha particles (see 4.2). The characteris-
tics of the deep-level centers formed were determined
using DLTS. A typical voltage dependence of the signal
amplitude E(VU) isshown in Fig. 11. It issignificant that

Table 8. Deep-level centersin SiC before and after irradia-
tion with 1-GeV protons at adose of 3 x 10'* cm according
to DLTS measurements [ 126]

Concentration of the centers, cm3
Certer | Energy, ev I —
ype beforeirradiation | after irradiation
EJ/E, | 03504 | (1-2)x 103 (1-2) x 103
R 1.1-1.2 <5 x 1012 5 x 1013
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the values of E for different samples almost coincide,
which isindicative of the fairly high uniformity of SIC
properties over the film area.

Irradiation with a dose of 3 x 10** cm reduced the
value of L for holes by less than 30%; variations in

Ny — N, compared to initial values were insignificant.

M easurements of the spectrum of deep-level centers
showed that only the concentration of R centers
changed appreciably (see Table 8). Lebedev et al. [130]
studied the introduction of these centers as a result of
irradiation with 8-MeV protons; it was ascertained that
these centers were related to vacancies. Therefore, the
TRIM software package was used to compare the num-
ber of primary vacancies for proton energies of 8 MeV
and 1 GeV. The ratio of these numbers was found to
equal 110 : 1, which is a consequence of a decreasein
the cross section for proton scattering by Si and C
atoms as the proton energy increases.

Experimentally, concentrations of the R centers in
the two above cases (irradiation with 8-MeV and
2-GeV protons) arerelated as 400 to 1. Thus, the result
expected from the concept of primary defects is found
to be inconsistent with the number of secondary
(actual) centers that are formed in SIC as a result of
physicochemical reactions. Evidently, there is a differ-
ence between the energy transferred to primarily dis-
placed Si and C atoms in the course of defect produc-
tion by the 8-MeV and 1-GeV protons.

In the case of irradiation with high-energy protons,
more compact Frenkel pairs are formed; recombination
of vacancies and interstitial atoms occurs more effi-
ciently for these pairs. Accordingly, alesser number of
vacancies is transferred from the tracks of recoil atoms
to thefilm bulk with subsequent formation of the R cen-
ters. Emtsev et al. [131] considered in detail the above
mechanism of recombination for components of Fren-
kel pairs (using silicon as an example) taking into
account the possible recharging of these components.
We note that the opposite situation of alow recombina-
tion rate for vacancies and interstitial atoms, which is
characteristic of diamond, raisesthe crucial question as
to the radiation resistance of diamond [132].

Irradiation with atotal proton dose of 1.3 x 10% cm
[127] brought about certain changes in the characteris-
tics of the structure. The conductivity of SiC became
heavily compensated. In addition, a high-resistivity
base was formed in the diode structure of the detector;
the Maxwell relaxation time in this base exceeded the
characteristic time of signal shaping by the instrumen-
tation electronics. Under these conditions, a character-
istic falloff of the signal by W/d times should be
observed (the signal amplitude is proportional to
OW2 O U) if the structure is incompletely depleted
[133]. However, it was ascertained for alpha particles
that penetrated through the base that relaxation of the
base in structures with semi-insulating SiC filmsis pro-
moted as a result of the presence of a high concentra-
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tion of nonequilibrium charge carriersin thetrack [134,
135]. Indeed, the dependence Wy = f(U + 1.5)V2
remained linear after irradiation with an apha-particle
dose of 1.3 x 10'®> cm[127]. However, the accuracy of
experiment gave no way of separating the terms of the
quantity W = W+ Lp.

Figure 12 illustrates the value of the charge trans-
ported in the structure for two proton doses. The volt-
age required for attaining the same value of the charge
after the second dose was found to be higher by afactor
of 3. Most likely, this fact may be related to the exist-
ence of local inhomogeneitiesin the course of compen-
sation of the material. The same conclusion can be
reached if we take into account that the WFHM of the
spectrum is reduced to 10%; i.e., the conditions of
charge-carrier transport through the detector bulk
become leveled off.

The drift length of holes in an electric field F was
determined [126] from the expression

Lt = (WTn)F = (Lp)*(Fe/kT), ®)

where k is the Boltzmann constant. Introducing Lp =
1 pmand F = 10°V/cm (after theirradiation with adose

of 3 x 10% cm), we obtain L} = 400 pm for the hole
transport.

The drift length of electrons was only estimated.
The estimation was based on the initial value of the
product of the mability by lifetime for electrons pT, =
7 x 10° cm?/V. This value was obtained [134] for SIC
irradiated with 8-MeV protons at adose of 8 x 10% cn.
Assuming that the decrease in 1, was caused by the
R centers, a coefficient accounting for the number of
produced R centers for 1-GeV protons with a dose of
3 x 10 cm2 was introduced. As a result, we obtain

Lg <1 cm. Thus, we may assume that the drift lengths

of charge carriers are satisfactorily large for detectors
with an SCR (operating zone) with a width of several
hundreds of micrometers. Data on the drift length of
charge carriers in the structures irradiated with a total
proton dose of 1.3 x 10% cm were not reported [127].

It is significant [126, 130] that the proton energy
only dightly affects the nature of the radiation defects
produced. In both cases (the 8-MeV and 1-GeV pro-
tons), the main role is played by the R center with a
level thatis 1.1-1.2 eV below the bottom of the conduc-
tion band.

To summarize the results for SiC detectors, we may
state that a proton dose of 3 x 10* cm represents
[126, 127] athreshold for radiation-induced changesin
the properties of SIC with agiven level of purity. If the
dose does not exceed the threshol d val ue, the lifetime of
charge carriers does not decrease appreciably and the
conductivity isnot compensated significantly asaresult
of irradiation.
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Fig. 12. Signal amplitude as afunction of applied voltage for
relativistic-proton doses equal to (1) 3 x 10 and (2) 1.3 x
10'° cm =2,

4.6. Feasihility of Sgnal Amplification

We specified above the quantities that are character-
istic of charge-carrier transport in SiC. We aso gave
examples of the successful performance of SiC-based
detectors in a number of important fields. It is evident
that the main disadvantage of SiC detectorsisthe small
width of the active (operating) zone. This circumstance
is especially perceptible when penetrating (weakly ion-
izing) radiation is detected. In this context, it seems to
be of interest to consider the feasibility of increasing
the effective width of the operating zone, for example,
by attaining a signal amplitude larger than the energy
dissipated in the detector.

4.6.1. The principle of a through conducting
channel. This principle was formulated in the late
1950s and was applied to semi-insulating films with
monopolar conductivity [136, 137]. While the contacts
block the transfer of charge carriers from the external
circuit in detectors of the ionization-chamber type, the
opposite situation (the contacts did not limit the cur-
rent) was considered in [136, 137]. It was also a neces-
sary condition that a highly ionizing particle penetrate
through the film. Consequently, conducting tracks of
particles shunted the film resistance.

If the monopolar character of conductivity is caused
by the short lifetime of charge carriers (to be precise,
holes), the nonequilibrium holes produced by a particle
are localized at the capture centers and are immobi-
lized. In contrast, the transport of electronsis possible
through the track and external circuit. Thus, a through
conducting channel comes into existence in the semi-
insulating film. The charge Q transported through the
circuit isrelated to the charge Q, generated by ionizing
particles by the following expression:

Q = Qol(MeTe)eF/d] = Qo(Te/ter)- 9)

Here, ty, = d/u(F) is the time of electron drift through
the film. If the inequality 1ty > 1 is valid, amplifica-
tion of the signal is observed.
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A similar situation was simulated [134] for the
p*—n—n"* structures that are based on 6H-SIC films with
introduced radiation defects and biased in the conduct-
ing direction. The films had the initial concentration of

uncompensated donors Nj — N = 4.5 x 106 cmr2 and

a thickness of several micrometers. Irradiation with
8-MeV protons with a dose of 8 x 10'> cm brought
about an increasein the film resistivity to 5 x 10° Q cm.

When alpha particles penetrated through the film,
the bias dependence of the signal was linear in accor-
dance with expression (9) and corresponded to T, =
7 x 10° cm?/V. A gain of 1.7 was attained at abiasvolt-
ageof 25V.

Strokan et al. [134] attribute the fact that the gainis
low to the high total concentration of structural defects
in the film (=10 cm™). Therefore, the experiment
described above clarifies to a great extent the principle
of amplification but |eaves the attainable gain unclear.

4.6.2. Amplification in atransistor structure. The
charge amplification with the same coefficient T/ty can
also be attained in atransistor structure (see, for exam-
ple, [138, 139]). The corresponding experiment with
SiC films was described elsewhere [140, 141].

p-6H-SIC films served as starting base regions for
the structures under consideration: films with a thick-
ness of ~10 pm were grown by sublimation on n*-type
substrates. The difference concentration of impurities

N; — Ng in the films was equal to 2.8 x 10%5 cn3,

A Schottky barrier obtained by sputtering Ni was used
as the second electrode.

The structures were studied in the mode of connec-
tion with a floating base and were irradiated with
5.8-MeV 2Cm apha particles (the range in SiC was
equal to 20 um) directed onto the side of the Schottky
barrier. The nonequilibrium charge produced in the
base corresponded to the absorption of the energy that
was no higher than 2 MeV. The shape of the signal
spectrum and the dependence of the mean signal ampli-
tude on the bias voltage U applied to the structure were
measured using the conventional pulse-height analysis
(see d.2).

The barrier regionsin the structures differed widely.
The Schottky barrier corresponded to an abrupt junc-
tion; however, the change in the p-type conductivity
was gradual on the side of the n*-type substrate. There-
fore, we compared two polarities of connection: the
role of the collector was played either by the p—n* junc-
tion of the substrate (case I) or by the Schottky barrier
(casell).

Incasel, the signal amplitude E exceeded only two-
fold the value of energy deposited by a particle in the
base. The dependence E(U) was sublinear and exhib-
ited a tendency towards leveling off. Strokan et al.
[141] attribute this behavior of the signal to the low
injection efficiency of the emitter (the Schottky barrier)
and short lifetime of charge carriers at the barrier. The
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shape of the spectral line was Gaussian (FWHM =
10%), which indicates that the conditions of charge
transport in the film were fairly uniform.

In case l1, where the Schottky barrier acted asacol-
lector, the dependence E(U) was superlinear. The signal
amplitude now corresponded to 60-80 MeV. The shape
of the spectrum was found to be Gaussian, asin casel;
the straggling was FWHM = 9%, nearly the same asin
casel.

Strokan et al. described qualitatively the results
reported in [141] in the context of the model suggested
by S.M. Ryvkin in his monograph [138]. The primary
minority charge carriers (in the case under consider-
ation, electrons) generated in the base when an apha
particle is slowed down diffuse to the emitter and col-
lector junctions where these carriers become involved
in the drift caused by existing fields. Nonequilibrium
holes are found residing in a potential well and charge
it positively in reference to the emitter. Variation in the
emitter—base potential difference increases the second-
ary-electron current injected by the emitter.

In order to describe the effect quantitatively, it was
assumed that the primary-current gain in the pho-
totransistor amounted to (1 — a;)™, where a; is the
transport coefficient for electrons in the base. Thus, it
was implicitly assumed that the emitter efficiency was
equal to unity. The expression for a in the case when
transport of the charge enters into the base with a
0-shaped voltage pulse applied to the emitter—base
junction iswritten as

ar = [(d=W)/Lg]/sinh[(d=W)/Lp],  (10)

where W and L are the SCR width at the collector
junction and the diffusion length of electrons, respec-
tively. Expression (10) forms the basis for a final for-
mula used in [141] to describe the detector signal in
relationtod, W, and L.

The dependence E(U) was measured in the course of
the experiment. Therefore, the values of U were con-
verted to thevalues of W, In Fig. 13, we show theresults
of fitting the calculated values of a and L, to experi-
mental data for two samples.

Alpha particles belong to the class of highly ioniz-
ing radiation. At the same time, the response of transis-
tor structures to weakly ionizing radiation (X- and
gammearray radiation, high-energy particles), in which
casetheinitial dissipation of energy inthefilmisinsig-
nificant, is more important in practice.

Strokan et al. [102] detected the X-ray and optical
photons. In the case of X-ray detection, the radiation of
an X-ray tube was used (anode voltage, 20 kV). For
optical-photon detection, the detectors were exposed to
light from a mercury lamp. The transistor structures of
detectors included a thin (~5 pm) base doped to the

level of N; — N = (1-3) x 10725 cmr3. The area of the
Schottky barriers was 1.2 mn?.
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The response to the X-ray radiation as a function of
U was superlinear. In Fig. 14, we show a portion of the
dependence of photocurrent on (U + 1.5)Y?; the current
was normalized toitsvalue of 13.5nA at (U + 1.5)¥2 =
4.1 VY2 1t is significant that a drastic increase in the
current (by afactor of 25 relative to the initial value) is
observed within a comparatively narrow range of vari-
ationsin the argument.

When processing the data of Fig. 14, Strokan et al.
[102] used the following formula for the steady-state
collector current (see [143]):

I.=l/(1—ay), ag={cosh[(d—W)/Lp]} . (11)

Here, |, isthe primary photoel ectron current in the col-
lector and o is the transport coefficient for electrons
injected into the base owing to a steady-state photovolt-
age at the emitter—base junction. An expression for I,
in [102] accounted for both the drift transport of elec-
trons from the SCR with the width W and the contribu-
tion of electron diffusion from the neutral base.

The comparison shown in Fig. 14 between the
experimental data and the results of calculations
yielded film thickness d = 4.66 um and diffusion length
Lp = 0.35 um, which was consistent with the film
growth conditions.

A semitransparent Ni electrode was used when
charge carriers were generated by optical phonons.
Similar processing of dependences I (U) yielded d =
4.67 um, which coincided with the corresponding value
obtained in the case of X-ray radiation. However, the
quantity L = 0.83 um exceeded by almost afactor of 2
the value of L obtained from the datain Fig. 14. This
increase in Ly can be attributed to the fact that the cur-
rentsin the case of optical excitation of charge carriers
were larger by two orders of magnitude than those
under excitation with X-ray photons.

It is significant that the signal amplification
observed by Strokan et al. [102, 141] is not noticeably
affected by the features of the charge-carrier genera
tion. The polar cases here are the effects of alpha parti-
cles and X-ray photons. Individual alpha particles pro-
duce dense charge-carrier tracks in the shape of cylin-
ders with a diameter of ~10 um, whereas the X-ray
photons generate charge carrierswith alow density and
equiprobably throughout the entire volume of the base
in a transistor structure. However, the superlinear
increase in the signal amplitude with almost identical
amplification coefficients is observed in both cases. As
aresult, the features of radiation-induced introduction
of nonequilibrium charge carriers into the base have
almost no effect on the resulting signal. This inference
is consistent with a phototransistor model according to
which the current flowing through the baseis controlled
by photovoltage at the emitter—base junction; this pho-
tovoltage is generated by the primary charge itself.
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Fig. 13. Dependence of the alpha-particle signal expressed
in energy units on the width of the space-charge region at
the collector junction (Schottky barrier). The squares and
filled circles correspond to experimental data, and the lines
represent the results of approximation (see [140]) for the
following values of adjustable parameters: diffusion length
Lp = 8.85 and 5.85 pm and film thickness d = 10.75 and
8.53 um for samples 1 and 2, respectively.
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Fig. 14. Dependence of the current induced by the radiation
of an X-ray tube on the voltage applied to the detector’'s
diode structure. The solid curve represents the results of
approximation (see [102]) at a current normalized to the
value of 13.5 nA. The values of the parameters are the fol-
lowing: film thickness d = 4.66 um and electron diffusion
length Lp = 0.35 um. The voltage applied to the anode of
the X-ray tube was equal to 20 kV.

Thus, internal amplification of the signal by at least
tenfold can be accomplished in detectors based on SIC
films with a reduced concentration of impurities. This
amplification is attained in structures that are compara-
tively easy to fabricate and include the Schottky barrier;
the latter is used as the collector. It is important from
the practical standpoint that comparatively thin (on the
order of tens of micrometersin thickness) SiC filmscan
be used to detect penetrating radiation. Significantly,
the effective thickness of these films is found to be
larger than theinitial thickness by afactor that is equal
to the signal amplification coefficient.
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5. CONCLUSION

Naturally, recent advances in the development of
growth technology for SiC films have also affected the
application field of SIC. In particular, interest in the use
of SiC in nuclear physics and in technical applications
of SiC as a detecting medium has been renewed. We
attempted to present the results of studying the problem
of SIC applications in the context of two approaches.
First, we tried to give existing examples of using the
potential of SIC in typical problems in physics and
technology. Second, we did our best to clarify the rela
tion between the detector characteristics and the key
parameters of the material. We al so mentioned methods
for solving the inverse problem, i.e., the problem of
determining the electrical characteristics of SIC sam-
ples from parameters of detector structures based on
these samples.

Concerning the properties of radiation defects in sili-
con carbide, it isshown that, at room temperature, the con-
centrations of intrinsc defects that dready exist in the
material increasesirrespective of both the growth technol -
ogy of the materiad and the type of incident particles.

Theradiation defects produced can be either donors
or acceptors. In relation to 6H-SIC, this fact brings
about, on the one hand, compensation of the material at
room temperature and, on the other hand, anincreasein

Nj — N; at temperatures higher than 600 K. In the case
of 4H-SiC, the concentration of the acceptorsintroduced

is prevalent. As a result, the concentration Nj — N is

found to be lower than the initial concentration even at
elevated temperatures. As a consequence, the estima-
tion of the SIC radiation resistance cannot be restricted
to measurements at room temperature because of the
significant temperature dependence of the carrier-
removal rate.

Numerical values of the radiation-defect production
rate at least do not exceed the characteristic values for
silicon, which is the main material in contemporary
electronics.

Concluding our consideration of problems in SiC
detectors, we note that recent progress attained in the
growth technology of impurity-free and structurally
perfect SIC films (with a density of micropipe defects
of ~1 cm™) hastransferred SiC to the class of materials
suitablefor producing detectors. At present, itisprema-
ture to state that an experimental batch of such devices
has been fabricated. Publications dealing with research
into the structures or testing of detectors in various
operational conditions far outnumber those concerned
with a direct solution to scientific and technical prob-
lems of nuclear physics.

However, the potential of SiC for fabricating anum-
ber of SiC-based customized detectors that retain their
operation characteristics at high radiation loads, in con-
ditions of an aggressive medium, and at elevated tem-
peratures (as high as 500°C), has been clearly recog-

LEBEDEYV et al.

nized. These specialized detectors can be used in sys-
tems for monitoring in acid-containing media with
apha-particle radioactivity and in systems that are
designed for determining the fields of X- and gamma-
ray radiation and retain normal operation after doses at
least as high as tens of megarads. Other applications
include SiC detectors for measuring thermal-neutron
fields (with °B as the conversion medium), for
detection of high-energy neutrons using the reac-
tion 2C(n,, a)°Be, and for analysis of narrow high-
power pulses of X-ray radiation.

A separate class of problems comprises applications
in medicine, which are related to the similarity of the
stopping powers of silicon carbide and tissues of bio-
logical species (tissue equivalence).
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Abstract—A model of doping with magnesium is verified for molecular-beam epitaxy of gallium nitride using
ammoniaas asource of Group V reactive component. The good quantitative agreement with experiment makes
it possible to compare the p-doping efficiency for molecular-beam epitaxy from plasma-activated nitrogen and
ammonia within this model. In this case, it is possible to attain a high Mg content in the crystal due to the
increased V/111 ratio in the incident flows. © 2004 MAIK “ Nauka/Interperiodica” .

Currently, Group I11 nitrides are basic materials for
optoel ectronics of the blue—green, violet, and ultravio-
let spectral regions, aswell asfor high-temperature and
high-frequency electronics. To produce nitride-based
device heterostructures, metal-organic vapor (hydride)
phase epitaxy (MOV PE) and molecular-beam epitaxy
(MBE) arewidely used. One of thetopical problems of
these growth technologies is p-type doping controal, in
which atomic magnesium (MBE) or its organometallic
compounds (MOVPE) are conventionaly used.
Despite numerous studies of the doping mechanisms, a
commonly accepted model describing the features of
this process that are observed experimentally has not
yet been developed. We recently suggested [1] a model
of GaN doping with magnesium in MBE using plasma-
activated nitrogen as areactive component of Group V.
The model is based on the assumption that Mg and Ga
compete to be incorporated into the GaN cationic sub-
|lattice; as a result, the magnesium content ny, in GaN
becomes related to the incident flux Fy, and the crystal
growth rate V,; (monolayers per second (ML/s) as

_ NaPGan Fumg
g MGaN Vg + kMg(A)eGa,

Ny (1)
where N, isAvogadro’'s number; pgy and Mg,y arethe
GaN density and molar mass, respectively; kyq=7.71 x
10%2exp(—14994/T) s** and B, are the coefficient of Mg
desorption from the GaN surface [1] and the surface
coverage with gdlium; and o(T) = 3523 x
10°exp(-21070/T) is the equilibrium constant corre-
sponding to the Mg transition from the adsorbed layer
into the crystal bulk. This constant was determined in
[1] by fitting the temperature dependence of the intro-
duced impurity content to the data of [2].

In this paper, it will be shown that the model sug-
gested in [1] quantitatively describes GaN doping with
magnesium in MBE with ammonia as a reactive nitro-

gen source. This allows one to compare the doping effi-
ciency in two MBE types, from plasma-activated nitro-
gen and ammonia.

The GaN growth rate in ammonia MBE was calcu-
lated within the kinetic model [3], allowing oneto pre-
dict the surface coverage with gallium and nitrogen
atoms. This model takes into account the hydrogen
adsorbed at the surface by introducing an effective
coefficient of nitrogen molecule desorption, which is
noticeably smaller than that in the absence of hydrogen.
The Mg content in the crystal was determined from
expression (1). To validate the model, we used the
experimental data of [4] on GaN doping with magne-
sium in ammonia MBE. Figure 1 shows that the
model’s predictions are in good quantitative agreement
with the experiment. We can see that the inclined tem-

3

Mg concentration, cm™
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Fig. 1. Temperature dependence of the magnesium content
in GaN: experimenta data of [4] (circles) and theoretical
predictions (curve). The fluxes F of Ga, NH3, and Mg are
1.1, 32, and 0.008 ML/s, respectively.
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perature dependence of the Mg content in the crystal
flattens at temperatures |ower than ~650°C. Thistransi-
tion corresponds to the change in the impurity trapping
mechanism discussed in [1]. At T =2 650°C and T <
650°C, the Mg content in the adsorbed layer is mainly
controlled by the bal ance between the incident and des-
orbed Mg flows and the balance between the arrival of
Mg on the growing surface and its escape into the crys-
tal, respectively. Inthelatter case, the Mg content in the
solid phase becomes dependent on the ratio Fy,/V, (as
follows from expression (1)) at Vy > Ky w8, rather
than on temperature.

The good agreement between theory and experi-
ment allows one to carry out a comparative analysis of
the efficiency of Mg introduction into MBE GaN, using
various sources of the Group V reactive component,
i.e., plasma-activated nitrogen and ammonia. To this
end, we chose typical growth conditions for these two
technologies, assuming that the incident Ga flow is
~1 ML/sin both cases. In MBE from plasma-activated
nitrogen (PEMBE), it is possible to attain for a short
time only a small excess of the nitrogen flux over the
gallium flux because of GaN surface faceting during
growth. Therefore, we took the /111 ratio in the calcu-
lations as Fy/Fg, = 1.1. Appreciably larger V/111 ratios
in the incident fluxes are characteristic of ammonia
MBE (NH;-MBE). Taking into account the small stick-

ing coefficient of ammonia at the GaN surface (o, =
0.04 [9]), thisratio is 0y, Fan, /Fea = 4.0.

The values of Mg content in the crystal, calculated
for MBE from plasma-activated nitrogen and anmonia
with magnesium flux Fy4 = 0.003 ML/s, are compared
in Fig. 2. We can seethat, in the case of direct trapping
of theimpurity by the crystal (T < 650°C for MBE from
plasma-activated nitrogen and T < 700°C for MBE
from ammonia), both technologies feature identical
efficiency of impurity introduction, whose content can
be as high as 10%° cm. However, at higher tempera-
tures favorable for producing high-quality GaN crys-
tals, ahigher Mg content can be attained in MBE from
ammonia (Fig. 2a). Thisis directly associated with the
influence of the efficiency of introduction of Mg cover-
age over the gallium growth surface, which decreases
as the V/III ratio increases in the incident fluxes
(Fig. 2b). Thisfactor, combined with higher achievable
growth temperatures [3], additionally emphasizes the
advantages of ammonia MBE for growing device het-
erostructures for optoel ectronics.

Thus, the model of GaN doping with magnesium [1]
was verified for MBE from ammonia. The doping effi-
ciency was compared for two types of reactive compo-
nent source from Group V: ammonia and plasma-acti-
vated nitrogen. It was shown that, with respect to the
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Fig. 2. (8) Magnesium content and (b) degrees of surface
coverage with magnesium and gallium in relation to the
growth temperature, cal culated for typical GaN growth con-
ditions using (1) MBE from ammonia (NHz-MBE) and (2)
plasma-activated nitrogen (PEMBE).

doping efficiency, ammonia MBE is more advanta-
geous compared to MBE from plasma-activated nitro-
gen dueto the possibility of using ahigher V/II1 ratioin
incident fluxes.
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Abstract—The temperature dependence of the growth rate of epitaxial layers of silicon carbide in vacuum was
cal culated within the simple model based on the Hertz—K nudsen equation, taking into account the temperature-
dependent sticking coefficient. The calculation results fit the experimental data well. © 2004 MAIK

“Nauka/Interperiodica” .

Sublimation epitaxy of silicon carbide is generaly
used to produce 3D crystals[1]. The processis carried
out in inert gas, which allows growth rates of up to sev-
eral centimeters per hour. Epitaxial growth of thin films
imposes increased requirements upon the layer—sub-
strate interface and gas; however, the requirements for
growth rates arelower (arate of 10 um/hisacceptable).
All these factors allow one to use SiC sublimation epi-
taxy and, in particular, vacuum epitaxy, to produce
device structures, e.g., diodes.

The simulation of epitaxial growth isavery difficult
problem, since one needs to consider the various phys-
icotechnical processes and complex configurations of
practical setups, as one does in simulating vapor-phase
growth [2, 3]. No matter how paradoxical this may
seem, the mathematical model of vacuum growth,
where everything seems to be much simpler compared
to the transport of molecules that form a crystal in an
inert gas, isthe least well developed of all such models.
The point isthat an inert gas aligns the “working mate-
rial” flux in a certain way; in vacuum, a stochastic pro-
cesstakes place [4], whichissimulated, asarule, using
the Monte Carlo method. Fortunately, along with intri-
cate numerical calculations based on hydrodynamic
equations, there are simplified schemes based on the
Hertz—K nudsen equation according to which the molar
flux J of amaterial is given by (see, e.g., [5-7])

J = X(T)p(T),
X = (2nMRT) ™2,

where M isthe molar mass of transported material, Ris
the universal gas congtant, T is the temperature, and p is
the equilibrium vapor pressure of the transported material.
Conceptualy, the Hertz—Knudsen equation describes the
evaporation rate of solid molecules into vacuum, i.e.,
the number of particles leaving a unit area of solid per

(D

unit time [8]. The growth rate G defined by formula (1)
is given by

M.
p

where p isthe density of the growing material.

Asfollowsfrom [5], in order to describe the growth
of the SIC epitaxial layer, we introduce the sticking
coefficient a. We will assume that this coefficient
depends on temperature; i.e., we assume that a certain
potential barrier should be overcome for atoms to be
adsorbed at the substrate surface. This means that we
usethe model suggested in [9] to describe the growth of
silicon and germanium crystals. Asin [4-6, 8], we dis-
regard (for simplicity) the temperature gradient in a
cell, assuming that its influence on the process rate is
weak, although the presence of this gradient is a neces-
sary condition for growth. We can then write

G = )

G = sy (T)psc(Ta(T).
Psic

Xgc = (2MMgcRT) ™, )
Psc(T) = Bexp(-Q/RT), a(T) = Aexp(-E./RT),

where Q isthe heat of SiC sublimation and A and B are
coefficients. In this paper, devoted to the calculation of
the growth rate of SiC epitaxia layers on SiC sub-
strates, we will proceed from these expressions. Cer-
tainly, we recognizethat SiC, SIC,, S, Si,C, and C are
actually involved in the transport, rather than SiC mol-
ecules (see, eg., [6, 7]). However, according to the
model in [5], we disregard this factor for simplicity.

The experimental setup and the growth cell are
described in [10] in detail. We only note that growth in
an “open” system is simulated. This means that some
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molecules of the material |eave the growth region with-
out participating in mass transfer. The experimental
temperature dependence of the growth rate for the epi-
taxial filminsuch asystemisshowninFig. 1 (curvel).
For comparison, Fig. 1 also showsasimilar dependence
for a“quasi-closed” system (curve 2) describedin[11].

To describe the experimental data, it isconvenient to
introduce the dimensionless growth rate g = G/G,,
where G isthe growth rate at the temperature T, and G,
isthe highest growth rate (1000 um/h) corresponding to
temperature T, = 2326 K. Introducing the dimension-
less parameters

Q+E._ Q ., K

©T YT T BT T RT, T RT, @
and & = %’21...,
we obtain
g=G/G, = JEexp[-w(§—-1)]. ©)

We can see from Fig. 2 that the results of the calcu-
lations fit the experimental data well when w = 48
(curve 1, this study) and w = 30 (curve 2, [12]).

Let us analyze this result. According to [13], the
equilibrium pressure of silicon carbideis defined by the
parameters B = 4.3323 x 10% Paand Q = 567.35 Jmol =
5.88 eV per molecule. Hence, Wy = Q/RT, = 29.4, then
w, = E,/RT, = 18.6. The latter equality suggests that
E,= 3.73 eV per molecule, which is in satisfactory
agreement with the bonding energy (per bond) of sili-
con carbide, which equals 3.17 eV [12]. Proceeding
from the fact that G, = 1000 pm/h, we have A = 0.286 x
108, which yields the sticking coefficient o = 0.24 at
To = 2326 K. Hence, every fourth molecul e sticksto the
substrate, which seems to be quite reasonable.

The second series of growth experiments was car-
ried out in a quasi-closed system on a 6H-SIC silicon
surface. The angle of the substrate-surface misorienta-

tion was 3.5° aong the [11200direction. The growth
reactor consisted of a quartz tube and water-cooled
stedl flanges. The growth cell, growth source, and sub-
strate were inside a graphite container heated by an
induction coil using an HF oscillator. The growth tem-
perature ranged from 1700 to 1800°. In the case of
polycrystalline SiC asagrowth source at low pressures,
the layer-growth rate was controlled by the source
evaporation rate[11]. An analysis of the parametersfor
the quasi-closed system with T, = 2273 K, Gy =
1394 um/h, and the same values of B and Q yields
Wy =30, w, = 0, and a = 0.6. Here it is particularly
interesting that there is no adsorption barrier (E, = 0),
which results in an increase in the sticking coefficient
by a factor of 2.5 and a corresponding increase in the
growth rate compared to the open system. These differ-
ences seem to be associated with the substrate-surface
state and the design features of the setup.
SEMICONDUCTORS  Vol. 38
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Fig. 1. Experimental growth rates of silicon carbide layers
in relation to inverse temperature according to the data of
(2) [20] and (2) [11].
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Fig. 2. Comparison of the growth rates g = G/G, calcul ated
as a function of reduced inverse temperature To/T with the
experimental data: (1) thisstudy, w=48, and (2) [12], w=30.

Astheauthors of [9], we specified the sticking coef-
ficient a purely empirically, assuming that, in order to
be stuck at the surface, a molecule should overcome a
certain potential barrier E,. At high temperatures, such
an approximation seems to be acceptable, since it takes
into account the increasein the probability that amole-
cule is captured by the surface as T increases, which
conforms to the results obtained, for example, in theo-
retical studies[14, 15].
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Abstract—Adsorption of HS™ hydrosulfideions solvated by different amphiprotic solvents (water, alcohols) at
the oxide-free GaAs(100) surface was studied by photoemission spectroscopy. The adsorption was carried out
from ammonium sulfide solutions in an inert oxygen-free ambient. In the core-level spectra, the chemical shift
of the component stemming from the As-Sbondsin reference to the component related to As—-Gabulk emission
is shown to increase as the permittivity of the solvent used decreases. Thisfact pointsto the increasein theion-
icity of forming As-S bonds. The ionization energy of the semiconductor after adsorption also depends on the
solvent from which the adsorption occurs. Such a dependence is retained after annealing of the surface and disap-
pearance of the As-S bonds, which indicates that the solvent affects the surface atomic structure. It is shown that
the solvent modifiestheion chemical propertiesand reactivity viasolvation, which resultsin achangein the mech-
anism of interaction of ions with semiconductor surface atoms. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Modern semiconductor devices are comparable in
size with the lattice constant of semiconductor crystals.
Therefore, the properties of surfaces and interfaces are
of critical importance. In this context, the methods for
chemical engineering of surface electronic properties
(surface states spectrum, surface potentials, etc.) have
been actively developed in the last few yearsin order to
extend the potential of semiconductor materialsin elec-
tronics[1]. Chemical modification of surface electronic
properties occurs due to interaction of the adsorbing
atoms, ions, or molecules with atoms or states at semi-
conductor surface, as well as due to charge transfer
between the adsorbates and the semiconductor.

Many semiconductor technological processes occur
at the semiconductor/electrolyte interface. It is known
that the solvation of ions or molecules by the polar sol-
vents results in modification of the electronic shell of
solutes, which can cause radical changesin their chem-
ical properties[2]. Thiseffect may be most pronounced
when coordination hydrogen bonds can be formed
between the solute and solvent molecules. These
hydrogen bonds can change considerably the electronic
density distribution in the solvated ion or molecule.

It has been found experimentally that the solvent
where adsorption occurs can considerably affect the
electronic structure of the forming surface, even with-
out being involved in direct reaction. For instance,
when sulfur isadsorbed in theform of HS- hydrosulfide
ions from the electrolyte solutions, the electronic prop-
erties of the adsorbate-covered surface correlate with

the value of the static permittivity of the solvent.
A more efficient reduction in surface recombination
velocity of GaAs[3] and GaN [4], aswell as of the sur-
face states density in GaAs [3], InP [5], and InGaAs
solid solutions [6], is obtained when the surface treat-
ment is carried out in a solution with alower permittiv-
ity. Thetreatment of laser mirrorswith low-permittivity
alcoholic sulfide solutions results in an appreciable
improvement in semiconductor laser performance; this
increase in laser efficiency also depends on the solvent
used [7, 8]. The effect of the solvent on the photolumi-
nescence intensity was observed after treatment of
GaAs with HCI solutions as well [9].

It would seem reasonable to suppose that the influ-
ence of the solvent from which the adsorption proceeds
on the electronic properties of the semiconductor sur-
face stems from the modification of the adsorbates
chemical properties by solvation, which alters chemical
reactions in the surface processes. It was theoretically
shown [10] that solvation could affect the length and
character of the chemical bondsformed in the course of
the reactionsin solutions. Accordingly, the character of
the chemical bonds between the adsorbate and the sur-
face atoms at the semiconductor/solution interface can
vary if the adsorbate is solvated by different solvents.

In this study, the chemical processes at the interface
between GaAs(100) and sulfide solution are analyzed
by photoemission spectroscopy, and the role of the sol-
vent in forming chemical bonds between the solvated
hydrosulfide ions and semiconductor surface atoms is
investigated.

1063-7826/04/3802-0153$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. As 2p core-level spectraof an oxide-free GaAs(100)
surface sulfidized using the following solutions:
(8) (NH4)-S + Hy0, (b) (NH,4)2S + CH30H, (€) (NHy4),S +
i-CgH,OH, and (d) (NH,),S + t-C4HgOH.

2. EXPERIMENTAL

This study was carried out on specially prepared
nN-GaAs(100) (n=2 x 10*” cm~3) wafers. First of all, the
wafers were placed into the ultrahigh vacuum (UHV)
chamber, where they were cleaned by Ar ion bombard-
ment for 30 min and then annealed at 550°C for 1 hour.
After such treatment, the sample surface contained no
oxygen and carbon. For sulfur treatment, the samples
weretransferred (without any contact with ambient air)
to a special eectrochemical chamber [11] constructed
of standard glass elements. This glass chamber was
purged with dry, carbon-free N,-atmosphere and was
directly connected to an UHV chamber of the measur-
ing system.

The sulfur treatment was carried out by depositing a
droplet of the solution onto the sample surface. We used
ammonium sulfide [(NH,),S] solutionsin water (H,0),
methanol (CH3;0H), isopropanol (i-C;H,OH), and
tert-butanal (t-C,H4OH). The concentration of ammo-
nium sulfide in agueous solution amounted to 25 vol %
and in alcohalic solutions, 2—3 vol %. The sample sur-
faces were exposed to the solution for 10 min and then
the residua solution was blown off by a dry nitrogen
jet. Only freshly prepared solutions were used in the
experiments. Afterwards, the samples were transferred
back to the UHV chamber without contacting the ambi-
ent air.

LEBEDEYV et al.

For photoelectron spectroscopy analysis, a PHI
5700 MultiTechnique system was used. Core-level
Spectra were measured using a monochromatic AlK,
source (hv = 1486.6 €V). The binding energies of core
levels were reckoned from the Fermi energy. The
energy scale of the spectrometer was calibrated by
using the Au binding energy E,(Au4f;,) = 84.00 eV.
Valence-band spectra were measured under normal
emission using radiation from a helium lamp (He |,
hv = 21.2 eV). During the measurements of the
valence-band spectra, the sample was biased by —1.5V
relative to both the analyzer and the vacuum chamber.
The ionization energy of all surfaces was determined
using the measurement of the full width of the valence-
band energy distribution curves, i.e., the energy separa-
tion between the onset of emission from the edge of the
valence band and the onset of the secondary electron
emission. To obtain the value of ionization energy, the
full width of the valence band spectrum was subtracted
from the excitation energy (21.2 eV) [12]. The mea
surements of the spectra were carried out before and
after sulfur treatment, aswell as after several successive
annealing steps, each of approximately 10 min. The
annealing temperature at each next step was higher than
at the preceding step. The annealing temperature was
measured using athermocouple positioned inthe vicin-
ity of the sample.

3. RESULTS
3.1. X-Ray Photoemission Spectroscopy

The survey X-ray photoemission spectra of initial
surfaces (after Ar-ion sputtering and annealing) contain
only Ga- and As-related peaks. After the sulfur treat-
ment, sulfur, oxygen, and carbon peaks appear in the
survey spectra. The intensity of the oxygen and carbon
peaks was in all cases much lower than the intensity of
these peaks at the surface covered by the native oxide,
as well as at the Ar-ion bombarded and annealed con-
taminant-free surface, which was deliberately oxidized
for 3 min in ambient air before clear evidence of gal-
lium and arsenic oxides appear in the spectra.

Resolution of the As 2p core-level spectraof the sur-
faces treated with different solutions (Fig. 1) shows
that, along with the bulk component stemming from the
As-Ga chemical bonds, an additional component with
ahigher-binding energy appearsin the spectra. Asaref-
erence for the shape of the bulk contribution, the spec-
trum of an initial Ar-ion bombarded and annealed sur-
face was used. This higher-binding energy component
can be attributed to the formation of the arsenic sulfides
at the surface, since the formation of arsenic oxides can
be excluded because the concentration of oxygen at
these surfaces is quite low and, moreover, the chemical
shift of the arsenic oxides should be considerably
higher (3 eV or more [13-15]). The chemical shift of
the arsenic-sulfide-related component in reference to
the As-Ga bulk signal was different for the surfaces
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Fig. 2. Ga2p core-level spectraof the oxide-free GaAs(100)
surface sulfidized using the following solutions:
() (NHg)S + H0, (b) (NH,),S + CH3OH, (¢) (NHZ),S +
i'C3H7OH, and (d) (NH4)ZS+ t-C4HgOH.

treated in different solvents. In particular, the As-S
bonds formed in the course of treatment with agueous
sulfide solution have the lowest chemical shift (Fig. 1a),
whereas the bonds obtained after the treatment with the
tert-butanol-based sulfide solution have the highest
chemical shift (Fig. 1d). This difference in chemical
shifts of the As-S component was found both in As 2p
core-level spectra(Fig. 1) and in As 3d core-level spec-
traaswell.

No detectable changes in Ga 3d core-level spectra
were observed after sulfur treatment. At the same time,
in Ga 2p core-level spectra of the surfaces treated with
isopropanol- and tert-butanol -based sulfide solutions, a
low-intensity component with a chemical shift of
0.6 eV in reference to the Ga—As bulk component was
observed (Fig. 2). This low-intensity component indi-
cates that Ga—S chemical bonds are formed at the sur-
face[16].

It is difficult to analyze sulfur core levels at the
GaAs surface when an AlK,, sourceis used because the
S 2p level (binding energy of about 160 eV) and the
S2slevel (binding energy of about 220 eV) are over-
lapped with the Ga 3s and the Auger As L,MsM,5 lev-
els, respectively. Figure 3 shows the spectral region of
the S 2p core level for a surface treated with the
(NH,),S + t-C,H,OH solution. The overall spectrum is
shown in Fig. 3a, where the Ga 3s core level of the
untreated sampleisindicated. To obtain apure S2p sig-
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Fig. 3. (8) S 2p core-level spectrum of the GaAs(100) sur-
face sulfidized using the (NH,4),S + t-C4HgOH solution; the
overlapping Ga 3s core level of an oxide-free unsulfidized
GaAs(100) surface is shadowed. (b) Difference between
spectrum (@) and the Ga 3s core-level spectrum of an oxide-
free unsulfidized GaAs(100) surface.

| |
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nal, the shadowed Ga 3s core level was subtracted from
thisoverall spectrum. The difference spectrumisshown
inFig. 3b. The spectraof the S2p corelevel for al other
sulfide-treated surfaces appear similar.

Annedling a surface treated with an aqueous sulfide
solution results in the apparent disappearance of the
As-Sbondsjust after thefirst annealing step (at 300 °C)
and in the appearance of Ga-S bonds (shifted from the
bulk component by 0.6 €V). When surfaces treated with
a cohalic sulfide solutions (isopropanol - and tert-butanol-
based), where the As-S bonds have the larger chemical
shift, are annealed, thisinitially causes the transforma-
tion of the As-S bonds into As-S bonds with a smaller
chemical shift (Fig. 4). New Ga—S bonds, in addition to
the existing ones, are also formed.

3.2. Ultraviolet Photoemission Spectroscopy

The valence-band spectrum of theinitial GaAs(100)
surface (obtained by Ar ion bombardment and subse-
guent annealing) contains four distinct features (peaks)
with binding energiesof 1.0, 2.7, 4.0, and 6.7 eV in ref-
erenceto the valence-band maximum (Fig 5a). Thefirst
feature can be attributed to the emission from the As-As
dimer-related surface states [17]. The remaining fea-

tures originate from the bulk critical points Xs, """,
and X, respectively [17, 18].
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Fig. 4. Evolution of As 2p core-level photoemission spec-
trum of the oxide-free GaAs(100) surface after sulfidization
using the (NH4),S + t-C4HgOH solution and subsequent
annealing at temperatures of (&) 500, (b) 400, and
(c) 300°C; (d) without annealing (as-treated); and (€) before
sulfidization.

As was discovered previoudy [19], immediately
after the treatment, the spectra of all surfaces consist of
only two broad bands in the vicinity of the bulk critical
points X and X;. The absence of afine structurein these
spectramay be caused by some amount of carbon con-
tamination on the surface after sulfur treatment.
Annealing these surfaces | eads to the desorption of car-
bon, and some new features appear in the spectra as a
result. Figure 5 shows the valence-band spectra of al
the samples after annealing at 400°C (curves b—e). Fur-
ther annealing at 500°C results in only minor changes
in the shape of the valence-band spectra. All the spectra
contain distinct peaks near the bulk critical points Xg
(2.7 eV) and X5 (6.7 eV), as well as a shoulder corre-
sponding to the emission from the As-As dimer-related
surface state (0.8-1.0 eV).

In addition, the spectra of the surfaces treated with
aqueous sulfide solution (Fig. 5b) and methanol-based
solution (Fig. 5c) contain a feature with a binding
energy of 5.4 eV. A similar feature was observed after
exposure of the clean GaAs(100) surface to oxygen
with subsequent annealing and was attributed to gal-
lium oxides [20]. At the same time, the O 2p core level
[21], which has a high photoionization cross section on
excitation with aHel source (hv =21.2 V), hasasim-
ilar binding energy [22]. Since there is a small amount
of residual oxygen on the surfacestreated with aqueous
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Fig. 5. Valence band photoemission spectra of oxide-free
GaAs(100) surface (a) before sulfidization and after sul-
fidization using the (b) (NH4)2S + H,0, (€) (NH,),S +
CH3OH, (d) (NHg)oS + i-C3H;0H, or (€) (NHy),S +
t-C4HgOH solutions and annealing at 400°C. Eygp = 0.

sulfide solution and methanol-based solution, attribut-
ing the feature at 5.4 eV to the occurrence of oxygen
traces seems reasonable.

An additional emission line located at 4.0-4.5 eV
below the maximum of the valence band can be
observed in all spectra. Thisline was observed with the
highest intensity in the spectra of the surfaces treated
with (NH,),S + i-C;H,OH solution (at 4.25 eV)
(Fig. 5d) and with (NH,),S + t-C,H,OH solution (at
4.5 eV) (Fig. 5€). On the one hand, this emission isin

the region of the bulk critical point =™". However,

since this line is sensitive to surface treatment, it fol-
lows that the surface makes a considerabl e contribution
to this feature. On the other hand, the vaence-band
spectrum of a GaS layer on a GaAs surface includes a
peak with a binding energy of about 4.0 eV [23], and a
peak corresponding to the S 3p core level, which has a
high photoionization cross section for excitation with a
He | source, can aso be found in this spectral region.
Therefore, we may conclude that this feature, with a
binding energy that depends on the solvent from which
the adsorption of hydrosulfide-ions proceeds, can be
related to the presence of sulfur atoms at the GaAs sur-
face (Ga-S chemical bonds).

The ionization energy of the initial GaAs(100) sur-
face after Ar-ion bombardment and subsequent anneal-
SEMICONDUCTORS  Vol. 38
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ing isequal to 4.7 eV. After the treatment with agueous
sulfide solution, the ionization energy considerably
decreased, whereas after the treatment with an alco-
holic sulfide solution it increased by avalue specific for
each solution (Fig. 6). After annealing, the ionization
energy of al the studied sulfur-treated surfaces
increased. However, at every annealing temperature,
the ionization energy is found to be different for sur-
faces treated with different sulfide solutions.

The evolution of the surface Fermi level position
relative to the valence-band edge as a result of the
annealing of GaAs(100) surfaces treated with agqueous
sulfide solution and with the (NH,),S + i-C;H,OH solu-
tionisillustrated in Fig. 7. Before the sulfur treatment,
but after Ar-ion bombardment and annealing, the sur-
face features rather pronounced band bending (~1 eV).
The treatment with sulfur using an agqueous solution
results in a noticeable decrease in the surface band
bending (Fig. 7a). The treatment with sulfur using alco-
hol-based solutions has a minor effect on the surface
band bending (e.g., Fig. 7b). Note that, during anneal-
ing at temperatures above 400°C, the Fermi level at the
surface treated with an aqueous sulfide solution shifts
back toward the valence band (Fig. 7a), wheresas at the
surface treated with a (NH,),S + i-C3H,OH solution
(Fig. 7b), as well as with the other acoholic solutions
considered above, it continues to shift toward the con-
duction band. This evolution of the surface Fermi level
determined from the analysis of the valence-band spec-
trais in qualitative agreement with the change in the
positions of peaks of the bulk componentsin the As 2p
and Ga 2p core levels after sulfide treatment and subse-
guent annealing, which can also serve as a measure of
the valence-band edge position relative to the surface
Fermi level.

4. DISCUSSION

The adsorption of hydrosulfide ions from different
solvents results in the formation of As-S bonds with a
different chemical shift relativeto the As-Gabulk com-
ponent (Fig. 1). Similarly to many of the electronic
properties of sulfur-treated surfaces [3-5, 7, 24], this
chemical shift correlates well with the static permittiv-
ity of the solvent (Fig. 8).

The change in chemica shift of the As-S-related
component is an indication of the different oxidation
state of arsenic atoms bonded with sulfur atoms. In par-
ticular, alarger chemical shift isindicative of a higher
charge state of atoms and/or a higher ionicity of the
bond. The change in ionicity of the As-S bonds at the
surfaces treated with different sulfide solutions is also
supported by the dependence of the ionization energy
on the static permittivity of the solvent used (Fig. 9a).
Since the change in ionization energy characterizes the
surface dipole induced by the chemical bonds formed
[25], it may be concluded that the GaAs(100) surface
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Fig. 6. Evolution of the ionization energy of oxide-free
GaAs(100) after sulfidizing treatment with (8) (NH4),S +

H,0, (b) (NH4),S + CH30H, () (NH,4),S + i-C3H,0H, or
(d) (NHy),S + t-C4HgOH solutions and subsequent
annealing.
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Fig. 7. Position of the surface Fermi level on an oxide-free
GaAs(100) surface after sulfidizing treatment with
(a) (NH4)28+ Hzo and (b) (NH4)2$+ i'C3H7OH solutions
and subsequent annealing. Ey gy = 0.
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Fig. 8. Chemical shift of the As-S component with respect
to As-Ga bulk photoemission in (a) As 2p and (b) As 3d
core-level spectra of the oxide-free GaAs(100) surfaces
treated with different sulfide solutions as a function of the
permittivity of the solvent from which adsorption was car-
ried out. The solutions were (1) (NHg)oS + Hy0,
) (NH4)28 + CH3OH, (©)] (NH4)28 + i'C3H7OH, and
(4) (NH,)5S + t-C4HgOH.
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Fig. 9. lonization energy of the oxide-free GaAs(100) sur-
facestreated with different sulfide solutions as afunction of
the permittivity of the solvent from which adsorption was
carried out: () immediately after sulfidization and (b) after
annealing of the sulfidized surface at 500°C. The sulfidizing
solutionswere (1) (NH4),S + Ho0, (2) (NH4),S + CH30H,
(3) (NH,),S +i-C3H70H, and (4) (NH,),S + t-C4HgOH.

treated with (NH,),S + t-C,H,OH solution exhibits the
largest dipole moment, whereas the surface treated with
aqueous solution features the smallest dipole moment.
Thus, the sulfur adsorption from different solvents
results in the formation of a different surface atomic
structure.

Different causes may give rise to these solvent
effects. Firgt, it is possible that sulfur in different solu-
tions existsin different chemical states. The most plau-
sible sulfur species that can in principle exist in the
solutionsunder consideration are hydrosulfideionsHS-
and sulfide ions S*~. The presence of polysulfide spe-

cieslike HS, or Sﬁ' seems to be unlikely because rea-

sonable amounts of polysulfides are only expected if
some pure sulfur is added to the solution [26]. The
existence of sulfideions S*-in the pH range of aqueous
ammonium sulfide solution (around pH 8) can also be
disregarded [27]. The existence of such highly charged
speciesin alcoholsis completely unlikely since the fur-
ther dissociation of HS™ isimpossible in a low-permit-
tivity medium. Therefore, the hydrosulfideions HS- are
expected to be the only sulfur species interacting with
the GaAs surfacein all the solutions considered.

Alternatively, the chemical properties of theionsin
solution may be strongly modified by the surrounding
solvation shells. However, simultaneous semiconductor
surface modification by solvation cannot be excluded
as an additional effect [28]. To the first approximation,
the change of solvent is accompanied by variations in
the permittivity of the medium surrounding the ion,
which leadsto a change in the reaction field that affects
the electronic shell of theion [2]. Such avariation may
affect the charge transfer between reacting atoms and
can result in achange in the length and character of the
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chemical bond that forms in the solution [10]. Further-
more, the change of solvent results in changes in the
composition and structure of the solvation shell. In
addition, during both hydration and solvation of the
hydrosulfide ions by alcohol molecules, hydrogen
bonds are formed between sulfur atoms and solvent
mol ecules. These hydrogen bondswill cause the partial
collectivization of theionic charge between theion and
the surrounding solvent mol ecul es, which resultsin fur-
ther variation in chemical properties and reactivity of
theion.

The reactivity of the hydrosulfide ion HS- solvated
by different solvents was considered using ab initio
guantum-chemical calculations of the reactivity indices
[29, 30]. According to these calculations, the sulfur
atom in the hydrated ion (solvated by water molecules)
can both donate and accept electrons in the course of
chemical reaction. In contrast, the sulfur atomin theion
solvated by molecules of alcohol is essentially nucleo-
philic: it is ready to donate el ectrons but hardly accepts
them. The relative nucleophilicity of the sulfur atom
(which describes how difficult it isfor an atom to accept
electrons) increases with the polarizability of the sol-
vent molecule. The increase in the polarizability of the
solvent molecule corresponds to the decrease in the
static permittivity of the solvent [31].

Thedifferencein reactivity of hydrosulfide ions sol-
vated by different solvents resultsin a differencein the
mechanism of their interaction with the surface of a
semiconductor. On a GaAs(100) surface, the empty dan-
gling bonds are localized at the gallium atoms, and the
filled dangling bonds are at the arsenic atoms. The sulfur
atom in the hydrated HS- ion can be both adonor and an
acceptor of eectrons during adsorption, and the bonds
formed with the gallium and arsenic are mainly covalent
(strong collectivization of the electronic shells).

The sulfur atom in the ion solvated by alcohol mol-
ecules can also easily donate electrons. Therefore,
when such ions react with gallium, covalent Ga-S
bondswill be formed aswell. However, when they react
with arsenic, the sulfur atom cannot take an electron
from the filled orbitals, and the bonds that form are
mostly ionic (little or no collectivization of the elec-
tronic shells). Specifically, the ionicity of the surface
As-S bonds that form should increase as the permittiv-
ity of the solvent decreases and the relative nucleophi-
licity of the sulfur atom in the solvated HS- ion is cor-
respondingly increased, which is indeed observed in
the experiment (Figs. 1, 8). Note that the sulfidizing of
a semiconductor in solution is a redox reaction [32],
and protons in the solution will capture the excess
valence electrons.

It should be emphasi zed that the effect of the solvent
from which the adsorption proceeds on the ionization
energy of sulfidized GaAs(100) also remains after sur-
face annealing (Fig. 6). Figure 9b shows the ionization
No. 2
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energy of the surfaces after annealing at 500°C (i.e.,
after the known disappearance from the surface of al
traces of the physically sorbed solvent molecules (car-
bon- and oxygen-related peaks) and all As-S bonds
whose chemical shift and character depend on the sol-
vent) as a function of the permittivity of the solvent
from which the adsorption proceeded. Here the differ-
ence between the highest and the lowest ionization
energy (for surfaces treated with (NH,),S + t-C,H,OH
and (NH,),S + H,0O solutions, respectively) is about
1.0 eV, asinthe case of the as-treated surfaces (Fig. 9a).
This indicates that the solvation of the adsorbing ions
affects not only the character of the forming As-S
bonds, but also promotes more profound modification
of the surface atomic structure.

6. CONCLUSION

The adsorption of sulfur in the form of hydrosulfide
ions HS™ solvated by different amphiprotic solvents
(water, methanol, isopropanal, tert-butanol) on the
oxide-free GaAs(100) surface was studied by the X-ray
and ultraviolet photoemission spectroscopy in order to
clarify the role that the solvent plays in the course of
adsorbate interaction with surface atoms at the semi-
conductor/electrolyte interface. The adsorption was
carried out from different ammonium sulfide solutions
in an inert oxygen-free ambient.

It was found that, during the adsorption, the compo-
nent stemming from the As-S chemical bonds appears
in As 2p and As 3d core-level spectra. The chemical
shift of this component with respect to the bulk As-Ga
component depends on the solvent from which the
adsorption was carried out. This observed chemical
shift increases as the permittivity of the solvent
decreases and is accompanied by an increasein ioniza-
tion energy of the as-treated semiconductor.

Annealing the surface results in the decomposition
of As-S bonds and in the appearance of Ga-S bonds
instead. The ionization energy of the surface increases
but still depends on the solvent from which the adsorp-
tion proceeded. The position of the surface Fermi level
with respect to the semiconductor’s band edges and its
evolution during the annealing of the sulfide-treated
surfaces also differ for surfaces treated with different
solutions.

It is suggested that the effect of the solvent from
which the adsorption of hydrosulfideionsis carried out
on the atomic structure and properties of the surfaceis
caused by the solvation-induced modification of chem-
ical properties and reactivity of the ions before adsorp-
tion. Solvation by different solvents results in a differ-
ent mechanism of hydrosulfide ion interaction with the
surface atoms of the semiconductor and, hence, in adif-
ferent atomic structure of the surface, which “remem-
bers’ the solvent from which the adsorption was carried

SEMICONDUCTORS  Vol. 38

No. 2 2004

159

out even after annealing and the disappearance of the
As-S bonds.
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Abstract—Current—voltage (I-V) characteristics |(U) of MnIn,S, and MnGa,S, single crystals are studied in
the dark and under exposure to light. The 1=V characteristic of the MnIn,S, single crystal contains| O U, | 0 U?,
and | 0 US portionsin the dark and | O U, | O U¥2, and | 0 U2® portions under exposure to light. It is shown
that the current under exposureto light exceeds the current in the dark by afactor of almost 10*. Inthe MnGa,S,
single crystals exposed to light, the I-V characteristic has| 0 U and | 0'U%2 portions. An interpretation is given
for these dependences. © 2004 MAIK “ Nauka/Interperiodica” .

The active advancement of optoelectronics poses
the problem of researching and developing new effi-
cient semiconductor materials. Recently, considerable
attention has been given to semimagnetic 11-111,-VI,
semiconductors (11 = Mn, Fe, Co, Ni; Il =Ga, In; VI =
S, Se, Te) [1-4]. These compounds are promising as a
basis for developing lasers, light modulators, photode-
tectors, and other functional devices controlled by mag-
netic field.

In this paper, we consider the current—voltage (1-V)
characteristics of MnIn,S, and MnGa,S, single crystals
in the dark and under exposure to light. Single-crystal
Mnin,S, and MnGa,S, samples were prepared by the
method of chemical transport reactions. X-ray diffrac-
tion studies showed that MnGa,S, crystallizesin space
symmetry group 14 (the lattice parameters are a =
5.46 A and ¢ = 10.50 A; thus, c/a = 1.92 [4]). MnIn,S,
has a cubic structure (space symmetry group is Fd3m);
the lattice parameter isa = 10.71 A [5]. Contacts to the
samples were formed by indium fusing in a sandwich
design. A PZh-220 incandescent lamp was used as a
light source. Figure 1 showsthe |-V characteristics 1 (U)
of the In-MnIn,S,~n structure in the dark (curve 1), in
the dark after preliminary exposure to light (curve 2),
and under exposure to white light (curve 3) at tempera-
ture T =293 K. We can seethat the |-V characteristic of
unilluminated samples containsthe linear (I O U), qua
dratic (I 0 U?), and cubic (I O U?) portions. The current
in the quadratic portion is caused by monopolar injec-
tion, and the cubic portion is associated with double
injection[6, 7]. Thedark |-V characteristics after prelim-
inary exposure to light contain a linear portion (I O U)
and a portion corresponding to | O U¥2, Since traps are
filled with electrons as crystals are exposed to white
light, while holes are trapped by recombination centers
and electrons are transferred from the valence bands to
the conduction band, nonequilibrium carriers arise.
After the exposure of the sample to light and a certain
time in the dark, we can see that the dark current after
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Fig. 1. I-V characteristics of the In-Mnln,S,—In structures
at atemperature of 293K (1) inthe dark, (2) inthedark after
a subsequent exposure to light, and (3) under exposure to
white light with an illuminance of 200 Ix.
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Fig. 2. 1-V characteristics of the I-MnGayS,—I n structures
(1-3) in the dark and (4-6) under exposure to white light at
(1, 4) 293, (2, 5) 340, and (3, 6) 409 K.

preliminary exposure to light is ailmost hundred times
higher than the dark current without exposure to light.
Nonequilibrium carriers cause additional conduction[8].

For the samples exposed to light (curve 3), the I-V
characteristic includes the linear portion (I O U), as
well as the portions corresponding to | 0 U¥2 and | O
U235, Inthe case of thejoint effect of an electricfield and
exposure to light, the probability that electrons will
appear in the conduction band and holes will appear in
the valence band increases, which resultsin an increase
in the conductivity of the sample. It is obvious that the
current under exposure to light is higher than the cur-
rent inthe dark by afactor of almost 10*. When the qua-
dratic portion beginsin the dark 1-V characteristic, the

NIFTIEV, TAGIEV

-V characteristic under exposure to light contains a
portion of 1 0 U2, Illuminating a sample in which the
monopolar injection current is maintained can cause an
increase in the space-charge-limited current in the case
where afraction of the space chargeistrapped and car-
riers in traps can gain energy from incident light.
A trapped carrier can directly absorb a photon and be
gjected to one of the allowed bands [7].

Figure 2 shows the |-V characteristics of the In-
MnGa,S,—In structures in the dark and under exposure
to white light at various temperatures. We can see that
the |-V characteristics in the dark have only a linear
portion. In the samples exposed to light, the |-V char-
acteristics contain the linear portion (I O U) and the
portion described by the | [0 U%¥2 dependence. As tem-
perature increases, the current under exposure to light
differs dightly from the current in the dark.

Thus, the study of the |-V characteristics of
MnIn,S, single crystals shows the presence of | O U,
| OU? and | O U° portionsinthedark and | O U, 1 O
U¥2, and | 00 U?® portions under exposureto light. It is
shown that the current under exposure to light exceeds
the current in the dark by afactor of 10*. Under expo-
sure to light, the I-V characteristic of MnGa,S, single
crystals has portions with | 0 U and | O U3?2 depen-
dences. Asthe temperature increases, the current under
exposure to light differs only slightly from the current
in the dark.
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in MnIn,S, single crystalsin various conditions. It was shown that the current transport mechanism correspond-
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This communication presents data obtained in a
study of the electrical properties of MnIn,S, single
crystals.

MnIn,S, single crystals were grown using the
method of chemical transport reactions. An X-ray dif-
fraction analysis demonstrated that the single crystals
have aspinel structure with lattice constant a= 10.71 A
[1]. Studies of some physical propertiesof MnIn,S, sin-
gle crystals have been reported more than once [2, 3].
MnIn,S, single crystals exhibit n-type conduction.
Contacts to the samples were fabricated by fusing-in
indium at their opposite surfaces. The interelectrode
spacing was varied within 50-300 pm.

Figure 1 shows current—voltage (I-U) characteris-
tics of In-MnIn,S,—In structures at different tempera-
tures. The following portions are revealed in the 1-U
characteristics: linear (I O U), quadratic (I O U?), and
cubic (I O U3).

Such a behavior indicates that the primary role in
current transport is played by space-charge-limited cur-
rents (SCLC). In addition, it was established that the
dependences of the current density J on the interelec-
trode spacing L have the form J O L= and J O L5 for
the quadratic and cubic regions, respectively [4, 5].

Measurements of the |-U characteristics at different
temperatures furnish an opportunity to determine the
depth of monoenergetic levels, which is related to the
voltage V,_, of transition from the ohmic portion of a
characteristic to the trap-controlled quadratic (I O U?)
portion by the formula [6]

Vi, O expl (E,— E)/KT].

The slope of this dependence, which is plotted in
Fig. 2, gives the activation energy E, = 0.53 eV.

Studying the 1-U characteristicsin relation to temper-
ature makesit possibleto determine, from their quadratic
portions, the trap concentration N, = 2 x 101> cm= [7].

According to [8], a temperature-independent volt-
age of the transition from the ohmic to quadratic por-
tion of al-U characteristic, V,_,, indicates aweak com-

pensation of the crystal studied, whereas atemperature-
dependent V,_, points to its strong compensation. The
fact that the voltage V,_, depends on temperaturein the
casein guestion demonstratesthat Mnin,S, single crys-
tals are strongly compensated semiconductors.

Figure 3 shows the temperature dependence of cur-
rent at different constant voltages. The lower straight
line (curve 1) corresponds to the ohmic portion of the
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Fig. 1. Dark I-U characteristics of MnIn,S, single crystals
at different temperatures T: (1) 242, (2) 251, (3) 256,
(4) 264, (5) 270, (6) 276, (7) 280, (8) 288, (9) 296, and
(120) 308 K.
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Fig. 2. Temperature dependence of the reciprocal of the
transition voltage, 1/V_,.

I-U characteristic; curve 2, to the quadratic portion.
The next curve, which consists of two linear portions
with different slopes (curve 3) correspondsto the cubic
portion of the I-U characteristic. The activation ener-
giesof charge carriersin MniIn,S, single crystals, deter-
mined from the two slopes, areasfollows: E; =0.45eV
and E, = 0.38 eV. It can be seen that the slopes of
curves 1, 2, and 3 (higher-temperature portion)
decrease in the range 0.53-0.45 eV with increasing
external voltage. It should be noted that the levels at
0.53 and 0.38 eV have aso been revealed when study-
ing thermally stimulated currents in MnIn,S, single
crystals[3].

Thus, astudy of 1-U characteristics and temperature
dependences of current in single-crysta Mnin,S,
revealed that the current transport mechanism in this
material is associated with the space-charge-limited
currents. The main parameters of local levels were
determined. It was established that strong compensa-
tion takes place in MniIn,S, single crystals.
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Fig. 3. Temperature dependence of current at different volt-
ages U: (1) 50, (2) 200, and (3) 500 V.
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Abstract—The Bridgman—Stockbarger method (horizontal implementation) is used to grow crystals of theter-
nary compound Aglny;S;;. The kinetic coefficients are measured, and photosensitive structures based on the
grown crystals are fabricated for thefirst time. The photoel ectric parameters of solid-state surface-barrier struc-
tures and photoel ectrochemical cells are determined, the band gap for the compound Aglny;S;7 is estimated,
and the features of interband transitions in this compound are discussed. It is shown that the structures devel-
oped can be used in photodetectors of natural optical radiation. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Detailed studies of systemsof 1-111-VI compounds
yielded results that concerned not only the well-
known I-111-V1, compounds but also a number of new
11~V ternary semiconductor phases (here, the n
and m subscripts are natural numbers) [1-5]. An analy-
sis of interaction in these phases showed that variations
in their composition gives rise to a stability region for
positionally ordered phases, in which caseavariationin
the subscripts n and m brings about the formation of
new semiconductor compounds [5]. The new sub-
stances, along with I-11-V 1, compounds, may turn out
to be promising materials in solving problems of con-
temporary electronics and photoelectronics based on
solar-energy conversion.

In this paper, we report the results of studying the
physical properties of the new semiconductor com-
pound Aglny;S;; and structures based on this com-
pound.

2. EXPERIMENTAL

Crystals of the ternary compound Aging;S;; were
grown by planar crystallization of the melt (the hori-
zontal Bridgman—Stockbarger method). The metallic
components (silver and indium of 99.9999% purity),
which were placed in a quartz boat, and sulfur (of
99.99999% purity) were positioned in different parts of
an evacuated quartz cell. The amount of sulfur wasin
excess over the stoichiometry, which was necessary to
ensure that the sulfur-vapor pressure above the formed
melt was 1.5-2.0 atm. The cell was installed in a two-
zone horizontal furnace with independently controlled
temperatures in each of the zones. The temperature of
the zone with metallic components was maintained at a

level of ~1380 K. The temperature of the zone with sul-
fur wasincreased at arate of 50 K/h to atemperature of
700 K; this temperature was then maintained for 2 hin
order to ensure that the reaction between silver, indium,
and sulfur proceeded. In order to ensure that this reac-
tion was completed, we increased the temperature of
this zone to ~800K at the same rate and again kept the
samples at this temperature for 1 h. We then carried out
planar recrystallization by lowering the melt tempera-
ture to 1000 K at a rate of ~3 K/h; homogenizing
annealing of the crystals formed was then performed
for 300 h at the above temperature. The grown crystals
had alarge-block structure; the dimensions of the indi-
vidual blocks were 15 x 8 x 5 mm?.

The composition of the grown crystals was deter-
mined from the results of chemical analysis using the
methods suggested in [8-10]. The content of elements
inthe crystals obtained ([Ag] : [In] : [S§] =3.54: 37.78 :
58.68 at %, respectively) is in satisfactory agreement
with the specified composition in the starting charge
([Ag] : [In] : [S] =3.45: 37.83:58.72 a %). The dis-
tribution of elements over the crystal length was uni-
form within the experimental accuracy.

The structure and parameters of a unit cell of the
crystals obtained were determined using X-ray analy-
sis. X-ray measurements were carried out using a
DRON-3M diffractometer, CuK, radiation, and aNi fil-
ter. The diffraction patterns measured for different parts
of the crystal corresponded to the cubic structure of the
spinel Ig\ype with the unit-cell parameter a = 10.797
0.002 A.

According to the thermoelectric-power sign, the
Aglny;S;; crystals had n-type conductivity; the resistiv-
ity was p = (2-5) x 102 Q cm, the charge-carrier con-
centration n = (3-5) x 10'® cm3, and the electron
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Table 1. Photoelectric properties of a surface-barrier struc-
ture based on the compound Aglny;S;7 (T = 300 K)

SHRVAY
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mobility p, = 30-40cm?/(V s) at T= 300K for samples
cut from different parts of the ingot.

3. RESULTS AND DISCUSSION

As a result of studying contact phenomena in the
grown Aglny;S;; crystals, we found that the contact of
thin layers of metallic indium (d = 1-3 um) with a nat-
ural-cleavage surface exhibits rectifying and photovol-
taic properties. The parameters of the In/AgIn,;S;7 sur-
face-barrier structures fabricated for the first time are
listed in Table 1. Measurements of steady-state current—
voltage (1-V) characteristics showed that the aforemen-
tioned structures feature rectification, with the conduct-
ing direction corresponding to the negative polarity of
external bias voltage applied to the semiconductor. The
rectification factor (K) in these structures, which is
defined as the ratio between the forward and reverse
currents at a voltage U = 0.5V, was found to be rela-
tively small (K = ~5). The forward portion of the |-V

n, arb. units l 15
102,
101
1.0 1.5 2.0

fiw, eV

Fig. 1. Spectral dependence of the relative quantum effi-
ciency of photoconversion for an InfAging;S,7 structure at
300 K. The barrier-contact side of the structure was illumi-
nated.

BODNAR’ et al.

characteristics for the structures under consideration is
governed by the following law at U > 0.3 V:

U= Uy+IR,. (1)

The value of residual resistance R, for the structures
under investigation is listed in Table 1; the cutoff volt-
agewasU =04V.

If these structures were illuminated, we observed a
photovoltaic effect; the positive photovoltage was
observed at the barrier contact, which is consistent with
the rectification direction. The largest value of the volt-

age photosensitivity (S ) for the best surface-barrier

structuresislisted in Table 1. The highest photovoltage
for the In/AgIn;;S;; barrier structures obtained is
attained when the indium-contact side of these struc-
turesisilluminated.

In Fig. 1, we show the spectral dependence of rela-
tive quantum efficiency of photoconversion n(%w) for
an In/Agin;S;7 structure at T = 300 K when the barrier-
contact side of the structure is illuminated. It can be
seen that the dependence n(%w) for the structures under
consideration features a maximum at photon energy
h A rapid increase in photosensitivity begins at
photon energy 7w = 0.9 eV; the long-wavel ength edge
of photosensitivity spectra follows Fowler's law [11]
(Fig. 2) and may be related to photoemission. Extrapo-
lation of the dependence nY2(7w) to zero makesit pos-
sible to determine the potential-barrier height ¢, for
In/Aglng;S;; structures. The value of ¢, for these struc-
turesislisted in Table 1.

We should also note the second special feature of the
spectral dependence n(fw) for the surface-barrier
structure under consideration: a fairly sharp short-
wavelength falloff of photosensitivity is observed when
either the barrier-contact or the crystal side of the struc-
tures is illuminated. Our research showed that the
energy position of the short-wavelength falloff in
In/AgIn,;,S;7 structures is virtually independent of the
direction of illumination. This circumstance suggests
that the barriers under consideration do not ensure the
suppression of surface recombination in photogener-
ated electron—hol e pairs; apparently, thisrecombination
is responsible for the short-wavelength faloff of n at
AW > AWy

The full width of the n(fZw) spectra at their half-
heights () is listed in Table 1. It can be seen that the
photosensitivity spectrum normalized to the number of
incident photonsis of the wide-band type for structures
based on the ternary compound Agin,;S;-.

The feasibility of fabricating photoel ectrochemical
cells, along with solid-state surface-barrier structures,
based on Aginy;S,; crystals was also studied [12, 13].
Distilled water with the addition of NaCl was used as
the electrolyte; this electrolyte was brought into direct
contact with the cleaved surface of crystals provided
with an ohmic contact. In order to isolate the el ectrolyte
No. 2
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Fig. 2. The dependence nY? = f(fiw) for an IN/AgIng;S7
structure at 300 K.

from the ohmic contact, this contact was coated with an
insulating varnish. A sharpened platinum conductor
was used as the counterelectrode in the photoel ectro-
chemical cell. The photosensitivity of H,O/AgIn,;S;;
photoelectrochemical cells was measured with modu-
lated (f = 20 Hz) illumination of the counterelectrode
side of the structure; nonpolarized radiation was used
for the illumination [13]. The electric-current rectifica-
tion (K = 20 at U = 10 V) and the photovoltaic-effect
were larger in al the fabricated photoel ectrochemical-
cell structures than in the In/Agin,;S,; surface-barrier
structure. It should also be noted that no degradationin
the photoelectric parameters of the fabricated photo-
electrochemical cells was observed.

The n(Aiw) spectra typical of the fabricated photo-
electrochemical cells when the electrolyte side of these
cells was exposed to nonpolarized light are shown in
Fig. 3. It can be seen that the spectrum shown in Fig. 3
differs considerably from the spectrum of the surface-
barrier structure formed on the basis of the same crys-
tals (Fig. 1). Indeed, an almost exponential increase in
the dependence n = f(fw) is observed in the region
hw < 2eV for the H,O/AgIn,;S;; photoel ectrochemical
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Fig. 3. Spectral dependence of the relative quantum effi-
ciency of photoconversion for H,O/Aglng 1S, cellsat 300K.
The electrolyte side of the structure was illuminated.

cells. Thisincrease can be related to the slope S, which
is defined as

S = A(Inn)/A(Fw). @)

The absence of a pronounced short-wavelength fal-
loff of n isthe main difference between the photosensi-
tivity spectra obtained for photoelectrochemical cells
based on Agln,;S,; crystals and the spectrafor the sur-
face-barrier solid-state structures considered above.
This suggests that the efficiency of separation and col-
lection of photogenerated electron-hole pairs in the
semiconductor/electrolyte barriers is much higher than
that in the solid-state structures of In/Agin,;;S;;. The
spectral range of the highest photosensitivity 7w, for
photoelectrochemical cellsislisted in Table 2. Theval-

Table 2. Photoelectric properties of an H,O/AgIn;S;;
structure and the energies of the band-to-band transitions for
the compound Agln,;S;7 at 300 K

ax in dir

Structure ﬁ(’*\*}ax' 6\/ 3_1 Sr’un | Bg | Bgs
€ ev |€ VIW | eV | eV

H,O/AgIn;;S;7| 3-34 | ~1.2| 12 | 1900 | 1.83 | 2.48
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(NAw)"2, arb. units

(NAw)'/2, arb. units

i, eV

Fig. 4. The dependences (1) (NAiw)Y2 = f(hw) and
(2) (nhw)? = f(hw) for H,O/AgINy;S;; cellsat 300 K.

ues of & and §;° determined from the n(%w) spectra

for these cells were found to be much larger than those
for the surface-barrier structures (Table 1).

In Fig. 4, we show the spectral dependences n(%w)
for photoelectrochemical cells; these dependences are
plotted in the coordinates of (nAw)Y? = f(Aw) and
(N7iw)? = f(fiw). Assuming that these dependences are
controlled by band-to-band absorption and taking into
account the existing theory [14], we may evaluate the
features of the interband transitions and the band gap
for the ternary compound Agln,;S;. It can be seen that
the ascending portion of photosensitivity dependence
in the region of longer wavelengths for photoelectro-
chemical cells can be linearized in the coordinates
(n7w)Y2 = f(Aw). This circumstance alows us to assume
that the long-wavel ength edge of n(%w) is controlled by
indirect band-to-band transitions in the ternary com-
pound AgIny;S;7; the extrapolation (nAw)Y?> — 0 can

be used to determine the band gap Eign for these trang-

tions. The values of E; arelisted in Table 2. It can also

be seen from Fig. 4 that the shorter wavelength portion
of the photosensitivity spectrum for the photoelectro-
chemical cell obeysthe square-law dependence (n%w)? =

BODNAR’ et al.

f(hw). Therefore, we may relate this specia feature to
the onset of direct band-to-band transitions; the extrap-
olation (NAw)? — 0 makes it possible to estimate the
energy of direct interband transitions (Eg") for the
compound under consideration. The results of this esti-
mation are listed in Table 2.

4. CONCLUSION

To summarize, we fabricated for the first time pho-
tosensitive InfAgin,;S;; Schottky barriers and photo-
electrochemica H,O/AgIn,;;S;; cells based on crystals
of the ternary compound Aglny;S;7; the photoelectric
properties of these structures were studied. Conclu-
sions were drawn about the nature of the band-to-band
transitions in the compound under consideration; the
band gap was evaluated. It was shown that the afore-
mentioned structures can be used as sel ective and wide-
band photodetectors of natural optical radiation.
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Abstract—The considerable contribution of van Vlek paramagnetism, which is caused by the presence of
charged interstitial Te atoms and donor—acceptor pairs of the V1 Ge type, to the total magnetic susceptibility
of CdTe:Geinthe temperature range 4.2-300 K isrevealed. The presence of aspecial featurein the x(T) depen-
dence at 50 K is caused by a variation in the charge state of interstitial Te, atoms, whose contribution starts to
compete with a diamagnetic contribution induced by motion of vacancies along closed hexahedral ring-shaped
trajectories. Infieldsashigh as0.15 T, magnetic hysteresis, which is caused by the orientation of magnetic clus-
tersin the external field, is observed. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The preparation of CdTe-based material with fairly
high resistivity, which is necessary for the development
of active elements of various practical devices[1, 2], is
arather complex but very urgent problem in materials
science of semiconductors [3]. Undoubtedly, a solution
to this problem should be based on quite clear notions
about the rea structure of CdTe. The necessary varia-
tionsin therea structure of CdTe could be attained by
doping. In some cases, these variations are basic; i.e.,
the response of defects and their complexes with the
impurity introduced to the external, for example, mag-
netic field is comparable with the magnetic susceptibil-
ity of the host crystal. It seemsto usthat this possibility
of using magnetic methods for the investigation of
imperfect semiconductors was originaly noted by
Kroger [4].

Magnetic properties of imperfect CdTe crystals
doped with Al, In, Ga, Au, Cu, and Cl were investigated
in a rather wide temperature range [5—7]. Measure-
ments showed a considerable contribution of van Vlek
polarization paramagnetism to the effective magnetic
susceptibility x. Thiscontribution iscomparablewith the
magnetic susceptibility itself of a nominaly pure CdTe
sample. Recent investigations of In- and Cl-doped sam-
ples revealed two facts [7]. First, the transition of the
samples to the paramagnetic state at T < 50 K occurs
due to an abrupt increase in the contribution of gas of
paramagnetic defects, and, second, the ensembles of
donor—acceptor pairs (DAPs), the exchange interaction
between which leads to the effects of magnetic satura-
tion, exist in the samples. However, no direct measure-
ments of magnetization curves for all the objects listed
were carried out. Such an omission isastonishing, since
theinitial samples should be inhomogeneous both elec-
trically and magnetically. The procedures for investi-
gating the inhomogeneity of semiconductors in the

electric field have already been developed [8, 9]. How-
ever, the problem of investigating the magnetic inho-
mogeneity of CdTe, which is caused by nonmagnetic
impurities, has not even been stated.

In contrast with, for example, the impurity atoms of
Groups|Il and VIl of the periodic table, the behavior of
Geatomsin [1-VI compoundsis not so obvious. A sim-
ilar situation was considered by Madelung with respect
to 11I-V compounds [10] and may be generalized as
applied to CdTe. We believe that the realization of three
possible variants is most probable: (i) Ge impurity
atoms are incorporated only into the Cd sublattice, i.e.,
behave as donors and lead to an increase in resitivity;
(ii) Geimpurity atoms are localized at two neighboring
sites and form neutral DAPs; and (iii) impurity atoms
are distributed statistically over interstitials with al the
resulting consequences.

According to the resistivity measurements [11], the
first variant is realized in p-CdTe when the Ge concen-
tration is no higher than 5 x 10'® cm=. A further
increase in the impurity content causes no increase in
the sample resistivity. It may turn out that, with a fur-
ther increase in the Ge concentration, the DAPs arising
in the bulk of single crystals are grouped into clusters
due to exchange interaction. These clusters are ran-
domly oriented along the crystallographic directions
and possess a nonzero magnetic moment.

Below, we will present the magnetization curvesin
the fields from 0.05 to 0.425 T at temperatures of 4.2,
77.5,and 295 K, aswell asthe magnetic susceptibilities
of the grown Ge-doped CdTe samples.

2. EXPERIMENTAL

To investigate the magnetic properties of Ge-doped
CdTe, we chose crystals that were grown by the Obrei-
mov—Shubnikov technique with the use of a self-seed-

1063-7826/04/3802-0169$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Temperature dependences of the magnetic susceptibility for CdTe:Ge. Samples were cooled in the absence of afield to
(1) 77.3K, (2) 42K in24 h, and (3) 4.2 K in 48 h. The field was switched on at 77.3 K. (4) The part of the dependence when the
field was switched on at 4.2 K measured in 240 h. All measurements are carried out in the mode of increasing temperature.

ing procedure under a partial pressure of Cd of about
one atmosphere [12-14]. A specific feature of the
growth procedure was that an unconventional method
of controlling the partial pressure of Cd vapor abovethe
melt was used. This method provides better reproduc-
ibility of the composition of the single crystals grown.
A furnace charge of purity “Extra’ of the Svetlovodsk
plant of pure metalswas used as an initial material. Our
technology enabled us to obtain single crystas with a
small deviation from stoichiometry with respect to Te and
without precipitates. The crystals had arather high optical
qudity; namdly, transmission in the range 2-25 um
amounted to about 60%, and the absorption coefficient
at awavelength of 10.6 um was equal to about 10 cm ™.
The crystals were doped by adding a corresponding
aloy to the melt. This method made it possible to
obtain CdTe with a Ge concentration in the range from
7.2x10%t0 1.9 x 10 cmr3. Theinitial samples had p-
type conductivity. Their dark resistivity varied from 10¢
(for nominally pure CdTe) to 5 x 108 Q cm dueto doping.

The magnetization curves of the CdTe:Ge samples
and their magnetic susceptibility were measured by the
Faraday method [15] in a magnetic field as high as
0.425T. All measurementswere carried out for oriented

samples of 2.5 x 2.7 x 3.5 mm? in size weighing no
more than 0.3 g. A Cahn-1000 Electrobal ance was used
as the recording device. The samples were oriented
along the cleavage planes, and the longest sample edge
corresponded to the [M010direction. The samples were
placed in a Cu container, which was suspended on a
Kevlar filament in the bulk of a He flow-through cry-
ostat. The sample temperature was measured using a
gold—Chromel thermocouple and was set by a thermal
controller. The setup sensitivity for the sample weight
mentioned was 5 x 108 g=X. Since we could not deter-
mine accurately the orientation of the sample, the data
given below should be considered as averaged over the
(110) plane. The magnetization was measured at 4.2,
77.5,and 293 K inafield ranging from 0.05t0 0.425T.
The magnetic field was switched on only after attaining
the lowest starting temperature. The specific features of
the experimental setup used provided no way of vary-
ing the field direction and carrying out measurements
starting from H = 0.

The magnetic susceptibility was measured in afield
of 0.3 T in the temperature range 4.2—293 K. In the
measurement technique chosen, the samples were
cooled to low temperatures in the absence of a field.
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Fig. 2. Temperature dependences of the magnetic susceptibility for CdTe samples with Ge concentrations equal to (1) 0, (2) 5 x 10%°,

(3) 3% 106, and (4) 2 x 1017 cm 3,

Under such conditions, the static magnetic susceptibil-
ity features time dependence, and its behavior isirre-
versible [15]. Since similar (nonergodic) behavior is
caused mainly by the actua structure of the samples,
we attempted to estimate the contribution of these pro-
cesses to the summary measurement error. For this pur-
pose, we measured the magnetic susceptibility as a
function of time in a temperature range where the T
dependenceisinsignificant (Fig. 1). It follows from the
data presented that solid-state chemical reactions pro-
ceed inthe sample bulk [3]. These reactions are accom-
panied by athermic diffusion of a defect due to, for
example, the diamagnetoel ectric effect [16] and cause
variation in the charge state of the samples with all the
ensuing consequences. It follows from the experimen-
tal data that the main behaviora tendency of X is
retained whereas the spread of values reaches +15%.

3. RESULTS AND DISCUSSION

The experimental temperature dependences of mag-
netic susceptibility and magnetization curves of the
CdTe:Ge samples in a magnetic field are shown in
Figs. 2 and 3. The data presented differ drastically from
the results [5-7]. In [5, 6], the X magnitudes for the
CdTe:Ge samples were practically independent of tem-
perature, and, with increasing Ge concentration, these
magnitudes decreased due to van Vlek paramagnetism.
However, Shaldin [7] found that the In and ClI doping
impuritieslead to behavioral anomalies of effectiveval-

SEMICONDUCTORS  Vol. 38

No. 2 2004

ues of X(T). This effect is attributed to the existence of
magnetic clusters and, in some cases, to the transition
of the samples to the paramagnetic state at T < 50 K.
Such variation in the experimental data should be
attributed primarily to the specific features of the defect
structure in CdTe single crystals grown by various
methods.

When analyzing the experimental data, we follow
[5-7] and rely on the fact that the effective values of the
magnetic susceptibility of CdTe:Ge are controlled by
the diamagnetic susceptibility of nominally pure CdTe
x¢ itself and by the magnetic contribution of certain
defects AxP, which dependson T and H:

X = X+ AxP(T, H).

The value given in [5—7] and equa to —«(35.0 + 3.5) x
108 cm®/g may be apparently accepted as x9. Assuming
that x9 is practically independent of both T and H
[15, 17], the difference between x and x¢ should be
considered as the contribution of the defect subsystem
of crystals, which is a function of temperature and the
magnetic field. At T = 300 K, the AxP magnitude is as
large as ~10° cm¥/g; i.e., the contribution of defects
exceeds the x¢ value (in magnitude) by a factor of
amost 3 (Fig. 2).

To the first approximation, three temperature
regions should be separated out in the experimental
dependence. The first range at T < 20 K features an
abrupt decreasein the magnitude and the reversal of the
sign of . In the second T range from 20 to 70 K, the
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Fig. 3. Field dependences of magnetization of (a) nominally pure and (b) Ge-doped CdTe at temperatures T = (1, 4) 295, (2, 5) 77,

and (3, 6) 4.2K.

dependence is nonmonotonic. Finally, in the third
region at T > 70 K, the magnetic susceptibility is prac-
tically monotonic and, asarule, positive. Thus, judging
from the behavior of X, at least three possible mecha-
nisms of variations in the magnetic susceptibility exist
in doped CdTe with allowance made for intrinsic
defects. Therefore, when discussing these mechanisms,
wewill consider thefollowing possibilities: (i) the sam-
ples contain charged Cd vacancies[18], which arefilled
by Ge during doping with the subsequent formation of
(GegygVey), and (ii) not only impurity atoms but also Te
atoms are present at the octahedral sites of the structure
(Fig. 4).

The specific feature of crystals with a sphalerite
structure is the anisotropic distribution of valence elec-
trons over the bonds. In this case, the nonadditive con-
tribution to the total susceptibility of van Vlek para-
magnetism arises in addition to Langevin precession

diamagnetism [17]. The existence of intrinsic defects
and their associations with Ge in CdTe, under specific
conditions, leads to the emergence of local electric
fields. This phenomenon is accompanied by the
removal of (the linear by field) anisotropic degeneracy
of electron levels in the Brillouin zone [19] and by
admixing a part of the orbital momentum of the ground
state to that of the excited state. The structural deforma-
tion at uncharged DAPs may additionally contribute to
the local fields due to the piezoel ectric effect.

At thefirst stage, Ge-doping of CdTe samples leads
to the formation of uncharged DAPs of the VGegy
type. As was reported by Panchuk et al., for a Ge con-
centration of more than approximately 5 x 10% cm3,
the incorporation of Ge is accompanied by an increase
in resistivity [11]. According to our data, this is also
accompanied by an insignificant variation in magnetic
susceptibility of doped single crystals at T = 300 K
2004
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(Fig. 2). With afurther increase in the impurity concen-
tration, resistivity is practically independent of the
impurity content, whereas the total magnetic suscepti-
bility at T =300 K substantially increases with the mag-
nitude (Fig. 2). These facts may be interpreted as the
result of Ge incorporation into the interstices with the
subsequent variation in their charge states when the
electroneutrality condition for the unit volumeis satis-
fied. Such a process is accompanied by the emergence
of local fields and, therefore, leads to an increase in the
contribution of van Vlek paramagnetism.

With decreasing temperature in the range 70-20 K,
the charge state of interstitial Te inevitably varies from

Te' to Te and thentothe neutral state dueto thelocal-

ization of holes at impurity centers. For samples with
various Ge contents, the process goes with various
rates. Thisfact manifestsitself most clearly inthe CdTe
sample with an impurity concentration of about 5 x
10 cm® (Fig. 3, curve 3). A similar anomaly at the
sametemperature is observed for PoTe:In crystals[20],
thus confirming the presence of ionized Te atoms at the
interstices of CdTe.

For all Ge-doped CdTe samples, an abrupt change of
the total susceptibility occurs in the region T < 20 K
and, as aresult, the x sign is reversed. A similar phe-
nomenon was observed for In-doped Pb, _,Sb, Te crys-
tals [20] and for Cd, _,Zn,Te samples [21]. Therefore,
there are reasons to assume that this result is mainly
associated with the localization of carriers at donors
and acceptors, which form cyclic ringlike associations
in a sphalerite structure. Similar formations are inher-
ent in the molecules of aromatic compounds, which
possess a clearly pronounced anisotropy of magnetic
susceptibility [17].

Hexahedral fragments are an example of such rings
in a sphalerite structure. These fragments form a cellu-
lar (honeycomb-like) structure in the (110) planes
(Fig. 5). Excluding the extreme case when H liesin the
(110) plane, eddy currents are induced in the cells
under the effect of a magnetic field. According to the
Lenz rule, the direction of these currents leads to the
emergence of the magnetic field, which compensate the
external effect. Thus, an additional diamagnetic
moment arises, which considerably exceeds the mag-
netic moment of individual atoms. Thefact that dissipa
tion proceeds in this temperature range is confirmed by
test measurements of thereal and imaginary parts of the
magnetic susceptibility of the CdTe:Ge sample with a
Ge concentration of 5 x 10% cm2 (Fig. 6). We are con-
tinuing research into the details of this phenomenon.

Additional information on the magnetic properties
of the Ge-doped samples may be gained from theinves-
tigation of magnetization curves (Fig. 3). The existence
of hysteresis, which is also observed for other samples,
first of al, pointsto the irreversibility of magnetization
of imperfect CdTe crystals. We assume that the magne-
tization is mainly associated with the orientation of
magnetic clusters in an externa magnetic field. By
No. 2
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Fig. 4. Fragment of the structure of impurity-containing
CdTe with structural defects.

HO(110)

Fig. 5. Projection of afragment of the CdTe structure on the
(110) plane. Arrows show the direction of carrier motion
under the effect of amagnetic field.

analogy with ferromagnets, the samplesinvestigated in
astrong field tend to the stable state with a minimum of
corresponding thermodynamic potential. For a weak
field, numerous metastable states, which correspond to
the potential minima, exist in actual CdTe samples. The
transitions between the potential minima are compli-
cated due to high potential barriers that exceed KT. The
variations in the external effects affect the conditions
for thermodynamic equilibrium. However, in contrast
to ferromagnets, the irreversibility of magnetization is
caused only by the sizes of structural imperfections
(clusters) with an arbitrary orientation of axes of easy
magneti zation. Thus, the magnetization depends on the
shape of the defect formations and their orientation
with respect to the crystallographic directions. In mag-
netic fields higher than 0.25 T, the samples gradually
transform into the diamagnetic state, which is accom-
panied by magnetization saturation. In this region of
magnetic fields, the derivative IM/9T for all samplesis
practically constant and independent of the concentra-
tion of adoping impurity.
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Fig. 6. Temperature dependences of the real (x') and
imaginary (X") parts of magnetic susceptibility of
CdTe:Ge for a Ge concentration of 5 x 101° cm3. Mea-
surements are carried out using an EXA Oxford Inst. mag-
netometer, 1000 Hz, 20 Oe.

4. CONCLUSION

The results presented apparently point to the poten-
tial of magnetic methods for the investigation of an
actual crystal structure. Therole of interstitial Tein the
formation of summary magnetic susceptibility isshown
with ahigh degree of confidence for the first time. Fur-
ther steps should be taken to develop theoretical
approachesto the description of the defect subsystemin
crystals.
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Abstract—Piezoresistive properties of polycrystaline silicon films are described phenomenologically using
elastoresistance and piezoresi stance tensors in the quadratic approximation. Formulas are derived for calculat-
ing the second-order piezoresistance coefficients for some textures of polysilicon filmsin terms of the second-
order piezoresistance coefficients for single-crystal silicon. Satisfactory agreement between the experimental
and calculated piezoresistance coefficients is obtained in the region of heavy doping. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Piezoresistive properties of polycrystalline silicon
filmswere reported in anumber of publications[1-13];
either the strain-sensitivity coefficients or the piezore-
sistance coefficients were determined in the linear
approximation with respect to the strain or stress. There
are several models that satisfactorily explain the
piezoresistive properties of polycrystalline silicon
films. These models are based on the following
assumptions: (i) the crystallitesin the film have an arbi-
trary orientation so that the film isisotropic or the film
features a texture; (ii) a strain or stresses are totally
transferred to the film from the substrate; and (iii) the
electrical properties of the heavily doped films are con-
trolled by crystallites, in which case the contribution of
barriers can be ignored. The coefficients of elasticity,
strain sensitivity, and piezoelastoresistance in condi-
tions of heavy doping of polycrystalline silicon (poly-
silicon) films are calculated using the procedure for
averaging [2-13].

The nonlinearity of piezoresistive properties of
p-type polysilicon films was discussed by Gridchin
et al. [14]. Experimental data on the longitudinal and
transverse coefficients of strain sensitivity were deter-
mined in the quadratic approximation; the values of
these coefficients obtained using the procedure for
averaging for the [110Ckexture were reported.

The aim of this study was to describe phenomeno-
logically the piezoresistive properties of polysilicon
films using el astoresistance and pi ezoresi stance tensors
in the quadratic approximation.

2. THEORY

The suggested theory of piezoresistive properties of
polysilicon films is based on the following assump-
tions: (i) the polysilicon films are either isotropic or fea-

ture a texture with the axis that is perpendicular to the
film surface; (ii) the film is much thinner than the sub-
strate, so that the strain in the substrate is completely
transferred to the film; (iii) the crystallite sizes along
the axis perpendicular to the film plane are equal to the
film thickness (the columnar approximation); (iv) the
variation in the resistance of the film when it is sub-
jected to deformation (stress) is caused only by thevari-
ation in the resistivity of crystallites (the grain bound-
aries only contribute to the film resistance and thus
affect the strain-sensitivity or piezoresistance coeffi-
cients); and (v) the procedure suggested by Voigt [15]
is used to calculate the mean values of the elastoresis-
tance and elastic-constant tensor components for poly-
silicon films. In the case of textures, the mean values
are calculated using integration with respect to the
anglein thefilm plane [6].

The relative variation in resistivity ([AP"D) under

the effect of strain (&) or stress(T,,,,) |sexpre%d inthe
quadratic approximation in termsof the piezoresistance
coefficients (TG, Tms) OF €lastoresistance coeffi-
cients (M, Myupr), Which are the tensors of the second
and sixth ranks; i.e.,

Apl] =m.
CpO
= T[ijmn Drmn + T[ijmnst |:n—mn D.I—st'

Thetensors Tt yg (M) are symmetric with respect
to permutation of the second and third pairs of indices
and to permutation within the pairs:

T[ijnmst = = T[ijnmst = T[ijmnts = T[ijstmn-

T[jimnst -
If the nonlinearity of elastic properties is disre-
garded in comparison with the nonlinearity of the

+ Mjpr L [E
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piezoresistive effect, the tensors myy, My, and Ty,
Tmg ar€ related to each other via the elastlc-constant
tensor (C,,,) Or the tensor of elastic-compliance coef-
ficients (Syp); i-€.,

Thimn = Miji Bamns Tmnst = Mijiapr Bamn 15
Ijkl T[ijmn |:Cmnkli = T[ijmnst [Cmnkl |:Cprst-

The tensorsn; mn» Tlijmnsti mjkh mjklpra mnkl s and S(Imn
can bewrittenin terms of the matrices Tg,, My, My, Cry,

and S,

The coefficients m,,, and m,,, are related to the
components of the tensors by the ol lowi ng conversion

prsts

Mijkipr

rules: my,, = Mygor (Ij , 6, Kl ~——pu=1,
L6 pr—>v=1,..,6); |e wehave

ijmnst(ij<—»7\ =1 ..,6 0
%’nm—»u =1,2,3; st~ >v =12 3)%
EIZTnJmnst(IkHA 1,..,6; D

M = Dnn«—»u 1,2,3; st——=v =45, 6)D_
%thmnst(u -+ 6; 0
Emn«—»u =45, 6, st—-v =1, 2, 3)%
AT g (A = 1, ..., 6 o

Chn——p=4,5,6; st«—v =4,5,6)J

The structure of polycrystalline silicon films grown
on oxidized silicon substrates depends on the condi-
tions of growth; crystallites in these films are either
arbitrarily oriented (isotropic films) or have an arbitrary
orientation in the film plane but exhibit certain orienta
tion in the direction perpendicular to the film plane
(textures). French and Evans [10] reported the typical
axes of the textures. These axes correspond to the crys-
tallographic directions [100], [110], [111], [113], and
[331].

The textures belong to one of the five limiting sym-
metry groups [16]. An analysis of the symmetry ele-
ments of polycrystalline silicon films with the [100],
[110], [111], [113], and [331] axes shows that these
films belong to the co/mm limiting symmetry group.

Isotropic films of polycrystalline silicon belong to
the cooom limiting symmetry group.

For the symmetry class co/mm, the matrices C,(Sq)
and 15,,(m,) have five (Cy;, Cy5, Cyia, Cs3, and C,y) and
seven (Ttyq, T4, Ths, Thy, Thy, Ths, and Ty,) independent
elements, respectively [16].

For the class comm, the number of independent com-
ponents is equal to three (Cy3 = Cy3 = Cyy, C33 = Cyy;
S13= S = Spp, Sz = Sy Mz = My = My = Mgy = My,
Mgz = Myy; Thg = Thg = Ty = Ty = Thy, Tl = Thy) for
matrices C,(S.) and 1g,(my,) and is equal to four (Tt;4,
Th1a, Thop, 8N Thys) fOr matrices 1%,((My) [16].

It is appropriate to determine experimentally the
piezoresistance coefficients, whereas it is more conve-

GRIDCHIN, LUBIMSKY

nient to perform the procedure for averaging in terms of
strains and el astoresistance coefficients.

The resistivity of polysilicon film in the situation
where the size of the interface between crystallites is
much less than the width of the charged layer can be
written as[17, 18]

+ Pei %- -

where py, isthe barrier resigtivity, pg istheresistivity of
the crystallite, 2w is the width of the charged region,
and L isthe size of the crystallite.

Assuming that the barriers do not contribute to the
piezoresistive effect, we obtain

[Dpy0 _
<3E¥Em‘%ﬁﬁww

Assuming also that the piezoresistive effect in poly-
silicon filmsisrelated only to the variation in the resis-
tivity of the crystallites, we can expressthe mean values
of relative variationsin resistivity in the film plane as

|lpcl
sl

2w

_ o 2W 2w
Pi = P L

Lo

2\/\4:] u)cI:“]lpciE|

= wf IldQ+ I,de+ J'mlgsng

2
€1, . S 1. . .
+ alj.m, lldQ + ai[mizzdg + 6Imi33832dQ

2€.€ .
:)ZJ’milde+

28 U ]
Z)}J-ml 1383dQ
28, ., €or

+ Z)gjlmi2383dQ + £Imi66dQ7

AP _ &6 281€g .
MeedQ + Mg16dQ
q)cD 6 W I 616
N 28,8,

1 8 1 1
= J’ MisdQ + £ J’ Mi3€50Q,

where m;, and mj,, are the elastoresistance coeffi-

cients for single-crystal silicon; these coefficients are
written for the substrate axes.

In the case of textures, w = 2rtand Q isthe anglein
the film plane. For an isotropic film, w = 8 and dQ =
sinBdBdddg, where 6, ¢, and @ are the Eulerian angles.

Taking into account that the strains €4, €,, and &g in
the substrate plane are completely transferred to the

film, we can express the stresses T,, in a crystallite
along the substrate axes as

Ty = Cy [k + Cpp [, + Cyp [,
T, = Cy [k + Cyp [, + C5 [E,
Ty = Ty = Cy [+ Coyp [, + C [,
Tg = Ces [Eo,
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where €, are the strains of the crystallites written for

the substrate axes and C,, are the elastic constants of
the crystallites written for the substrate axes.

To-Cou 5, -Cy %,

, and
C33

We then obtain €; =

(= c—lkJsng.

The stresses T, in the direction perpendicular to the
surface plane are identical in all crystallites. For the
plane stress, T; = 0.

Asfollows from consideration of the relative varia-
tion in resistivity in acertain direction at an angle rela-
tive to the substrate axes, the equalities

[npsedd = OMbsed]  [Mijzedd = [byed]
(Mg = [Mbaeq]
2
I:mf33£§D = Ombged]  [OMiaedd = [Miyed]

should be valid; using these equalities, we determined
that

e+ [nbye ]

p =
RULES 2 & ’
b g0+ 0nb.e
P _ 113¢3 223¢3
Hmys = 20,0 ’
.1+ b .€.0]
p _ 123¢3 213¢3
Mz = 2] ’
p [infieed+ Cnbysed]
200
.60+ [boqe.]
an D — 313¢3 323¢3 .
313 2 Eg,[l

For textureswith crystallites symmetry axesthat are
perpendicular to the film axis and correspond to a sym-

metry whose order is less than threefold, [mgdd =

(M .
(M1 = —2-2 only in the case of plane stress.
£
Then,
Ap]
—BS:D' = CPLE , + CPE , + CPE 0+ (P2 2

+ [’ 22@ + [ 33118 4 f+2 M2 (€,
+ 20048, B0+ 2 D8 , B0+ P8 5,
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DlpcGl:l
p
+ 2 [MNG,8 286 + 2 [Mpa B 42 6,

= [mgde g+ 20Mgd2 186

i=1,23.

The piezoresistance coefficients of polysilicon films
are defined as

OwO= midsen  Ogd= O 0Ss0

Inthetable, welist the second-order piezoresistance
coefficients for isotropic and textured polysilicon films
with the textures under consideration; these coefficients
are expressed in terms of the corresponding coefficient
for single-crystal silicon. When cal culating the quantity

TC,«, We used the values of S, reported in [13].

3. DISCUSSION

The procedure for averaging used by us automati-
cally leadsto the fulfillment of requirements of symme-
try for the coefficients of elastoresistance and piezore-

sistance: [, 0= [y, o, 0= [0, [ngd=
i, Ty = [y, (e, 0= iyl Cinged 1=
[(Miedd, 50 = [y, [Mhy0 = [pyd, [ihdd =
Oy, [y = O, Gpgd = Oy, Ggedd =
Opad, (i = [y, Mg = [y, [ipedd =
O], and [MiS,dd = [0,

Taking into account the symmetry, the following
relations are valid for isotropic films:

DTlpMD = ( 2ZD E[123[9
1
Oy = Z( Oy, 0— 2 Oy, 0+ O
14 ( 10— i),
4D = ( 1D— mi)zz[b,

Oy = (DTmm 2 00— O+ 2 O]

The following conclusions are valid for all textured
and isotropic films:

(i) Homogeneous strain (€ = €; = €, = &3) does not
affect the symmetry of crystallites and does not lead to
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The piezoresistance coefficients of polysilicon films

Texture

f1oot

(1100

1110

(1130

£B310

| sotropy

|j-[]’?lllj

Origy ]

Cripo]

p
0,

Oy

Ctpad]

DT]?GGD

.6250r11; 44 + 250071115
+ .1250T[122
+ .7830T1gq; + .3065T 64

.12501-[111 + -7500T[112
+ ,12501-[122 - .30651-[166

1250t 44 + 250071115
+.625011,, — . 78307561
+ -3065T[166

.2500T11; 15 + .750071; 53
—.3915my,,

.75001-[112 + -2500T[123
- 3915T[441

T2

.20397'[111 - .40787'[112
+ 20397115, + 5000765

.0937511; 53 + .39061T 11
+.17191135, + 343811,
+.293611y,

+1.077Tiggy + .1150TT 44
+ .4215T 55 + 4598155
.07813r1y,4 +.218811,55
+ 593811, + .1094T1 5,
+ 2936T[441 + 0979”661
—.038311344

— 191675 — .1533 M6
.0781rmy,4 +.21881 45

+ _48441‘[122 + .2188]-[123
— 097911y, — 4894115y
+ 268211 4,
+.26821m;55 — . 153354
.031251 11 + .37501131,
+.21871y,, + .37507'[123
— 489411447 + .1958T5,
— 2299144 — 0766756
+.3065y54

.0937141 — .0766TT44

— 2230165 — .3065Ty55
+ .1563“122

+ 125011553 + .6250717; 15
+.09791y4, + 1958115,
1250714, + 30657144
+.3065144
+.375011,, + .250071T; 93
+.250011 15 — . 78307561

12741y, — 25491115
+.178411,, — .051011: 55
+.2500Ty5g + .4375T g6
+ 15961561 — .1596T141
+ 1875”144

05561153 + .222211, 9
+ 4444114, + 27781141
+ 5450TTg5

+1.3921155; + .1740m4
+ 06811 44 + .2725Ty56
277853 + 1111115,
+ .55567'[112

+ 05567111 — .1362165
+ 174014, + .348013
—.0681144 — . 2725156
2778153 + 4444115,

+ 222215,

+ _05561'[111 - -1362]-[166
+.174016, + 3480y,
— 06811 — .2725Tys6
277813 + 27781
+.38891my,, + .0556711; 11
— 1362116 — .3480T5;
— 4350141 — .2725T 44
+ 5450T[456

16671, + .500071;1»
+ 16671‘[122 + .l667T[123
+ 2610T[441 - .40877'[166

27251 44 — .5450T 56

— 696075, + .1111711314
+ 444411 1, + .2222T0 5
+.222211 55 — .3480My41
+ .54507'[166

.0906114; — .1812113 15
+.181211,, — .090671, 55
+ 444411 56 + . 283816,
—.28381myy + .22221144
+.2222Ty54

.04620T1 55 + .321671; 5
+.1608rmy,, + .471511 44
+ 22667z + .0567TT,4,
+ .39431'[166

+ 14471y, + 1.007Tg,
.13491'[123 + -65441—[112

+ .11641'[122

+.094311;1; — 0.1087154
—.02721444 — 23121164
+ 17651y, + .0694155,
1349155 + .2329111 15
+ 537915, + .094311;1,
—.1087Tysg + .1654T10 44
+.2856TT g5 — .06941144;
- 5906T[661

51951155 + .32341Y 1,
+.1349my,, + .022211;44
+ 217415 — 13821,
—.0543my65 — 43711,
— 138816,

.066511;17 — 02951144
—.1631Tm e + . 18671193
+ .25471y,, + .090511 5,
+ 656311, — . 11796
+.0753Tg;

06841111 + 16771044
+ . 217465 + 1367153
— 0635]‘[441 + .61761'[122
+ 1773111, — .0995Ty5¢
— 428315,

.1538144 — .307671 1>
+.1899113,, — .036217; 53
+.1367T56

+ 1127144 + 46581 g6
—.1132my,; + 11321753

.3568T1;1; + .375011; 15

+ 187519, + .080711 53
+.2527y,

+ 11747 + .3958154
+.4598T0 5 + .0989TT, 4
07141y, + .583011;4,

+ ,11011'[122 + .23551'[123
+.3082my41
+.1212114; — 1899154
— 1750165 — .0475T144
07141, +.2201145
+ .4730]'[122 + -2355]-[123
— 12121y, — .4470T,
— 18991'[456 + -26997—[166
+. 2888144

.03871m;; + .3783115
+ .2356T1,, + 3475153
— 47111y, — 24257,
+ 3797T[456 - -0949T[166
— 2413144

.139511 55 — .05157T 44

— 2848156 + 1526141
+.116114; + .586311 12
+ ,1581']'[122 + 1315—”%561
— 2059154

.238811;95 + .2928T 44
+ 3797156 — .1110M444
+.11941,, + .30977115
+.33211,, — . 74807116
— 1738T[456

1164114, — .2328111»
+.1795115, — 06311155
—.19771yy; + 19775
+.23881My55 + 4403166
+ 1968T[144

1714115, + 34291115

+ 4286144 + .057111,55
+.179014;

+ 1.07416, + .07011144
+.2803T[456 + -4204n166
114315, + .62861 15
+.085714; + 1714145
+ 22377‘[441
+.0895T155;, — 03501144
— 1401T[456 - .21027'[166
514315, + 228611 1»
+ .0857T[111

+ 171471153 — .0895144,
— 53691, + 210211344
—.1401156 + 2803164
714115, + .342911 15
+.02861111 + 4571173
_ _4474T[441 — .1790TQ561
— 175214, + 2803154
- -0701n166

114315, + .628611 15
+.085714; + 17141455
+ 22377‘[441
+.0895T155;, — 03501144
— 1401T[456 - .21027'[166
514315, + 228611 1»
+ .0857T[111

+ 17141155 — .0895T44,
— 53691 + 2102744
—.1401156 + 280364
.13981my;, —.27961,
+.186411;5, — .0466TT, 55
—.1460T11y4, + .14601T¢;
+ 14291 4, + 17141155
+ 4571146
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Table. (Contd.)

Texture
aood (1100 1110 1130 (8310 | sotropy
G 0| -7900mg, +.2500M 3 | .1250M 03 +.0938My gy | .1667Thp3 +.3333Myp, | 186755 + . 1811, | 1161y, +.316210;, | .5143M, +.2286T5,
317+ 30654, +.3125m;,, +.33331m, + .1667T; | + 565715, + 4282115, + 139555 | + 08574,
+ .4688T1 5, + 1533114, | + .4087T 5 — 1.044T5, | + .0665T7 11 + .0753M,; | — .1315Tyy  — . 72741, | + . 171473 — 089511y,
+. 3832166 — .3065T56 | + . 2044144 +.2289M 44 — . 1179Ty5g | — .2059T5 — 53691 + 210211344
— 195811, — .5873Mgg; — 4165Tiq, + .2220Ty g5 | + .3878Mygg + .1710M 4y | — 1401156 + 280344
Ter ) _ .3065Tt44 + 43751, + 1562115, | + .55567T 15 +.188611,, + .14271y,, + .3475T 53 | +.028671 11
— 153314, — .0766Tgq | + .0556T7 1, —.1362Tgq | + .022271 1, — 353070y, | — 616411, — .2425Tg; | + 45711y 03 — 44TATY,,
+.3065Ts5 — 5873y, | —.3480Tg; — 69601,y | — 204110 4y + .2174Tsg | + .3797TYgs — 09491 55 | —.1790Tg; — 1752704,
— 1958156, —.06811m44 + 5450155 | — 13881561 — 0544166 | — . 127677144 +.28031y55 — .0701 164
o | T 2500T0 03 + 1250, | .2222Typs + 2222105y | 1367Tpg + 70627y, | 11941y, + 48701y, | .1143m,, + .62861,
RISER + 500011, + 125015, | + 44441y, + 11111y, | + .0887T5, + 154811, + 23881155 | +.0857Ty; + 17141755
—.3065Tgg + .3915T,; | — 2725766 + .3480T1g; | +.0684T11, 14 + .1824114, | + .3185My,, +.2237Ty,,
+ 17401y — 1362144 | — 02497144 — .0995T5 | + .1110Ts6; — .1738Tys6 | + 08957156, — .0350TT 44
— 54507155 +.0635Tg; — . 1677y g | — 29281165 — 043411, | — 14016 — .2102TT 65
el + 250075y + 15667, | + 444475 1 + 1367Ty + 2388105, + .0700TG 5 | + 428675, + 057113
+ 61314 + 11117, + .5450M g6 | +.54921; + 12711y | +.22197y,; + 1.496Tg; | + 1790114,
+ 1.0901y56 + 1.392T55; | + 0497T 44 + .1990Tysg | + .3475Tysg + .5857T g5 | + 1.074TG56, + .0701T144
+ .6960Ty,, + .2725T, | + .8565Tg; + .3353TM 6 | + .0869TT 44 +.2803my56 + 42041166
e 0 0 0362111, — 0723y, | .06313my,; —.1263m,, |0
366 + 307611, — 27147 53 | + .2328T 5, — .1697TT; 53
+ 22641y, + 39557, — .3955T,
+.3531T 4 — .2735Tygg | — 477656 + .3936Th 66
— 2264Tlg; + .2254T g | + .2435T0 4y
P 1596114 — .1596T,, | .5000TGg; + .1958Tgg | 55567, + .1740M5s | .12047144 +.0283111, | — 060671144 + .0606Ty 66 | 13427755 — 036571195
Teeal| + .5000TTg6, +.04891 66 — .0489TT144 | + .0870M 66 — 0870744 | + .5101Tle; — . 1204115, | + .049411 4, + .09111144 | +.109511,4 + 0365114,
— 039977 53 — .09981,, | — 0710753 — .0710TY , | — 0283153 — 0347y, | + .5177Ts; — .0911TY 5, | — 0447114, — 10951, 5,
+.1250m4¢ +.11111y +.06841144; +.1194144 +.08571y,,
u 31931, —.3193M,3 | .2500Tgg; —.3915Tyss | .2222T; — 34805 | 02831y, + 21251, | 1212, — 12121 | —.2685Tgg — . 1824715
36

+ 50007y,

— 09797 g5 + .0979T, 4
— 15967153 — .03991T5,
+ 159611, + .0399T 14
+ 37507y,

—.1740my g + .1740TT 44
— 071071153 — .071011 5
+.071011,4, + .0710113 14
+ 4444114,

+ 1367, — .028311,,
— 21257155 + 06944,
— 0694155 — .2141TTy56
+ 44181y,

+ 13281, + .049411,;
+ 2388, — 0494115,
— 13297155 — .3740Tg5
+ 39831y,

+.0365m, +.182411;5
+ 08951144 — .036511;5,
—.0895m g6 + .1714TT5¢,
+ 428674,
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Fig. 1. Dependences of therelative variation in longitudinal
resistivity (per unit stress) on the stress.

a great piezoresistive effect nor to pronounced nonlin-
earity (Myyy = My, = My, = My = 0); e,

mpclm
p
+ O+ Onfag 0+ 2 0+ 2 0nfy 0+ 2 (i) g’

= (Omy0+ Oi,0+ Ong0e + (b0

2
= (Myy +2mMy,) € + (Myyy + 2Myy, + 4myy, + 2mMyy5) .

(i) Hydrostatic pressure (T = T, = T, = T5) does not
affect the symmetry of crystallites and also does not
lead to a great piezoresistive effect nor to pronounced
nonlinearity; i.e.,

LAP,L]
p ]

+ O, 0+ a0+ 2 Oy, 0+ 2 O+ 2 0,40) T

= (Omy0+ me0+ MmO T + (G0

= (T + 210,) T + (T + 2T, + 470, + 27'[123)T2

(Thay = Ty, = Thy, = Thps = 0) [19].
In Figs. 1 and 2, we show the experimental and cal-
culated dependences of relative variations in resistivity

O8pih
Crpor d
films at room temperature. In calculations, the second-
order piezoresistance coefficients for single-crystal sil-
icon were taken from [19], where the corresponding
values were reported for three doping levels with the
accuracy of determination indicated. Experimental data
on the relative variation in the resistivity in relation to

per unit stress ( ) on stresses in polysilicon
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aig
- a1o00
—6r Isotropy
7k
8t
9t
aood
_10_
11k
—12+
_13 1 1 1 1 1 1 1 I
-20 -15 -10 - 0O 5 10 15 20
T, 10" N/m?

Fig. 2. Dependences of the relative variation in transverse
resistivity (per unit stress) on the stress.

stresses were taken from [14]. The films had a [1100]
texture, with a possible contribution from the isotropic
component. The dopant concentration in the polysili-
con films was 7 x 10%° cm [14] and differed from
those reported in [19]. Therefore, the following values
of the second-order piezoresistance coefficients were
used in the calculations: T4y, = T4y = Thyy = Tl = 0,
Ther = —3 % 1020 Pa?, Tyee = 55 x 1020 Pa?, Ty, =
-28 x 1070 Pa?, Ty, = 12 x 10720 Pa?, and Ty = —20 X
1020 Pa2. It can be seen from Figs. 1 and 2 that, both
for the longitudinal and transverse effects, the s opes of
the straight lines are ailmost the same for the [100Cand
[110textures and for isotropic films. For the [110Ctex-
ture and an isotropic film, a satisfactory agreement
between experimental and calculated dependences is
observed.

4. CONCLUSIONS

(i) We described phenomenologically the piezore-
sistive properties of polycrystaline silicon filmsin the
quadratic approximation using elastoresistance and
piezoresistance tensors and taking into account the
symmetry of crystallitesin the films.

(if) The equalities relating the averaged second-
order coefficients of piezoresistance and elastoresis-
tance are valid for all the textured and isotropic films
under consideration; these equalities follow from the
symmetry requirements.

(iii) A satisfactory agreement between experimental
and calculated dependences of relative variations in
SEMICONDUCTORS  Vol. 38
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Abstract—The conductivity a,4 and Seebeck (S;4), Hall (Rs»;), and Nernst—Ettingshausen (Q,3) coefficients
have been studied in Sn-doped Bi,Te; _,Se, (x = 0.06, 0.12) solid solutionsin the temperature range 77400 K.
The homogeneity of the crystals was studied with amicro-thermal probe at room temperature. Specific features
associated with resonance states were observed in the temperature dependences of kinetic coefficients. The data
indicate the presence of impurity states of Sn on the background of the valence band. High electrical homoge-
neity and improved distribution of components throughout the bulk are observed in solid solutions with the
Fermi level stabilized at the energy level of Snimpurity states. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Bi,Te;_,Se, solid solutions are efficient materials
for thermoel ectric devices. These compounds belong to
crystals of a trigonal crystal system with a strong
anisotropy of physical properties. Inreal growth condi-
tions, even the best single crystals of this compound
contain multiple heterogeneities, which impair the
technical characteristics of thermoelectric devices.
Therefore, the search for new ways of homogenizing
crystals with the aim of improving their thermoel ectric
propertiesis a problem of current practical relevance.

A new untraditional area of research to improve
thermoelectric characteristics is to use the unusual
properties of crystals with resonant states of Sn in the
valence band of Bi,Te;. As shown in [1-5], resonant
states of Sn considerably modify the electrical proper-
ties of Bi,Te; crystals. In particular, the presence of
these states improves the electrical homogeneity of the
crystals[5]. However, for practical use, the effect of Sn
atoms on the thermoel ectric properties of Bi,Te;-based
solid solutions must be investigated.

We have investigated the effect of Sn atoms on the
physical properties of single crystals of p-Bi,Te;_,Se,
solid solutions. The following kinetic coefficients were
studied: conductivity 0,, and Seebeck (S;;), Hall (Rs,1),
and Nernst—Ettingshausen (Q,,3) coefficients in the
temperature range 77-400 K. The distribution of the
Seebeck coefficient over the surface of a crystal was
measured with a microthermal probe.

2. EXPERIMENTAL

Samples were grown by the Czochralski technique
with the liquid phase replenished from afloating cruci-
ble[6]. Sincethecrystal structure of Bi,Te; and itssolid

solutionsis complex, specia procedures were devel oped
for the appropriate choice of growth parameters (pulling
velocity, seed and crucible, speed of rotation, tempera-
ture gradient at the crystallization front) in order to
ensure the fabrication of perfect crystals. Single crystals
were grown in the [1010] direction, normal to the princi-
pal crystal axis C;. The stock was composed of Bi, Te,
and Sn of 99.9999% purity. The sample composition was
described by theformulaBi, _,Sn,Te; _,Se, withx=0.06
and 0.12; y=0and 0.01 (y = 0.01 correspondsto atomic
concentration of 6 x 10*® cm™3). The tin content was
determined by plasma atomic-absorption spectroscopy.
Samples for electrical measurements were cut at adis-
tance of 7090 mm from the end of an ingot. The per-
fection of single crystals was monitored by X-ray dif-
fraction topography.

Independent components of kinetic tensors were
measured: conductivity o,; and Seebeck (S;;), Hall
(Rs21), and Nernst—Ettingshausen (Q;,3) coefficients. In
this notation, axis C; corresponds to crystal trigonal
axis C,. The subscripts of the coefficients indicate the
direction of the measured electric field (first), that of the
current or temperature gradient (second), and that of
the magnetic field (third). In studying the Hall and
Nernst—Ettingshausen effects, we have applied special
methods to minimize the parasitic nonisothermal com-
ponents of the effects, which might otherwise make a
significant contribution to the total measured effect in
thermoel ectric materials.

It isknown that the Seebeck coefficient is senditiveto
fluctuations of the carrier density. Therefore, the charac-
ter of the carrier spatia distribution can be judged from
the microthermoelectric power measured at multiple
points on the crystal’s surface. The thermoel ectric power
distribution over the surface of Bi,_,Sn,Te;_,Se, single
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crystals was studied using a microprobe method
described in [7]. The method uses a temperature differ-
ence of 3-5 K. The relative error in the thermoelectric
power is less than 1%. The technique of studying the
local Seebeck coefficient using a scanning thermal
probe was derived as amethod for monitoring and char-
acterizing the distribution of electrically active compo-
nents in V-V1 semiconductor compounds. The princi-
pal advantages of this technique are the simplicity of
the measuring process and the high resolution.

3. RESULTS AND DISCUSSION

The obtained experimental data on the transport phe-
nomena show that the tin doping of Bi,_,Sn,Te;_,Se,
not only changes the numerical values of 4 | thekinetic
coefficients, but modifies the character of their temper-
ature dependences (Figs. 1a—1d). The specific features
observed in the electrical properties of crystals are as
follows.

1. Temperature dependences of the Hall coefficient
Rs,; (Fig. 1b) change from “conventional,” for undoped
solid solutions (curves 1, 2), to strongly decreasing asthe
temperature rises, for Sn-doped samples (curves 4, 5).

2. Temperature dependences of the Seebeck coeffi-
cient S;; for Sn-doped samples are more gently sloping
than for undoped samples. It isalso seen in Fig. 1c that
Sn doping raises the Seebeck coefficient at T < 200 K
andat T>380K.

3. In Sn-doped samples, the Hall and Nernst mobil-
ities of holesin the cleavage plane, |, and L, are con-
siderably reduced in the range from liquid nitrogen
temperature to 200 K (i, was determined from Q,.5e/k
(Fig. 1d); here, k is the Boltzmann constant).

The specifics of the experimental data on kinetic
effects in the Bi,_,Sn,Te;_,Se, solid solutions under
study can be attributed to resonant impurity states of Sn
on the background of the valence band, similar to those
in Sn-doped p-Bi,Te;. These states are partialy filled
with electrons. The occupancy of impurity states
changes with increasing temperature, which results in
the modification of the temperature dependences of the
Seebeck and Hall coefficients as compared with
undoped solid solutions. In terms of this model, the
decrease in the Hall and Nernst mobilities py and [y
can be related to additional scattering of holes in the
band of Sn states (similar to resonant scattering of holes
in PbTeon Tl impurities [8]).

If a peak of resonant states exists in the valence
band, effectsrelated to pinning of the Fermi level g are
to be expected. In this context, we have studied the dis-
tribution of thermoelectric power over the surface of
Bi,_,Sn,Te;_,Se, single crystals using amicro-thermal
probe. ﬁle results are shown in Fig. 2. The comparison
of data obtained for undoped and Sn-doped
Bi,T€, 64560 06 @Nd Bi; ggSNg 01 T€, 0456 06 SOl d SOlUtions
(Fig. 2a, 2b), as wel as Bi,Te,gSe, and
BijgoSNy ;i T€ 885612 (Fig. 2c, 2d), shows that, in

SEMICONDUCTORS Vol. 38 No.2 2004

7,
6,
ST
£
) 4+
5 5
S
=2
o]
1k
ok
0 100 200 300 400
b
(b) .
1.0+ o2
a3
0.8 LK
Q -
e 06F
5}
& 04F
0.2
0 1 1 1 1
100 200 300 400
250
200 -
M L
> 150
3
m: 100 [
50
0 100 200 300 400
400
(d) e
> 200 o oO
Z o v
a Oo {{
g Or AAAAAAAAAA%W'.'
o~ vvvvvvvvv'vv"o'go o]
" 200F @ L Po® 5 03
al 0 0400 @ 5 o A4
Q o _— vbH
—400 + cee

1 1 1 1 1 1 1 1 1
50 100 150 200 250 300 350 400 450
T,K

Fig. 1. Temperature dependences of kinetic coefficients:
(a) conductivity o1, and (b) Hall (Rspq), (c) Seebeck (S;9),
and (d) Nernst—Ettingshausen (Qq3e/k) coefficients for
undoped samples: (1) BiyTes, (2) BisTey gsSep s and
(3) BiyTey ggSep 12; (4-6) for samples doped with 1 at % tin.



184

Counts N
3000 (a)
2500 Bi,Te, 35Seq.5
2000
1500
1000
500
O !

25001
20001
1500
1000+
500+
0 1 1 1 1

2500
2000+
1500
1000+
500
O | | | |

25001 Bij.g9Sng o, Te; ggSeq.12
2000+
1500+
1000+

500+

0 1
140 160

M .

Bi; 99Sng,01Te2.045€0,06

(b)

Bi,Te; ggSeq 12

(d)

1 1
220 240
S11> HV/K

| |
180 200

Fig. 2. Distribution of counts N in measurements of the See-
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and (c) BiyTey ggSeq 12; (b, d) for samples doped with
1at %tin.

doped samples, the fluctuations of thermoelectric
power are considerably weaker, and the distribution of
thermoelectric power is narrowed.

It is worth noting that, as arule, the introduction of
ordinary dopants in semiconductors resultsin aconsid-
erable increase in thermoelectric power fluctuations,
related to random distribution of impurities. However,
in the case of doping with impurities producing reso-
nant states, such as Snin Bi,Te; [3, 5] or Tl and Inin
PbTe [6], crystals are evidently homogenized. The
point is that, as mentioned above, resonant states are
only partialy filled with electrons and, when electri-
cally active intrinsic defects, donors or acceptors, are
formed, these states are either additionally filled or par-
tially depleted. If the amount of intrinsic defects or
additional impuritiesis less than that of the introduced
tin, the Fermi level remains stabilized within the peak
of resonant states. It isthisfact that isthe reason for the
higher homogeneity of the crystals in question.

ZHITINSKAYA et al.

This conclusion was confirmed by X-ray fluores-
cence microanalysis of the uniformity of distribution of
the basic elements Bi and Tein these crystals[9]. Dop-
ing with Sn does not induce any noticeable nonunifor-
mity in the elemental distribution; on the contrary, it
reduces the composition fluctuations for base elements.

Further, X-ray photoelectron spectroscopy of
BioT€,0S€006 BiaT€885€012, Bl1.9gSNg .01 T€.945€0,06:
and Bij goSNy 01 T€ 6556012 SiNgle crystals has shown
that doping with Sn raises the electron density near the
Fermi level [9]; the effect was similar to that observed
in doping bismuth telluride with tin [4].

4. CONCLUSION

Experimental data on the kinetic effects in the
Bi,_,Sn,Te;_,Se, solid solutions studied indicate the
presence of resonant states of Sn impurity on the back-
ground of the valence band.

Bi,_,SnTe;_,Se, single crystals exhibit a high
homogeneity of electrical properties. The Seebeck
coefficient, which is sensitive to fluctuations in the
charge density, features a high stability even with an
enhanced content of Sn impurity.

REFERENCES

1. V. A. Kulbachinskii, N. B. Brandt, P. A. Cheremnykh,
et al., Phys. Status Solidi B 150, 237 (1988).

2. G.T.Alekseeva, P. P. Konstantinov, V. A. Kutasov, et al.,
Fiz. Tverd. Tela (St. Petersburg) 38, 2998 (1996) [Phys.
Solid State 38, 1639 (1996)].

3. M. K. Zhitinskaya, S. A. Nemov, and T. E. Svechnikova,
Fiz. Tverd. Tela (St. Petersburg) 40, 1428 (1998) [Phys.
Solid State 40, 1297 (1998)].

4. 1. V. Gasenkova, M. K. Zhitinskaya, S. A. Nemov, and
T. E. Svechnikova, Fiz. Tverd. Tela (Leningrad) 41,
1969 (1999) [Phys. Solid State 41, 1805 (1999)].

5. M. K. Zhitinskaya, S. A. Nemov, T. E. Svechnikova,
et al., Fiz. Tekh. Poluprovodn. (St. Petersburg) 34, 1417
(2000) [Semiconductors 34, 1363 (2000)].

6. T.E. Svechnikova, S. N. Chizhevskaya, and N. V. Polikar-
pova, Izv. Akad. Nauk SSSR, Neorg. Mater. 23, 1128
(1987).

7. P.Reinshaus, H. Sussmann, M. Bohm, et al., in Proceed-
ings of 2nd Symposium on Thermoelectrics: Materials,
Processing Techniques and Applications (Dresden, 1994),
p. 90.

8. |.V. Gasenkova, V. A. Chubarenko, E. A. Tyavlovskaya,
and T. E. Svechnikova, Fiz. Tekh. Poluprovodn.
(St. Petersburg) 37, 661 (2003) [ Semiconductors 37, 636
(2003)].

9. V. |. Kaidanov, S. A. Nemov, and Yu. |. Ravich, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 26, 201 (1992) [ Sov.
Phys. Semicond. 26, 113 (1992)].

Translated by D. Mashovets

SEMICONDUCTORS Vol. 38 No.2 2004



Semiconductors, Vol. 38, No. 2, 2004, pp. 185-188. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 2, 2004, pp. 190-193.
Original Russian Text Copyright © 2004 by Nemoyv, P. Seregin, Volkov, N. Seregin, Shamshur.

ELECTRONIC AND OPTICAL PROPERTIES

OF SEMICONDUCTORS
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Abstract—Emission Mésshauer spectroscopy based on the isotope "2As("3Ge) is used to ascertain that the
superconducting phasetransitionin (Pb; _,Sn,); _,In,Te solid solutions (the phase-transition temperature ~4 K)
is accompanied by an increase in the electron density at cationic sites, whereas this density at anionic sites
remains unchanged. © 2004 MAIK “ Nauka/lInterperiodica” .

The phase transition of semiconductorsto the super-
conducting state typically occurs at temperatures of
0.1-0.5K [1]; in this respect, (Pb; _,Sn,);_,In,Te semi-
conductor solid solutions are an exception since the
critical temperature for these solutionsis T, =4 K [2].

According to the Bardeen—Cooper—Schrieffer
(BCS) theory, the phenomenon of superconductivity is
attributed to the formation of a Bose condensate of
Cooper pairs; the distribution of electron density at the
lattice sites is different at temperatures lower and
higher than the temperature of transition to the super-
conducting state [3]. A promising approach to studying
the properties of the Bose condensate consists in using
the M 6ssbauer effect to gain insight into characteristics
of superconducting materials: in principleit is possible
to detect the process of condensation of Cooper pairsby
measuring the temperature dependence of the centroid
Sin the Mdssbauer spectra [4]. However, attempts to
detect the formation of Cooper pairs and their Bose
condensation both in conventional (of the Nb;Sn type
[5]) and high-temperature (of theY Ba,Cu;0, type [6])
superconductors by measuring the temperature depen-
dence of the centroid in the M ssbauer spectra of 11°Sn
and ®>’Fefailed; thiswas attributed to the low resolution
of Mosshauer spectroscopy based on these isotopes. In
this context, it was suggested that emission Mdsshauer
spectroscopy based on a®7Zn probe be used in order to
determine the variation in the electron density in the
course of a superconducting transition [4]. However, it
was shown that the observed variation in the electron
density at the 6’Zn nuclei depended on the phase-tran-
sition temperature T.. This circumstance leads to cer-
tain problems in the observation of variations in the
electron density using EMS based on the isotope 67Zn
in superconductors with a phase-transition temperature
below 20 K [7].

Taking the above into account, EMS based on the
isotope "*Ge [8] was suggested for studying the Bose

condensation of Cooper pairs in materials of the
(Pb,_,Sn); _,In,Te type; the resolution of this isotope
is at least 2000 times greater than that provided by the
isotopes 5'Fe and 119Sn. In Fig. 1, we illustrate the for-
mation of the M dssbauer *Ge level asaresult of radio-
active decay of the parent Asisotope: electron capture
by the parent "*As nucleus is accompanied by emission
of a neutrino. Calculations show that the recoil energy
for the daughter *Ge atoms does not exceed the recoil
energy for atoms at the conventional lattice sites. Thus,
one may expect that the radioactive transmutation does
not bring about a displacement of germanium atoms
from conventional lattice sites. Consequently, the
parameters of the 2As (*Ge) emission Mossbauer
spectra should be sensitive to the state of "*Ge atoms
localized in either cationic or anionic sublattices.

3As (83 days)
EC
12 ()t =070 Aog7yey
T=426
512 (+) B 133kev
9/2 (+) o~ 0

Fig. 1. Schematic representation of *As decay.
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Fig. 2. Dependence of the superconducting-transition tem-
perature T on the composition of the (Pb; _ Sn,)g g4lNg.16TE
solid solution.

The radioactive isotope "*Aswas obtained using the
74Ge(p, 2n)"®As reaction, whereas the method based on
the large difference between the volatilities of arsenic
and parent atoms was used to separate the carrier-free
As agent. To thisend, agermanium film that wasirra-
diated with protons and contained ~98% "“Ge isotope
was aged for three months (in order to reduce the con-
tent of radioactive "#As isotope in the film) and was
finally installed in an evacuated quartz cell; the cell’s
end containing the target was then heated to 900 K for
5 h in a tubular furnace. After the cell was opened,
~80% of "*As atoms were adsorbed at the inner wall of
the quartz cell, and the carrier-free *As preparation
was removed using a nitric acid solution.

In Fig. 2, we show the dependence of the temperature
that corresponds to the superconducting phase transition
on the composition (X) of the (Pb; _,Sn)gs4lNg 16 TE SOl
solutions. Taking into account this dependence, we
chose two compounds to study: (Pbg 4Sng g)osalNg1sTe
and (Pbg 55Ny 5)0.841 Mg 16 T€; these compounds were trans-
formed into the superconducting state at T.=4.2K. The
(Pbp4Sho6)o.971Ng oz TE Solid solution was chosen as the
control sample; this solid solution remained in the nor-
mal state at atemperature aslow as2 K. The M ssbauer
sources were prepared by the diffusion-induced doping
of polycrystalline (Pb; _,Sn,); _In,Te samples with the
radioactive isotope *As in quartz cells for 10 h at
500°C; the concentration of arsenic impurity atoms did
not exceed 10'® cm3. For such alow impurity concen-
tration, one should not expect changes in the value of
T, as aresult, the control experiments showed that the
aforementioned diffusion-inducing annealing did not
appreciably affect the value of T, for the

(Po.4SNg6)0.841 Mo 16 T€ AN (Plog 55N 5)0,841 Mo 16 T€ SAMp €S,

The Mossbauer spectra of 2As (*Ge) were mea-
sured using acommercial SM-2201 spectrometer in the
conventional configuration of transmission. The
absorbers were either single-crystal "*Ge (to detect the
spectra for a *Ge probe in the anionic sublattice) or
3GeTe (to detect the spectrafor a *Ge probein the cat-

NEMOV et al.

ionic sublattice). All the absorbers were enriched with
the isotope *Ge by ~90%.

The M Gssbauer spectra of the
(Pbo.4SNg 6)o.84l Mo 16 T€: A, (PP 5SNg5)0.84l No 16 TEAS,
and (Pby 4SNg 6)o.971 No.os TE:"2AS SoUrces in the tempera-
ture range 2-297 K are represented by individual lines.
It is significant that the width of the spectra consider-
ably exceeds the natural width of the spectral line for
3Ge (Ggp = 50 pmisfor the spectrameasured using the
GeTe absorber, and G, = 100 pm/s for the spectra
measured using the Ge absorber). In the case of the
3GeTe absorber, the broadening of the spectrum is
mainly caused by adistortion of the cubic symmetry in
thelocal surroundings of germanium atomsin the GeTe
lattice.

The spectra obtained using the "*Ge absorber should
be attributed to the "3Ge” centers in the anionic sublat-
tice of the (Pb;_,Sn,),_Jn,Te solid solutions (lead
atoms are found in the close vicinity of these centers);
the *Ge” atoms are formed as aresult of decay of "*As
atoms that reside in the anionic sublattice of
(Pb, _,Sn,),_,In,Te. The spectrum obtained with the
3GeTe absorber should be attributed the *Ge?* centers
in the cationic sublattice of (Pb,_,Sny),_,In,Te (tellu-
rium atoms are nearest neighbors of these centers); the
3Ge?* atoms are formed as a result of a decay of "*As
atoms that reside in the cationic sublattice of
(Pb,_,Sn),_,JIn,Te. Thus, we may conclude that
arsenic impurity atoms in the (Pb,_,Sn,);_,In,Te can
be found in both anionic and cationic sublattices. It is
noteworthy that such behavior ischaracteristicin genera
of Group V impuritiesin lead chalcogenides[9, 10].

As mentioned above, it is necessary to measure the
temperature dependence of the centroid S of the Méss-
bauer spectrum in order to detect the Bose condensa
tion of Cooper pairs using Mossbauer spectroscopy;
this dependence has the following form at a constant
pressure P:

Sy _ ol n@lnvg , dbn , olg gy
0570, ~ Ceinv 03T O, CbTd, " CBTL,

Thefirst termin formula (1) accounts for the depen-
dence of isomer shift | onthevolumeV, the second term
represents the second-order Doppler shift D, and the
third term describes the temperature dependence of the
isomer shift I. It is the third term that accounts for the
variation in the electron density at the Mdsshauer
nuclei as the host crystal is transformed into the super-
conducting state [11]; i.e.,

| = aA|¥(0)%. 2

Here, A|W(0)|? isthe difference between electron densi-
tiesat the nuclei under investigation in two samplesand
O is aconstant that depends on the nuclear parameters
of the isotope employed.

As can be seen from Figs. 3 and 4, the experimenta
temperature dependence of the centroid S of the spec-
SEMICONDUCTORS  Vol. 38
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Fig. 3. Temperature dependences of the centroid S of

Mossbauer spectra for 3Ge at cationic sites in

(1) (Pbo4Snoe)osalnoeTe (2) (PbosSngs)osalnoseTe
and (3) (Pbg 4Sng g)o.971Ng g3Te solid solutions; the varia-

tions were measured relative to their values at 4.2 K. The
solid line represents the theoretical temperature dependence of
Sfor the case of the second-order Doppler shift at 6 = 130 K.

trum that corresponds to the "*Ge probe in the cationic
and anionic sublattices of the (Pbg 4SNg6)og71 Mooz TE: °AS
solid solution coincides with the theoretical tempera-
ture dependence of the second-order Doppler shift in
the temperature range 2—297 K; this theoretical depen-
denceisgiven by [11]

0 _ _3kE (7
B0, T ot B )

where k is the Boltzmann constant, E; is the energy of
isomeric transition, M is the mass of the probe nucleus,
cisthe speed of light in free space, 0 isthe Debye tem-
perature, and F(T/0) is the Debye function. Agreement
between theory and experiment is ensured if Debye
temperatures determined from measurements of the
heat capacity [12] are used.

Ascan be seen from Fig. 3, the dependence T) for
the spectra that correspond to the *Ge probein the cat-
ionic sublattice of superconducting (Pb, _,Sn,), _In,Te
solid solutions is also accounted for by the second-
order Doppler shift (3) a T > T however, in the tem-
perature region T < T, the value of Sdepends on tem-
perature more strongly than follows from formula (3).
Evidently, we should take into account the temperature
dependence of the isomer shift in expression (1): the
transition to the superconducting state is accompanied
by an increase in the el ectron density at the *Ge nuclei
in the cationic sublattice.
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Fig. 4. Temperature dependences of the centroid S of

Mosshauer spectra for 7Ge at anionic sites in the

(1) (Pbg 4S9 6)0.84M0.16T€: (2) (P 5SNg5)0.841M0.16TE: and
(3) (Pbg 4Sng 6)o.971Ng.03Te solid solutions; the variations

were measured relative to their values at 4.2 K. The solid
line represents the theoretical temperature dependence of S
in the case of the second-order Doppler shift at 6 = 130 K.

A different situation occurs in the case of a *Ge
probe in the anionic sublattice of superconducting
(Pb, _,Sny), _In,Tesolid solutions. As can be seen from
Fig. 4, the experimental temperature dependence of the
spectrum centroid Svirtually coincidesin this casewith
the theoretical temperature dependence of the second-
order Doppler shift in the temperature range 2—297 K.
Consequently, for *Ge atoms in the anionic sublattice,
avariation in the electron density at "*Ge nuclei is not
observed as a result of the transition of the compound
to the superconducting state; at least, this variation can-
not be detected using Mdssbauer spectroscopy on the
basis of the isotope *Ge. Similar behavior was
observed in the emisson M{ssbauer spectra of
67Cu(®7Zn) in high-temperature superconductors based
on copper metal oxides; i.e., avariation in the electron
density formed by the Bose condensate of the Cooper
pairs for crystals that contained two structurally non-
equivalent sites for copper atoms was found to be differ-
ent for these sites. This behavior wasinterpreted as proof
of the spatial nonuniformity of the Bose condensate of
Cooper pairs[7]. Evidently, spatial nonuniformity of the
Bose condensate (the variation in the electron density in
the transition from the normal state to the superconduct-
ing stateismuch larger for the cationic sublattice than for
the anionic sublattice) also occurs for lattices of
(Pb; _,Sn,); _,In,Te solid solutions.

This study was supported by the Russian Founda-
tion for Basic Research, project no. 02-02-17306.
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Abstract—The transition-metal impurities that replace silicon atoms in silicon carbide are studied using the
semiempirical tight-binding method. It is shown that exchange-induced splitting affects the arrangement of lev-
els and leads to the fulfillment of Hund's rules for the main impurities. The effective impurity charge is found
to depend only dightly on the corresponding charge state. Calculated energy levels are compared with relevant
experimental data. © 2004 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

The behavior of a number of 3d transition-metal
impurities in semiconductors, in particular, silicon [1-3]
and I11-V semiconductors (GaP [2, 4], GaAs[3, 5, 6],
and InP[4]), were studied intensively in the 1980s (see
the comprehensivereviews|[7, 8]). Thetransition-metal
impurities in silicon carbide have been considered in
only afew papers[9-12], and the authors of these stud-
ies disagreed concerning both the site occupied by the
impurity and the energy structure of theimpurity states.
In addition, the charge state of impurities was not con-
sidered [9-12], which complicated the interpretation of
experimental data. In this paper, the results of studying
the 3d substitutional impuritiesin silicon carbidein the
context of a semiempirical tight-binding model are
reported.

2. A MODEL FOR CALCULATION

A small cluster consisting of an impurity atom, four
nearest carbon atoms, and 12 silicon atoms as the next-
nearest neighbors was considered. The formation of
such acluster was envisaged as aremoval of the central
silicon atom resulting in the formation of avacancy and
the subsequent accommodation of an impurity atom at
this site. In this ssmple model, the d states with e sym-
metry do not interact with the vacancy and have the
energy E,. Energiesof other states of the impurity were
determined by diagonalizing a matrix of the type

E. 0 V, O

0 E, 0 Vy
Vo, 0 E,y O]
0 V,y 0 E,

(1)

where E; and E are the energies of the sand d orbitals
of atransition-metal atom; E,, and E; are the energies

of the vacancy states with symmetries a, and t,, respec-
tively; and V., and V., represent potentials of interac-
tion between the above states. It was assumed that
redistribution of the electronic charge of ligands and
variation in the electron occupancy of the d impurity
orbitals brought about a linear shift of the energies of
the vacancy and d orbitals. It was aso assumed that
there was a linear dependence of this shift on the elec-
tron occupancy. Taking into account the multiple-elec-
tron interactions and using the approach suggested by

Energy, eV

-3 1 1
Ti \" Cr

1 ]
Mn Fe Co

Spin-polarized energy levels of 3d impurities in 3C SiC.
The energy is reckoned from the top of the valence band.
The lines are drawn to make it easier to trace the shift of
states: the solid lines represent states with the spin oriented
upward, whilethe dashed lines represent stateswith the spin
oriented downward. The bonding (~—5 eV) and antibonding
(~11 eV) states formed by the a, states of the vacancy and
4s states of transition metal are not shown. The notation CB
stands for the conduction band, and VB stands for the
valence band.

1063-7826/04/3802-0189$26.00 © 2004 MAIK “Nauka/ Interperiodica’



190

Energies of impurity levels and total spin S for transition-
metal impuritiesin cubic silicon carbide

Transi- s Energy, eV

tion metal et ex tZeu t2a¢
Ti2 * 1 | 1.195| 1.745| 2.316 | 2.593
Tit * 12 | 1798 | 2.027 | 2.645 | 2.761
Ti0 * 0 | 2.283| 2283|2937 | 2937
Ti- * 12 | 3.163| 3.685 | 3.597 | 3.860
TiZ * 1 | 4.421| 5.466 | 4.718 | 5.246
V2t * 1/2 | 0501 | 0.818 | 1.710 | 1.870
v+ * 0 | 1.070| 1.070 | 1.977 | 1.977
VO * 2 | 1742 | 2.251 | 2.374 | 2.631
V- * 1 | 2505| 3524|2930 | 3.443
vz max | 3/2 | 3.378 | 4.821 | 3.670 | 4.397
Cr2* * 0 |-0.080 |—-0.080 | 1.403 | 1.403
Crt * 12 | 0619 1.190| 1.709 | 1.996
Cro * 1 | 1.274| 2.417 | 2.085| 2.660
Cr- max | 3/2 | 1.784 | 3.305 | 2.426 | 3.192
Crz max | 2 2,533 | 4.561 | 3.014 | 4.036
MnZ* * 1/2 |-0.587 | 0.076 | 0.857 | 1.190
Mn* * 1 | 0.053| 1.380| 1.110 | 1.776
Mn? max | 3/2 | 0.400| 2.036 | 1.287 | 2.108
Mn~ max | 2 | 0.813| 2.873| 1.520 | 2.554
MnZ max | 5/2 | 1.382| 4.061 | 1.901 | 3.246
Fe?t * 1 |-1.072| 0.377 | 0.495 | 1.222
Fe* max | 3/2 |-0.771| 0.873 | 0.617 | 1.442
Fe* min | 1/2 |-0.270 | 0.545 | 0.781 | 1.145
Fed max | 2 |-0.441| 1.466 | 0.754 | 1.710
Fed min | 0 | 0422| 0422|1122 1.122
Fe max | 5/2 |-0.063 | 2.227 | 0.921 | 2.069
Fe min | /2 | 0.823| 1.282 | 1.373 | 1.603
Fe* max | 2 | 0958 | 3.121 | 1.491 | 2.576
Co?* min | 1/2 |-1.352 |-0.599 | 0.208 | 0.586
Co* min | 0 |—0.569 |—0.569 | 0.479 | 0.479
Co? min | 1/2 |-0.253 | 0.075 | 0.634 | 0.799
Co™ max | 2 |-0.375| 1.205 | 0.613 | 1.405
Co* * 3/2 | 0592 | 2.056 | 1.133 | 1.867

* Only a single configuration is possible; the notation max (min)
corresponds to the situation where a configuration with maximal
(minimal) spin exists.

Picoli et al. [13], the energies of the above states were
written as

Egr =
Eq =

Ego + Ug(Ng—nNgo) —I(Ng; —Ng,)/2,
Ego + Ug(Ng—Ngo) + I(Ng; =Ny, )2,  (2)
Ev = Ev0+ Uv(nv_nvo)!

PARFENOVA

where ny and n, are the occupancies of the d orbitals
and the vacancy states; U, and U, are the average Cou-
lomb energies for the d electrons and the dangling
bonds of the vacancy, respectively; J is the mean
exchange integral for electron—€lectron interaction
between two different d orbitals [3]; and the arrows
denote the states with opposite spins.

The screening effects for an uncharged defect were
taken into account assuming that the cluster was neutral.
For an impurity in the charge state g, the net charge was
assumed to be equal to g/e, where € isthe permittivity.

The problem was solved self-consistently in the
tight-binding approximation using the Harrison param-
eters [14] for the elements of matrix (1). The atomic
energies corresponded to the Herman—Skillman scheme,
and the el ectron configuration std"~* was assumed. The
guantity U, was evaluated using the data reported by
Zywietz et al. [15] for a Si vacancy in silicon carbide
and was assumed to be equal to 0.2 €V, which is much
smaller than the value of U, (5-6 eV [14]).

Estimation of the lattice relaxation around an impu-
rity atom shows that the displacements are positive for
Ti (0.095 A), V (0.055 A), and Cr (0.080 A) and are
negative for Mn (-0.008 A), Fe (-0.06 A), and Co
(-0.002 A). The magnitudes of these displacements are
smaller than 0.01 nm, and the corresponding variations
in energies are less than the calculation accuracy.
Therefore, the crystal-lattice relaxation and the Jahn—
Teller effect were disregarded.

3. DISCUSSION

The figure illustrates the results of calculations for
neutral impurities; the results for other charged states
arelistedinthetable. Similarly tothesituationin Si and
[11-V semiconductors, levels e and t,, correspond to
atomic orbitals perturbed by the crystal field (strong
localization), whereas levelst,, are related to the states
of the vacancy (weak localization). For elements with
comparatively small atomic numbers, the levelst,, are
pinned in the valence band. At least one of the e levels
penetrates into the band gap after Co (asin 11—V com-
pounds) in the Co-Fe-Mn—Cr—V—Ti series rather than
after Fe (as in Si); however, level e is nhot occupied.
Starting with Cr, levels t,, penetrate the conduction
band, which contradicts the claim [8] that these states
are pinned in the band gap.

The exchange interaction is most pronounced at the
midposition in the 3d series of elements. Level e, inter-
sects level t,,, twice (in the vicinity of V and between
Fe and Co), which results in the fulfillment of Hund's
rule for main impurities. It should be noted that levels
e, and t,,, arevirtually degenerate for vanadium. If the
charge state of impurity varies from (2+) to (2-), level
e, intersects sequentialy levels t,,, and t,,,, which
makes the configurations with smaller spin preferential
for some of the charge states. This situation is realized
for Coand Fein SIC.
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When the forma charge of impurity changes by
unity, the effective charge of transition-metal atoms
increases by only 0.25-0.20. For example, the electron
occupancy of a Cr atom changes insignificantly (from
4.81 to 5.60) when Cr?* is replaced by Cr?, which is
consistent with the data for GaP:.Cr (0.2-0.3) and
GaAs.Cr (0.08-0.28). This behavior is ensured by the
electron density redistribution that involves resonance
levelsin the valence band.

The energies of the levels are reckoned from the top
of the valence band and are determined from experi-
mental data. These energies were determined only for
Ti (3.09-3.13 eV or 2.27-2.31 eV for the /0 level and
1.73-1.90 eV for the 0/+ level) and for Cr (3.08-3.11 eV
for the 2—/— level, 2.47-2.49 eV for the —/0 level, and
0.53-0.63 eV for the +/2+ level) [16-18]. The calcu-
lated values are in satisfactory agreement with experi-
mental data.
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Abstract—Earlier, the authors described the hysteresis in hopping magnetoresistance in neutron-transmuta:
tion-doped Ge:Ga. This effect, accompanied by an abrupt drop in resistivity of ~10% upon reversal of the sam-
ple’'s magneti zation, depends on the Ga concentration and is observed at temperatures no higher than 0.7 K. The
present study shows that the abrupt change in resistivity results from a momentary heating of the sample.
A model is suggested according to which heat is released when the magnetization of holes localized in the Ga
impurity band is reversed. The results of calculation are compared with experimental data. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Earlier [1], we described a new effect of hysteresis
of the hopping magnetoresi stance, which was observed
in a set of samples of neutron-transmutation-doped
Ge:Ga with the compensation K = 0.3 at temperatures
below 0.7 K. The samples were in the insulating state,
with variable-range-hopping conduction via states in
the Coulomb gap in the Ga-acceptor band. The effect
was maximum at the Ga concentration Ng, = 4 X
10 cm3, whereas the metal-insulator transition
occurs at Ne = 1.85 x 107 cm3 [2]. The goal of the
present study was to reveal the nature of the observed
hysteresis of the hopping magnetoresistance.

2. EXPERIMENTAL MANIFESTATION
OF THE EFFECT

The observed hysteresis of the hopping magnetore-
sistance p(H) is accompanied by characteristic abrupt
changes associated with the reversal of the sample's
magnetization in the critical magnetic field He. The
field He was determined for different samples from the
maximum in the derivative dp/dH. Typical values of He
were 600-850 Oe, and they varied only slightly as the
impurity concentration changed. Figure 1 showstypical
magnetoresistance curves for samples on the insulator
side of the metal—insulator transition at H |[[111]. If we
follow the change in the magnetic field (shown by the
arrows), it can be seen that, after the field sign is
changed, the curve shows an abrupt drop in the sample
resistivity by ~10% infieldsH = H (points 3, 6), with
subsequent relaxation to its equilibrium value (por-
tions 34, 6-1). Note that the magnitude of the abrupt
change in magnetoresistance, Ap, increases asthe mag-
netization field increases.

Ascan be seenin Fig. 2, which shows how the mag-
nitude of this change, which is associated with the hys-
teresis, depends on the impurity concentration, the rel-
ative change Ap/p(0) is maximum at Ng, = 0.45Nc.
No abrupt change in resistivity is observed on the
metallic side.

The hysteresis effect with an abrupt drop in the sam-
ple's resistance in the field Hz may be related to the
heating of the sample when the magnetization is
reversed. Since it is exponentially dependent on tem-
perature, the activated resistivity isagood sensor of the
sample temperature. A specific quantity of heat is
released when the magnetization of the sample is
reversed, and its resistance falls abruptly. The subse-
guent relaxation portion of the p(H) dependence corre-

p, Q cm
1200}
1100
1080
1060
1040
1020
1000
980}
960
940

1
10000
H, Oe

| | |
—-10000 -5000 0 5000

Fig. 1. Hysteresis of the magnetoresistance of sample 2;
T = 045 K and the magnetic field variation rate was
3.6 kOe/min. Arrows indicate the direction of variation.
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Fig. 2. Parameters characterizing the hysteresis: (1) critical
field He; (2) experimentally determined change in temper-
ature of Ge:Ga samples; (3) relative abrupt change in the
resistance.

sponds to the cooling of the sample to the temperature
of acryostat.

The thermal nature of the abrupt changes in resis-
tance was confirmed by comparing the magnetoresis-
tance curves of an exposed Ge sample with those for a
sample placed in a heat-insulating stearin sheath. Fig-
ure 3 illustrates the results of this experiment. Com-
pared to the curve for the exposed sample, the curve for
aheat-insulated sample demonstrates a slower decrease
in p and a longer relaxation to the equilibrium value.
The explanation isthat the stearin sheath raisesthe ther-
mal resistance between the sample and the thermostat
and, conseguently, decreases the rates of the heating
and cooling processes, which is manifested in the fact
that the change in magnetoresistance becomes less
abrupt. In an additional experiment, the rate of the mag-
netic field sweep near point A, at which theresistanceis
at aminimum, was reduced by afactor of 50 (Fig. 4). In
this case, the relaxation portion of the magnetoresis-
tance curve (intervals 3—4, 6-1in Fig. 1) transformed to
avertical line AB, which describes the relaxation to the
equilibrium value of the magnetoresistance in a nearly
constant field.

3. EXPERIMENTAL DETERMINATION
OF THE MAIN PARAMETERS OF THE EFFECT

The changein temperature, AT,,, which corresponds
to the reduction of resistance in the critical magnetic
field, can be determined from the temperature depen-
dence of the sample resistance (Table 1). The depen-
dence of AT, on Ga concentration is shown in Fig. 2,
along with data on the magnitude of the abrupt change
in magnetoresistance. The maxima in both depen-
dences coincide. As noted below, the localization of
magnetic moments and their interaction are necessary
conditions for the observation of the effect. Because of
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Fig. 3. Magnetoresistance of sample 2: (1) exposed and
(2) heat-insulated; T =0.45 K.

this circumstance, the maximum effect is reached on
the insulator side near the metal—insulator transition.

Therelease of acertain quantity of heat, AQ, within
the sample corresponds to the temperature change AT,
this heat can be estimated based on the heat balance
equation for the system including the sample and the
thermostat. This quantity of heat is spent to heat the
sample and the ambient cooling agent, liquid *He:

AQ = AQq.+AQ, . )

P(H)/P(0)

1.02

1.00

0.98 -

0.96

0.94

0.92 ! !
—-6000 —4000 —2000 0O

1 1 1
2000 4000 6000
H, Oe

Fig. 4. Magnetoresistance of sample 2. Arrows indicate the
direction of the variation in magnetic field. The variation
rate was 3.6 kOe/min. At point A, at which the resistanceis
at a minimum, the rate was reduced by a factor of 50; at
point B, it israised again to 3.6 kOe/min.
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Table 1
Ng,, 106 cm= T.. K |ApYp, % H Q] 10 7 L
Gar ex: plp, % o Oe (AT) g MK OmO._ " 107 Jg-
ex

1 45 0.45 4.75 600 34 1.9

2 7.1 0.46 10 740 11 6.4

3 9.1 0.4 6 830 11 3.9

4 105 0.44 5 740 6.5 3.3

5 135 0.43 1 750 39 1.9

6 17.8 0.43 0 — - —

The relation between the terms on the right-hand
side depends on the rate of heat transfer between the
sample and the liquid *He, which is defined by the
Kapitsathermal resistance. Ascan beseeninFig. 1, the
short leading edge of the resistance “pulse” corre-
sponds to sample heating, and its extended trailing
edge, to sample cooling. Therefore, it can be concluded
that the heat exchange between the sample and *He is
considerably slower than the process of sample heating.
As aresult, the second term in (1) can be disregarded,
and the following formula can be written for the spe-
cific quantity AQ/Mge:

AQ/Mge = AQge/Mge = Coe(Te) ATy, (2

where Cs(T,) isthe isobaric specific heat of Ge at the
temperature of the experiment; Cg(Te,) = Cge(1 K)T3;
Cae(1 K), the isobaric specific heat of Geat T = 1 K;
Cee(1K) =6 x 107 Jg?* K2 [3]; and mg,, the mass of
the sample. The values of AQ/mg, thus abtained are
listed in Table 1.

4. QUANTITATIVE DESCRIPTION
OF THE OBSERVED ABRUPT CHANGES
IN MAGNETORESISTANCE

Asiswell known [4, 5], the resistivity of neutron-
transmutation-doped Ge:Ga follows, in the mode of
variable-range-hopping, the law

1/2
P = PoexXp(To/T)", (©)
Table 2
NG » go, 1026
101 o3 To, K a A o3 em3
1 4.49 62 77.2 3.13
2 7.14 34.2 123 4.61
3 9.07 20.07 160.2 10.3
4 10.5 13.8 183.5 21.1
5 135 51 274 126
6 17.8 0.93 611.4 1870

where the characteristic parameter T, is given by

To= (@)

o a
Here a isthe localization radius of a hole on Gaimpu-
rity; g,, the factor in the expression for the density of
states in a parabolic Coulomb gap

9 = g(E-Ep)% (5)

and Eg, the Fermi energy. In terms of the Efros—Shk-
lovsky Coulomb gap model, the coefficient g, = k%/€5,
where K is the dielectric constant, e is the elementary
charge, and the constant A = 2.8. According to experi-
mental data in [5], the Coulomb gap in moderately
compensated Ge:Ga is anomalously narrow, with the
coefficient g, about two orders of magnitude higher
than that which follows from the single-el ectron theory
by Efros and Shklovsky [4]. According to [5], this
anomalous narrowing of the gap is related to multielec-
tron correlationsin hopping. It iswell known (see, e.g.,
[5]) that magnetoresistance in the mode of variable-
range-hopping via the Coulomb gap states is described
by the relation

2_ 4,2 3/2
e a H Tq
2x2 bro ©)

p(H)O

where cisthe speed of light and 7 is the reduced Planck
constant.

Experimental dependences p(T) alow one to deter-
minethe parameter T, (see (3)). Then, using Eg. (6), the
radius a of hole localization on an impurity can be
determined from the dependence of resistivity on the
magnetic field. After that, the parameter g, which
determines the density of localized statesin a parabolic
Coulomb gap, can be found from Eq. (4). The data thus
obtained are listed in Table 2; they show that the Cou-
lomb gap collapses when the insulator—-metal transition
is approached, owing to the divergence of the dielectric
constant.

Wewill now show that the source of heat released in
the sample is indeed the reversal of magnetization of
the system of interacting localized magnetic moments
of holes. The magnetic interaction between the local-
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ized holes accountsfor the stability of the configuration
of magnetic dipoles when the sign of the magnetic field
is reversed and the field increases to its critical value
Hc. Inthefield He, the system of dipolesis reoriented.
Thisleadsto arelease of heat, which reducesthe resis-
tivity of the sample.

To perform a quantitative analysis of this model, we
consider the splitting of the ground state of a shallow
Ga acceptor in a magnetic field. According to [6], the
shallow acceptor state is split in crystals of tetrahedral
symmetry in the magnetic field into four states with
guantum numbers —=3/2, =1/2, 1/2, and 3/2. It is also
stated in [6] that in fields below 10 kOe the term in the
Hamiltonian, quadratic in H (diamagnetic shift), can be
disregarded, and the acceptor levels in the magnetic
field parallel to the[111] axis take the form

1

159 23 2
E; = ié[f@gﬁgg% +2g§} WoH, (7

ig
2

_1g . 13 O
Ei% = ié%l+zg@u0Hv (8)

where |, isthe Bohr magneton and the g-factor compo-
nents (g, = —1.15 and g, = 0.45) originate from the
degeneracy of the valence band. According to Eq. (7),
the energy distance between the states with quantum
numbers 3/2 and —3/2 is as high as 0.062 meV in the
strongest fields (~10 kOe), which is about twice the KT
at the temperature of the experiment (0.4 K). This
causes an uneven population of quantum states with
different magnetic moments and brings about the mag-
netization of the ensemble of localized holes

M = UOZmNm’ (9)

where misthe magnetic quantum number and N,,,isthe
occupancy of the corresponding state. Then, the Boltz-
mann distribution of carriers over statesis assumed:

N,, = Noexp(-AE/KT), (10)

where N, is the occupancy of the ground state and AE
is the energy spacing between the state with the quan-
tum number m and the ground state with m = 3/2.

To calculate the occupancies of magnetic states, the
normalization requirement must be found. Note that not
all theimpurity band states are localized in the vicinity
of the meta—insulator transition. Only the states in the
Coulomb gap can be considered localized with certainty,
and it is these states that contribute to the sum (9).
Therefore, the normalization requirement in question
has the form

E

max 3

A
> N = [ G(E-EQ)'dE = g5, (A1)
m Emir\
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Fig. 5. Change in sample temperature, AT, corresponding to
the abrupt change in magnetoresistance: (1) ATy and
(2) AT,y

where E;, and E,,,, are determined from the conditions
E o = Ef + A2, B = Er — A2, and A isthe Coulomb
gap width.

The parameter A can be determined by equating the
density of states at the edges of the Coulomb gap to the

average density of statesin the impurity band g,A%/4 =

Ng/W, where w = € N%,/ * Je isthe width of the i mpurity

band, with the Coulomb gap disregarded; € isthe static
dielectric constant of Ge, equal to 16 [3]. The occupan-
cies calculated by Egs. (10) and (11) for the tempera-
ture of experiment T, arelisted in Table 3.

The heat released within the sample is calculated
under the assumption that the magnetization in the ini-
tia field of 10 kOe is approximately retained when the
field decreases, changes its sign, and starts to grow up
to the critical value H¢ at which the reversal of magne-
tization occurs. At this point, the magnetization
changes by 2M, and the corresponding specific energy
AQ., /Mg released in asampleis given by

Vv MH
AQeaic/Mge = 2-MHc = 2—-=,

where V and mg, are the volume and mass of the sam-
ple, d = 5.23 g/lcm? is the density of Ge, and the corre-
sponding abrupt change in temperature equals

AQcalc - 2MH C
mGeC(Tex) dC(Tex)

The calculated values of AQ.,J/Mge. and AT, are
listed in Table 3.

Figure 5 comparesthethus calculated AT, with the
experimental AT,,. As can be seen, the coincidence is
adequate. In particular, the calculation accounts for the
observed maximum in the magnitude of the effect in the
range of concentrations N = 0.4-0.5N.. Thus, it is
shown that the reversal of magnetization of an ensem-

(12)

ATcalc =

(13)
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Table 3
Ngg 10%6 cm™3 45 71 9.1 10.5 135
Jo, 105 eV cm 3.13 4.61 10.3 21.1 126

w, meV 2.14 25 2.71 2.84 3.09
A, meV 0.52 0.50 0.36 0.26 0.12
%f , 1015 cm3 3.62 474 4.03 3.26 1.71
Teo K 0.45 0.46 0.4 0.44 0.43
N, g/, 1015 cm= 1.70 221 2.03 153 0.805
N, /2, 1015 cm= 0.966 1.27 1.06 0.87 0.456
N_y/p, 105 cm3 0.606 0.803 0.6172 0.546 0.286
N_g, 10%° cm3 0.344 0.461 0.321 0.310 0.162
M(10 kOe), 10’ eV Gt cm= 1.285 1.650 1.61 1.180 0.631
Hc, Oe 600 740 830 740 750
C(Ty), 108 Jgt K1 5.47 5.84 384 5.11 4.77
EeN ,101°3g*t 4.64 7.35 8.07 5.26 2.85
0 m Dcalc
(AT)cgyer MK 8.5 12.6 21 10.3 6.0

ble of localized holes in the impurity band can indeed REFERENCES

be a reason for the experimentally observed abrupt
changes in magnetoresistance that accompany hystere-
sis in moderately compensated Ge:Ga magnetized in
thefield H > Hc.

It remains unclear why the carriers oriented by the
magnetic field retain their orientation when the mag-
netic field decreases to zero, changes its sign, and fur-
ther grows to He. We believe that a ferromagnetic
ordering of spins occurs in the hole ensemble in the
vicinity of the metal-insulator transition. This is the
fundamental difference between p-type material with a
strong spin—orbit coupling and n-type material, in
which, according to ESR data[7], alocal antiferromag-
netic ordering is observed near the metal—insulator
transition.
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Abstract—Crystals of Culn;S;4, Culny;S;7, and Agln,;S;7 compounds are grown by planar crystallization.
Measurements of the Hall coefficient and electrical conductivity are used to determine the conductivity type,
resistivity, electron density, and the Hall mobility of charge carriers, which madeit possible to classify the sub-
stances obtai ned as semiconductors. Photosensitive structures based on the compounds grown are fabricated for
the first time. Photoelectric parameters of solid-state surface-barrier structures and photoel ectrochemical cells
obtained are determined, the features of band-to-band transitions are discussed, and the band gap of new semi-
conductorsis estimated. It is shown that the structures devel oped can be used in photodetectors of natural opti-

cal radiation. © 2004 MAIK “ Nauka/l nterperiodica” .

1. INTRODUCTION

Detailed investigations of interaction in I-I11-VI
systems, in addition to the rather well-known I-11-V1,
compounds, yielded data on the existence of a number
of new semiconductor phases. These phases have the
general formula I-111,~VI,, where n and m are natural
numbers[1-5]. Such phases provide an efficient way to
control the properties of semiconductors by varying the
ratio between atoms of a specified nature. Theoretical
analysis of interaction in these systems has shown that
the regions of stability of positionally ordered phases
emerge as the composition is varied when new semi-
conductor compounds with their own n and m indices
are formed [5]. Such substances, similarly to I-11-VI,
compounds [6, 7], may be promising for solving prob-
lems of modern optoelectronics and solar power engi-
neering.

In this study, which is part of this new area of
research, the problem of obtaining new I-1,~V1,, semi-
conductor compounds is solved for the first time. The
physical properties of these compounds are investi-
gated, and the methods for fabrication of photosensitive
structures based on them are suggested.

2. EXPERIMENTAL

Crystals of the ternary compounds Culn,S;;,
Culny;S;7, and Agln,; S;; were grown by planar crystal-
lization of amelt (ahorizontal variant of the Bridgman—
Stockbarger method). Metal components, namely, Cu
(Ag) and In (of 99.9999% purity) in a quartz boat, and S
(of 99.99999% purity) were placed in different parts of
an evacuated quartz cell. Sulfur wastaken in excessrel-

ativeto stoichiometry, which isnecessary to providethe
vapor pressure over the melt up to 2.0 atm. The cell was
placed in a two-zone horizontal furnace with indepen-
dently controlled heaters. The temperature of the zone
with metal components was kept in the range 1370-
1400 K, depending on the compound. The temperature
of the zone with S was increased at arate of 50 K/h to
700 K and maintained for 2 h. During this period, the
reaction between Cu (Ag), In, and S occurred. To com-
plete the reaction, the temperature of this zone was
increased at the same rate to =800 K and again main-
tained for 1 h. Then the melt was subjected to direc-
tional crystallization by decreasing the temperature at a
rate of 2-3 K/h to 1000 K. At this temperature, homoge-
nizing thermal treatment of the crystals grown was car-
ried out for 300 h. The crystals grown consisted of large
grainswithasinglegrain aslargeas 15 x 8 x 5 mm.

The composition of the crystals grown was deter-
mined using chemical analysis according to procedures
suggested in [8-10]. Our results are shown in Table 1.

It can be seen that the calculated and experimental
data are in quite satisfactory agreement. The distribu-
tion of elements along the crystal is uniform within the
limits of the measurement error.

The structure and unit-cell parameters of the crystals
grown were determined using X-ray powder diffraction
analysis, which was carried out using a DRON-3M dif-
fractometer (CuK, radiation, Ni filter). The X-ray pow-
der diffraction patterns recorded from various parts of
the crystal corresponded to a cubic structure of the

spinel type.

1063-7826/04/3802-0197$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Table 1. Results of chemical analysis of the compounds Culn;S;,, Culn;;S;;, and Agin,;S;;

Cu, at % Ag, a % In, at % S a%
Compound
I I I I I I I Il
Culn;Sy; 5.27 5.30 - - 36.84 36.52 57.85 58.18
Culn.;S;7 3.45 3.39 - - 37.93 38.10 58.62 58.51
AgIng;1S;7 3.45 3.54 - - 37.93 37.78 58.62 58.68
Note: Thedatain columns| correspond to calculation; in columns I1, to experiment.
Table 2. Electrical properties of crystals of the I-11,~V1,,, compounds
i T=300K T=77K
Compound Con?uctlwty
ype p,Q-cm nem3 (g, em(V-9)| p,Q-cm n,cm2 |y, cm?(V -s)
Culn;Sy; 0.4 4 x 10Y 40 2 2 x 10Y 20
Culny;S;; 38 5x 10'° 40 4 x 103 3x 10" 5
AgIn;S;7 2x107? 4x10% 30 - - -

3. RESULTS AND DISCUSSION

Investigations of kinetic coefficients were carried
out using homogeneous samples cut from the crystals
obtained (the sampleswere shaped like rectangular par-
allelepipeds with average dimensions 1 x 2 x 10 mm);
constant weak electric and magnetic fields were used.
Nonrectifying contacts were fabricated by welding thin
(~100 pm) platinum wiresto the samplesunder an elec-
tric discharge. Typica results of measurements are
given in Table 2. It can be seen that all the crystals
grown by usare of n-type conductivity. Their resistivity
and carrier concentration vary over arather wide range.
A decrease in the Hall electron mobility as the temper-
ature decreases to 77 K, which was observed for
Culn,;S;; and Culn,;S;; (Table 2), apparently indicates
that the carrier scattering is determined by static
defects. It follows from the correlation between free
electron concentrations for Culn,S;; and Culn;;S;; at
T =300 and 77 K that the electrical properties of these
compounds are determined by thermal excitation of elec-
trons from defect levels. The electrical properties of the
new compounds with the general formula I1-11,-VI,,
grown by usaregivenin Table 2. In general, these prop-
erties indicate that one can vary n and m values (based
on the example of Culn,S,, and AgIn,S,, systems) in

Table 3. Photoelectric properties of the surface-barrier
structures based on the 1111~V 1, compounds at T = 300 K

Compound | Ry, Q (Aw™ eV| ¢,eV | §,eV | 5, V/W
In/Culn;S;; | 160 | 1.23 | 082 | 027 | 1.0
InCulny;,S;; | 800 | 124 | 082 | 026 | 0.1
INAging,S;;| 75 | 157 | 082 | 060 | 2

order to control the electrical properties of semiconduc-
tors that have constituent atoms of the same nature.

When investigating the contact phenomena of the
semiconductors obtained with n-type conductivity, we
found rectifying and photovoltaic properties of the
interface between thin layers of metal In (d = 1-3 um)
and the natural cleaved surface of the I-I1,-VI,,
crystals. The parameters of the originally fabricated
In/(1-111,-V1,) surface-barrier structures are given in
Table 3. The measurements of steady-state current—
voltage (I-V) characteristics showed that the
In/Culn,S;;, In/Culny;S;7, and In/AgIn,;S,; structures
possess rectifying properties. The forward direction
corresponds to a negative polarity of the external bias
applied to the crystals mentioned. The rectification fac-
tor (K) for these structures, which was determined as
theratio between the forward and reverse currents, was
low (2-5) for voltages U = 0.5 V. The forward portion
of the |-V characteristic for U > 0.3V usually follows
the law

U=Uy+IR Q)

The residua resistances R, for the structures fabri-
cated are given in Table 3. The cutoff voltagesare U, =
0.2-0.4 V.

When these structures are illuminated, a photovol-
taic effect with a positive photovoltage polarity at the
barrier contact is observed, which is consistent with the
direction of rectification. The highest magnitudes of the

voltaic photosensitivity S for the best surface-barrier

structures are given in Table 3. In the In/(I-111,-V1,)
barriers obtained, the highest photovoltage is observed
when the In-barrier contact side of these structures is
illuminated.
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N, arb. units
10° F

11.23

10

1.0 1.5 2.0
fiw, eV

Fig. 1. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the structures (1)
|n/Cu|n7811, (2) |n/Cu|n11817, and (3) In/Agln]_lSﬂ a

300 K. The barrier-contact side of the structureswasillumi-
nated.

The spectra dependences of the relative quantum effi-
ciency of photoconversion n(xw) for the I/(1-11,-V1,,)
structuresat T = 300 K when they are illuminated from
the barrier contact side are shown in Fig. 1. It can be
seen that the spectral dependences n(fiw) for these
structures are represented by peaked curves. A rapid
increase in the photosensitivity for the structures fabri-
cated starts with the photon energy 7w =0.9 eV, and the
long-wavelength edge of these spectrafor zw < 1.1 eV
(Fig. 2) follows Fowler'slaw [11]. Therefore, this edge
may be attributed to photoemission. Extrapolation of
the nY2(Aw) dependences to zero (n = 0) enables us
to determine the energy barrier height (¢g) for the
In/(I-111,-V1,) structures. This height turned out to be
practically independent of the atomic composition of
semiconductors used for the fabrication of barrier struc-
tures (Table 3). The cause of this specia feature
remains to be clarified, and this requires additional
research.

A second specific feature of the surface-barrier struc-
tures obtained should also be noted: the existence of an
abrupt short-wavelength faloff of photosensitivity,
which manifests itself when the structures are illumi-
nated both from the barrier contact side and from the
crystal side. The measurements carried out showed that,
for crystal wafers =0.1 mm thick, the energy position of
a short-wavelength faloff of n for the In/(I-11-VI,,)

SEMICONDUCTORS  Vol. 38

No. 2 2004

199
nY2
10+

arb. units

1
0.8 1.0 1.2
fiw, eV

Fig. 2. Dependences r]ﬂ2 —hwfor the INfCu(Ag)IN, S, sur-
face-barrier structures at T = 300 K. The notation of the
curves correspondsto Fig. 1.

structures obtained is almost independent of the illumi-
nation geometry. This circumstance enables us to
assume that the barriers obtained do not provide the
suppression of the effect of the surface recombination
of photogenerated pairs, which is apparently responsi-
ble for the short-wavelength falloff of n at 2w > Aw™.

The fullwidth at a half-maximum & of the n(Aw)
spectrais also given in Table 3. It can be seen that the
photosensitivity spectra with the broadest bands are
characteristic of InfAglny;S;; structures. Along with the
solid-state surface-barrier structures based on the new
semiconductor compounds, the possibility of fabricat-
ing photoelectrochemical cells was aso investigated
[12, 13]. Distilled water with an NaCl additive was used
asthe electralyte. The water wasin direct contact with
the cleaved surface of the I-I11-VI,, crystas, which
were provided with a nonrectifying contact. In order to
isolate the electrolyte from the nonrectifying contact,
the latter was coated with insulating lacquer. A sharp-
ened Pt conductor was used as the counter electrode of
the photoelectrochemical cell. The measurements of
photosensitivity of the H,O/(1-11,-V1,,) cellswere car-
ried out in modulated illumination (f = 20 Hz) with non-
polarized radiation from the counter-electrode side
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Table 4. Photoelectric properties of the H,O/l1- 11~V 1, structures and energies of the band-to-band transitions for the I-11,-V1,,

compoundsat T =300 K

Structures hw eV 5, eV S, eV VW Eign, oV Egir ey
H,O/CuIn;Sy; 2428 ~1.8 21 8000 1.36 1.74
H,O/Culn;; Sy 2.8-3.6 >1.1 19 5000 1.37 2.23
H,O/AgIn,;S;7 3.0-34 ~1.2 12 1900 1.83 2.48

[12]. All the photoelectrochemical cells obtained fea-
tured both higher rectification of the electric current
(K=20for U=10V at T = 300 K) compared with the
solid-state structures based on the same crystals and a
photovoltaic effect. A comparison of Tables 3 and 4
shows that the highest voltaic photosensitivity of the
photoelectrochemical cell is three to four orders of
magnitude higher than that of In/(I-111,-V1,,) surface-
barrier structures. In this case, the absence of any deg-
radation of photoelectric parameters of the photoelec-
trochemical cell should be noted. Figure 3 shows the
spectral dependences of the rel ative quantum efficiency
of photoconversion n(fw) for photoelectrochemical
cells H,O/(1-11,~V1,) when they are illuminated from
the electrolyte side. It can be seen that these spectradiffer
substantially from similar spectrafor the In/(1-111,-V1,,)
surface-barrier structures (Fig. 1). In fact, instead of a
short-wavelength falloff of rn, an aimost exponential
increase in the photosensitivity emerges in the
H,O/(1-111,-V1,) photoelectrochemical cells. This

n, arb. units
10°

10?

10

1 2 3

1
fhiw, eV

Fig. 3. Spectra dependences of the relative quantum effi-
ciency of photoconversion for the H,O/Cu(Ag)In,S,, cells
at 300 K. Illlumination was from the electrolyte side. The
photoel ectrode substance was (1) Culn;S;4, (2) Culny1S,7,
and (3) Aglny1S;7. To exclude overlapping, the curves are
shifted in parallel with the ordinate axis.

increase corresponds to the slope S which is deter-
mined from the relationship

S = 3(Inn)/3(Aw). @)

Table 4 shows that the slope of the long-wavelength
increasein the photosensitivity spectrais higher for the
photoel ectrochemical cellsfabricated from the Culn,S,,
crystals than for the cells fabricated based on the crys-
tals of the compound Agln;;S;;. Based on the slope
magnitude according to [14], we may conclude that an
exponential increase in n in the case of Culn,S;;- and
Culny;S;,-based cells may point to direct band-to-band
transitions. The lower value S = 12 eV for the
Aglny;S;-based cells may be attributed to pseudodirect
band-to-band transitions, which are known for a series
of 11-1V-V, semiconductors with the chal copyrite |at-
tice[15].

A pronounced short-wavelength falloff of n is
absent in the photosensitivity spectra originally
obtained for the I-111,-VI,-based photoelectrochemi-
cal cells. This should be considered as the main differ-
ence between these spectraand those considered for the
surface-barrier solid-state structures. The spectra
range of highest photosensitivity for the photoel ectro-
chemical cells obtained is given in Table 4. The value
of & for the H,O/(I1-111,~V1,) cells estimated from the
n(#w) spectra is much larger than for the surface-bar-
rier structures. This fact, along with the high values of

S, gives grounds to assume that the efficiency of sep-

aration and collection of photogenerated pairs for the
semiconductor/electrolyte barriers is much higher than
for the In/(1-111,-V 1) solid-state structures.

Spectra dependences n(%iw) for the H,O/(I-11,~V1,)
photoelectrochemical cells plotted in the coordinates
(nAw)Y? — Aw and (NAw)? — Zw are shown in Fig. 4.
Assuming that these dependences are mainly deter-
mined by the processes of band-to-band absorption, we
can evaluate the character of band-to-band transitions
and the band gap for the compounds under consider-
ation based on the existing theory [16]. It can be seen
from Fig. 4 that a long-wavelength increase in photo-
sensitivity of photoelectrochemical cells (curves 1-3)
is linearized in the coordinates (NZw)Y2 — Aw. This
enables us to assume that the long-wavelength edge of
n(hw) is governed by indirect band-to-band transitions
inthel-111,-VI,crystals. Accordingly, the band gap for
indirect optical transitions (Eg™™) can be estimated from
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(NAw)'2, arb. units (NAhw)?, arb. units

fiw, eV

Fig. 4. Dependences (1-3) (nfiw) Y2 — Aw and (4-6) (NAw)2 —
fiw for the H,O/Cu(Ag)In,S;, cells at 300 K. The photo-
electrode substance was (1, 4) Culn;S;4, (2, 5) Culny;1S;7,

and (3, 6) Agln11$17.

the extrapolation (nAw)? — 0. Theresults of this esti-
mation are given in Table 4. It should be noted that the
energy position of the short-wavelength faloff in the
N(hw) spectra for the surface-barrier structures agrees
satisfactorily with the value of Eg'" for the correspond-
ing compounds (Table 4). Therefore, the short-wave-
length falloff of n(hw) may be associated with an
increase in the optical absorption of the incident radia-
tion due to the emergence of indirect band-to-band
trangitionsin the I-11,-V1,,, compounds.

It can be also seen from Fig. 4 that the short-wave-
length part of the photosensitivity spectra for the pho-
toelectrochemical cellsfollowsthe square law (n%w)? —
hw. Therefore, we may associate this specific feature
with the emergence of direct band-to-band transitions.
Accordingly, the energy of direct band-to-band transi-
tions (Eg?") for these compounds could be estimated
from the extrapolation (n%w)? — 0. Theresults of this
estimation are given in Table 4.
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4. CONCLUSION

We ascertained for the first time that photosensitive
Schottky barriers and photoelectrochemical cells can
be fabricated using the crystals of I-11,~VI,, ternary
compounds. The photoel ectric properties of these struc-
tures were investigated, a conclusion was drawn con-
cerning the character of band-to-band transitionsin the
electron spectrum of these materials, and their band gap
was estimated. It was shown that new photosensitive
structures can be used as sel ective and broadband pho-
todetectors of natural radiation.
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Abstract—Longitudinal and transverse electron mobilities in the lower miniband of a GaAS/Alg 35Gag g5AS
superlattice are cal culated for the case of scattering by long-range potential of polar-optical phononsat T =300 K.
Partial contributions to the mobility and effective relaxation time of different vibrational modes are analyzed.
The dependences of the mobility and effective relaxation time for scattering by both polar-optical and acoustic
phonons on the width of the superlattice quantum wells and on the temperature are studied. The calculation is
performed using the linearized Boltzmann equation. The scalar potential of polar optical phononsis calculated
in the model of dielectric continuum. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Itiswell known that, in GaAs/Al,Ga, _,As superlat-
tices (SLs) composed of semiconductors with ionic
bonding, the main contribution to charge carrier scatter-
ing by lattice vibrations at room temperature comes
from scattering by the long-range potential of polar
optical phonons. This scattering mechanism and related
mobility for structures with isolated quantum wells
(QWs) were analyzed in numerous papers that dealing
with both the problem in general [1-9] and its specific
aspects[10-14]. However, there are practically no pub-
licationsthat addressthis problem for SLs consisting of
QWs[15-17]. Up to now the analysis of charge-carrier
mobility in SLs, which is governed by scattering by
polar optical phonons, has encountered considerable
difficulties, owing to the complex form of the vibra-
tional spectrum of the long-range potential for polar
optical phononsin SLs and to the inelastic character of
scattering.

In this paper, using aunified approach, we calculate
the longitudinal and transverse mabilities of nondegen-
erate electron gasin the lowest miniband of a symmet-
ric GaAs/Aly:sGayesAS SL in which both the QW
width a and the potential-barrier thickness b are equal
to 5 nm. The calculation of the mobility and effective
relaxation time at T = 300K is carried out taking into
account electron scattering by the long-range potential
of polar optical phonons. We analyze partial contribu-
tions to the mobility and effective relaxation time of
different vibrational modes of the long-range potential
of polar optica phonons. We aso study the depen-
dences of the mean effective rel axation time and mobil-
ity for scattering by polar-optical and acoustic phonons
on the width of QWsin an SL and on the temperature.
The calculation of the effective relaxation time was car-
ried out using the linearized Boltzmann equation. The

scalar potential of polar optical phonons was calculated
in the model of dielectric continuum.

2. METHOD OF CALCULATION

We calculated the longitudinal and transverse (with
respect to the symmetry axes of the SL) mobilities
using the linearized Boltzmann equation. Taking
inelastic scattering by phonons into account, we calcu-
lated the nonequilibrium part of the distribution func-
tion g(k); as aresult, we obtained

a(k) = €52 TEV(K). @

where T;(k) are the desired functions, which are
referred to asthe effective relaxation time and generally
depend on the wave vector k; fy(€) is the equilibrium
Fermi—Dirac distribution function; E isthe electricfield
vector; v(k) = U,&/f is the electron velocity;

#2KG,

S(k) = 2_IT]D

+ %[1 — cos(k,d)] @

isthe electron energy in the lowest miniband of the SL
in the tight-binding approximation; k; = (k;, k,, 0) isthe
wave vector normal to the symmetry axis of the SL;
myis the transverse effective mass, whose value is
closeto that of the electron effective massfor the mate-
rial of the QW; m, isthe width of the lower miniband of
the SL; and d isthe SL period.

The effective relaxation time was calculated by
numerically solving the linearized Boltzmann equa-
tion; for a quasi-two-dimensional (quasi-2D) electron

1063-7826/04/3802-0202$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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gas (i.e, for A < k,T), the solution has the following
form taking into account Egs. (1) and (2) [17]:

To(€) = To(£) Y [+ To(E) Wi ~ Wiy
A

FL (kK. 0 )
L LU '
R
T (e) = TO(S)EZ[Wk'k"' fo(€) (Wi — Wi )]
04
(4)
y fo(e)sin(k,d) O
f@sn(d) ) 15

Here,

() = 3 { W+ fol&) (Wi =Wk, (9)
A

Tpisthetotal electron lifetimein the state with the wave
vector K,

+

.
Wi = Wige + Wiek s

) (6)
Wi = W(Q)S\lw“L % * 1D5k.’k¢q5(s' —E£#0)

isthe probability of scattering by phonons with energy
hw, N, is the number of phonons given by the Bose-
Einstein function, T4(€) = 1,(€) = T,(€), T)(€) = T€), and
2,2

e=gky = f;n‘jm . It should be noted that, in the quasi-

2D approximation, the functions T; in the effective
relaxation time and the function 1, depend only on the
energy of transverse electron motion. Taking into
account inelastic scattering by polar optical phonons
[the probability of this scattering is given by Eq. (6)]
and other scattering mechanisms described by the
relaxation times T;5(¢) and T;(€) and integrating with
respect to the wave vector k', we can write Egs. (3) and
(4) in functional form as

Ti(e) = Ta(e){ G/ (e)Ti(e + Aiw)

_ ()
+Gi(e)ti(e—hw) +1},
where (see Appendix |)
To(e) = To(e)+ H 15 (e). (8)
j

It is well known that, for [11-V semiconductors in
the dielectric continuum approximation [16], the
modes corresponding to long-range potential of polar
optical phonons can be divided into two types, accord-
ing to the character of the scalar potential dependence

SEMICONDUCTORS  Vol. 38

No. 2 2004

203

on the coordinate along the SL axis. These modes are
referred to as guided, or G modes, and interfacial, or
| modes. The infinite number of guided modes are
degenerate in a frequency that assumes two values
equal to the frequencies of longitudinal polar-optical
phonons of the original semiconductor components of
the QW w_, and of the potential barrier w,. The ampli-
tudes of G modes of frequency w,, are nonzero only
inside the QW, whereas the amplitudes of modes with
frequency wy,, are nonzero only within the potential
barriers. Therefore, one may speak of G modes of QWs
and of potential barriers. Theinterfacial vibrations have
four modes, whose frequencies are close to the frequen-
cies of longitudinal and transverse polar-optica
phonons of the original semiconductors and have dis-
persion in the wave vector. In contrast to guided modes,
the amplitudes of | modes are defined over the entire SL
period. The probability of electron scattering by the G
and | modes of the long-range potential was cal cul ated
using the approximate envel ope wave function taken in
the form of the Bloch sum containing the ground state
wave functions of infinitely deep QWs,

W= () = ﬁe‘kﬂ’ﬂze”zd“dn(z—dn), ©

where
0
[l gCOSD—T% |Z| < a
b(2) = % a E: : (10)
14 >3
i 2

In this approximation for the total probability of scat-
tering by all symmetric QW G modes of frequency
W = Wy 5 the function w(q) in Eg. (6) can be analyti-
cally written as

ws(q) = wgs(dn)
_ 1. na(4 + a®)(8 + 30°) —64tanh(aqy/2) (11)

- PO
8 a*(4+a?)?
where
o - e“adw,,
T etV

o = agy/m, aisthe QW width, 1/e* = 1/e, — /e, and
Visthe SL volume. The subscript a specifies the semi-
conductor material of the QW.
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Partial relaxation times averaged over energiesfor nondegen-
erate electrons interacting with the G and | modes of the sca-
lar potential of polar optical phononsat T = 300 K

Relaxation

time G Iy I, I3 (A > \
@0 ps 1.8 | 920 170 |12 | 3.3 | 058 | 0.30
@, ps 24 |1500| 95 |095| 3.0 | 0.53|0.30

Note: X isthetotal relaxation time for scattering by all modes of
polar optical phonons and V is the relaxation time for scat-
tering by bulk phonons.

For scattering by | modes of frequency w = w,(q),
the function w(q) is given by

11+ 9(q)l*sinh(ag-/2) 0,2

wi(q) = 16Cp,
a*(4+a?)’ we;
0. 1 dq, . c
x [sinh(ady) + 76 sinh(bg) 2% g0
4
O paca
-1
—agy _8_éE| S_d]2|:|
*€ %" ng+8%L+ng E '
where
€0€.mi (WL — WT)
¢ = cl(w) = =S H—T
ppi((*) _(*)Ti)
2 2
W —w
6= 60 = e i (19
Wri —W
2 _ 2 1 _ O 10
= = -t 4+ |
CaL Ca( wLa) 1 pui DﬂAi mB iD’

Q is the volume of the unit cell of the original I11-V
semiconductor (it isassumed to be the same for the QW
and for the potential barrier); m, and mg are the masses
of the atomsin the unit cell; w; and w, are the frequen-
cies of the transverse and longitudinal optical phonons
in the original semiconductors; 9 = 3,(q) is a dimen-
sionless complex function (see Appendix 11); and the
subscript i assumes two values: a for the QW and b for
the potential barrier.

Taking into account the Umklapp processes and
using the approximation of the bulk phonon spectrum,
we obtain the following expression for w(q) [17]:

sn(mx,) 1

a
w(g) = —Cpo . (18
d Zxﬁ(l—xﬁ)ztazwxﬁ]
Here,
_a 21T N, N,
Xn_ﬁ%z-'-g ) _Esn<_;

BORISENKO

and N, is the number of SL periods. Elastic scattering
by acoustic phonons was described using an isotropic
relaxation time calculated by the expression [17]

2 ac ki’
() =1(8) = 1 = Z———, (15)
’ ! 3m,D2k,T

wherec, =¢; + é (cp + 244 —Cyy) isthe averaged value

of the elastic modulus for longitudinal acoustic vibra-
tions in the bulk semiconductor approximation for the
phonon spectrum and D, is the deformation-potential
constant for the edge of the conduction band. In the
model of effective relaxation time and in the quasi-2D
approximation for the electron gasin the SL, the longi-
tudinal and transverse mobilities were calculated from
the expressions [17]

Hp = eddImg, u, = elddOm{d (16)

Here, @0 @0 and [iny Care the energy-averaged func-
tions of effective time for transverse and longitudinal
relaxation and electron longitudinal effective mass in
the lowest miniband,

0= Pe D—czi%rm((c.)s.de,

nJU oe
° 3 (17)
. of
0= [1-exp(-n/Ny)] ™ E—E‘Ern(s)sds,
0
1 Ap,
=—— = —[1-exp(-n/N.)], (18)
md  4mn

where p. = m/Tf? is the 2D density of states in the
lower conduction miniband, N, = k,Tp, is the effective
density of states, and my = 22:%/A?d? is the longitudinal
effective mass at the bottom of the miniband. For anon-
degenerate electron gas (n < N,), the expression for the
longitudinal effective mass averaged over energy
assumes asimple form:

1 A

i)™ Ty o

3. ANALYSIS OF THE RESULTS
OF NUMERICAL CALCULATION

The longitudinal and transverse effective relaxation
times and mobility of quasi-2D nondegenerate electron
gasinthelowest miniband of aGaA /Al 35Gay65AS SL
were calculated for the following values of the parame-
terss a=5nm, b =5 nm, my = m, = 0.066m, AW, , =
36.23 meV, iy, = 33.27 meV, £, = 13.18, €,,, = 10.82,
oy, = 34.11 meV, fiwy, = 32.89 meV, g, = 12.06, and
€.p = 9.82 [18]. According to the calculations of the
energy spectrum of the conduction band taking into
account the Kane nonparabolicity [19], this SL has a

SEMICONDUCTORS  Vol. 38

No. 2 2004



PHONON SCATTERING OF QUASI-TWO-DIMENSIONAL ELECTRONS
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Fig. 1. Temperature dependence of the electron mobility p
for scattering by (1-3) polar optical phonons and (1'-3')
acoustic phonons; (1, 1') transverse mobility; (2, 2') longitu-
dinal mobility; and (3, 3') the datafor GaAs.
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Fig. 2. Temperature dependences of the miniband width A
and of the average longitudinal electron effective mass [y L]

single miniband in a QW at 300 K. The second mini-
band lies at the height of the potential barrier with an
energy of 260 meV and is separated from the first mini-
band by 150 meV. An SL with such parameters can be
used as a photodetector of infrared radiation with a
wavelength of about 7 um. Thewidth of thelower mini-
band A at this temperature is 9.4 meV. For an SL with
doped QWs with an electron density of 10* cm3, the
reduced Fermi level is—8.9k, T, and the average longitu-
dinal effective mass calculated by Eq. (19) is 1.8m,.
The effective times of longitudina and transverse relax-
aion due to scalar potential of polar optical phonons
were calculated by numericaly solving Egs. (7) using
the sweep method and taking into account all | modes
and the even G modes of the QW. Energy conservation
in scattering was accounted for in the approximation
wy(q) = W, ,, Since the cal culations show that the disper-
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Fig. 3. Mean electron effective relaxation time @0 as a
function of the QW width at T = 300K for scattering by the
modesof polar optica phonons: (1, 1)) G mode; (2, 2') 13 mode;
(3, 3) I, mode; (4, 4') relaxation time for scattering by all
modes of polar optical phonons (%); (5, 5') relaxation time
for scattering by bulk phonons (V); (6) scattering by
acoustic phonons; (1-5) transverse relaxation time; and
(1'-5") longitudinal relaxation time.

sion of | frequencies and the difference between the fre-
guencies of theinterfacial modes are much smaller than
ko T. In the table, we list the partial effective relaxation
times averaged over the energies and the mobilities
controlled by the scattering by al the even G modes of
the QW and by the four | modes, calculated at T =
300 K. It follows from the table that the electron scat-
tering by polar optical phonons for the SL under con-
sideration at room temperature has a mixed character
because of the scattering by the interfacial |5 |, modes
and by symmetric guided G modes of the QW. Thetotal
relaxation time (X) due to mixed scattering by all
modes of the scalar potential of polar optical phonons
is amost two times greater than the value obtained in
the approximation of bulk (V) phonon spectrum [17]
and is also greater than the effective relaxation time for
scattering by polar optical phonons in the bulk GaAs
[20]; the latter timeisequal to 0.39 ps. In Fig. 1 we plot
the temperature dependence of the mobility calculated
by Egs. (16)—19) for scattering by polar-optical and
acoustic phonons. When calculating the mobility, we
took into account the temperature dependence of the
miniband width, which, according to Egs. (18) and
(29), is related to the temperature dependence of the
longitudinal effective mass (see Fig. 2). It can be seen
from Fig. 1 that the scattering by acoustic phonons is
the main mechanism of electron scattering by lattice
vibrations in an SL in the entire temperature region
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below 300 K, whereas in pure GaAs at room tempera-
ture scattering by polar optical phonons (curve 3) is
more important than scattering by acoustic phonons
(curve 3.

In Fig. 3, the average effective relaxation time @l
for scattering of electrons by polar optical phonons is
shown as a function of the QW width. The calculations
were carried out for T = 300K and for potential barrier
thicknessb =5 nm. It follows from Fig. 3 that the aver-
age effective times @,of longitudinal relaxation and
[@,0of transverse relaxation, with allowance for total
scatten ng by polar optical phonons, increase with the
QW width (curves 4, 4). The rate of increase in [T [is
higher thanin [T, [Jwhich givesrise to an increasein the
anisotropy of the effective relaxation time. For small
QW widths, the main contribution to scattering comes
from the interfacial modes I; (curves 2, 2'). With
increasing QW width, symmetric G modes of the QW
begin to play the major role in the scattering by polar
optical phonons.

4. CONCLUSIONS

From the numerical analysis of the results obtained
for the SLs under consideration, we may draw the fol-
lowing conclusions. (i) The reconstruction of the scalar
potential of polar optical phononsin an SL in the model
of dielectric continuum results in weaker scattering
compared to the approximation of the bulk phonon
spectrum. (ii) The relative role of scattering by acoustic
phonons at room temperature compared to scattering
by polar optical phononsis greater in SLsthan in bulk
GaAs. (iii) Generaly, scattering by polar optica
phonons has a mixed character due to scattering by
symmetric G modes of a QW and by interfacial modes
with frequencies close to the frequencies of longitudi-
nal polar optical phonons in bulk semiconductors that
form the QW and potential-barrier regions.

APPENDIX |

The functions of the transverse energy appearing in
functional equation (7) have the following form:

GH(e) = INo+ S¥ 5% fo(e+ h0)]
D DAL
(s hw) o
) ——S(¢),
where
+ _ V
Si(s) - (2_,_[)3
(A1.2)

k kg
> 6k k:qO(E€ —EFAW),
|

BORISENKO

+ _ Vv
Sﬂ(s) - (21T)3
. sin(k,d)
sin(k,d)

In the quasi-2D approximation, taking into account that
the function w(q) is even and periodic in g,,

(A.1.3)

O k+qO(€ —E FhW).

2
WBJD' qzignfﬁ = W(dm d,), (A.1.49)
we obtain the following expressions for S(g):
. V ‘
Si(e) = 5[ dkowi(dn)
(2m)
K-k (A.L5)
X =8, i +q O —E FHw),
u]
Si(e) = —— [dkLw;(ql)
9= G M (A.1.6)
X Ok 1q,0(€ —EFAW),
where
w2
wo(dp) = ZIw(q)dqz,
d (A.L7)
wy(ap) = 2J'W(q)COS(qu)qu.
APPENDIX 11

According to the dielectric continuum model [16],
the scalar potential of polar optical phononsinaSL for
the G and | modes in normal coordinates has the form

1/2

[

B
V(r) %Eﬂw)\qp“(z)m

(A.11.2)

x [a5(—0) + ay(q)] Frq(2)€ ™",

where p,,(2) isthe specific reduced mass of the atomsin
a unit cell and A is the vibrational mode number. The
function f(2) satisfying the Bloch theorem with the SL
period d is a solution to the Poisson equation

2 (2)0 f(2€%" = o, (A.11.2)
P2z
where
W —
£(2) = g(z+dm) = g,—5——;
0 — W
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is the high-frequency permittivity for 111V semicon-
ductors. For interfacia vibrationswhose frequenciesdo
not coincide with the longitudinal optical-phonon fre-
guency of the bulk spectrum in semiconductors of the
QW and of the potential barrier, the function f(2) is a
solution to the equation

d _ 2
a—zf(z) = q5f(2). (A.11.3)

Over the SL period with the origin at the QW center,
this function has the following form:

anZ _qu
Eka\le + Ble

DAZqu + Bze**ﬂ

E[Age “+ B3e

The unknown amplitudesin (A.11.4) satisfy the system
of linear equations that follow from the boundary con-
ditions for the scalar potential and for the normal com-
ponent of the electric field at the hetercinterfaces. The
condition for nontrivial solution of this system leads to
the following secular equation for the frequencies of
interfacial vibrations:

—-al2<z<al?;
f(2) = —d/i2<z<-al2; (All.4)

a/l2<z<d/2.

cosh(ag) cosh(bq)
A.ll.5
+ %%” %sinh(aqg)sinh(qu) = cos(dq,), ( )
where
X = X(w) = g4(w)/ep(w). (A.11.6)

Equation (A.11.5) with respect to xisasecond-degree age-
braic equation; its roots can be found anayticaly; i.e,

X, = Wk WP -1,

(A.1.7)
where

_ cos(dgq,) — cosh(aq) cosh(bqp)
B sinh(aqy)sinh(bqy) '

According to Eg. (A.l1.6), two frequencies correspond
to each of the roots:

2 2
wlyz = Ui/\/u -

where

2 2
Eoop W pWra X
€0pX

2 2
€W Wy —
€wa—

, (A11.8)

2 2 2 2
Eooa(wLa + (‘)Tb) - soob(wLb + O‘)Ta)x
2(8wa_8mbx) .
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Using (A.11.4) and (A.I1.6), we can write the function
9 =39,(q) in Eq. (10) as

| | (A.11.9)
(eldqz + eaqﬂ) (ebql‘\ _ 1) X _ (eldqz eaqﬂ) (ebql‘\ + 1)

The solution of the system of linear equations for
amplitudes in the potential barrier region yields

_ ia.)d _
B2 — Bse (ay+ia,) , 'A\2 — A3e(qD :

O
A; = ’ppr_l X Ble aq%
ppa|:| 2
1+x U

ppbljl X an
B, = | =2A ™+ =22B .
: Puag 2 2 %

After introducing the normal coordinates, we can write
the expression for the normalized amplitude A, in the
form of an analytical function,

9. (ALI1.10)

(A.11.11)

A= -5 tacisinh(aq,) + cie™ sinn(ba.) 22
a-V p

ua
e (A11.12)

X e_an%L sd'j+8%[+sd]

For symmetric guided QW G modes with frequency
W, and number m = 2n + 1, the normalized function
fg(2) informula(A.11.1) for the scalar potential hasthe
form (over an SL period)

fmq(2)
U 2ad Tt 2 2,1/2 a
0 |57 cosLma/[(aqn)’ + (M) ™, 2 <3;
_ CaLV % 2
= E . g (A.11.13)
0, 5<l4<s3.
g 2 2

It should be noted that, for the case of guided modes,
the function f,,(2) does not depend on the longitudinal
component of the wave vector and rapidly decreases
with increasing m.

In the approximation of the spectrum of bulk polar
optical phonons, the function f(z) has a single branch
and, according to formula (A.11.1), can be written as

[ p,(2) w.(2)
fo(2) = i sosi(z)v q exp(ig,2).

(A.11.14)
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Abstract—The effect of In and Al on the properties of the Asg, defect complex (arsenic substituted for gallium
at acrystal lattice site) in GaAs-based quantum dots (QDs) was investigated using the nonempirical quantum-
chemical SCF—-MO-LCAO technique. It is shown that an Asg, defect can exist in stable and metastable states.
Raising the indium or aluminum content in QD enhances the probability of Asg, defect formation in the stable
state; in case of Inintroduction, this effect is manifested more strongly. The activation energy of the transition
between stable and metastabl e states varies between 0.886 and 2.049 eV, depending on the QD stoichiometry.
The formation of an Asg, defect givesrise to two deep levels in the band gap. © 2004 MAIK “ Nauka/Inter pe-

riodica” .

1. INTRODUCTION

The formation of In(GaAs) quantum dots (QD) by
self-organized growth is accompanied by the genera-
tion of structural defects, which can affect the charac-
terigtics of optoel ectronic devices with quantum-confined
active layers [1-6]. One of these defects is an intrinsic
defect designated in the literature as EL2 [5, 7, 8]. It is
observed in both doped and undoped GaAs, and its con-
centration can be high.

In theliterature there is no unanimous opinion about
not only the atomic composition of the EL2 defect, but
aso its influence on the electronic and optical proper-
ties of crystals. It is pointed out that EL2 exhibits ther-
mal and optical metastability associated with the struc-
tural reconstruction of the defect [9, 10]. It is assumed
that the defect is an Asg, complex (an As atom substi-
tutesfor Gaat acrystal lattice site) and its aggregations
with other defects in GaAs [11-13]. It has been sug-
gested [14] that the metastability of an EL2 defect may
be related to the transfer of an As atom from the lattice
site normally occupied by the Ga atom to an interstice,
with the formation of a complex including Asg, and a
Ga vacancy. The influence of the content of impurity
atoms capable of entering into the composition of
GaAs-based QDs on the EL2 characteristics has not
been studied.

This paper is devoted to studying the influence of In
and Al content on the properties of an Asg, defect in
GaAs-based QDs. The process of defect formation was
investigated using the nonempirical quantum-chemical
SCFMO-LCAO approach (the self-consistent field
method, which represents each molecular orbital as a
linear combination of atomic orbitals). The computer

simulation was performed in the cluster approximation;
i.e., alimited fragment was cut from the crystal lattice,
with the initial positions of atoms corresponding to
their positions at the sites of an actual lattice.

2. CALCULATION PROCEDURE

The parameters of the Asg, defect were calculated
using the GAMESS software package [15, 16]. The
basis set MINI was used, which enables one to calcu-
late the energy of chemical bonds and intermolecular
interactions in crystalline compounds quite precisely
[17]. A 26-atom fragment of crystal lattice of a GaAs-
based QD was chosen as a cluster model (Fig. 1). The
dangling bonds at the cluster boundary were satisfied
with hydrogen (30 atoms); this excluded distortions of
the electronic structure related to the effect of unpaired
electrons on the cluster surface. The boundary hydro-
gen atoms make it possible to approximately take into
account the interface between the QD and the matrix in
the modeling.

To model an intrinsic point defect Asg,, a Ga atom
at the lattice site (in the center of the cluster) was
replaced by an As atom. The length of the Ga—As bond
in the cluster was chosen as 2.44 A, so that the lattice
constant was matched with the lattice constant of bulk
GaAscrystal, 5.65 A. The effect of In or Al content on
the characteristics of such a defect was simulated by
replacing a part of the Gaatoms by Al or In atomsin a
specific percentage amount (from 10 to 40%).

To calculate the defect structure, afull gradient opti-
mization of the cluster geometrical parameters (bond
lengths, valence and torsion angles) within the first

1063-7826/04/3802-0209$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. A model of a 26-atom GaAs cluster. Atoms: (1) H,
(2) Ga, and (3) As.

(a) (b)
As(gl)

Tl

] [100] (1

r4 4 G

\ Asi(q2)
As(gS) 7
r3 2 As(g3)

As(g4)

As(g4)

Fig. 2. The structure of an Asg, defect as obtained in the
calculation of GaAs, Al _,GaAs, and In; _,Ga,As clus-
ters: () stable, (b) metastable state.

coordination sphere was done. This approach allows
one to determine the crystal lattice relaxation in the
defect region, taking account of the crystal field of the
environment.

3. RESULTS AND DISCUSSION

The calculation of the parameters of GaAs clusters
containing Al and In allowed us to reveal two minima,
which differ in energy, on the potential energy surface
of the system. It appeared that they correspond to two
relatively stable structural states of the Asg, defect in
the cluster, which hereinafter we will refer to as “sta-
ble” and “metastable” Similar defect structures were
discussed in [18] for the case of undoped GaAs.

BEZYAZYCHNAYA et al.

Figure 2 shows the structures corresponding to sta-
ble and metastable states of an As;, defect, and Table 1
lists interatomic distances r and charges g on atoms
incorporated into clusters. GaAs, Aly;Ga,AS,
AlgGaggAs, AlgsGageAs, 1N1G3AS, 1N5:G3p8AS,
and Iny ,Gay gAS.

AsisseeninFig. 2, thelattice structurein the vicin-
ity of the defect is distorted when an As atom is substi-
tuted for Ga at the lattice site. When the stable state is
formed, all the As;—~As bonds are slightly elongated
compared to the Ga—As bond, symmetrically in al
directions (Fig. 2a, Table 1). After relaxation of the
nearest environment, the Asg, atom remains at the lat-
tice site owing to the lower strength of the As;—As
bond in comparison with the Ga—As bond. In the meta-
stable state of an Asg, defect, three Asatomsremain in
their places, and the fourth, which has a lowered coor-
dination number, is shifted toward the plane in which
the three Ga atoms bonded to it lie (Fig. 2b, Table 1).
The As atom replacing Ga is shifted toward the inter-
stice and is located just below the plane containing
three As atoms bonded to it. The metastable state of an
Asg, defect can be considered as acomplex comprising
a Gavacancy Vg, and an interstitial As atom.

The analysis of the distribution of charge on atoms
in a GaAs cluster that models the defect-free lattice
shows that an As atom at a site is charged negatively
(-0.32&). This means that an As atom accepts part of

the electron density from Ga atoms. In the metastable
state of an Asg, defect, the charge on the Asatomisvir-

tually zero (g2 = +0.06€, Table 1), withAsin atrivalent
state typical of its covalent molecular compounds.

With the formation of a defect, the distribution of
chargesin acluster is modified. In the stable state of an
Asg, defect, the As atom is at the lattice site; it forms
four As-Asbonds. Asisseenin Table 1, in this casethe
As atom accepts a considerable positive charge g2 =
+0.35€; in other words, alarge part of the electron den-
sity is transferred from the Asg, atom to neighboring
atoms. This redistribution of the electron density can
give rise to deep donor levels in the energy gap of
(Al,Ga)Ascrystal; they can berelated to the EL2 defect
[5,7,8].

One should note that the total charge of an Asg,
defect is nearly the same for stable and metastable
states, but its distributions between the atoms in the
defect region are substantialy different in different
states. The addition of Al or In atomsto a GaAs lattice
does not significantly change the charges on atoms and
the structural parameters of the defect, neither in the
stable nor in the metastable state (Table 1). At the same
time, the energy parameters of an Asg, defect are
noticeably modified when the content of aluminum or
indium in a GaAs lattice increases.

The difference between the energies of stable and
metastable state AE and the activation energy E, of the
transition from the stable to the metastable state of an
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Table 1. Interatomic distances and atomic chargesin relation to Al and In content for stable and metastable states of an Asg,
defect in GaAs, Al,Ga; _,As, and In,Ga; _,AS

Stable state
Compound interatomic distances, A atomic charges, elementary charge units
rl r2 r3 r4 ql q2 q3 q4 q5

GaAs 2.60 2.59 2.60 2.59 -0.48 +0.35 -0.38 -0.39 -0.39
Al 1GaygAs 2.60 2.59 2.60 2.60 -0.49 +0.35 -0.38 -0.39 -0.39
Alp,GaggAs 2.60 2.59 2.60 2.60 -0.49 +0.35 -0.38 -0.40 -0.39
Al ,GaygAs 2.60 2.59 2.60 2.60 -0.49 +0.35 -0.40 -0.40 -0.39
Ing1Gag gAS 2.60 2.56 261 2.56 -0.40 +0.35 -0.38 -0.40 -0.50
Ing,GaygAs 2.63 2.54 2.55 2.55 -0.42 +0.35 -0.41 0.37 -0.51
Ing 4Gag gAS 2.63 254 2.53 2.58 -0.42 +0.36 -0.40 -0.40 -0.52

Metastable state

GaAs 3.46 243 2.43 243 -0.50 +0.06 -0.24 -0.36 -0.24
Al 1GayAs 3.46 243 243 243 -0.50 +0.06 -0.24 -0.38 -0.24
Aly,GaygAs 3.46 243 2.43 243 -0.50 +0.06 -0.24 -0.26 -0.24
Al 4GaggAs 3.46 243 2.43 243 -0.50 +0.06 -0.26 -0.26 -0.38
Ing1Gag gAS 3.48 241 2.40 240 -0.50 +0.06 -0.23 -0.40 -0.24
Ing,Gag gAS 3.50 2.40 2.39 2.39 -0.51 +0.06 -0.23 -0.40 -0.27
Ing4GaggAS 3.49 2.40 2.39 2.38 -0.51 +0.07 -0.29 -0.27 -0.40

Table 2. The difference between the energies of stable and metastable state AE and the activation energy E, of the transition
from the stable to the metastabl e state of an Asg, defect with different Al or In content in GaAs, Al,Ga; _,As, and InGa; _,As

GaAs Alg1GagoAs | Alg,GaggAs | AlgaGageAs | 1Ng1GaggAS | 1ngGaggAs | 1ng4GageAS
AE, eV 0.70 0.71 0.73 0.74 0.85 0.88 0.90
E, eV 1.05 1.86 1.86 0.97 2.05 0.89 1.84

Asg, defect are listed in Table 2 for different Al or In
content in GaAs, AlLGa, _,As, and InGa, _,As. The
quantity AE characterizesthe relative probability of the
formation of structures corresponding to stable and
metastable defect states in the crystal. As follows from
Table 2, the rise of Al or In content raises the probabil-
ity that an Asg, defect will occur in a stable state. This
effect is manifested more strongly when In atoms are
introduced into the crystal.

To estimate E,, the structures of the corresponding
transition states were cal culated. These structures were
defined based on the conjectured path of Asatom trans-
fer from asiteto an interstice (stable to metastable state
of the defect), taking the lattice symmetry into account.
Figure 3 shows schematically the displacement of an
Asatom from the |l attice site to an interstice, which cor-
responds to the transition of a defect from the stable to
the metastable state. For each of the clusters that model
different In or Al content in the | attice, the calculations
revealed on the potential energy surfaces extremal
points corresponding to the structures in which the As
atom liesin the plane of the three As atoms bonded to it.
The activation energy E, was determined as the differ-
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ence between the total energies of the cluster at the
extremal point (transition state) and in the stable state.

It is seen from Table 2 that the introduction of In or
Al into a GaAs crystal lattice raises the activation
energy of the transition between the stable and the
metastable state of the defect. The nonmonotonic
dependence of E, on In content may indicate the influ-
ence of In distribution in the crystal to the activation
energy. To obtain better estimation of the E, depen-
dence on In content, is seems necessary to raise the num-
ber of atoms in clusters. For an Al content of 10-20%,
the activation energy remains virtually unchanged.
Atthe same time, the activation energy sharply
decreases at 40% Al, which may indicate a consider-
able modification of energy characteristics of the crys-
tal lattice in the defect region.

Thelimited size of the clustersused in the study give
no way of describing precisely the band structure of the
materials under study. Nevertheless, the contribution of
an Asg, defect to the electronic structure of the cluster
was estimated based on the calculated eigenenergies
and eigenvectors of the corresponding molecular orbit-
als. It appeared that this defect gives rise to two deep
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Fig. 3. Schematics of the defect transition from stable
(Asgy) to metastable (As; + V) state: Eg isthetotal energy
of the cluster in the stable state; E;, the energy of the tran-
sition state; E,, the total energy of a metastable state. The
sign x marks the position of the As atom corresponding to
the transition state.

levels in the band gap, which qualitatively agrees with
the results of [14]. According to our estimates, the posi-
tions of these levelsin respect to the top of the valence
band in undoped GaAsareEg; =0.40eV, Eg, = 1.26 eV
for the stable and E,;; = 0.23 eV, E,;, = 1.32 eV for the
metastable state. The addition of In or Al only dightly
affectsthe positionsof Eg, Eg, and Ey, levels, whereas
the energy E,,, decreases by 0.26 eV. At a 40% In/Al
content, only one level E,;; appears in the metastable
state of aAsg, defect.

4. CONCLUSION

The effect of In and Al content on the properties of
Asg, defectsin GaAs-based QDs has been investigated
using the nonempirical quantum-chemical SCF—MO—
LCAO technique. It is shown that a Asg, defect can
exist in stable or metastable states, which differ in their
structural, electronic, and energy characteristics.
Increasing the In or Al content enhances the probability
that the Asg, defect will form in the stable state; this
effect is manifested more strongly in the case of In
introduction into a QD. The activation energy of the
trangition between the stable and the metastable dtate
varies between 0.886 and 2.049 eV, depending on the
QD stoichiometry. Theformation of an Asg, defect gives
rise to two deep levelsin the band gap, whose positions
are also dependent on the introduction of In or Al.

BEZYAZYCHNAYA et al.
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Abstract—Recently, the MOCVD method has been increasingly used in the fabrication of multiple quantum
well (MQW) devices, aong with MBE technology. The authors' experience in working with MQW photode-
tectors shows several differences between the devices grown by MOCVD and their MBE-grown anal ogues.
These arethe stronger asymmetry of the current—voltage characteristic and high responsivity under normal inci-
dence of light without special input units. The authors believe that these distinctions are due to specific features
of the epitaxy process. Theresults of an experimental study of MQW photodetectors are presented, and the cor-
relation between their properties and the structural features related to MOCVD is discussed. © 2004 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Until recently, in the published experimental studies
of photoconductivity in structures with multiple quan-
tum wells (MQW), these structures have been MBE-
grown. Our experience in studying MOCVD-grown
MQW structures shows that the photoconductivity of
these structures is characterized by several specific fea-
tures compared with those grown by MBE. These fea-
tures are the stronger asymmetry of the current—-voltage
(I-V) characteristic and high responsivity under normal
incidence of light without special input units. We
believe that these features are related to differencesin
the technologies of MQW growth.

We present the results of an experimental study of
MQW photodetectors produced by MOCVD and dis-
cuss their correlation with specific features of MQWs
that are caused by the epitaxy method.

2. SAMPLES

The structures under study were grown by MOCVD
on semi-insulating [10000GaASs substrates at a pressure
of 65 mm Hg and a temperature of ~700°C. The MQW
structures comprised 50 heterostructure periods with
50 A-thick GaAs QWs and 450 A-thick AlL,Ga, ,As
(x =024) barrier layers. The wellswere doped with Si to
aconcentration of 10 cmr3. The top and bottom contact
layers, whichwere 0.5 and 1 umthick, respectively, were
doped to a concentration exceeding 10 cmrS,

Experimental photoresistors were fabricated in the
form of mesa structures 400 x 400 pm? in size from the
grown structures by chemical etching. No special light
input devices, such as diffraction gratings, were used.

Ohmic contacts were fabricated by the deposition of
Au:Ge aloy through the photoresist mask and explo-
sive treatment of the deposited layer and its subsequent
firing-in. The contacts thus obtained were covered with
Ti and Al layers.

3. EXPERIMENTAL RESULTS

In the experimental investigations of the photoresis-
tors, |-V characteristics at different temperatures and
responsivity spectra were measured and the depen-
dences of the absolute responsivity at the peak of the
spectrum and the noise current on bias were deter-
mined. The data obtained were used to calculate the
photoel ectric gain and the detectivity of the photoresis-
tors as functions of bias and temperature. The respon-
sivity spectrawere recorded using aspecial stand based
on an MDR-41 monochromator. The absolute respon-
sivity was measured with a source of modulated light in
which amodel absolute black body with atemperature
of 573 K served as the emitter. The modulation fre-
guency was 1200 Hz. The signals and noises of the pho-
toresistors were measured using a narrow-band ampli-
fier with a resonance frequency of 1200 Hz and band-
width of 200 Hz. During measurements, the samples
under study were placed in a pumped liquid nitrogen
cryostat, which enabled the samples to be cooled to
60 K. A cooled diaphragm mounted in front of the sam-
ple limited the field of view to an angle of ~25°.

Figure 1 shows the I-V characteristics of a photore-
sistor protected from the background illumination by a
cold screen. The right portions of the |-V characteris-
tics (positive bias) were obtained with the top contact of
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Fig. 1. |-V characteristics of MQW photoresistors at tem-
peratures of (1) 78, (2) 70, (3) 65, and (4) 60 K.
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Fig. 3. Absolute responsivity of MQW photoresistors at the
peak of the spectrum as a function of bias. Curve numbers
asinFig. 1.

the photoresistor negative, i.e., with the direction of
field coinciding with the direction of growth of an
MQW structure. The |-V characteristics of the studied
samples were distinctly asymmetrical. Note that higher
responsivity is observed with the top contact positive at
the same bias magnitude.

Figure 2 shows the responsivity spectrum recorded
with the top contact of a photoresistor positive. The
shape of the spectrum and the position of its peak do not
change significantly as the temperature varies within
the range 60-77 K, or bias, within 1-4 V.

Figure 3 shows the absol ute responsivity of aphoto-
resistor at the peak of the spectrum asafunction of bias
for both bias polarities and different temperatures. The
dependences were calculated considering the coeffi-
cient of utilization of light emitted by the absolutely
black body, which was calculated by numerical integra-
tion of the responsivity spectrum (Fig. 2). Along with
the asymmetry of these dependences, it isworth noting
the magnitude of responsivity, which is several tenths
of A/W. Such a high responsivity was obtained in pho-

|
-8

-6

1
4

4

6

8

Bias voltage, V

Fig. 4. Noise current in MQW photoresistors as a function
of bias. Curve numbersasin Fig. 1.

toresistors without special devices for inputting light
normally incident onto the front surface of aphotoresis-
tor. Figure 4 shows the dependences of noise current |,
on bias for both bias polarities at different tempera-
tures. Based on these curves and using the known rela-
tion |, = (4el ,gAf)Y? (here eisthe elementary charge; |,
the dark current; g, the photoelectric gain; Af, the fre-
guency band in which noise isrecorded), we calculated
the dependences of photoelectric gain on bias, which are
shown in Fig. 5. The g value lies in the limits 0.5-0.6,
whichistypical of photoresistors based on MBE-grown
structures and is an indication that the barrier layersin
the samples under study are of fair quality.

Figure 6 shows the dependences of photoresistor
detectivity D3« On biasat different temperatures. The

value of D}, Was caculated based on the data

obtained in measurements of the absolute responsivity
and noise current (Figs. 3, 4).
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Fig. 5. Photoel ectric gain of MQW photoresistors as afunc-
tion of bias. Curve numbersasin Fig. 1.

4. DISCUSSION OF RESULTS

Based on the data obtained, we conclude that our
structures contain QWs that are not symmetrical. The
last assertion can be made, albeit based on the fact that
-V characteristics and responsivity dependences on
biasareasymmetrical. Similar resultswere obtained for
MBE-grown MQW structureswith wellsthat are inten-
tionally fabricated asymmetrical [1]. It was also shown
in [1] that, for the same magnitude of applied bias, in
the case when the external field is directed toward a
sharper interface of an asymmetric well higher respon-
sivity and higher currents are observed than in the
opposite case. The asymmetry of thewell interfacescan
induce a differencein the coefficients of the above-bar-
rier reflection of carriers and, consequently, a differ-
ence in the photoelectric gain at opposite bias polari-
ties. Taking these data into account in the analysis of
dependences shown in Figs. 1 and 3, we can assume
that the initia barrier interfaces (i.e., the interfaces
between a QW and a barrier layer at the start of its
growth) are less abrupt than the final ones.

Now we turn to the anomalously high responsivity
under normal incidence of light without specia input
devices. It is known that the responsivity depends on
two factors: photoelectric gain g and quantum effi-
ciency n. As mentioned above, g is not anomalously
high. An estimate of n from the relation for the photo-
resistor responsivity Ry = (€/hv)ng, where hv isthe
photon energy, gave nj of more than 8%. Considerably
smaller n is obtained in standard MBE-grown MQW
photoresistors under normal incidence of light. The
high quantum efficiency aso reflects on detectivity,
which was found to be unexpectedly high in compari-
son with the values typical of MQW structures without
light input devices (Fig. 6). A noticeableincreasein the
guantum yield in MBE-grown MQW photoresistors
under normal incidence of light was achieved when the
structures were grown on substrates with an orientation
at which the effective masstensor has nonzero off-diag-
onal elements. This means that the momentum of an
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Fig. 6. Detectivity of MQW photoresistors as a function of
bias. Curve numbersasin Fig. 1.

electron interacting with thein-plane electric field of an
electromagnetic wave in QW has a nonzero component
normal to the layers of an MQW structure [2]. In our
case, all the substrates on which MQW structures were
grown had [100Clorientation, which should not lead to
the effect discussed above. The high responsivity under
normal incidence of light in our MQW structures might
be explained by the influence of the lateral surface of
the photoresistor mesaasakind of prism functioning as
an input device. However, estimates based on compari-
son of the lateral and front surface areas of the mesa
show that the observed responsivity of several tenths of
A/W can only be achieved if thelifetime of nonequilib-
rium carriers in MQW exceeds 102 s or the quantum
yield is higher than 100%. Noise measurements failed
to confirm either of these assumptions. Note also that
the back side of the photoresistor substrates, which
might scatter signal light and serve asan input devicein
the case of inappropriate treatment, was polished.

To explain the result obtained, we stress the follow-
ing fact. A weak absorption of radiation under normal
incidence is usually observed in MBE-grown MQW
structures. These structures best conform to the model
of rectangular symmetrical wells, which underlies the
theory of the effect. However, no theory of thiskind has
been devel oped for nonrectangular asymmetrical wells.
Meanwhile, as shown in [3], adeviation of the shape of
the well from symmetrical may strongly affect the
polarization dependence of light absorption in an
MQW structure. A strong deviation of the real shape of
QWsfrom the classical model is possiblein MOCVD-
grown MQW structures. The asymmetry in the sharp-
ness of the well-barrier interfaces can be caused by
specific features of the MOCVD process. MOCVD is
characterized by a higher pressure of the gas reagents.
Their viscosity is higher than in MBE, which can give
rise to long transient processes in switching between
gas flows, and, consequently, to stronger deviations of
the shape of thewell from rectangular and symmetrical.
Furthermore, as mentioned above, MOCVD is per-
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formed at above 700°C. At these temperatures, the dif-
fusion of silicon, the standard dopant for wells,
becomes significant [4]; i.e., the impurity distribution
profileisnot localized within the well upon termination
of growth, regardless of the initial position of the dop-
ing region. In other words, the impurity is present both
in the wells and in barrier layers in al the structures
under study, irrespective of the place where it is intro-
duced. As aresult, when it is cooled to cryogenic tem-
peratures the impurity within the barrier layers will be
ionized, because electrons will pass to levels in the
wells, and abuilt-in field will appear at the well-barrier
interfaces. Approximate estimates show that this field
value may be as high as 10° V/cm. Such a field could
deform the initially rectangular and symmetrical well
and, as aresult, lead to considerable absorption of nor-
mally incident light. The possibility of such an influ-
ence of the électric field on mechanisms of light absorp-
tion in MQW structures was discussed in [4] and [5].
This effect will be much weaker in MBE-growvn MQW
structures, because in this case the central part of the
well is usually doped, and the impurity has no time to
diffuseinto barriers at growth temperatures of ~500°C.

The conclusions based on the above analysis of rea-
sons for the anomalously high responsivity and other
specific features of MOCVD-grown MQW photoresis-
torsare preliminary conjectures. Further study is neces-
sary to clarify the real reasons for the effects discussed.

KULIKOV et al.

5. CONCLUSION

Characteristics of MOCVD-grown MQW photode-
tectors were studied. The analysis of the experimental
I-V characteristics, dependences of the absolute
responsivity on bias, and responsivity spectra give
grounds to assume that wells in MQW structures are
asymmetrical. An unexpected result was the high
responsivity of MQW photoresistors under normal
incidence of light without any special devices for light
input. The possible reasons for the observed effects
were analyzed. Further study is necessary to establish
their physical nature and obtain detailed information
about the structural features of MOCV D-grown MQW
devices.
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Abstract—Hole states localized at acceptors in quantum wells are considered within the zero-range potential
model. The dispersion equation for holes is analytically derived taking into account the complex structure of
the valence band of symmetry I". The results obtained are compared with the experimental dependences of the
binding energy of holeslocalized at A* centers on the quantum-well width, and good agreement with the theo-
retical resultsis demonstrated. © 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

Quantum structures containing impurities are exten-
sively studied not only in view of their promising appli-
cations but also because they have some new physical
properties. Indeed, both the potential of impurities and
the structure potential affect an electron or aholelocal-
ized at a defect in a quantum well. In this case, the
structure potential, which diminishes the carrier-local-
ization region, increases the kinetic energy of a carrier
and leads to its delocalization in the well plane. The
impurity potential may also include several terms.
These are, primarily, the Coulomb part of the potential
(for charged centers) and the short-range part arising
from the mismatch between the impurity and lattice
atoms. In this context, the problem of determining the
binding energy and the wave function of acarrier local-
ized at adefect in a quantum well becomes rather intri-
cate and dependent on the chemical nature of the
defect. In principle, the dependence of the carrier bind-
ing energy on the well parameters and the defect type
makes it possible to identify impurities; for this pur-
pose, it is necessary to have the theoretical and experi-
mental dependences of the defect binding energy on the
heterostructure parameters.

In [1-3], we experimentally studied the binding
energy and the characteristic size of the wave function
for A* centersin quantum wells of different width. The-
oretical analysis of shallow Coulomb acceptorsin rect-
angular quantum wells was performed in [4-6], and the
hole binding energies were calculated numerically for
specific structures.

The aim of this paper isto calculate the spectrum of
an acceptor or an A* center in aquantum well within the
zero-range potential method, which yields anaytical
expressions for binding energies and wave functions.
Itis shown that the results of the calculations are in
good agreement with the experimental data[1, 2].

2. THEORY

In the zero-range potential model, the potential of a
defect is described by modifying the Schrddinger equa-
tion for a free particle. Namely, solutions to the
Schrodinger equation in the absence of attractive poten-
tial, which decay at infinity, are constructed. The attrac-
tive potentia is taken into account by introducing the
boundary condition that determines the asymptotic
behavior of the spherically symmetric part of the wave
function near adefect [7],

Bl o= CH-dF+on), )

where I isthe angle-averaged wave function and a is
the coefficient describing the short-range potential.

In the case of a bulk semiconductor, where the
valence band has T g symmetry, the wave function of the
ground state of a hole bound at the zero-range potential
also has I'g symmetry. Thus, the wave function of the
ground state can be divided into a spherically symmet-
ric part and a part containing second-order spherical
harmonics; the radial component of the asymmetric
part remains aimost constant at r —~ 0. Therefore,
when studying the acceptor statesin cubic semiconduc-
tors, we must substitute the angle-averaged wave func-
tion Y into boundary condition (1).

At the same time, in terms of the zero-range poten-
tial method, the wave function for the donor ground
state in a bulk semiconductor has only a spherically
symmetric part. Therefore, one can simply usethewave
function g in the boundary condition (1), e.g., asin[8].

The coefficient a depends on both the defect charge
and the chemical properties of the defect and the prop-
erties of the quantum-well material. In the zero-range
potential approach, this coefficient is a problem param-
eter. Inthisstudy, the parameter o was determined from
the best fit of the energy level position for the bulk
materia to the experimental value and then used in the

1063-7826/04/3802-0217$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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calculation of the energy-level position for the quantum
well.

Thus, in the zero-range potential method, the
Schrédinger equation can be written as

How(r) = EW(r) +Vo(r —ro)W,,

where H, is the Luttinger Hamiltonian, W, is an arbi-
trary constant spinor, and r is the position vector of a
defect. In the spherically symmetric approximation,

115,58 ven),

Mo

where y and y,; are the Luttinger parameters, m, is the
free electron mass, and J are the matrices of the
3/2 momentum.

It isconvenient to perform calculations using amixed
coordinate-momentum representation. We choose the
system of coordinates in which the OX and OY axeslie
in the plane of the quantum well and the OZ axisis per-
pendicular to thewell plane. For convenience, we place
the origin of coordinates at the center of thewell. Then,
the Schrédinger equation in the mixed representation
has the form

How(a, 2) = EW(q, 2) + VO(z-2)W,, )

where q isthe two-dimensional wave vector in the well
plane and z, is the defect coordinate. The experiments
were performed with samples in which defects were
located at the centers of the wells. Hence, we consider
hereinafter only the case z= 0.

Since the Hamiltonian commutes with the time
reversal operator, it is convenient to use the Hopfield
method to find the wave function. In this method, sys-
tem of four equations (2) is reduced to the system of
two equations

Ho =

H
éan_ E)wg + a_'lS_ leﬁﬁw_% = Ad(2),

EHsqug"'(Has—E)qJ_; = Cd(2),
2 2

©)

where A and C are the constant components of the

spinor Yo; Y5 and Y, arethe components of the wave
2 2

function corresponding to the 3/2 and —1/2 projections

of the momentum, respectively; and E is counted from

the bottom of the band gap.

We find the wave function for either of the two
regions of the quantum well separated by the planez=0.
The matching at z= 0 is performed using the boundary
conditions obtained by integrating the equations of sys-
tem (3) over the z coordinate in the interval (-0; +0).
At the well boundaries, the hole wave function is set
egual to 0 since we are considering the case of an infi-
nitely deep well.

AVERKIEV et al.

The calculations show that, after averaging over the
azimuthal angle, the hole wave function has the form

DAWs(a, 2)
ez =45 ° & (4)
qJ_l.(qv Z)E
2
Here, the components y; and Y , aregiven by thefor-
2 2
mulas
= sinhBh, BB — |2EE(3A2 + k2)/(A, cosh(ar,/2))
%”g %\ 0~ 4
O
: [B. DD 2 2
%+ sinh Q\_[E — |2 (3k2 —3\%)/(X_cosh(ar_/2)),
O
= sinh 3,22 - 14L3k2 —37%)/(\, cosh(ah,/2))
Er“_% % E G
O
Of o B 1,2 2
J snhg\_[iz IZIDD(K_+3)\_)/()\_cosh(a)\_/2)),(5)

where a is the well width, A, = Jki+q°, K, =

[-2Em,, K_= /—2Em,, and m, and m,, are the effec-
tive masses of light and heavy holes, respectively. At
E <0, the coefficientsk, arereal and, at E > 0, they are
purely imaginary.

To find the energy levels and the coefficients A and
C, we have to use boundary condition (1), which char-

acterizes the potential. Therefore, the components i,
2

and Y ; should betransformed into the coordinate rep-
2

resentation and then averaged over the polar angle. Itis
rather difficult to find analytical expressions for these
functions but, in order to calcul ate the energy levels, we
only need to know the asymptotic behavior of these
functions at r — 0. Specifically, we must know the
behavior of thefirst two termsin theexpansioninr,i.e.,
the coefficientsat 1/r and 1. The parameter a in bound-
ary condition (1) is equa to the ratio of these coeffi-
cients averaged over the azimuthal angle.

First, wefind the most important te'mat r — 0. We
then subtract its Fourier transform from theinitial func-
tion and find the next term.

It can be seen that the combinations (A =1, C=0)
and (A =0, C = 1) determine the eigenstates of the sys-
tem. Thetwo energies correspond to the two wave func-
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tions. The energies of the two states are determined by
the equations

]
a = %(fln(Zcosh(aKJZ))+3K3In(ZCosh(aK_/2))

SK_ 2 - 24 k2
_a-I)\ tanh(aA/2)dA 7 (a(K; + K)),
2 O

Ky

O
o= BBKfIn(Zcosh(am/Z))+K3In(2003h(aK_/2))
K (6)

+ 3,2 O 2 2
a—I)\ tanh(aA/2)dA I (a(k; + K2)).
2 0

Thus, in order to evaluate the position of the level
corresponding to the defect-bound state, we find the
coefficient a from the value of the binding energy. In
the case of bulk material, we use Egs. (6) to find a at
a — oo, and then the energies are determined from the
same equations at finite values of a. It should be noted
that, in real experiments, the energy of the transition
between the localized level and the first level of heavy
holes in the quantum well (E, = T4%/(2m,a?)) is mea-
sured rather than the binding energy.

3. RESULTS AND DISCUSSION

We performed experiments with the samples pre-
pared by mol ecul ar-beam epitaxy and selectively doped
with beryllium; the bulk hole concentration in GaAs
amounted to 1 x 10*" cm3,

Each sample represented a set of ten GaAs quantum
wells separated by 20-nm Al 3sGay gsAS barriers; the
well width varied from 7 to 18 nm. Stable A* centers
were formed in quantum wells by the so-called double
selective doping method; i.e., both quantum wells and
barriers were simultaneously doped. Such an impurity
distribution leads to the capture of holes localized at
acceptors in the barrier regions by acceptors in quan-
tum wells, i.e., to the formation of A* centers.

Photol uminescence spectrawere measured from the
samples immersed directly in liquid helium. A glass
optical fiber was used to feed light from a He-Ne laser
to a sample and to output a luminescence signal. The
radiation was recorded by a diffraction spectrometer
and a photomultiplier in the photon-counting mode.

Excess electrons and holes excited by the pump
light, interacting with neutral acceptors, may form both
bound excitonsand A* centers. A typical photolumines-
cence spectrum of the structures studied [3] contains a
peak dueto the emission from A* centersand apeak due
to the recombination of excitons bound at neutral
acceptors. The heights of these peaks linearly depend
on the pump intensity. To separate the luminescence
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Fig. 1. Calculated binding energies of the ground (E;) and
excited (E,) states of the A* center as functions of the well
width, corresponding to hole-binding energies for the bulk
material equal to 5 and 7 meV. Thedetails of the experiment
are described in the text. The dependences of E; correspond
to abulk binding energy of (1) 5 and (3) 7 meV; the depen-
dences of E, correspond to a bulk binding energy of (2) 5
and (4) 7 meV; (5) experimental data.

peaks and find their exact positions, the spectra were
smoothed and approximated by Gaussian functions.

These peaks wereidentified by studying the temper-
ature dependence of the photoluminescence. Thistech-
nigue is based on the fact that the peak of bound exci-
tons rapidly disappears with an increase in temperature
due to the low binding energy of excitons localized at
neutral centers, whereas the intensity of radiative free-
electron—-A*-center transitions decreases only slightly.
The activation energy of A* centers was determined by
summing the energy difference between the emission
peaks of A* centers and the peaks of bound excitons
with the binding energy of an exciton localized at aneu-
tral acceptor (the latter is known from the literature).

The accuracy of the measurements was affected by
the following factors: the dependence of the binding
energy on the position of theimpurity center in the well
(which is especially strong for narrow wells); the devi-
ations of the parameters of the grown structures from
the specified values; and the instrumental errors. The
largest error isrelated to the deviation of the width of a
grown quantum well from the specified value. This
error was estimated by multiplying the derivative of the
A*-center energy with respect to the well width by the
characteristic deviation of the well size. The value of
thetotal error isindicated in Fig. 1.

Figure 1 shows the hole ionization energies for the
ground and excited levels calculated using Egs. (6) for
different values of the parameter a. In the case of abulk
material, the parameter a is related to the binding
energy as follows:

-3/2

/\/_TE(yl +2y) T+ (Y- ZV)_SIZ
(Vo +2y) "+ (yi—-2y)™

a =
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Fig. 2. Dependences of the characteristic size of thewavefunc-
tion of an A* center on thewell width for the (1, 2) ground and
(3, 4) excited states corresponding to a bulk binding energy
of 5meV. (1, 3) Uk,, (2, 4) Uk_.

Here, yandy, arethe L uttinger parametersfor the mate-
rial considered.

The curvesin Fig. 1 refer to the following values of
the binding energies for the bulk material: E; = 5 meV
and E, = 7 meV. As can be seen, the results of the cal-
culation are in good agreement with experiment. Figure 2
shows the dependences of the characteristic sizes of the
hole wave function (1/k, and 1/k_) on the well width for
the ground and excited states, at ionization energy E =
5 meV. The fact that Kk, and K_ are negative at some val-
ues of the well width indicatesthat the decay of thewave
function obeys the power rather than exponential law.

In [2] we estimated the size of an A* center by ana-
lyzing the hopping conductivity. According to our cal-
culations[1, 2], the characteristic size of the wave func-
tion in quantum wellsis 100 A. Thisresult is consistent
with the data of [2] (80 A).

4. CONCLUSIONS

In this study, we showed that the model of the
A* center with azero-range potential describeswell the

AVERKIEV et al.

experimental data and makes it possible to take into
account the chemical nature of an impurity.
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Abstract—Transmission electron microscopy has been used to investigate the formation and modification of
the nanocrystalline silicon (nc-Si) phase in thin a-Si:H films. The films were produced by three different meth-
ods. plasmochemical deposition of a-Si:H, cyclic plasmochemical deposition with intermediate annealing of
layers 10-20 nmin thicknessin hydrogen plasma, and plasmochemical deposition of a-Si:H with the annealing
of 40-nm-thick filmsin hydrogen plasma. In the films produced by cyclic deposition with intermediate anneal -
ing in hydrogen plasmaand subsequent thermal treatment at 750°C for 30 min, the size of nanocrystallites does
not exceed the thickness of alayer deposited in acycle. In contrast, in uniform filmswith similar thermal treat-
ment, crystallites may be aslarge as 1 um or more. Models that account for the effects observed are suggested.
These modelsare validated by cal culating profiles of hydrogen diffusionina-Si:H film after annealing in hydro-
gen plasma and thermal treatment in vacuum. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Films of amorphous hydrogenated silicon (a-Si:H)
with nanocrystalline (nc-Si) inclusions nowadays
attract considerable attention [1-6]. Thisinterest is due
to the high photosensitivity of a-Si:Hhc-SiLfilms com-
pared with homogeneous hydrogenated films [1-4].
Itis assumed that nanocrystalline inclusions partialy
relieve mechanical stresses in an amorphous matrix,
thus opening the way to formation of lessastrained net-
work with alower concentration of weak bonds, which
isless subject to degradation. The great interest in films
containing nanocrystalline inclusions is also related to
the possibility of designing efficient light emitters in
the visible range [5-6]. However, mechanisms of the
influence of the size and volume fraction of nanocrys-
talline inclusions on the stability and photoel ectric and
luminescent properties of films still remain unclear.
Up to now, the processes of nanocrystallite nucleation
and growth in amorphous a-Si:H films are poorly
understood, which means that one cannot control the
size and volume fraction of nanocrystalline inclusions
and thereby optimize the structure and properties of
a-Si:Hmc-Sitdfilms for various applications. This is
because the theory of nanocrystallite formation in an
amorphous matrix is till in itsinfancy [7, 8], and the
technology of nc-Si formation is based on experimental
data that depend on the equipment used.

Earlier [4, 9], we demonstrated the successful use of
acyclic method for fabricating a-Si:Hhc-Sifilms with
improved photosensitivity and stability. The method
consists in periodic aternation of cycles of deposition

of a-Si:H thin films and their annealing in hydrogen
plasma. A structural study of the films by transmission
electron microscopy (TEM) revealed that they have a
clearly pronounced layered structure with interlayer
spacing corresponding to the thickness of a layer
deposited in a single cycle (dark regions in the cross-
sectional TEM micrograph, Fig. 1). Bright stripes cor-
respond to a-Si:H regions that appear during the
annealing in hydrogen plasma and are characterized by
ahigher concentration of hydrogen. These regions also

Fig. 1. Cross-sectional TEM image of a-Si:H film produced
by cyclic deposition.

1063-7826/04/3802-0221$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 2. TEM images of a-Si:H films produced in modes
(@1, (b) 2, and (c) 3; (d) electron diffraction pattern of
these films.

contain crystalline Si inclusions with an average size of
4.5 nm and a volume fraction below 1% [9]. Based on
the analysis of the experimental data, we suggested a
model according to which hydrogen diffuses, during
annealing in hydrogen plasmain a deposition cycle, to
adepth smaller than the thickness of the layer deposited
in the preceding cycle. The aternation of deposition
and annealing results in a nonuniform distribution of
hydrogen and, consequently, leads to variation in the
energy gap Ey across the film thickness. Therefore, a-
Si:H films are graded band-gap structures with alternat-
ing hydrogen-rich and hydrogen-lean layers with band
gaps that are wider and narrower, respectively.

This paper presents the results of a TEM study of
how nc-Si inclusions are formed in a-Si:H films pro-
duced by plasmochemica deposition, cyclic plasmo-
chemical deposition with intermediate annealing of 10-
to 25-nm-thick layers, and plasmochemical deposition
with annealing of 40-nm-thick films in hydrogen
plasma, and how the film structure is modified by sub-
sequent thermal treatment.

2. SAMPLE FABRICATION
AND EXPERIMENTAL PROCEDURE

Cyclic plasmochemical deposition of a-Si:H films
onto NaCl substrates fixed on a rotating substrate-
holder drum was performed in adiode HF (13.56 MHz)
system with a substrate temperature of 250°C, dis-
charge power of 40 W, substrate-holder rotational veloc-
ity of 4 rpm, and gas mixture (80% Ar + 20% SiH,) pres-
sure of 25 Pa. The substantiation of the selected depo-
sition mode and the specifics of a-Si:H film fabrication

AFANASIEV et al.

in a Kont vacuum system can be found elsewhere
[10, 11]. The annealing of layers in hydrogen plasma
was done at the same temperature of 250°C with
an HF discharge power of 150 W and a gas mixture
(80% Ar + 20% H,) pressure of 25 Pa.

Films produced in three different modes were studied:

(2) films of about 40 nm in thickness produced by
continuous plasmochemical deposition for 6 min (with-
out annealing in hydrogen plasma);

(2) layered films produced by cyclic deposition
(plasmochemical deposition of each of three 12-nm-
thick layersfor 2 min, annealing of each layer in hydro-
gen plasmafor 3 min) [2];

(3) films of 40 nm in thickness produced by contin-
uous 6-min plasmochemical deposition and annealedin
hydrogen plasmafor 12 min.

An EM-125 electron microscopewith 100 kV accel-
erating voltage was used in TEM and microdiffraction
studies of the film's structure. Films were deposited
onto single-crystal NaCl then transposed to a copper
gridindistilled water. a-Si:Hmc-SiCfilmson gridswere
annealed for 30 min in vacuum at temperatures of 450
and 750°C.

3. RESULTS AND DISCUSSION

Theresults of the structural studies of the as-grown
films produced in modes 1-3 are as follows. Films
obtained in mode 1 were single-phase amorphous
(Fig. 2a).

Layered films (mode 2) contained a small (<1%)
volume fraction of nanacrystalline inclusions 10 nmin
size (Fig. 2b). Films produced in mode 3 contained nc-
Si with crystallites 4-5 nm in size; their volume frac-
tion was several percent (Fig. 2c). The electron diffrac-
tion patterns (Fig. 2d) of al the films were similar,
which indicates the domination of the amorphous phase
in the films and the small size of the crystallites
(no more than 10 nm).

To validate the suggested model of nonuniform dis-
tribution of hydrogen across the thickness of alayered
film (mode 2), we have calculated theoretically the
hydrogen concentration profilein a-Si:H films after the
annealing in hydrogen plasma in conditions of cyclic
deposition (250°C for 30 s). In the calculation of hydro-
gen diffusion, experimental data on the diffusion coef-
ficient from plasma and a solid source [12, 13] were
used. The calculated diffusion profile (Fig. 3) shows
that, during the annealing in plasma, hydrogen diffuses
to a depth of about 3 nm, which is much smaller than
the thickness of alayer deposited in acycle.

To determine the variation in the hydrogen distribu-
tion across the film thickness in the course of film
growth and after thermal treatment in vacuum, we cal-
culated the diffusion of hydrogen from a finite solid
source, with effusion disregarded. Figure 4 shows the
calculated profiles of hydrogen distribution prior to
annealing and after thermal treatment in vacuumfor 5 h

SEMICONDUCTORS  Vol. 38
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the surface of a-Si:H film annealed in hydrogen plasma.
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Fig. 5. TEM images of a-Si:H films after their thermal treat-
ment at 450°C in vacuum: filmsgrown in modes (a) 1, (b) 2,
and (c) 3; (d) electron diffraction pattern of these films.

at 250°C and for 1 h at 450°C. The calculation shows
that theinitial distribution remains virtually unchanged
after the annealing for 5 h at 250°C (i.e., in deposition
conditions). After 1-h annealing at 450°C, the hydrogen
concentration profile is partially broadened; however,
the nonuniform distribution of hydrogen, strongly
bound to Si, across the a-Si:H film thickness is till
retained. It is likely that the formation and growth of
nanocrystalites in a homogeneous a-Si:H film during
vacuum annealing proceeds more effectively, whereas
in layered films, the growth of nanocrystals is limited
by interfaces with increased content of hydrogen
between the layers.

This approach was confirmed experimentally. After
being annealed at 450°C, nanocrystallites 10-20 nmin
SEMICONDUCTORS  Vol. 38
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Fig. 4. Concentration profiles of hydrogen strongly bound
with silicon (1) after annealing in the deposition conditions
and (2) after thermal treatment at 450°C for 1h (E4=1.9¢eV,

Do=10%cm?s?).

Fig. 6. TEM images of a-Si:H films produced in modes
(a) 1 and (b) 2 after their thermal treatment at 750°C in vac-
uum; (c, d) electron diffraction patterns of these films.

size that occupy several percent of volume are formed
in films of type 1 (Fig. 538). In films of type 2, the
amount of crystallitesincreasesto 10% of volume, and
their size, to 10-15 nm (Fig. 5b). In films of type 3, the
size of nc-Si aso increases to 10-15 nm (Fig. 5¢).

Raising the temperature of thermal treatment in vac-
uum further demonstrated that, after treatment at
750°C, the structures of the annealed films produced in
modes 1 and 2 differ dramatically (Fig. 6). The film
produced by continuous plasmochemical deposition is
polycrystalline and consists of rather coarse (1 um and
more) crystallites (Fig. 6a). Analysis of electron dif-
fraction patterns shows a predominance of crystallites
with the normal -to-surface orientation of the[111] axis
in polycrystalline silicon films. At the same time, the
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film produced with an intermediate annealing in hydro-
gen plasma contains nanocrystallites with atypical size
of 10-15 nm (Fig. 6b). After thermal treatment at
750°C, the content of the crystalline phase becomes
virtually 100% in both cases.

Thus, the average size of crystallitesin layered films
after thermal treatment in vacuum at 750°C does not
exceed the thickness of a layer deposited in a single
cycle. This creates novel opportunities for controlling
the size and volume fraction of nanocrystalline Si
inclusions, which can be used in the fabrication of
[uminescent films.

4. CONCLUSIONS

(1) Annealing in hydrogen plasma initiates the for-
mation of nanocrystalline inclusions in a-Si:H films,
with their size and concentration depending on the con-
ditions of film growth. Cyclic deposition of films
causes a nonuniform distribution of hydrogen across
the film thickness and stimulates the formation of
nanocrystallites.

(2) Cdculations of hydrogen diffusion in a-Si:H
films show that only partial smearing of the layered
structure occurs during thermal treatment at 450°C,
while the nonuniformity of the hydrogen distributionis
retained. The growth of nanocrystalites in layered
structures after thermal treatment at 750°C in avacuum
is limited by interfaces with increased hydrogen con-
centration, so their average size does not exceed the
thickness of layers deposited in asingle cycle.

(3) Anintense crystallization of silicon is observed
after the annealing of homogeneous a-Si:H films at
750°C for 30 min; asaresult, apolycrystalline structure
isformed, with the crystallite size exceeding 1 um. The
annealing of layered a-Si:H films in the same condi-
tions raises the volume content of the nanocrystaline
phase to virtually 100%, with an insignificant increase
in the size of crystallites (up to 10-15 nm).

AFANASIEV et al.
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Abstract—Excitonic polaritons in ZnSe/ZnS,Se; _, quantum wells, whose width exceeds the Bohr radius of
exciton, were investigated. From the reflection and transmission optical spectrameasured at 2 K, the spectra of
optical density with several exciton absorption peaks were obtained by excluding the modulating effect of the
Fabry—Perot interference. A method of transfer matrices, which makes allowance for the existence of two exci-
tonic resonances in the quantum well that feature spatial dispersion and have almost identical frequencies, is
developed as applied to exciton—polariton transport in the structures under investigation. Excitons involving
heavy and light holes, whose subbands are split due to the strain emerging because of the lattice mismatch
between constituent semiconductors, were considered as the af orementioned resonances. It is shown that two
series of peaks in the absorption spectra belong to the levels of dimensional quantization of heavy and light
excitonsin awide quantum well. By fitting the theoretical spectrato the experimental spectra, the effective exci-
ton parameters are determined. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The properties of excitonsin quantum wells (QWSs)
depend heavily on the ratio between the Bohr exciton
radius ag and the well width a. If a = ag, we will refer
to QWsas harrow, and, if ag < a, we will refer to them
as wide. The quantization of carriers (electrons and/or
holes) that form quasi-two-dimensional excitons is
characteristic of a narrow QW [1]. For a wide QW,
exciton propertiesremain largely the same asfor corre-
sponding bulk semiconductor, but the motion of the
exciton as awhole is quantized [2, 3]. In this case, the
effects of spatial dispersion, which consist in the exist-
ence of additional waves of light and the need to con-
sider additional boundary conditions with allowance
made for exciton polarization, play a substantial role
[3]. Thetheoretical investigation of excitonic polaritons
in wide QWs (and in thin films [3-5]) started many
years ago [1, 2]. However, the number of experimental
studies remains relatively small. In this context, let us
note the investigation of GaAs-based structures with
a= 150-600 nm [6, 7] or CdTe-based structures with
a = 5-100 nm [8]. For structures with wide QWs based
on I1-V1 semiconductors, which possess alarge strength
of the excitonic oscillator, research on electromagnetic
transport is of great practical relevance. However, this
research has so far been very limited in scale. [8, 9].

The purpose of this study was to investigate experi-
mentally the excitonic polaritons in periodic structures
that contain a small number of wide II-VI QWSs. The
reflection and transmission spectra were measured for
ZnSe/lZnS Se, _, heterostructures that included several
identical supercells with ZnSe QWs. To interpret the

spectraof the l1-VI structures, avariant of the transfer-
matrix method is developed taking into account the
existence of two excitonic resonances with nearly equal
frequencies; each of these resonances has inherent
parameters of spatial dispersion. Based on this theory,
the dispersion relation and optical spectra of
ZnSelZnS Se; _, structures are calculated. It is shown
that the peaksin the absorption spectraarerelated to the
dimensional quantization of excitons that involve light
and heavy holes.

2. THEORY

A specific feature of ZnSe, similarly to many other
cubic I1-VI semiconductors with a zinc blende struc-
ture, is the existence of twofold degeneracy at the cen-
ter of the Brillouin zone of subbands of heavy (J = 3/2)
and light (J = 1/2) holes [10]. As aresult of this, free
excitons involving heavy (h) and light (I) holes should
exist in bulk semiconductors with degenerate hole sub-
bands[11]. It was shown theoretically that, due to split-
ting of the exciton into heavy and light excitons with
allowance made for weak exchange interaction, three
branches of excitonic polaritons emerge in the case of
ZnSe [12, 13]. Their existence was confirmed experi-
mentally [14, 15]. It is important that the existence of
two additional branches of excitonic polaritons call for
the use of two additional boundary conditions[12, 13]
rather than one condition, as usual [3-5].

These specific features of the exciton structure are
important if ag < a; i.e., they should appear in quite
wide QWs. For strained |1-VI heterostructures, the

1063-7826/04/3802-0225$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. ImKy(w)/(ko./gg) and ReKp(w)/(ko,[gy) versus
(w— (h) ) w(h) for bulk exciton polaritons in a semicon-

ductor with two exciton resonances oog and wg) = oog )+

At for dimensionless damping parameter I'/wy 1 equal to
(a) 0 and (b) 2/3. Computations were carried out with the

parameters TM = 10 = 1 o = o) = o, iy =
1.5 meV, MM = 0.7my, MO) = 0.5my, and gy = 9.1 in for-

mula (1) and Ag = 3.53Awy 1, which corresponds to ZnSe

with the components of the uniaxial strain g,, = g, = —10~ S,
Numbers 1, 2, and 3 indicate the branches p of transverse
excitonic polaritons, and numbers 4 and 5 indicate the
branches of longitudinal excitons. The dispersion relation
for free excitonsis represented by dashed lines.

uniaxial strain, which is caused by the lattice mismatch
between the QW and barrier layers, may be the cause of
exciton splitting [1]. Thus, due to the compression (ten-
sion) of the crystal lattice during the pseudomorphous
growth of the heterostructure, the lattice symmetry var-
iesin strained semiconductor layers. The valence band
is shifted as a whole, the subbands of light and heavy
holes are split at the center of the Brillouin zone, and
the effective masses of electrons and holes vary. It fol-
lows from estimations of the variation in band parame-
ters [16] that the energy of splitting of heavy and light
excitons, which is denoted below as A,, is determined

MARKOV et al.

mainly by the splitting of hole subbands if strains are
small. Since the relative energy positions of subbands
of heavy and light holes depend on the strain sign [10],
A, may generally be of both signs. Thereason isthat the
crystal lattice of one of the components of the hetero-
structure is compressed in the growth direction,
whereas the crystal lattice of the other component is
stretched. Henceforth, the strain splitting A, aswell as
the parameters of heavy and light excitons, are intro-
duced phenomenologically, and their experimental
determination is one of the purposes of this study.

We will take into account the existence of two €elec-
tron resonances, which have amost the same energies,
for each wide QW using the following dielectric func-
tion of the QW material:

E 2 2601 o) E
g(w, K) = g, + ;LT 0 [
~ K® . -
i= 1(00(1)) _ M( )wgJ) Iwr(J%
D
= g+ ZX(I)(w K)

j=1

where w is the frequency, K is the magnitude of the
wave vector, and €, is the background permittivity. In
our case, the index of the exciton resonance j takes the
vauesj = 1 for an exciton with aheavy hole (h) and j =

for an exciton with alight hole (1) (usually, only asingle
resonance mode is considered [2—7]). For an exciton of

thejth type, m“) isthe resonance frequency, w(‘) isthe

frequency of the longitudinal—transverse splitting, I
is the damping parameter, and MO is the translation
mass of the exciton. Taking into account (1), the solu-
tions of equations

(K/ky)? = g(w, K), @)
e(w K) = 0, (€©))

(ko = wc and cisthe speed of light in free space) deter-
mine the dispersion branches K,(w) of excitonic polari-
tons in the QW material. Of these branches, three (p =
1, 2, 3) are related to the transverse modes that satisfy
Eq. (2) and two (p = 4, 5) are related to the longitudinal
modes that satisfy Eq. (3). As an example, the disper-

sion branches ReK/(k./e;) and their damping
IMK/(Ko/€,) for the case when the strain-induced

splitting |’ — " | = |AJ/% is comparable with w\”)

are shown in Fig. 1. Note that the dispersion branches
were calculated previously with allowance madefor the
exchange splitting of this quantity [13]. It is significant
that, in the case of two close exciton resonances, the
number of normal waves of each type at a frequency
specified is greater by unity than the number of normal
waves existing in the case of asingle resonance [3-5].

2004
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Let us consider the propagation of excitonic polari-
tons in periodic structures with wide resonance QWSs.
For this purpose, we will generalize the transfer-matrix
method [17] to the case of two exciton resonances that
existinthe QW and have nearly equal energies. We will
assume that the monochromatic electromagnetic wave
(polariton) propagates in the heterostructure along its
growth axis z normally to QWSs. Within the nth barrier
layer (z,_, + a < z < z,) with the permittivity &,, the
electric field of the transverse wave is given by

ik(z-z,)

E(z w) = gf[U,e

—-ik(z-z,)

+W,e 1, 4@

where g, is the unit vector of polarization and k =

Ko/, . Constants appearing in expression (4) for the
field on both sides of the nth QW, which occupies the
region0<z-z,_, <a, arerelated to each other by the

transfer matrix A :

HJNE ﬂauNn‘E. ©)

Inside the nth wide QW, the electric field is
expressed by the formula

3
iK,(z-27) —iK ,(z-2,)
Ezw) = [ule™ " +we "], (6)
p=1

where zZ, =z,and z, = z,+ a. The contributions of exci-
tonswith the heavy and light holesto the total polariza-
tionfield P = PM + PO that areinduced by field (6) have
the form

4Pz w) = 5 xV(w K,)
2 p ™

X[U(p) D(Z_Z;) (P) —Kp(z= Zn)]

Both fields (6) and (7) include transverse modes with
p = 1-3, whose dispersion relation K(w) is determined

by Eq. (2).

In order to find the matrix A, electric field (6)
should be matched to the field of type (4) at the bound-
aries of the QW using the Maxwell boundary condi-
tions and additional boundary conditions with allow-

ance made for exciton polarization (7). Two poles "

and )’ of function (1) exist (three solutionsto Eq. (2)).

As a result, one additional Pekar boundary condition
P = 0 for the total polarization is insufficient to define
the constants in expressions (4) and (6). We overcome
this difficulty by representing the total polarization asthe
sum of contributions made by two exciton resonances P =
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P® + PO, for each of which we specify its own Pekar
boundary condition:

PY(2)] = 0. )

QW boundary
Such a generdlization of additional boundary condi-
tions, which is the simplest possible generalization in
the case of two exciton resonances (compare [13]), was
previously applied to bulk excitonic polaritons in InP
subjected to uniaxia tensile stress[18].

The transfer matrix obtained from the boundary
conditionsisexpressed viathe coefficients of reflectionr
and transmission t of light by a single QW in the fol-
lowing way:

A—l‘ ( r)|kbr|:é|kb
A= t —ikb ik L ©)

— & e 0

o o

The form of these coefficients is determined by the
excitonic structure of the QWSs. In this case, we have

1-p°+1° 21

= , t= ——————, 10
(1+p)*-1° (1+p)*-1° (9

wherel+t=r. Here,
p=F 1=0GI035, (11)

and each of vectors F and G have three components
(P=1273)

Fp, = iJep/e /tan(Ka),
G, = iJe lep/sin(K,a),

where g, = g(w, K). The vector sisdetermined in terms
of the vector product

(12)

s = " x ™ x ", (13)
where the components of vectors 1) are the quantities

XE’J) = XO(w, K,,) that appear in expression (1) and are

calculated for K,(w) with p = 1-3; the notation ||| =
gi_lvp (v is an arbitrary vector) is used in the
enominator of expression (13).

Excitonic polaritons propagate through a periodic
structure (asuperlatticewiththe periodd=a+ b, z,=nd)
that consists of N identica QWSs. In the absence of
transfer of an exciton between the wells, the dispersion
relation for the polariton with the wave number g in

terms of transfer matrix (9) has the form cos(qd) =
(A1q + N\p)/2[17]; hence

_ 1., o2
cos(qd) = Z[(t —r°+ 1) cos(kb) 14

+i(tP=r’=1)sin(kb)].
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Fig. 2. (1) Reg/k and (2) Img/k versus (0 — @™ /e for
excitonic polaritons propagating along the axis of the
ZnSelZnS,Se; _  superlattice, which consistsof N = 15ZnSe

quantum wells of a =15 nm (d = 30 nm) in width. Calcula-
tions were carried out with the same parameters asfor Fig. 1.

Fig. 3. Experimental layout: (1, 2) lamps, (3) sample,
(4) cryostat, (5) semitransparent plate, (6) crossed dlits,
(7) modulator, (8) monochromator, (9) amplifier, (10) pho-
tomultiplier, (11) coupling facility, and (12) computer.

The quantities Reg/k and Img/k are shown in Fig. 2.
The condition ﬁ(oof)') - f)h)) = A, > 0 is taken into
account during the calculation. This condition means
that the built-in strain in the samples under investiga-
tion leads to the compression of the ZnSe layersin the
lateral plane. The peaks of the damping parameter
Img/k correspond to the polaritonic special featuresin
the Reg/k dependence. These specia features are asso-
ciated with the energy levels of dimensional quantiza-
tion of excitonsin QWs

(T[fi)2 2

(O PN()
hw” = hwy +2M(”a2

: (15)

withl =1, 2, ..., which correspond to boundary condi-
tions (8).

MARKOV et al.

Using expression (9) for the transfer matrix and the
previous results [17], we express the energy coeffi-
cients of reflection and transmission for the structure
consisting of N identical equidistantly positioned QWs
in the following way:

Ry = rsin(qu‘) 2, (16)
tsin(qd(N —1)) —e " sin(qdN)
Ty = tSln(Qd) 2’ (17)

tsin(qd(N —1)) —e *°sin(qdN)

where g(w) isdetermined by Eq. (14). Based on formu-
las (16) and (17), we define the optical density Dy and
the effective absorption coefficient ay of the finite-
length structure by the formula[19]

- qua = —ind T O
Dy = aua InEl—RhJ]'

Formulas (16)—(18) define the theoretical spectral
guantitiesthat should be compared with the experimen-
tal data.

(18)

3. RESULTS AND DISCUSSION

To carry out the experiment, the structures with a
small number N of wide ZnSe QWsand ZnS,Se, _, bar-
rier layers with equal widths a = b (d = 2a is the
period of the structure) were grown by molecul ar-beam
epitaxy. The structures were grown on an (001) GaAs
substrate at 295 K. Due to the growth conditions cho-
sen, the quality of QWsin the structures under investi-
gation was fairly high. After the substrate was etched
off chemically, the samples comprised thin films 0.5—
0.8 um thick. Using samples in a free state enabled us
to avoid stresses other than those induced by the lattice
mismatch between the QWs and barriers. Optical
experimentswere carried out for three sampleswith the
following parameters: (I) a=15nmand N =15, (I1) a=
30nmand N=9, and (I11) a= 60 nmand N = 10.

The experimental layout is shown in Fig. 3. In the
experiment, the reflection and transmission spectra
were measured independently with the normal inci-
dence of light on the film. The light from lamp 1 was
focused on sample 3 in He cryostat 4. After passing
through the sample, the light was collected on crossed
dlits 6, which enabled us to select a part of the image.
Then the light passed through modulator 7 and was
focused on the input dlit of monochromator 8. From the
output dlit of the monochromator, the signal was
directed to photoelectric multiplier 10 with an operat-
ing wavel ength range of 300-800 nm. Then, the el ectri-
cal signal passed through the amplifier and coupling
facility 11 and was fed to computer 12 for processing.
As can be seen from Fig. 3, the reflection spectrum was
recorded from the sample side that was opposite to the
side illuminated during measurements of the reflection
spectrum. After passing through the lens, the light from
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R, T, arb. units
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fiw, eV

Fig. 4. Spectra of (1) reflection and (2) transmission mea-
suredat T= 2K for samplel withN=15anda=b=15nm.
For convenience, the spectra are normalized to unity.

lamp 2 fell on semitransparent plate 5 and on sample 3
after being reflected from the plate. After being
reflected from the sample, the light again passed
through semitransparent plate 5 and followed the same
path as during measurements of the transmission spec-
tra. The highest signal-to-noise ratio was provided by
the choice of the voltage supplied to the photomulti-
plier and by cooling the latter with the vapor of boiling
liquid nitrogen. The measurements were carried out
with the width of the monochromator dlit set at 50—
200 um, which corresponded to an optical width of a
dit of 0.3-1.0 A (0.2-0.5meV). Theinstrument-rel ated
lineshape had a half-width of 0.2 meV.

Thequality of the optical spectrameasured was sub-
stantialy different for various samples. Figure 4 shows
the most clearly pronounced spectra of reflection R and
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D, aa, apa, arb. units

2.5F H1
i
2.0
1.5r
1.0F
0.5
0 1 1 1 AN
2.80 2.81 2.82 2.83 2.84 2.85
fhw, eV

Fig. 5. (1) Spectraof optical density D measuredat T=2 K
for sample | with N = 15 and a = b = 15 nm and calculated
dimensionless absorption coefficients (2) aya for the super-
cell with N =15 and (3) aafor the single quantum well with
N =1 and a = 15 nm. The peak positions corresponding to
the levels of dimensional quantization of excitons of heavy
(H1,H2, ...) and light (L1, L2, ...) holes are indicated.

transmission T measured for normal incidence of light
on sample| and normalized to unity for convenience. In
the resonance region of these spectra, Fabry—Perot
oscillations caused by the finite thickness of the struc-
ture are clearly seen. It should be noted that the inter-
ference peak in the reflection spectrum corresponds to
the interference minimum in the transmission spec-
trum. To obtain a spectrum of optical density (absorp-
tion coefficient) free of the modulation effect of Fabry—
Perot interference, the measured spectra of reflection R
and transmission T were processed. The optical density
was calculated from the formula [20]

(1-R)(1—R,) + J(l—R)Z(l—Rb>2+4Rng

-
D = —In3
O

where R, = (,/&, — 1)%(JJe, + 1)? is the reflectance of
light from a semi-infinite medium with the permittivity €.

In Fig. 5, curve 1 represents the experimental spec-
trum of optical density calculated from formula (19)
using the spectra shown in Fig. 4. The experimental
spectrum in Fig. 5 is compared with the theoretical
spectrum aa calculated from formulas (16)—(18) with

2 RbT D

(19)

the parameters corresponding to sample | (N = 15) and
to asingle QW (N = 1). The parameters of excitons of
the ZnSe QW in function (1) were calculated by fitting
theoretical spectrum (18) to experimental spectrum (19)
so that the peak positions coincided and their shape was
similar. The absorption coefficient in Fig. 5, which was
calculated from formula (18), features many peaks,

Fitted values of parameters obtained for the ZnSe/ZnS,Se; _, sample (N = 15, a = 15 nm)

Al ev | Awl)ev M®/my, MOMy | A, mev | !}, mev | AF®, mev | ArO, mev
2.8086 2.8242 0.70 0.57 18 15 11 1.7
SEMICONDUCTORS ~ Vol. 38 No.2 2004



230

which belong to the levels of dimensional quantiza-
tion (15) of heavy (H1, H2, ...) and light (L1, L2, ...)
excitons. The obtained values of fitting parameters of
excitonsfor sample| arelisted in the table. The param-
eters for sample |1 differ insignificantly, whereas the
structure of spectra for sample Il was insufficiently
clear for reliable fitting.

Let us discuss the results listed in the table and cer-
tain relevant estimates. The trangation mass obtained
for the heavy exciton MM = 0.7m, iswithin the range of
magnitudes M®™ found from various optical experi-
ments for the [100] direction in bulk ZnSe [14]. The
trandation mass of the light exciton MO = 0.57m, is
somewhat larger than for bulk samples [14]. However,
this mass is close to M = 0.6m, obtained by Lankes
et al. for asingle wide QW [9]. As was already noted,

the energy-band structure with w{” < )’ corresponds
to the lateral compression of ZnSe QWSs in the hetero-
structures under consideration. Using the model of defor-
mation potential [10], the strain e, = g, = -2.9 x 102 is
found for sample I. This magnitude corresponds to
splitting of valence subbands Ef," - E(Vh) = -/, equal to

—15.6 eV and to the shift of the valence band 8E, =
13.6 meV. For these experimental parameters for the

exciton Rydberg energy Ry* = E; + 8E; ¥ AJ2 —

hwéh’ " we obtain a value of 17.2 meV, which practi-

cally coincides with the value of 17.4 meV known for
bulk excitons[21]. From alinear interpolation between
the band parameters of ZnSe and ZnS [22] for the
ZnS,Se; _, solid solution, thevaluex = 0.10isfound for
the samples under investigation. This corresponds to a
| attice constant of 5.65 A, and the band gap of the bar-
rier layer Ey(ZNnSey ¢S, 1) = 2.93 eV. The separate varia-
tion in background permittivities of QWs¢g, and barrier
layers g, showed that the difference between these per-
mittivitiesis insignificant.

In conclusion, | et us discuss the damping parameters
of excitons A" from the table, which considerably
exceed thevalues 0.2 meV [23] or 0.4 meV [15] known
for bulk excitons in ZnSe. According to the table, the

condition w < " is satisfied for the light exciton.
This could cast doubt on the existence of apolariton, if

weinterpret the value of ') asatrue parameter of exci-
ton damping. For the heavy exciton, the parameters

listed in the table yield T'" = r®, where

re = 20, /2e 0 /(MPc?)

is the critical value of the parameter of dissipative
damping for a bulk exciton; if this value is exceeded,
the effects of spatial dispersion in the propagation of
polaritons vanish [24]. However, our experimental
spectra show that this is not the case: the multipeaked

MARKOV et al.

structure observed is caused precisely by the spatial
dispersion and associated quantization (13). These two
contradictions mean that the effective damping param-
eters "0) given in the table are overestimated compared
to the true values. The probable causes of the observed
additional contribution to the width of exciton absorp-
tion lines are the radiation damping of excitonsin QWs
whose width is smaller than the wavelength of light,
inhomogeneous broadening of exciton levels due to
exciton potential fluctuations, and so on. A similar situ-
ation was noted for the case when the exciton parame-
ters were determined from the spectrum of surface
excitonic polaritons [15].

4. CONCLUSION

For ZnSe/ZnS,Se, _, periodic structures, which con-
sist of a small number of identical wide QWSs, optical
spectra of reflection and transmission are measured at
2 K. Due to eimination of the modulation caused by
Fabry—Perot interference, optical density spectrawith a
multipeaked structure are obtained. To interpret the
spectra of bounded superlattices, the matrix-transfer
method is developed taking into account two exciton
resonances that have almost the same frequencies; each
of these resonances possesses its own spatial disper-
sion. For heterostructures based on 11-VI cubic semi-
conductors, such resonance states are the heavy and the
light excitons, which are related to hole subbands. The
latter have a dight strain-induced splitting due to the
lattice mismatch between the semiconductors. Based
on this theory, the series of peaks observed in the
absorption spectra are attributed to the levels of dimen-
sional quantization of motion for both heavy- and light-
hole excitons in wide quantum wells. In the context of
the formalism developed, the effective trandation
masses of heavy and light excitons, as well as the
parameters of their longitudinal—transverse splitting
and damping in quantum wells, are determined.
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Abstract—Characteristic features of high-field electron drift in specific semiconductor structures were studied.
In these structures, the drift region with arelatively high resistivity is separated into several nanometer regions
by a corresponding number of low-resistivity inclusions of nanometer length. It is shown that the electron tem-
perature significantly decreasesin the low-resistivity regions through which el ectrons drift, which ensures con-
servation of high electron mobility in the high-resistivity regions. Asaresult, thewell-known effect of reduction
of the electron mobility is suppressed, and it becomes possible to attain relatively high (significantly exceeding
the saturation velocity) effective drift velocities of electrons. © 2004 MAIK “ Nauka/Interperiodica” .

1. PRINCIPLE OF LOCAL COOLING

Asis well known, the increase in the transconduc-
tance and operating speed of field transistors is one of
the main areas of development of microel ectronic tech-
nologies. This goal can be attained by minimizing the
transistor-channel length using all the possibilities of
modern lithography and materials with high carrier
mobility; i.e., by using High Electron Mobility Transis-
tor (HEMT) technology. Modern technology provides
minimum channel length Ly = 0.1-0.2 pm and maxi-
mum electron mobility u = 10°cm?/(V s) at T=77 K
andp=10*cm?/(V s) at T=300K ina2D electron gas
at the GaAgAlIGaAs interface. With characteristic
operating voltages V = 1V, the limiting frequency f; =

uv

2ml?
amount to thousands of gigahertz, which would more
than satisfy the requirements for existing and future
transfer- and processing-data systems. However, the
Joule heating of electrons in strong electric fields
(~10°V/cm) in the channel reduces the effective elec-
tron mobility to g = 10° cm?/(V s) and, hence, the lim-
iting frequency to 150-180 GHz. At first glance, the
fundamental nature of the mobility reduction in strong
fields and the difficulties involved in significantly
reducing the channel length by increasing the lithogra-
phy resolution limit the operating speed of field transis-
torsto values of afew hundred gigahertz.

The above considerationsrefer to conventional tran-
sistor technology, i.e., to deviceswith uniform distribu-
tion of the gate parameters along the channel length.
Let us now assume that we can form a number of local
independent regions in the transistor channel with a
higher conductivity (and, accordingly, ahigher electron
density n) compared to the average conductivity. Inthis

corresponding to these parameters should

case, the channel will have the form of a succession of
alternating high- and low-resistivity regions of approx-
imately equal length | (about 20-70 nm). Obvioudly, as
follows from the current-conservation condition, the
electric field E in the channel of this transistor will
oscillate according to the ratio of electron densities;
i.e., the strong electric field E; in the high-resistivity
regions aternates with the weak field E, in the low-
resistivity regions (E,/E, = n,/n;), asis shown qualita-
tively in Fig. 1. We now consider the specific feature of
the Joule heating of electronsin semiconductorsthat is
of interest in this context. Specifically, electrons are
heated to the quasi-steady-state temperature T = T, +

UE?t, (T, is the equilibrium electron temperature) dur-
ing the so-called energy relaxation time 1, rather than
instantaneously. The energy relaxation time is defined

N

E~

L L

8

Fig. 1. Distributions of the potential ¢ and the electric field
E in the channel of a profiled transistor; dashed lines show
the corresponding distributions in a uniform channel.

1063-7826/04/3802-0232$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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asthetime during which drifting electrons passthe dis-
tance L; = uET,. It turns out that, if the electron density
n, in low-resistivity inclusionsis sufficiently high (n, >
10n,), the following system of inequalities is satisfied:
Ly, >1> Ly, . Inthiscase, when electrons pass through

ahigh-resistivity region, they do not have enough time
to be heated to the high quasi-steady-state temperature

HEZT, corresponding to the strong field E; = 2VIL.

Thus, the drifting electrons acquire only a fairly low
portion of thermal energy equal to 2V/5v, wherev isthe
number of low-resistivity regions in the profiled chan-
nel under consideration. At the same time, when pass-
ing through a low-resistivity region, electrons have
enough timeto be cooled to low quasi-steady-state tem-

perature T, + uEg To, Which only dlightly exceeds the
equilibrium temperature T,. Thus, the motion of elec-
trons in a profiled channel with a strongly oscillating
electric field will be characterized by the relatively low
average electron temperature

T = To+REST + o
with small (~V/5v) oscillations (Fig. 2). This circum-
stance ensures conservation of high eectron mobility
throughout the channel length, and, hence, a high average
velocity of the peculiar eectron drift with intermediate
cooling of carriers dong their path. The average velocity
of this drift may significantly exceed the so-called satura-
tion velocity V=107 cn/s. It is precisely thisphenomenon
that isreferred to in theftitle of this paper.

2. SSIMULATION OF THE CHARACTERISTICS
OF A MOS TRANSISTOR
WITH A SECTIONED CHANNEL

In the previous section, we formulated the basic
concept of the possibility of significantly increasing the
transconductance and operating speed of afield transis-
tor by sectioning its channel with low-resistivity local
inclusions, providing an efficient cooling of electrons
and the corresponding increase in their mobility and
drift velocity. The quantitative estimates of the advan-
tages of the proposed structural modification of the
transistor channel reported in [1] were based on the
quasi-hydrodynamic (thermal) model of electron drift
[2] disregarding the thermal relaxation and the thermal
electron current. Nevertheless, these estimates reveal
the main feature of the so-called overshoot effect [3].
The above consideration was restricted to the case of a
constant average electric field, and only the ratio of the
maximum and minimum electric fields sufficient for
efficient cooling of carriers in low-resistivity regions
was analyzed. However, it iswell known [4] that, in the
operating modes close to saturation, an electric field in
the channel of aMOS transistor is strongly inhomoge-
neous (increases from the source to the drain). Basi-
caly, the average electric field in the structure sec-
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Fig. 2. Distributions of the electron temperature T and the
mobility W in aprofiled transistor.

-

Drain

Fig. 3. Schematic representation of the gate region of a sec-
tioned-channel MOS transistor.

tioned by low-resistivity inclusions should have the
same degree of inhomogeneity. In this section, we
present a mathematical model for adequate calculation
of the current—voltage (I-V) characteristics of a sec-
tioned transistor, which takes into account the noted
spatial inhomogeneity of the average field and provides
corresponding test calculations of the 1-V characteris-
tics. These calculations demonstrate the advantages of
the proposed sectioned structure, which include a high
average carrier velocity in the transistor channel and a
high transconductance.

We will consider a hypothetical transistor structure
(Fig. 3) whose channel is separated into N parts by spe-
cific low-resistivity regions formed by corresponding
local doping. The local-doping level and, accordingly,
the conductivity of the doped regions are assumed to be
quite high. In this case, we can disregard the voltage
drop across these regions and assume that the electrons
emerging from these regions are completely cooled
(i.e., cooled to the equilibrium temperature). We then
use the classical concepts of the eectron drift in the
channel of aMOS transistor [4] in the form

Vo

IL = COJ’ n(Ve—@)do, (1)
0
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I, A/mm

Fig. 4. Current—voltage characteristics of a sectioned
(solid lines) and conventional (dashed lines) transistors.
The gate voltage Vg = (1, 1') 2, (2, 2) 4, (3, 3) 6, (4, 4) 8,
and (5,5) 10 V.

where V;, is the drain potential, and the ultraquasi-
hydrodynamic dependence of the mobility on the
potential (proposed by usin[2])

Ho

1+2
@

where @, = 5Ty/2=0.065V inthe simplest case. On the
basis of (1) and (2), the following equation for each
high-resistivity region of the channel can be derived:

u=p() = 2

Ve—0 3)
J.«/(Po"'(P VI 1

Here, asusudl, | isthe current density per unit channel
width; C, and ., are the specific capacitance of the
oxideandtheinitial (weak-field) mobility, respectively;
V; isthe gate voltage counted from the threshold val ue;
l; is the length of the ith high-resistivity section; V;_,
and V; are the potential s at the boundaries of theith sec-
tion; and i = {1...n}. The boundary conditions for this
system of n equations are asfollows: the potential at the
beginning of the first section is equal to the source
potentia, i.e., to zero (V, = 0), and the potential at the
end of the last section is equal to the drain potential
(Vn = VD)-

We developed a very simple agorithm to succes-
sively solve system of equations (3), which consistsin
the following. For a certain value of the current I, the
numerical integration of the first equation (i = 1) yields
the value of V, that enters the second equation as a
parameter. The solution to the second equation yields V,,
and so on up to V,, = V. Carrying out similar calcula-

|-10Co
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tions for the corresponding sequence of currents, we
can plot the sought current—voltage characteristic | =
1(Ve, Vo).

The corresponding test calculation was performed
for atypical transistor structurewith achannel of length
L =0.95 um divided into ten high-resistivity sections of
length I; = 50 nm by nine low-resistivity inclusions of
the same size. The specific capacitance was assumed to
be equal to 3.5 x 10~" F/cm, which corresponds to an
oxide thickness of 10 nm. The initial mobility p, was
assumed to be equal to 700 cm?/(V s), whichisatypical
valuefor an n-typeinversion layer in Si (¢, = 0.2V cor-
responds to this value of ). In this case, Eq. (3)
acquirestheform

(Vo—9)

0-Vi_,
Vioy
1oz

wherei ={1...n}, the dimension of | isA/mm, and the
voltage and potential are measured, as usual, in volts.
The results of the numerical solution of system (4) for
the characteristic values of the gate voltage Vg = 2-10V
are shown in Fig. 4. For comparison, the calculated
|-V characteristics of a conventional MOS transistor
with a uniform channel of the same length (0.95 um),
which correspond to the equation

=5 do, (4)

(VG (P)

19IJ1+—

are shown by the dashed lines in Fig. 4. It can be seen
that the current in a transistor with a sectioned channel
significantly exceeds the current in a conventional
structure. Figure 5 shows the dependences of the
transconductance on the gate voltage,

(%)

S = avG' (Vp = Vo),

which demonstrates the extremely high transconduc-
tance of astructure with a sectioned channel compared
to a conventional transistor with a uniform channel.

3. ANALYSIS OF THE RESULTS
AND THE LIMITING POSSIBILITIES
OF SECTIONING

We now return to the initial system of equations (3)
in order to solveit anaytically with corresponding sim-
plifications and derive the corresponding formula,
which will make it easier to understand and qualita-
tively analyze the features of high-field electron drift in
a spatially inhomogeneous structure with low-resistiv-
ity sections.

SEMICONDUCTORS  Vol. 38
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For this purpose, we will use the current-conserva-
tion equation corresponding to expression (1)

(Vo—9) do

[ _V. .dx
1+(p Vl—l
03

astheinitial equation. Let usreplacethevariable (@—V,_,)
under the root sign in (6) with its quantitative estimate
a(V; — Vi_,), where a is a fitting coefficient of about
1/2. The quantity a(V; —V; _;) corresponds to the aver-
age electron temperature in the ith high-resistivity
region and, therefore, to the averaged local mobility

I = CoHo (6)

Ho
M= : (7)
Jl + a(Vi—V_,)
©o

Then, assuming that the electric field d@/dx only
weakly changes within one high-resistivity region, we
will replace V, — V,_, in expressions (6) and (7) with

d(pI
dx'

do
I B (VG_(p)dX

Collo 1+ 0(_|.d_(p
N @, dx

After this procedure, expressions (6) and (8) are trans-
formed into

d_(P D\/ CoUo(V (P) E 11%:1, ©
[l

(8)

D
al,”

If we assume that the active high-resistivity regions
have the same length |; = |, = 50 nm, the only thing to
doistointegrate (9) over ¢from0toV, and over x from
0 to Nl,. One can easily see that expression (9) can be
integrated in quadratures, but, in this case, the general
expression containing hyperbolic functions is too awk-
ward to be used in subsequent qualitative analysis.
Hence, instead of integrating, we will first write out the
asymptotic solutions to (9) corresponding to two limit-
ing cases.

(1) For low currents,

where E; =

Collo

=

VeV, (10)

which coincides with the well-known expression from
the theory of the ideal MOS transistor.
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Fig. 5. Dependences of the maximum transconductance S=

aavl on the gate voltage Vg for sectioned (solid line) and
G

conventional (dashed line) transistors.

(2) For high currents,

C NO Vi
| = °“°vaD J QNL Vo, 1Va

11

Matching solutions (10) and (11) according to the less-
than-least rule, we obtain the resulting approximate
expression for the current—voltage characteristic

Vo, 1Vp
2C Ve 3v
| = LO“OVGVD ¢ "V | 1
Voa 0 Vo, 1Vi]
®N O Ve 3vd]

where the evident relation 2Nly = L is used; L is the
lithographic channel length (from source to drain).

The shape of the current—voltage curves corre-
sponding to Eq. (12) is similar to that of the relevant
dependences obtained by numerical integration (see
Fig. 6); in this case, the quantitative correspondence is
obtained at a quite realistic value of the fitting parame-
ter a = 0.63.

The value of the approximate formula (12) derived
here for the current—voltage characteristic of a sec-
tioned transistor liesin the fact that this formula makes
it significantly easier to interpret the physical interpre-
tation of the effect under consideration, specifically, the
ultrafast electron drift. Formula (12) clearly demon-
strates that cooling in low-resistivity regions signifi-
cantly (by afactor of N) reduces the “heating” poten-
tial: Vp — Vp/N, which, respectively, expands the ini-
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Fig. 6. Comparison of the current—voltage characteristics
obtained by numerical analysis (dashed lines) and by using
approximation (12) (solid lines). Designations 1-5 are the
sameasin Fig. 4.

tial portion of the characteristics responsible for the
initial weak-field mobility p, and reduces the decrease
in W, due to the heating at higher voltages by a factor

of ,/N. For the case under consideration, this effect
leads to values of the effective drift velocity of about
5 x 107 cm/s, which are almost five times greater than
the saturation velocity in n-typeinversion layers of con-
ventional MOS transistors. Formula (12) also shows
that the effective reduction (by afactor of 2 in our case)
of the “electric” channel length (which, accordingly,
doubles the value of the drawing electric field) plays a
no less important role in the acceleration of electrons.
In addition, formula (12) makes it possible to estimate

GERGEL’ et al.

easily the characteristic number of sectionsN = aVy/@,
at which the decrease in the mability due to heating of
the electric field is suppressed amost completely. In
this case, the |-V characteristic of the sectioned transis-
tor under study transformsinto the |-V characteristic of
an ideal transistor with a halved channel length. It is
clear that a further increase in N will not significantly
improve the obtained ideal curve with extremely high
transconductance. Obviously, high values of transcon-
ductance suggest high operating speeds.

4. CONCLUSION

In our opinion, the results of this study clearly and
convincingly demonstrate the advantages of the highly
promising concept that we have proposed. These results
should stimulate the search for specific technical solu-
tions for the practical implementation of the proposed
concept.
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Abstract—Results of an experimental study of SIC p—i—n diodes in a switch for the 3-cm range were studied
inadot line. The isolation ensured by the switch was found to be 18.5-23 dB at a control current of 100 mA.
Comparative estimates of the seriesresistance of Si and SiIC p—i—n diodesat 10 GHz and of their low-frequency
differential resistance were made. © 2004 MAIK “ Nauka/Interperiodica” .

It is known that, owing to its unique electrical
parameters, silicon carbide is a promising material for
power electronics|[1]. However, the still high density of
defectsin epitaxial SiC structuresisdelaying the begin-
ning of industrial manufacture of high-current devices
from this material. At the same time, microwave
devices, which have small geometrical dimensions,
exhibit characteristics close to those predicted theoreti-
cally, and this circumstance has led to the swift devel-
opment of SiC-based microwave devices.

In this study, the operation of a switch based on a
SiC p—i—n diode was for the first time analyzed at fre-
guencies of ~10 GHz. 4H-SiC p—i-n diode chips with
mesa structures 60, 80, and 100 um in diameter were
soldered onto a 0.6 x 0.8 x 2 mm? gold-plated copper
holder. The technology of chip fabrication was
described in detail in [2].

The study was carried out in a specially designed
measuring chamber based on a slot line at microwave
frequenciesf = 9-10 GHz (3-cm range). The character-
istic impedance of the line at the place of diode inser-
tion into the microwave transmission linewas 95 Q. An
additional capacitor was connected in series with the
diode. Its capacitance was chosen in such away that it
ensured a seriesresonancein the frequency rangef = 9-
10 GHz. Since the reactances cancel out at the reso-
nance frequency, the dot lineis actually shunted by the
low resistance of the forward-biased diode. In this case,
the shunting loss resistance of the diode can be found
from the known relation [3, 4]

W 7

L, = + —
! 2R

where L; is the isolation; W, the characteristic imped-

ance of thetransmissionline; and R;, thelossresistance

of the forward-biased diode at microwave frequencies.

Figure 1 shows how the loss resistance of the diode
at microwave frequencies R, depends on the control
current for four SIC avalanche transit-time diode chips

(sample nos. 8, 16, 18, and 21) and a commercia sili-
con p—i—n diode for the 3-cm range. It can be seen that
the loss resistance of forward-biased SiC diodes (I; =
100 mA) is approximately two timesthat for the silicon
p—i—ndiode. It isworth noting the weak dependence of
the loss resistance on the control current. For example,
with a control current varying from 1 to 100 mA (by
two orders of magnitude), the loss resistance
changes by approximately a factor of 3 (from 5.4 to
1.7 Q for the silicon p—i—n diode and from 8.6 to 3.6 Q
for the SIC avalanche transit-time diodes).

It follows from the data presented that the lossresis-
tance of SiC p—i—n diodes at microwave frequenciesis
within 3.6-6.4 Q at a current of 100 mA and 5-8.6 Q
at 1 mA.

Figure 2 shows for the same diodes the dependences
of the differential resistance R, at |ow frequency on for-
ward current. It can be seen that the low-frequency dif-
ferential resistance is approximately half thelossresis-
tance of the diodes at microwave frequencies of 9—

R, Q
10
o1
L o2
8 A3
o4
6r )5
4_
2_
O Ll Lol Lol Lol
1 10 100 1000
If,mA

Fig. 1. Loss resistance of diodes at microwave frequencies
vs. forward current. SiC diodenos.: (1) 8, (2) 16, (3) 18, and
(4) 21; (5) S| p-i—n diode; the same for Fig. 2.
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Fig. 2. Low-frequency differential resistance of diodes vs.
forward current. Sample numbers of SiC diodes: (1) 8,
(2) 16, (3) 18, and (4) 21; (5) correspondsto aSi p—-i—ndiode.

10 GHz, which agrees with the known data [5]. It is
noteworthy that, with a current varying from 1 to
100 mA (by two orders of magnitude), the differential
resistance at low frequency changes by a factor of 30,
and the loss resistance at microwave frequencies, by
only afactor of 3.

The table lists the results of measurements of the
isolation ensured by the switch at a resonance fre-
guency of 9.6 GHz, with SIC p—— diodes and a com-
mercial silicon p—i—n diode used as switching elements.

It follows from the data presented that a switch
based on a commercia silicon p—i—n diode ensures
much higher isolation (28.6 dB), which is due to its
lower series|oss resistance.

The problem of the insertion loss of the switch (loss
in the unactuated state) was disregarded, since the
structure capacitance of the SiC diodes under study was
absolutely unacceptable for the 3-cm range (severa
picofarads), which led to high insertion loss (3to 10 dB).

Measured isolation |osses

Sam- SiC p——n diodes Si p-i-n
ples g T 16 | 17 [ 18 | 20 [ 21 | diodes
L,dB| 204|223 185230197206 | 286

Note: I;=100mA, f=9.5GHz.

VASILEVSKII et al.

It should be noted for comparison that a switch based
on a commercia silicon p—i-n diode with a structure
capacitance of 0.2 pF is characterized by a loss of
0.5dB, i.e., isan order of magnitude lower.

The results obtained in the study of SIC p——n
diodes at microwave frequencies led to the following
conclusions.

(1) The loss resistance of the SiC diodes studied at
frequencies of 9-10 GHz is 2-3.5 times that for a com-
mercial Si p—i—n diode intended for operation in the
same frequency range.

(2) The values obtained for the seriesloss resistance
of SiC diodes make it possible to develop on the basis
of adlot line aswitch for the 9- to 10-GHz range, with
an isolation of 18.5-23 dB, whereas a switch based on
the silicon p—i—n diode considered above ensures much
higher isolation (28.6 dB) in the same frequency range.

(3) On thewhole, the possibility of using SIC p—-n
diodes as microwave switches was demonstrated for the
first time. These devices have advantages over Si-based
devices because of their higher working temperatures
and better radiation hardness. However, to create a
switch based on SiC p—i—n diodes, which would ensure
the sameisolation asthat in Si diodes, it is necessary to
make the differential resistance of the SiC diodes afac-
tor of 2-3 lower.

This study was supported by INTAS (project 01-603)
and NATO (project SfP-978011).
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Abstract—Nonlinear generation of the difference mode in an injection semiconductor laser is studied.
A design of laser based on an InGaAs-GaAs-InGaP heterostructure is suggested; this design provides for the
presence of two modesin 1 um region and the initiation of the difference plasma mode in the ranges 15-35 and
45-80 um. It is shown that the power of the difference mode generated by 10-W short-wavelength modesin a
100-um-wide waveguide at room temperature can be ~1 pW. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Semiconductor lasers operating in the medium and
far-infrared (IR) regions attract considerable interest in
view of their high potential in the field of communica-
tions, gas analysis, and spectroscopy applications. Cas-
cade medium-IR lasers capable of room-temperature
operation have been successfully implemented [1],
while the generation of far-IR lasers based on cascade
structures has been achieved only at cryogenic temper-
atures|[2]. The operation range of far-IR lasers based on
a p-Ge structure [3, 4] is also restricted to cryogenic
temperatures. An aternative approach to obtaining
medium- and far-IR radiation, which may provide
room-temperature lasing, is to make use of nonlinear
effects. For example, the difference mode can be gener-
ated in atwo-mode short-wavelength laser by using the
electronic nonlinearity in a three-level quantum well
(QW) [5] or the nonlinear properties of a semiconduc-
tor material of the active region [6].

In order to attain effective nonlinear generation, the
phase-matching condition should be satisfied, which
presents a difficulty in a medium with normal disper-
sion of the refractive index, since the phase velocity of
the nonlinear polarization wave islower than that of the
difference mode. According to [6], the phase-matching
condition can be met by using the fundamental short-
wavelength mode w; and a side mode with w, > w;. In
this case, the interaction between 10-W high-frequency
(of ~1 um) modes induces the difference mode at
~10 ym with a power of 100 uW for the absorption
coefficient ~10 c2. However, for longer wavelengths,
the difference mode is less compactly localized in the
vicinity of the active region and the conversion effi-
ciency islower.

One minor shortcoming of the method suggested
in [6] isthe small factor of overlap between the nonlin-
ear polarization wave at the difference frequency and
the waveguide mode being excited. This smallness is
due to two reasons. First, the nonlinear polarization at
the difference frequency is proportional to the product
of the near orthogonal modes, and this fact changes the
polarization signin the direction acrossthe layers at the
scale of the high-frequency width of the waveguide
layer. Second, the spatial period of changesin the dif-
ference mode in this direction considerably exceeds
that in the polarization wave. Furthermore, the parame-
ters of the dielectric waveguide suggested in [6] are
very sensitive to the configuration of the structure, so
that even a small variation in the thickness of layers
may decrease the output power by several orders of
magnitude. The latter circumstance stems from the fact
that, in such a waveguide, the phase-matching condi-
tion ismet for a single separate mode only.

In this study, we suggest meeting the phase-match-
ing condition using an alternative method based on the
properties of the long-wavelength plasmon waves in
doped semiconductor crystals. An advantage of this
method is that the phase velocity of the difference fre-
guency wave can be readily controlled by varying the
permittivity, which is attained by doping. The second
advantage is that the low-frequency difference modeis
generated by two fundamental high-frequency modes,
w, and w,, and the overlap factor for the difference
mode is not small (the high-frequency modes are not
orthogonal). The third benefit of the method suggested
is the possibility of redlizing a situation where the
phase-matching condition is met for a number of adja-
cent modes. In this case, the power is aslowly varying
function of frequency and the output power is not very
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sensitive to variations in the structure parameters. The
results of our calculations indicate that, under the
phase-matching condition and at the high-frequency
modes generated with a power of 10 W in a 1-um
region, the difference mode can be generated with a
power of ~1 W in the ranges 15-35 and 45-80 um in
lasers with a 100-pum-wide waveguide.

2. RETARDATION OF MODES
IN A PLASMA WAVEGUIDE

Plasmon modes exist at the interface between media
with permittivities €, and €, of opposite signs. In the
simplest case of the material contact, the propagation
constant of the difference mode w = w, — w, is defined

by [7]

(D)

To retard the mode, i.e., to make k appreciably higher
than the propagation constant in material a, k, =

@uyc, requires the permittivity €, to be comparable
in absolute value to €,,. Therefore, no metal can be used
as a medium with negative permittivity, since |g,| > 1
and k = k, in this case.

By appropriate doping of semiconductors, one can
obtain a material with negative permittivity of a given
magnitude in the IR spectral region. A simple estimate
of the contribution of the plasma of free carriers and
optical phonons to the permittivity is provided by the
Drude formula, which is applicable both to n- and
p-type semiconductor materials [8-10]:

Wio(Eo— ) wiaw

2

e(w) = &, + R m—
Wio—wW —ifw wW+iyw

)

where g, and ¢,, are the low- and the high-frequency
permittivities of undoped semiconductor material, wrg
isthe transverse optical-phonon frequency, I' isthefac-
tor of the phonon-induced attenuation of the wave, y =
g/m* L is the factor of wave attenuation due to the free-
carrier absorption, co,zJ = 4mng?/m*e,, is the squared
plasma frequency, n and m* are the density and the
effective mass of the charge carriers, and g is the ele-
mentary charge. The values of I and wyo were taken
from review [8], and the value of y was determined
from the data on the mobility asafunction of the dopant
concentration [11]. The absorption spectrum calcul ated
on the basis of formula (2) is in good agreement with
the experimental dependences [8] with the exception of
multiphoton effects, which have only a dlight influence
on the absorption.

AFONENKO et al.

3. CALCULATION OF THE DIFFERENCE
MODE POWER

In the case when the laser structure is grown on a
(001)-plane substrate and the high-frequency modes
have TE polarization, the nonlinear polarization in
GaAsisnormal to the plane of layersand the TM mode
is generated at the difference frequency [6]. The coor-
dinate dependence of the magnetic field strength in the
thus generated wave H, can be determined from the
equation

+B(z, co) o —KH,

ez ‘*’)dzs(z ) dz -
EPRELS “’A*(z)Az(z>

Here, the z axis is directed along the crystallographic
direction [001] and €@ is the nonlinear susceptibility.
The coordinate dependences of the electric field ampli-
tudes in high-frequency modes A; and A,, as well as the
difference between their propagation constantsk, = k, —k;,
are determined by solving the wave equation with a
particular refractive-index profile. The electric field
component of the difference mode E, and its power P
are defined by expressions

= S(le)g: o, + 26981 () A (@)

and
p = Ly Re(H,£X)d 5
- _2T[_I ( y z) Z, ()

where L, is the width of the laser-diode stripe contact.

Thetableliststhe parameters of the INnGaAs-GaAs—
InGaP heterostructure. In order to generate short-wave-
length modes by two spectrally spaced wavelengths,
the active region should include InGaAs-GaAs QWSs of
two types. Thewaveguidefor short-wavel ength radiation
isformed by sandwiching the narrow-gap GaAs between
the wide-gap INGAP emitter layers with alower refrac-
tive index. The following expressions for the refractive
indices of GaAs[11] and InGaP were used:

3.78
1-0.18(fiw)” 6)
Ningep(AW) = Ngaas(hw) —0.3.

Ngaas(AW) = J7.1+

The heavily doped GaAslayer, which formsthe plasma
waveguide for the difference mode, also serves as a
contact n-type layer to the structure grown on semi-
insulating gallium arsenide.

The effective refractive index of the difference
polarization wave Ny = (Ko, — Ky, )/ (0, — wy) is defined
by the “high-frequency” structure of the laser and is
almost independent of the plasma waveguide design.
According to Fig. 1, the effective refractive index
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. Thickness of the Doping Mobility,
No. of layer Materia layer, um type concentration, cm™3 cm?/(V'9)
1 Au 1 - - -
2 GaAs 0.1 p 1x10'8 156
3 InGaP 0.6 p 5 x 1016 64
4 GaAs, 2 QWs 0.8 n 3x 1016 6556
5 InGaP 0.6 n 5x 106 755
6 GaAs 2 n 5 x 1018 2917
7 GaAs — n 5x 106 6111

shows aweak linear dependence on the photon energy
of the plasma wave and is approximately equal to the
group refractive index of the high-frequency modes.

We calculate the medium- and far-IR permittivity of
InGaP under the assumption that half the TO phonons
in the solid solution are taken such as they are in InP
and the other half, asin GaP, i.e., we disregarded the
variationsin interatomic distances compared to thosein
the binary InP and GaP compounds. The total permit-
tivity was cal culated as the average of those for InP and
GaP. Inreality, the materia of solid solution isinhomo-
geneous: it consists of ordered and unordered phasesin
which even the band-gap widths are considerably dif-
ferent. We failed to find any references to studies on
refractive index in this context.

It should be noted that, in order to reduce the losses,
the concentration of dopant was lower than usual. The
resulting large valence-band offset in the InGaP-GaAs
system gives rise to a potential barrier to holes and,
thus, inhibits the injection of carriers into the active
region. This circumstance causes the formation of a
3-nm-thick layer enriched with holes with a typical
concentration of 4 x 10 cm at the heterojunction.
However, estimates show that this layer makes no sig-

Mett 3
4.4r 2
1
4.3r
4.2r
4.1r
1 1 1 1 1
005 010 015 020 Aw,eV

Fig. 1. The effective refractive index for the difference
polarization wave vs. the photon energy for the GaAs cen-
tral-layer thicknessof (1) 0.2, (2) 0.5, and (3) 1 um. The high-
frequency mode with longest wavelength A1 = 1 pm isfixed.
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nificant contribution to the absorption and the effective
refractive index for the plasma modes and, hence, can
be disregarded in the following calculation.

The calculated difference-mode power is shown in
Fig. 2. The spectral dependence of power features a
number of resonance peaks. With the exception of the
peak with the shortest wavelength, all peaks are related
to the anomal ous-dispersion regions that are present in
InP and GaAs. As the doping level of the plasma
waveguide increases, the resonances shift to shorter
wavelengths. Despite the fact that only two fundamen-
tal short-wavelength modes are required to obtain non-
linear polarization, the resulting powers turn out to be
an order of magnitude lower than those attained in the
10-umregionin[6]. Thisfact is attributed to an apprecia-
ble increase in the free-carrier absorption as one proceeds
to thefar IR spectra region: for example, evenin alightly
doped semiconductor, losses at awavel ength of 50 um are
more than 20 times higher than those at 10 pum.

P, uW

2
Ir 3]

0 20 40 60

|
80 A, pm

Fig. 2. The difference mode power vs. the wavelength in
heterostructures with different parameters: (1) in accor-
dance with the table, (2) the electron concentration in layer 6

isn=2x10%cm=, (3) the electron concentration in layer 7
isn =1 x 10 cm™ and layer 6 is 0.8-um-thick. e, =

1.7x 108 cmvV, L, = 100 um, and Ay = 1 pm.
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H_v, arb. units

10° ;T i Re(n)
]
10°- :
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Fig. 3. (a) Spatia profiles of the absolute value of the mag-
netic field strength in the difference mode generated at
(1) 20 and (2) 58 pm (the amplitude of high-frequency
modes is shown in arbitrary units by dashed ling); (b) the
real and imaginary parts of the refractive index n at the
wavelength 58 um (the layers are numbered in accordance
with the table data).

Because of the high absorption coefficients, the res-
onance peak in the surface-wave power spectrum is
fairly broad. Specifically, in astructure with the param-
eters listed in the table, the surface-wave power
decreases only by half within the wavel ength range 50—
70 pm. This means that the output power only sightly
depends on the parameters of the system in a wide
range of values.

On the one hand, the phonon absorption exerts adet-
rimental effect in the range ~40 um inducing a dip in
the generation power. On the other hand, due to the
anomalous dispersion in the long-wavelength region
adjacent to the peak of the photon absorption, the
refractive index is considerably increased as compared
to its high-frequency value. As a result, the velocity
required for phase matching is attained even a a
smaller fraction of the wave located in the heavily
doped materia (Fig. 3), which leads to a certain reduc-
tion of the effective mode loss factor and increases the
lasing power.

Furthermore, by using a semi-insulating substrate
instead of the doped one and increasing, by appropriate
choice of the parameters, the fraction of IR radiation

AFONENKO et al.

propagating in the substrate, one can reduce the effec-
tive mode loss and raise the peak power of generation
to 4.5 pW (Fig. 2). At the same time, the resonance
shiftsto the shorter wavelengths (~48 um) and the gen-
eration peak narrows substantially.

CONCLUSION

The suggested design of semiconductor injection
laser providesfor the output power of ~1 uW inthefar-
IR region at room temperature. Only the fundamental
short-wavelength modes in a 1-pum range are used to
obtain nonlinear polarization. The phase-matching con-
ditionismet dueto the slowing down of the long-wave-
length IR radiation in a plasma waveguide. The gener-
ation power is only slightly dependent on the system
parameters in awide range of their values.
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PERSONALIA

Vitalii lvanovich Stafeev
(on his 75th birthday)

Vitalit lvanovich Stafeev was 75 on hislast birthday
(January 1, 2004); in addition, 50 years have passed
since the beginning of his scientific, teaching, and orga-
nizational activity. Stafeev isaprominent scientist, pro-
fessor, doctor of science (physics and mathematics),
honored scientist of the Russian Federation, and recip-
ient of State Prizes of the USSR and a State Prize of the
Russian Federation. He has made an outstanding con-
tribution to the devel opment of semiconductor physics,
semiconductor electronics, microelectronics, and pho-
toelectronics.

Stafeev was born January 1, 1929. After graduating
in 1952 from the physicomathematical faculty of
Kazakh State University in Alma-Ata, he was assigned
to the loffe Physicotechnical Institute of the USSR
Academy of Sciences and worked there until 1964. In
1964, he was appointed the director of the Research
Institute of Physical Problems. In 1969, he transferred
to the Research Institute of Applied Physics (now, the
State Scientific Center NPO Orion) and still works
there at present.

Stafeev isafounder of ascientific school. Hispupils
include more than 20 doctors of science and severa
dozen candidates of science. He is an author of more
than ten monographs and of several hundred scientific
papers and inventions. His most important achieve-
ments include the following:

(i) Theoretical and experimental studies of long-
base diodes. These studies|ed to the discovery of mech-
anisms of interna amplification of signals and to the
development of internationally recognized new devices,
e.g., magnetodiodes, injection-based photodetectors,
and diodes with Stype characteristics.

(ii) Studies of properties of hot charge carriers in
semiconductors. These studies led to the development
of lasersoperating in the far-infrared region of the spec-
trum and fast-acting modulators of infrared radiation.

(iii) Development and investigation of photodetec-
tors, including injection-based photodiodes for the
ultraviolet region of the spectrum on the basis of 111-V
compounds.

(iv) Development and investigation of semiconduc-
tor analogues of neurons and the circuit and system
engineering based on these analogues. These studies
were performed before similar publications dealing
with neuron networks appeared in foreign journals.

(v) Studies of molecular films (the Langmuir—
Blodgett films) and of the feasibility of using these
films in microelectronic devices.

(vi) Research in the field of phase transitions and
nucleation of condensed phases (including biological
media).

(vii) Prediction and discovery of a new physical
phenomenon (i.e., injection-related heat transport in
structures with p— junctions) and the use of this phe-
nomenon in anovel class of semiconductor-based cool-
ing devices.

(viii) Initiation and management of research and
development in thefield of narrow-gap semiconductors
in the Soviet Union: organization of research and
advanced devel opment; organization of All-Union spe-
cial symposia, workshops, and schools; and foundation
of an effiliated branch of the Research Institute of
Applied Physics in Baku (now, the Institute of Photo-
electronics, Academy of Sciences of Azerbaijan).

The following scientific achievements of Stafeev
were awarded State Prizes:

(I Development of technology and organization of
production of both the new microphotoel ectronic semi-
conductor CdHgTe and photodetectors (including pho-
todetector arrays) based on this compound and
designed for operation in the 3-5 and 8-12 pm spectral
regions for modern thermal-imaging systems (2000).

(1) Development of the scientific basis and technol -
ogy and also organization of commercial production of
magnetoresistve sensors (1982).

(111 Discovery and investigation of a new class of
materials, specificaly, zero-gap semiconductors
(1976).

Stafeev was awarded a medal “for devoted work”
for his scientific activity that was related to the first
nuclear submarine (1958-1959) and initiated the devel -
opment of high-power semiconductor electronicsinthe
Soviet Union.

He was awarded a Lebedev medal for outstanding
achievements in the field of applied physical optics.

Stafeev made an outstanding contribution to the
foundation of the Research Center for Microelectronics
at Zelenograd. He was a founder and the first director
of the Research Institute for Physical Problems; the
chairman of Interdepartmental Coordination Council
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on Microelectronics; an initiator of the publication of
Mikroélektronika, a collection of scientific and techni-
cal papers; an organizer and the editor-in-chief of the
22nd series of the journal Voprosy Oboronnor Tekhniki,
Mikroélektronika (Issues in Military Technology,
Microelectronics); a founder and the first head of the
basic microelectronics department at the Moscow
Physicotechnical Institute; and the chairman of the
Microelectronics Section in the Council for Semicon-
ductor Physics at the Presidium of the Academy of Sci-
ences of the Soviet Union.

Stafeev was a member of the council of experts on
the Committee for the Lenin and State Prizes of the

VITALIT IVANOVICH STAFEEV

Soviet Union, amember of the council of expertsonthe
Supreme Attestation Commission, and a member of the
editorial boards of the journals Fizika i Tekhnika Polu-
provodnikov and Radiotekhnika i Elektronika.

Academician Zh.l. Alferov
Professor L .E. Vorob’ev

Editorial board of thejournal
Fizika i Tekhnika Poluprovodnikov
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