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Abstract—Available results of studying the radiation resistance of SiC and developing the nuclear-radiation
detectors based on SiC are analyzed. The data on the ionization energies, capture cross sections, and plausible
structure of the centers formed in SiC as a result of irradiation with various particles are reported. The effect of
irradiation on the charge-carrier concentration and recombination processes is considered. Two aspects are cov-
ered in describing the results of designing SiC-based detectors and studying the detector parameters. First, the
specific potential of SiC detectors for solving problems in nuclear physics is considered; typical examples of
detector applications are given. Second, the relationship between detector characteristics and the properties of
the starting material is considered; a number of methods for determining the specific parameters of SiC based
on the characteristics of detectors are described. It is concluded that recent progress in the growth of high-qual-
ity SiC films (the difference impurity concentration ranges from 3 × 1014–3 × 1015 cm–3 and the density of
micropipe defects is no higher than 1 cm–2) makes it possible to include SiC in the class of materials that can
be used to fabricate advanced nuclear detectors. The technological potential of SiC has been far from exhausted;
undoubtedly, various configurations of SiC-based detectors (including multielement configurations) will be
developed in the near future. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Modern civilization needs increasingly more con-
sumable-energy sources in order to sustain progress in
society. Atomic energy and the solar-radiation conver-
sion using ground-based and orbital converters will
probably be the main energy sources in future. Efforts
to improve the reliability of both atomic power plants
and space-technology systems should be based on the
use of radiation-resistant electronics. Radiation resis-
tance typically means that the semiconductor or semi-
conductor-device parameters are not affected by expo-
sure to nuclear radiation: the higher the radiation dose
corresponding to the onset of variation in parameters,
the higher the radiation resistance. Semiconductors
with a high bonding energy, such as diamond, BN, and
SiC, are traditionally thought of as radiation-resistant
materials. The advances in technology achieved in the
last 10–15 years have made it possible to develop SiC-
based devices that have fulfilled the expected high
potential of SiC in respect to switching power and high
operation temperatures. It is now of current practical
interest to check to what extent the radiation resistance
of SiC corresponds to theoretical predictions. In this
context, the aim of this review is to summarize the
available experimental data and assess the correspon-
dence between the parameters of SiC-based devices
and theoretical predictions.
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In Sections 2 and 3 of this review, we consider both
general concepts of radiation resistance of semiconduc-
tors as applied to SiC and the properties of radiation
defects that appear in SiC as a result of irradiation with
gamma-ray photons and various particles. In Section 4,
we consider the parameters of nuclear-radiation detec-
tors based on SiC, since these detectors make it possi-
ble to compare in the most straightforward way the
radiation resistance of materials from which these
detectors are manufactured. Nuclear detectors are most
sensitive to a large number of properties, including the
degradation of parameters of the charge-carrier trans-
port and the emergence of inhomogeneity in these
parameters, the temporal stability of the magnitude
(and sign) of volume charge of impurities, and the pres-
ence of deep-level centers in the case of both capture
and generation of charge carriers.

Sections 2 and 3 were written by A.A. Lebedev,
and Section 4 was written by N.B. Strokan and
A.M. Ivanov.

2. RADIATION DEFECTS FORMED IN SIC 
EXPOSED TO VARIOUS TYPES OF RADIATION

2.1. Threshold Energy for Defect Production

As mentioned above, the radiation resistance is typ-
ically higher for semiconductors with a higher bonding
energy. In order to characterize the correlation between
004 MAIK “Nauka/Interperiodica”
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Table 1.  Calculated and experimental values of threshold energy for defect production in several semiconductors

Parameter GaAs Si 3C-SiC Diamond 6H- and 4H-SiC

Lattice constant a0, Å 5.65 5.431 4.36 3.57 3.08

Ed, eV (calculation using (1)) 9 12.8 37 80 153

Ed, eV (experiment) 8–20 [2] 13–20 [2] 106 [4] 60–80 [2] 97 [6]

54–90 [5] 20–35 [7]
the radiation resistance and the bonding energy, the
threshold energy for defect production (Ed) is intro-
duced as an important parameter. By this we mean the
minimal energy that should be transferred by a particle
to the semiconductor atom to form a Frenkel pair (i.e.,
a vacancy and an interstitial atom) in the lattice [1, 2].
Theoretical calculation of the value of Ed is related to
solving the many-body problem and encounters a num-
ber of difficulties related to the choice of the type and
parameters of the interaction potentials (among other
parameters) [2]. When the energy Ed is experimentally
determined, the variation in a single chosen parameter
under the effect of irradiation is usually monitored,
although radiation affects all properties of a semicon-
ductor simultaneously. As a result, the values of Ed
exhibit a large spread and depend on experimental con-
ditions. According to Corbett and Bourgoin [3], the
quantity Ed and the lattice constant a0 of a specific
semiconductor are related by the following phenome-
nological formula:

(1)

Here, Ed is expressed in eV and a0 is expressed in Å.
The values of Ed calculated using formula (1) for a

number of semiconductors and experimental data on Ed
are listed in Table 1. As can be seen from Table 1, there
is an appreciable spread in the experimental values of
Ed for silicon carbide. This spread is possibly related to
the low structural quality of SiC crystals, especially
those dealt with in studies carried out before the mid-
1990s. It is noteworthy that the experimental value of
Ed is found to be larger than the values calculated using
formula (1) for cubic silicon carbide (3C-SiC) and is
larger than those for hexagonal silicon carbide (6H- and
4H-SiC). Since the structural quality of 3C-SiC crystals
is so far much lower than that of 6H- and 4H-SiC crys-
tals, we may assume that the value of Ed does not

1.117Ed 10/a0( )4.363.=

Table 2.  Number of primary radiation defects produced by a
single particle or photon in a number of semiconductors; this
number was normalized to the corresponding value for sili-
con carbide

Semiconductor Protons Pions Cosmic rays

Diamond 1.2 0.7 0.5

Silicon 2.4 4.1 3.3

Gallium arsenide 12 43.8 27.5
exceed 30–35 eV for all SiC polytypes. This value of Ed
is larger than those for Si and GaAs by a factor of 1.5–2
and is smaller than that for diamond by a factor of 2–2.5.
However, additional experiments aimed at determining
the exact value of Ed and carried out with present-day
high-quality epitaxial SiC films are needed. It is also
important to determine the temperature dependence of
Ed for SiC as a material that is promising for applica-
tions in high-temperature electronics.

The values of threshold energies make it possible to
calculate the number of primarily produced radiation
defects. The data in [8] for materials that are relevant to
problems in the physics of high energies (detection of
relativistic and cosmic-ray particles) are listed in Table 2.
It can be seen that, with respect to the number of pri-
mary defects, SiC ranks insignificantly below diamond
but is appreciably superior to silicon (and even more so,
to gallium arsenide).

2.2. Parameters of Radiation Defects

2.2.1. Irradiation with electrons. Deep levels
located at Ec – 0.35, Ec – 0.6, and Ec – 1.1 eV were
found in the band gap of n-6H-SiC irradiated with 3.5-
to 4-MeV electrons [9]. The corresponding deep-level
centers were annealed out at a temperature of ~1300 K.
Taking into account the ionization energies of these
centers, the latter can identified with the known struc-
tural defects S (E1/E2) and Z1/Z2 and with the center
with a level at Ec – 1.06 eV [10]. The research reported
in [9] was later continued for n-6H-SiC irradiated with
2-MeV electrons [11]. In addition to an increase in the
background concentration of the E1/E2 and Z1/Z2 cen-
ters, new centers E3/E4 (Ec – 0.57 eV) were detected.
Such an increase in the concentration of the S (E1/E2)
centers was subsequently observed after irradiation
with 2-MeV electrons [12]. In addition, deep-level cen-
ters (Ec – 0.51 eV) were detected; these centers were
annealed out at a temperature of ~1100 K. The S centers
were found to have the highest thermal stability; they were
annealed out at temperatures no lower than ~1300 K.

A number of new deep-level centers were observed
in 4H-SiC after irradiation of 4H-SiC with 2 to
2.5-MeV electrons [12–14], in addition to an increase
in the concentration of the background Z1 centers.
These deep-level centers are referred to as EH1 (Ec –
0.45 eV), EH2 (Ec – 0.68 eV), EH4 (Ec – 0.72 eV), EH5
(Ec – 1.15 eV), EH6/EH7 (Ec – 1.65 eV), and HH1 (Ev +
SEMICONDUCTORS      Vol. 38      No. 2      2004
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Table 3.  Parameters and properties of radiation defects in 6H-SiC

Irradiation with protons [38, 39] Irradiation with 
neutrons [24]

Irradiation with 
electrons [17]

Structural 
defects Plausible

structureionization 
energy Et, eV σn, cm2 annealing

temperature, K
ionization 

energy Et, eV
the type
of defect

the type
of defect

0.16–0.2 6 × 10–17 800–950 0.13; 0.24 L1/L2 A primary defect [39]

0.36/0.4 2 × 10–15 1100–1800 L3/L4 E1/E2 [15];
S [40] 

A VSi complex
[41, 42]

0.5 5 × 10–15 800–950 0.5 L6 VC [17, 42]

0.7 4 × 10–15 1100–1800 L7/L8 Z1/Z2 [15] VC + VSi [15, 39]

0.8 4 × 10–15 1100–1800 L9

1.1–1.22 2 × 10–15 1100–1800 L10 R [40] VC + VSi [39, 43]

Note: Energy Et is reckoned from the bottom of the conduction band; σn is the cross section for electron capture.
0.35 eV). Many of these centers also appeared after
implantation with He and some other ions [15].
Recently [16, 17], it was reported that several new cen-
ters had been observed: Ec – 0.2 eV, Ec – 0.32 eV, and
Ec – 1.34 eV. The majority of all the aforementioned
deep-level centers are also present in unirradiated
4H-SiC. The structure of these centers was typically
identified with that of defects. Puntilie et al. [18] ana-
lyzed the effect of the growth conditions of 4H-SiC on
the concentration of Z1, 2 centers and suggested that this
center was a complex that included a nitrogen atom and
an interstitial C atom or, which is less probable, a
N atom and a Si vacancy (VSi). The structure of the center
with the level at Ec – 0.5 eV was also related to that of an
impurity–vacancy complex, since this center featured
low thermal stability and a low ultimate concentration.

Two types of deep-level centers (Ev + 0.55 eV and
Ev + 0.78 eV) were observed in p-6H-SiC irradiated
with 1.7-MeV electrons [19]. Both types of centers
were annealed out at temperatures of 500–800 K.
According to the data obtained using the electron spin
resonance (ESR) measurements, irradiation of p-6H-SiC
with 300-keV electrons gives rise to Frenkel pairs
VSi–SiI in addition to individual silicon vacancies. Irra-
diation with 2-MeV electrons gives rise only to mono-
vacancies VSi [20]. Photo-ESR studies of p-4H-SiC
irradiated with 2.5-MeV electrons suggested that the
deep-level center (Ev + 1.47 eV) could be identified
with a positively charged carbon vacancy [21].

2.2.2. Irradiation with neutrons. A number of
types of deep-level centers (Ec – 0.5 eV, Ec – 0.24 eV,
and Ec – 0.13 eV) were observed in SiC irradiated with
neutrons [22–24]. It was assumed [25, 26] that stable
vacancy-related complexes were formed as a result of
annealing; these complexes were presumably electri-
cally inactive. It was found that weak n-type conductiv-
ity could be detected in p-SiC irradiated with neutrons
and not subjected to postirradiation annealing [24, 27].
There were also other publications concerned with the
effect of neutron radiation on the properties of SiC
SEMICONDUCTORS      Vol. 38      No. 2      2004
[28, 29]. The effect of neutron radiation on the current–
voltage characteristics of various devices has been stud-
ied in most detail. It has been established that the car-
rier-removal rate (the number of removed carriers per
one neutron and one centimeter) amounts to ~4.5 cm–1,
which is lower than that in silicon by a factor of approx-
imately 3 [30]. The centers with a deep level at Ec –
0.49 eV were detected in 3C-SiC irradiated with neu-
trons; these centers were annealed out at a temperature
of ~650 K [31]. The measured carrier-removal rate is
equal to 7.2 cm–1, which is close to the value of 7.8 cm–1

measured for silicon irradiated with neutrons with the
identical spectrum. Two annealing stages (at 350 and
500 K) were observed in studies of the charge-carrier
mobility in n-SiC irradiated with reactor neutrons [32].

2.2.3. Irradiation with alpha particles. It was
reported [33] that irradiation of n- and p-6H-SiC with
alpha particles only brought about an increase in the
concentration of already existing background defects.
It was concluded that the radiation resistance of SiC is
no lower than the radiation resistance of InP, which is
another radiation-resistant material. The effect of irra-
diation with He+ ions on 4H- and 6H-SiC was consid-
ered in detail by Dalibor et al. [15]. The parameters of
observed radiation defects coincided to a large extent
with those of radiation defects detected previously in
SiC irradiated with electrons.

2.2.4. Irradiation with gamma-ray photons.
The results of studying the ESR spectra of p-4H-
and p-6H-SiC crystals irradiated with gamma-ray pho-
tons were reported by Il’in et al. [34]. Three types of
paramagnetic centers were detected; these centers
decomposed at 160°C. It was assumed that the corre-
sponding ESR spectrum was related to a single type of
centers that involved carbon vacancies or to a complex
composed of an Al impurity atom and a C atom that
occupies the silicon or interstitial sites.

2.2.5. Irradiation with protons. Deep-level centers
formed in 4H- and 6H-SiC of n-type conductivity as a
result of irradiation with 8-MeV protons were previ-
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Table 4.  Parameters and properties of radiation defects in 4H-SiC

Irradiation with photons [39]
Irradiation

with electrons
[12–14, 16, 17]

Implantation 
of He+ [15] Structural defects

Plausible structure

ionization 
energy Et, eV σn, cm2 annealing

temperature, K
ionization energy, 

defect type
the type of 

defect
ionization energy, 

defect type

0.18 6 × 10–15 800–950 Ec – 0.2 eV P1/P2 Ec – (0.18–0.2) eV 
[44]

A primary defect [39]

EH1 (Ec – 0.45 eV) Vacancy + impurity [16]

0.63–0.7 5 × 10–15 1100–1800 EH2, EH4 Z1 Z1 [15] VC [39], a VSi complex [45]

N + VSi, [18]

0.96 5 × 10–15 1100–1800 RD1/2 Ec – 1.1 eV [46]

1.0 1 × 10–16 1100–1800 EH5 RD3 VC + VSi [39, 47]

1.5 2 × 10–13 1100–1800 EH6/EH7 RD4

Note: Energy Et is reckoned from the bottom of the conduction band; σn is the cross section for electron capture.
ously studied in detail [33–37]. The parameters of these
centers are close to those of the centers detected previ-
ously in SiC irradiated with electrons (Tables 3, 4). The
ESR data show that the observed centers are either car-
bon vacancies (Ec – 0.5 eV in 6H-SiC and Ec – (0.63–
0.7) eV in 4H-SiC) or pairs of vacancies in the carbon
or silicon sublattices. Apparently, the different thermal-
ionization energies of centers that presumably have the
same structure (VSi + VC) can be attributed to dissimilar
distances between the components of the pairs (vacan-
cies); these distances are characteristic of each of the
aforementioned radiation defects. The above results
were obtained using the method of positron spectros-
copy for n-6H-SiC irradiated with low-energy protons
[43, 48]. It was found that irradiation with protons gave
rise to various types of divacancies VSi + VC, as well as
individual vacancies that were annealed out at a tem-
perature of ~900°C [48]. It was also assumed that a cer-
tain divacancy was responsible for a center with a deep
level near the midgap [43]. At the same time, only sili-
con monovacancies annealed out at a temperature of
~1100°C were observed in the n-6H- and n-4H-SiC
samples irradiated with 12-MeV protons [49]. Davydov
et al. [50] analyzed the results of studying n-6H-SiC
irradiated with protons with various energies. It was
shown that the R centers (Ec – 1.1 eV) featured the
highest production rate: 0.17, 70, and 700 cm–1 for
protons with energies of 1 GeV, 8 MeV, and 150 keV,
respectively.

2.3. Defect-Related Luminescence 

Short-wavelength luminescence with photon-emis-
sion energies ranging from 2.3 to 2.6 eV in n-6H-SiC
crystals irradiated with K and Li ions and then annealed
was first observed by V.V. Makarov in 1966 [51]. The
luminescence spectrum consisted of (i) two triplets of
narrow lines (H and L lines) near an energy of 2.6 eV
and (ii) a broad featureless band with an emission peak
at 2.35 eV. It was ascertained [52, 53] that the broad
band did not result from the development of a fine
structure. It was assumed that this band was related to
radiative recombination involving a donor nitrogen
level and an acceptor center that was produced in the
course of implantation. Patrick and Choyke [54] stud-
ied in detail the structure of the H and L lines and the
temperature dependences of the luminescence spec-
trum; the latter was called the D1 spectrum. This spec-
trum was observed in SiC after irradiation with elec-
trons [55], neutrons [56], and ions of various types [53],
which made it possible to use 6H-SiC ion-implanted
with Al as a material for fabricating efficient light-emit-
ting diodes that operated in the green region of the
spectrum [57]. Irradiation of other SiC polytypes gave
rise to luminescence with similar properties [52]. Since
this luminescence emerged as a result of irradiation or
implantation of SiC with various ions, it was assumed
that a center acting as the activator of luminescence had
either a pure defect-related structure or was a complex
which consisted of an intrinsic defect and an atom of a
background impurity [58–60]. Choyke [61] detected
excitons bound to deep-level centers in SiC. However,
the levels related to these centers were not observed.
It was assumed that the D1 spectrum could be related
to the Z1 centers in 4H-SiC [15] or to the i centers in
6H-SiC [62].

It may be concluded from the consideration of the
summarized results of studying the radiation defects in
SiC that the spectrum of radiation defects in each of the
silicon carbide polytypes is almost independent of the
methods for growing the samples and the type of parti-
cles used for irradiation (protons, electrons, alpha par-
ticles). In addition, irradiation mainly brings about an
increase in the concentration of deep-level centers that
already exist in the material. According to ESR data,
the vast majority of radiation defects consist of elemen-
tary lattice defects, i.e., vacancies and interstitial atoms
SEMICONDUCTORS      Vol. 38      No. 2      2004
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Table 5.  Values of Vd for SiC and Si according to various publications

Semiconductor  cm–3 Particles/energy/dose Vd, cm–1 References

4H-SiC 1 × 1015 α/1.7 MeV/2 × 109 cm–2 4 × 105 [65, 66]

2 × 1018 H+/350 keV/1 × 1014 cm–2 2 × 104 [67]

Protons/8 MeV/6 × 1014 cm–2 130 [39]

The same 67* [39]

6H-SiC α/55 MeV/2 × 1011 cm–2 7.8 × 104 [33]

Neutrons 4.5 [69]

4 × 1016 Protons/8 MeV/6 × 1014 cm–2 17 [39]

The same The same –45* [39]

3C-SiC 1016 Neutrons/1 MeV/1014 cm–2 7.2 [68]

Electrons/1 MeV 0.014 [70]

Si α/1.7 MeV/2 × 109 cm–2 5 × 104 [65, 66]

Neutrons/1 MeV/1014 cm–2 7.8 [68]

Electrons/1 MeV 0.01–0.1 [2]

Protons/8 MeV/6 × 1014 cm–2 200–350 [71, 72]

* T = 650 K. Other quantities were measured at T = 300 K.

Nd
+–Na

–,
(or their combinations). Irradiation of SiC was carried
out at temperatures of 295 K or lower in all the studies
cited above. Apparently, primary radiation defects in
SiC at the aforementioned temperatures have a low
mobility and cannot form complex secondary defects
that include, for example, impurity atoms.

3. EFFECT OF RADIATION 
ON MATERIAL PROPERTIES

3.1. The Lifetime of Minority Charge Carriers

It is known that radiation is used to reduce the life-
time of charge carriers in fast-response devices based
on Si. Such a method for reducing the lifetime has prac-
tically not been employed in the case of SiC, since the
problem of increasing the lifetime of minority charge
carriers is more urgent for this material. Nevertheless,
this problem may arise in future. At present, there is no
generally accepted opinion as to which deep-level cen-
ters control the lifetime in SiC. For 6H-SiC, it was
shown that the R centers with the level at Ec – 1.1 eV
(near the midgap of this polytype) can act as the afore-
mentioned lifetime-controlling centers [63]. Lebedev
et al. [37] measured the hole diffusion length (Lp) in
n-6H-SiC irradiated with various doses of 8-MeV pro-

tons. Figure 1 shows the dependence of  on the con-
centration of R centers (NR). As can be seen from Fig. 1,

the dependence  ∝  1/NR is the same for irradiated
samples as for unirradiated samples. Thus, the radia-
tion-based method for controlling the lifetime may turn
out to be promising in n-6H-SiC where the production
rate of R centers exceeds that of other radiation defects.

Lp
2

Lp
2
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3.2. The Rate of Removal of Charge Carriers 
in Silicon Carbide

The formation of radiation defects with deep levels
in the band gap of a semiconductor brings about a redis-
tribution of charge carriers and a change in the conduc-
tivity of the material. If a material with n-type conduc-
tivity is irradiated, electrons are transferred from the

10–7

10–8

10–9

10–10

10–11

1012 1013 1014 1015 1016

1
2

Lp
2 , cm2

NR, cm–3

Fig. 1. Dependence of the hole diffusion length on the con-
centration of the R centers [37]. Unfilled circles 1 corre-
spond to the sample after irradiation with several doses and
annealing; filled circles 2 correspond to an unirradiated
samples.
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conduction band to deep levels of acceptor-type radia-
tion defects.

As a result, the conductivity of the material
decreases, so that the semiconductor can become an
insulator if the radiation doses are high. In order to

1017

N, cm–3

Φ, 1014 cm–2
1 2 3 4 5 6 7

1
2
3
4

1016

Fig. 2. Dependences of characteristic concentrations N in
6H-SiC on the dose of irradiation with protons [39]. Curves 1

and 2 correspond to  –  at T = (1) 300 and (2) 650 K;

curve 3 represents the difference between curves 2 and 1;
and curve 4 represents the concentration of the centers with
the level at Ec – (1.1–1.22) eV.

Nd
+

Na
–

1017

1016

1015
0 1 2 3 4 5 6 7

Φ, 1014 cm–2

N, cm–3

1
2
3
4

Fig. 3. Dependences of characteristic concentrations N in
4H-SiC on the dose of irradiation with protons [39]. Curves 1

and 2 correspond to  –  at T = (1) 300 and (2) 650 K;

curve 3 represents the difference between curves 2 and 1;
and curve 4 represents the total concentration of radiation
defects RD1, 2 + RD3 + RD4.

Nd
+

Na
–

describe this process in various materials, the removal
rate for charge carriers Vd is used; this parameter is
defined as

(2)

where n0 and n are the concentrations of charge carriers
in the conduction band before and after irradiation and
Φ is the radiation dose. Lebedev et al. [64] considered
the special features of determining the parameter Vd for
silicon carbide and wide-gap semiconductors (WGSs)
in general. Deep-level centers with an ionization energy
of *1 eV can be formed in irradiated semiconductors
with a wide band gap Eg. Such centers will virtually not
be ionized at room temperature, and the quantity Vd will
exhibit a temperature dependence that will become less
pronounced with increasing temperature of measure-
ments even at temperatures higher than 295 K.

We now consider experimental studies in which the
quantity Vd was determined when SiC was irradiated
with particles of various types. The results of these
studies and the available values of Vd for silicon
obtained under the same irradiation conditions are
listed in Table 5.

According to the data obtained in the majority of
studies, Vd(Si) ≥ Vd(SiC) at 300 K. Data obtained
recently [65, 66] contradict the general pattern:
Vd(SiC)/Vd(Si) ~ 10. Crystals were irradiated with
1.7-MeV alpha particles with a dose of 2 × 109 cm–2

[65, 66]. The ion ranges were equal to 3.8 µm for SiC
and 5.9 µm for Si. It is worth noting that only the effects
at the end of the particle ranges were monitored in
[65, 66]; therefore, the effect could be attributed mainly
to helium clusters formed at this depth rather than to
radiation defects.

In addition, the results reported so far [65–70] were
obtained at room temperature, in which case the value
of Vd is still large. The deep-level centers formed in
n-4H- and n-6H-SiC as a result of irradiation with
8-MeV protons were studied in [35–39]. It was estab-
lished that the difference concentration of ionized

donors and acceptors  –  measured at room tem-
perature decreased after irradiation. At the same time, it
was observed that this concentration increased after

heating the structure to 650 K. The value of  – 
measured at 650 K in irradiated 6H-SiC was even larger
than in unirradiated samples. As the radiation dose
increased, this difference between the irradiated and
unirradiated samples increased (Figs. 2, 3). Thus, the
measurements performed at high temperatures support
the conclusion that for SiC either Vd(300 K) > Vd(650 K)
(for 4H-SiC) or the value of Vd (650 K) becomes nega-
tive (for 6H-SiC) [39]. Evidently, both donor and
acceptor radiation defects (with donors being domi-
nant) are formed as a result of irradiation of n-6H-SiC.
Apparently, the same mechanism is also active for
p-6H-SiC, in which case the change in the conductivity
type (p  n) is observed as a result of irradiation [39].

Vd ∆n/Φ n0 n–( )/Φ,= =

Nd
+ Na

–

Nd
+ Na

–
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An approach to the formation of radiation defects in
WGSs was previously developed [73] in which a mech-
anism similar to the self-compensation of conductivity
was considered. According to Vinetskiœ and Smirnov
[73], the change in the conductivity type as a result of
irradiation is characteristic only of narrow-gap semi-
conductors, whereas the conductivity of WGSs tends to
intrinsic conductivity as the radiation dose increases.
Indeed, this inference is consistent with experiment
only if the irradiation of WGSs is carried out at room
temperature. However, if the temperature dependence
of Vd is taken into account, the aforementioned approach
is valid only for 4H-SiC. An increase in the difference

concentration of donors and acceptors  –  as a
result of irradiation is observed in 6H-SiC and, appar-
ently, in 3C-SiC [74].

Thus, measurements of Vd at room temperature can-
not clarify whether the devices based on WGSs are suit-
able for operation at high temperatures.

3.3. Radiation-Induced Doping (Compensation) of SiC

Another important aspect of the interaction of ioniz-
ing radiation with semiconductors is the phenomenon
of radiation-induced doping. As a result of this doping,
local regions with the high resistivity required for fab-
ricating a specific device can be formed in a semicon-
ductor. It is generally believed that the radiation resis-
tance and the feasibility of radiation-induced doping
are contradictory characteristics of a material; i.e., if a
semiconductor is radiation-resistant, this material is
considered as not suitable for compensation by the
method of radiation-induced doping.

In what follows, we will show that the above assess-
ment is not quite correct in the case of SiC. It is known
that SiC is a promising material not only in relation to
high-temperature electronics but also with respect to
applications in a number of devices that are not
designed for operation at high temperatures. These
devices primarily include high-frequency devices
(Schottky diodes and certain types of field-effect tran-
sistors) whose structure involves a metal–semiconduc-
tor contact. As a rule, such a contact degrades rapidly
with increasing temperature, irrespective of the limiting
operation temperatures of the semiconductor itself. If
the operation temperatures of the device are not much
higher than 300 K, we can use the values of Vd obtained
at 300 K in order to estimate the efficiency of radiation-
induced doping of SiC. The largest value of resistivity
(ρM) that can be attained in the semiconductor is
another important characteristic of the efficiency of
radiation-induced doping.

As a result of irradiation, the Fermi level in an
n-type material should shift to the deepest level of the
radiation defects produced. The value of ρM should be
controlled by the concentration of charge carriers in the
conduction band of a semiconductor, i.e., by the level
depth and degree of ionization of a given deep-level
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center. If the semiconductor’s band gap becomes wider,
radiation defects with deeper levels and with a lesser
degree of ionization can be formed in this semiconduc-
tor. Thus, WGSs offer clear advantages over narrow-
gap semiconductors in the production of high-resistivity
layers. It is important that the semi-insulating properties
of these layers are also retained at temperatures higher
than 295 K. As shown by Anikin et al. [63], the resistivity
of 4H-SiC at T = 450°C is equal to the largest value
attained for GaAs (~109 Ω cm) at room temperature.

A number of researchers have studied the feasibility
of proton (hydrogen) passivation of silicon carbide
[67, 75–78]. It was shown that the resistivity of n-4H-SiC
at room temperature exceeded 8 × 106 Ω cm after irra-
diation with 350-keV protons with a dose of 1 ×
1014 cm–2 [67]; the resistivity decreased rapidly with
increasing temperature. Irradiation with 8-MeV pro-
tons [39] also brought about an increase in the ohmic
resistance of 4H- and 6H-SiC structures subjected to
forward biases (Rb) at room temperature. In contrast to
6H-SiC, a decrease (rather than an increase) in total
concentration of uncompensated donor centers is
observed in 4H-SiC samples irradiated with protons.
This observation shows that irradiation stimulates the
formation of acceptor centers with levels in the lower
half of the band gap or the destruction of donor centers
with levels in the upper half of the band gap. In addition,
irradiation gives rise to acceptor centers with deep levels
to which electrons transfer from shallower donor levels.

According to data published [39], the value of Rb
decreased exponentially with increasing temperature
and featured activation energy εA (Figs. 4, 5). As the
radiation dose increased, the energy εA became higher
and tended asymptotically to ~1.1 eV for 6H-SiC and
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Fig. 4. Temperature dependences of the forward resistance
of a Schottky diode based on 6H-SiC after proton irradia-
tion with doses Φ = (1) 3 × 1014, (2) 4 × 1014, (3) 6 × 1014,
(4) 1 × 1015, (5) 2 × 1015, (6) 5 × 1015, and (7) 1 × 1016 cm–2.
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1.25 eV for 4H-SiC [39]. This behavior resulted in the
formation of n-6H-SiC layers that were semi-insulating
at room temperature. Such layers can be used in the fab-
rication of devices that are not designed for operation at
high temperatures, for example, photodetectors or var-
ious radiation detectors.

3.4. Amorphization of SiC as a Result of Irradiation

Amorphization of SiC samples was observed after
irradiation with electrons [79], neutrons [80], protons,
and various ions (He, Ar, Cr) [81]. It was also noted
[81] that the process of amorphization in SiC differed
from that characteristic of Si. Only ions that are heavier
than B can amorphize silicon at room temperature;
lighter ions only give rise to heavily damaged layers of
crystalline material even at high implantation doses.
At the same time, amorphization of SiC sets in if the
critical specific implantation energy (23 eV/atom) is
attained, irrespective of the ion mass. It was noted [81]
that this difference between Si and SiC may be related
to a higher mobility of defects in silicon at room tem-
perature and to the partial annealing (recombination) of
these defects directly within the ion track during
implantation.

It was also observed [79, 80] that annealing of amor-
phized layers of hexagonal SiC polytypes led not only
to the recovery of the starting-polytype structure but
also to the formation of inclusions of the cubic polytype
3C-SiC. In our opinion, these results are very important
since the physical theory of mutual transformations of
SiC polytypes is far from adequate. We believe that it is
especially important to gain insight into the causes of
changes in the polytype in an already grown epitaxial
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Fig. 5. Temperature dependences of the forward resistance
of a Schottky diode based on 4H-SiC after proton irradia-
tion with doses Φ = (1) 6 × 1014, (2) 1 × 1015, (3) 2 × 1015,
(4) 5 × 1015, (5) 1 × 1016, and (6) 2 × 1016 cm–2.
layer or a device structure. Recently, there have been a
number of publications concerned with studies of
stacking faults that consisted of inclusions of cubic SiC
within diodes based on 4H- or 6H-SiC. These inclu-
sions were formed when forward current flowed
through the diodes under consideration [82–84].

The effect of the above inclusions is usually consid-
ered as detrimental since stacking faults represent the
regions of efficient recombination of charge carriers
and the formation of these regions results in the degra-
dation of parameters of high-power devices based on
silicon carbide. At the same time, it was shown that
stacking faults with a thickness on the order of several
lattice constants act as 3C-SiC quantum wells within
the wider-gap 4H-SiC. As a result of dimensional quan-
tization, the above circumstance resulted in the appear-
ance of intense photoluminescence in the blue region of
the spectrum (photon energy hν = 2.5 eV) [85]. It was
also observed that quantum-dimensional stacking-fault
structures were formed in a heavily doped 4H-SiC layer
after additional heat treatment [86]. Unfortunately, the
process of formation of stacking faults and related
quantum wells in SiC is hitherto uncontrollable.

Even before the first studies of stacking faults, it was
inferred from an analysis of the properties and structure
of deep-level centers in silicon carbide that intrinsic-
defect concentration characteristics existed for each
polytype [10, 87]. A variation in the intrinsic-defect
concentration can then lead to transformation of a poly-
type. It was assumed that irradiation (possibly, up to the
onset of amorphization) with subsequent annealing can
be used to change the defect concentration in a grown
structure.

The development of the technology described above
would make it possible to radically expand the range of
SiC applications and affect the studies of other poly-
type compounds. However, this method of forming het-
erostructures requires extensive studies of the irradia-
tion and annealing conditions and preliminary doping
of the starting epitaxial layers in order to prove its fea-
sibility.

The formation of hydrogen or helium bubbles in the
case of high implantation doses with subsequent exfo-
liation of the top semiconductor layer in the course of
annealing is one of the difficulties in carrying out the
aforementioned studies [88, 89]. At the same time, sig-
nificant progress has been achieved in recent years in
the fabrication of heteropolytype SiC structures using
epitaxial methods [90–92].

4. THE USE OF SiC FOR DETECTION
OF NUCLEAR RADIATION

4.1. History

Nuclear detectors based on SiC occupied a promi-
nent place among detectors even in the first attempts in
the 1960s to replace a gas in ionization chambers with
a more condensed (semiconductor) medium.
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It should be recalled that the typical design of a
detector (by analogy with a gas-filled chamber)
includes a p+–n- (n+–p-) or p+–i–n+ diode structure.
This structure operates under conditions of reverse bias,
which forms an operation (active) zone, i.e., a space-
charge region (SCR) with a strong electric field. The p+-
and n+-type regions act as electrodes. Nuclear particles
(or photons) produce ionization in a semiconductor
when they are slowed down. Thus, the tracks of non-
equilibrium electron–hole pairs are formed in the
detector’s operation volume. The separation of charge
carriers in an electric field of SCR and their subsequent
drift to electrodes generate a current pulse in the detec-
tion circuit.

Ionization occurs with relatively small fluctuations
in the number of generated electron–hole pairs; as a
result, this number is found to be strictly related to the
absorbed energy. Therefore, in the case of complete
transfer of charge carriers to electrodes, the charge that
flows through the circuit represents a measure of the
absorbed particle (photon) energy.

In order to successfully implement the “ionization”
principle of measuring the energy of nuclear radiation,
the starting material should feature a certain set of prop-
erties. These properties include a low concentration of
impurities (an extended region of the electric field);
bipolar conductivity (the absence of a space-charge
accumulation that distorts the electric field); large drift
length for charge carriers (charge-carrier transport with
an efficiency close to unity); a band gap ensuring the
low-rate thermal generation of charge carriers (a low
noise and a low dissipated power); and, if possible, a
large atomic number of relevant elements (efficient
absorption of the X- and gamma-ray radiation). Since
the ion tracks occupy a small fraction of the detector
volume, a high local uniformity of conditions of the
charge-carrier transport is required for the pulses to be
identical.

Unfortunately, the improvement rate for the SiC
properties in the 1960s–1970s was appreciably lower
than that for competing materials. For example, perfect
monatomic Ge and Si crystals were rapidly obtained
and methods for high-degree compensation of residual
p-type conductivity using the donor lithium impurity
were developed. At the same time, materials with a
wider band gap and larger atomic number than those for
Ge and Si (CdTe and CdZnTe solid solutions, the com-
pounds GaAs and HgI2) were developed. The afore-
mentioned materials were found to be very efficient in
the spectroscopy and detection of various types of
nuclear radiation. The advantages of planar technology
were exploited, and various designs of silicon detectors
(including multielement detectors) became widely
implemented. As a result, interest in SiC as a material
for detectors was temporarily reduced, although the
first results of using SiC to fabricate nuclear detectors
were encouraging [93–95].
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The successful attempt of Tikhomirova et al. [96–98]
to introduce a beryllium acceptor impurity into n-type
crystals should be mentioned among studies concerned
with SiC that were carried out in the 1970s. Detectors
with n-type conductivity compensated with beryllium
operated with good results as counters of neutrons
(conversion reactions with emission of short-range par-
ticles were used) and fission fragments directly in the
reactor channel; these counters could operate at tem-
peratures as high as 600°C.

Considerable advances have been made recently in
controlling the properties of SiC: the requirements
imposed on most important characteristics of SiC are
now satisfied quite adequately. Consequently, a
renewed interest in designing SiC-based detectors is
clearly observed. In what follows, we will do our best
to describe the current situation in this field.

The difference concentration of donors and accep-

tors  –  = 5 × 1014–3 × 1015 cm–3 is standard for
“pure” SiC films. This concentration makes it possible
to obtain an SCR with extent W ≈ 15–30 µm at a bias
voltage U = 500 V. Lifetimes on the order of several
hundreds of nanoseconds for holes with lower mobility
combined with large values of saturation drift velocity
ensure an almost 100% efficiency of the charge trans-
port. As mentioned above, the high radiation resistance
and chemical resistance of SiC and its high thermal sta-
bility (SiC-based devices can operate at temperatures of
several hundreds of degrees centigrade) are the most
attractive characteristics of SiC. Much attention in
recent publications has been given to studying the
above properties of SiC and to tests of SiC-based detec-
tors for detection and spectrometry of various types of
nuclear radiation.

In turn, the diode structures of detectors are conve-
nient for studying the electrical characteristics of the
material. In this context, deep-level transient spectros-
copy (DLTS) and electron-beam-induced current (EBIC)
are widely used. The main method for determining the
transport characteristics is the amplitude analysis of
transport of calibrated bunches of nonequilibrium
charge carriers.

4.2. Detection of Short-Range Particles

The majority of studies concerned with analyzing
the operation of SiC detectors have been carried out

using epitaxial n-4H- or n-6H-SiC films with  –  =
1015 cm–3. The film thickness was equal to ~10 µm, i.e.,
was comparable with the slowing-down length of short-
range ions. Single-crystal SiC wafers that were doped
to the level of (3.0–6.0) × 1018 cm–3 and had a thickness
of ~300 µm were used as the substrates. As a rule, the
rectifying contact was prepared in the form of a Schot-
tky barrier. The latter was formed using magnetron
sputtering of Ni [99, 100] or by depositing a thin
(100 nm) Au film [101].
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It is convenient to use natural-radioactivity alpha
particles with energies of 5–6 MeV as a highly ionizing
radiation. The detection of nonequilibrium charge
induced by individual alpha particles is performed
using standard nuclear spectrometry instrumentation.
This instrumentation includes a charge-sensitive
preamplifier, an amplifier with the passband controlled
by integrating/differentiating RC circuits, and a pulse-
height analyzer. In order to calibrate the energy width
of an analyzer channel, a precision silicon detector is
used. The spectrum shape and the average amplitude
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Fig. 6. Amplitude of the signal corresponding to alpha par-
ticles (energy E measured by instrumentation) as a function
of the voltage applied to the detector’s diode structure (see
[99]). Circles 1 corresponds to the structure before deple-
tion, and circles 2 corresponds to complete depletion. The
inset illustrates the configuration used in the analysis of dif-
fusion; the quantity W corresponds to the SCR boundary;
and Eα stands for the energy of incident alpha particles.
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Fig. 7. Alpha-particle energy spectrum obtained using an n–
p–n+ structure based on a 4H-SiC film. The solid line repre-
sents the approximation of the low-energy line using a
Gaussian function at the relative full width at the half-max-
imum of the line FWHM = 8.6%.
and full width of the spectrum at half-maximum were
determined in the studies under consideration.

The typical dependence of the signal amplitude
(energy E dissipated in the film) on the bias voltage
applied to the detector is shown in Fig. 6 for a film with
thickness d ≈ 10 µm [99]. 244Cm alpha particles with
range R ~ 20 µm were used; i.e., the particle range
exceeded the film thickness, so that the induced ioniza-
tion virtually corresponded to the linear portion of the
Bragg curve for specific energy losses dEα/dx = f(x).
The observed two stages in the signal growth corre-
spond to voltages U before and after complete deple-
tion of the structure. As long as the SCR occupies only
a fraction of the n-type base volume, the diffusion of
holes in the base is involved in the charge transport in
addition to the drift of charge carriers in the field
region; the diffusion proceeds much more slowly than
the drift. Appreciable losses of charge due charge-car-
rier recombination become significant. In the first
approximation, the signal increases in proportion to the
SCR width W ∝  U1/2 (a similar result was reported by
Nava et al. [101].

When the SCR occupies the entire film thickness,
electrons and holes are efficiently separated by the field
and the losses of charge are controlled by localization
at the capture centers that retain the charge carriers for
a time that exceeds the pulse-shaping time in the detect-
ing instrumentation (on the order of several microsec-
onds). The signal increases insignificantly owing to an
increase in the drift velocity. Finally, the charge trans-
port is assumed to be complete at the stage of signal sat-
uration.

The shape of the spectral line was found to be Gaus-
sian [99, 101]; an appreciable transformation of the line
as the average value of the amplitude increased was not
observed (see 4.3.3 below).

Figure 7 illustrates the feasibility of detecting a
spectrum that consists of four lines of the 226Ra alpha
decay. The decay energies were reduced owing to a
slowing-down of alpha particles in air and were equal
to 2432, 3469, 4125, and 6189 keV. The ranges of all
the particles were smaller than the film thickness; how-
ever, the charge transport included a diffusion compo-
nent, which reduced the amplitude and brought about
the observed overlap of the lines [102].

4.3. An Analysis of the Material Parameters 
that Control the Charge Transport in Detectors

The aforementioned data on detection of alpha par-
ticles are used with good results in analyzing the most
important parameters of SiC as a medium for detection
of hard radiation. These parameters include the mean
energy for formation of an electron–hole pair ε, the dif-
fusion length for holes LD = (Dτ0)1/2, the degree of inho-
mogeneity of the hole lifetime ∆τ/τ0 in the diode-struc-
ture base, and the lifetime of charge carriers until they
become localized at the capture centers during the drift
SEMICONDUCTORS      Vol. 38      No. 2      2004
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in the SCR. Here, D is the diffusion coefficient and τ0 is
the mean lifetime of holes in the base.

4.3.1. Determination of the mean energy for for-
mation of an electron–hole pair. The energy dissi-
pated in the film E is determined first in order to calcu-
late ε using mathematical simulation of the slowing-
down of an alpha particle (the TRIM software package
[103]). As mentioned above, the detected signal is pro-
portional to the charge generated by a particle Q0 = eN
(N is the number of produced electron–hole pairs and
e is the elementary charge). This circumstance makes it
possible to write the relation N = E/ε = Esat/εSi. Here,
εSi = 3.62 eV is the energy required for generation of an
electron–hole pair in Si and Esat is the experimental sat-
uration energy (see Fig. 6); the value of Esat is deter-
mined from the signal calibration using a silicon detec-
tor. Thus, we use the data shown in Fig. 6 to find that
ε = 8.6 eV, which is close to the value ε = 8.4 eV
reported by Rogalla et al. [104].

4.3.2. Determination of the hole diffusion length.
Diffusion–drift transport was previously considered
[105, 106] for the case of the steady-state and spatially
uniform generation of charge carriers. As a result, the
following expression, which is equivalent to that for the
case of pulsed ionization in detectors, was derived:

(3)

Here, λ = 1 – Q/Q0 accounts for the deficit in the
detected charge Q.

In the case of generation of charge carriers by alpha
particles in thin films (R > d), dEα/dx is assumed to be
a linear function of x. This assumption complicates for-
mula (3) but makes it possible to carry out the fitting
procedure for the function λ(W) using two parameters,
LD and d (Fig. 8) [99]. The quantity λ was calculated
using the data in Fig. 6 as λ = (Esat – E)/Esat, and the
value of W was determined from the capacitance mea-
surements. As a result, we determined the quantity LD
(LD = 2.42 µm) and refined the value of d (d = 9.76 µm).

4.3.3. The shape of the pulse-height spectrum
and its relation to the lifetime of holes t. The statistics
of the signal amplitude manifests itself in the shape of
the spectral line and is a specific characteristic of detec-
tors. It is common practice to describe the straggling in
the signals using the full width at the half-maximum
(FWHM) of the line. The origin of the straggling is
related to a number of factors; however, nonequilib-
rium-carrier transport is the dominant mechanism of
straggling if the charge transport is incomplete. The
shape of the line was analyzed previously [99, 107] tak-
ing into account special features of the charge-carrier
diffusion characteristic of SiC.

The question of the shape of the line is also impor-
tant methodologically since the use of alpha particles
makes it possible to assess the microscale nonunifor-
mity of τ over the film area [107]. Indeed, the tracks of
alpha particles contain dense clusters of electron–hole
pairs and have a diameter of ~10 µm (taking into

Q/Q0 1 λ– W LD+( )/d .= =
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account the spread caused by the diffusion and drift).
Therefore, the magnitude of charge generated by each
particle depends on the conditions of the carrier trans-
port in a microscopic volume. The statistics of distribu-
tion of lifetime τ over the sample surface manifests
itself as a result of random incidence of particles upon
the detector. It is important that the charge-carrier life-
time is the parameter that is most sensitive to structural
defects.

We now consider the calculation of the spectrum
shape. The pulse-height spectrum is plotted as dN/dq =
f(q), where dN is the number of pulses within the pulse-
height range dq and q = Q/Q0. In order to plot the spec-
trum, Strokan [107] used the identity dN/dq = (dN/dτ) ·
(dτ/dq); thus, the problem amounted to determining the
shape of distribution for τ and the form of the function
q = f(τ). The distribution of dN/dτ was assumed to be
Gaussian with variance σ since a Gaussian function is
most probable under conditions of small deviation of the
parameter τ from the mean value τ0, i.e., |τ – τ0| < τ0. The
FWHM of the spectrum as ∆τ = 2.35σ was introduced
similarly to the pulse-height spectrum. For simplicity,
the charge-carrier generation rate was assumed to uni-
form over the film depth; the form of dτ/dq was then
determined from expression (3). As a result, the follow-
ing system of equations was derived (with numerical
factors discarded):

(4)

Three dimensionless parameters in Eqs. (4), i.e.,
W/d, LD/d, and ∆τ/τ0, affect the shape of the pulse-
height spectrum in different ways. For example, the
quantity W/d only shifts the position of the peak with-
out affecting the value of FWHM. In contrast, the non-
uniformity of τ only affects the FWHM of the spectral

dN /dq τ /τ0( )1/2 τ /τ0 1–( )2/0.362 ∆τ /τ0( )2–[ ] ,exp=
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Fig. 8. Dependence of the signal deficit on the position of
the SCR boundary. Circles correspond to the experimental
data, and the solid line represents the result of the approxi-
mation according to Lebedev et al. [99].
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line. Finally, the values of LD/d affect the spectrum as a
whole.

The plotting of the spectrum for several values of
∆τ/τ0 showed that the spectra were symmetric up to a
nonuniformity of 50% (∆τ/τ0 = 0.5) [99]. As the value
of ∆τ/τ0 increases to unity, an asymmetry arises owing
to the appearance of an extended region of small ampli-
tudes at the left-hand wing of the spectrum. However,
the value of FWHM is a linear function of ∆τ/τ0 in the
entire range of ∆τ/τ0 under consideration (see inset in
Fig. 9).

Moreover, the dependence FWHM = f(LD/d) was
also found to be linear with a slope that was propor-
tional to ∆τ/τ0. As a result, the quantity FWHM is
defined as

(5)

It can be seen that the line width is independent of
the value of W/d, i.e., the bias voltage. The latter cir-
cumstance corresponds to the formulation of the prob-
lem where fluctuations in the detected charge are
related to the stage of the charge-carrier diffusion and
to the results of the measurements mentioned in 4.2.

The shape of the pulse-height spectrum was
recorded for films with LD = 2.4 µm and d = 9.76 µm;
as a result, the value FWHM = 0.075 was obtained.
According to formula (5), this value corresponds to
∆τ/τ0 = (0.075/0.48)(d/LD) ≈ 0.6, which almost coin-
cides with the degree of nonuniformity determined in
studying the charge-carrier transport in detector-grade
silicon.

4.3.4. The drift transport and the capture time of
charge carriers. We first consider the calculated
parameters. The problem concerning the drift of charge
carriers in a linearly varying field was considered by
Eremin et al. [108]. In the case of “thin” SiC detectors,
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Fig. 9. Calculated shape of the pulse-height spectrum for
various degrees of nonuniformity of lifetime of holes that
diffuse in the base (see [99]). ∆τ/τ0 = (1) 100, (2) 50, and
(3) 20%. W/d = 0.2 and LD/d = 0.1. The width of the spectral
line as a function of ∆τ/τ0 is shown in the inset.
one should additionally take into account the fact that
the charge-carrier generation rate increases linearly
with the coordinate, and one should determine the
mean charge magnitude detected experimentally under
specified conditions.

The concentration of charge carriers as a function of
the coordinate x in the course of their generation at a
point y was determined first as a result of calculations.
The charge q(y) induced at the electrodes was then
determined, and finally the mean value of this charge
was calculated taking into account the generation-rate
profile G(y). For example, the above procedure yields
the following formulas for holes:

(6)

Here, F is the electric-field strength, µh is the hole
mobility, and τh is the lifetime of holes until they are
localized at the capture centers. The charge q is normal-
ized to the value determined by the absorbed energy.

For simplicity, the capture rate is assumed to be low
and is given by the linear term in the expansion of the
exponential function. For a uniform field (F(x) = const)
and equiprobable generation rate (G(y) = 1), the solutions
are descriptive in form and are the same for both electrons
and holes. In the notation for holes, we have

(7)

The linear behavior of F(x) complicates relations (7)
by introducing a logarithmic dependence on voltage
[108]. It is worth noting that the identity of expressions
for the charges transported by electrons and holes is
retained in the case of a uniform generation rate of
charge carriers. The charge-carrier generation rate that is
nonuniform over the depth gives rise to different formu-
las for electrons and holes. The expressions become less
clearly conceived. However, although these expression
are cumbersome, they make it possible to determine τh
using this parameter as an adjustable parameter [99].

We now consider the experimental data. The charge
losses under the drift conditions can be analyzed using
the data shown in Fig. 6. The voltage dependence of
losses should be compared with calculated depen-
dences on the value of τh. The small value of rms devi-
ation serves as the criterion for agreement between

p x( ) G y( ) xd
µhτhF
--------------

y

x

∫–
 
 
 

,exp=

q y( ) 1
d
--- p x( ) x,d

y

d

∫=

q
1
d
--- G y( )q y( ) y.d

0

d

∫=

q y( ) 1 y/d–( ) 1 d y–
2µhτhF
------------------– ,=

q 0.5 1 d
3µhτhF
------------------– 

  .=
SEMICONDUCTORS      Vol. 38      No. 2      2004



RADIATION RESISTANCE OF SiC AND NUCLEAR-RADIATION DETECTORS 137
Table 6.  Energy levels, concentrations, and impurities involved in a defect for trapping centers detected in SiC with the use
of DLTS and ICTS [109]

Defect type S0 S1 S2 S3 S4 S5

Energy, eV 0.10 0.19 0.32 0.91 0.40* 0.75*

Concentration, cm–3 2 × 1011 8.9 × 1012 6 × 1011 2.2 × 1013 4.5 × 1012 1.4 × 1013

Impurity Nitrogen Chromium Vanadium

* At the interface between Au and epitaxial SiC film.
experimental and calculated values. The rms deviation
was found to be much smaller in the case of the pre-
dominance of losses in the hole charges. The value
obtained for the hole lifetime is equal to 35 ns. This
value is smaller than that determined from the diffusion
transport (62 ns; see Fig. 8, where LD = 2.42 µm was
found). This difference may be related to dissimilar
occupation of the capture centers: diffusion occurs
under conditions of equilibrium occupation of centers,
whereas drift proceeds in nonequilibrium conditions
where the occupancy of the centers under consideration
is much lower.

The aforementioned results illustrate the method-
ological potential that follows from analyzing diffu-
sion–drift transport of a nonequilibrium charge in diode
structures of detectors. In this context, the question of
how analytical expressions for describing the charge
deficit and the shape of the amplitude spectrum are
derived on the basis of known assumptions was
assessed. These expressions are used to determine the
key parameters of the charge-carrier transport: the life-
times of charge carriers in the course of their drift, the
diffusion length of nonequilibrium charge carriers in
the base, and the degree of lifetime nonuniformity over
the film area.

Nava et al. [109] used the DESSIS software package
[110] to describe the diffusion–drift transport of charge
carriers. Films of a higher structural quality were used,
and unprecedentedly high values of charge-carrier life-
times (500 ns and 95 µs for holes and electrons, respec-
tively) were obtained.

The origin of the centers that capture the charge car-
riers was studied by Nava et al. [109] using DLTS and
isothermal capacitance transient spectroscopy (ICTS).
Comparison of the results obtained by the above meth-
ods made it possible to determine the characteristics of
traps with a high accuracy, including the shallow-level
traps that are not resolved by DLTS at the specified
temperatures. The data on the energy position of the
capture states, their concentration, and their possible
relation to impurities are summarized in Table 6.

Thus, we may state that the level of drift-transport
parameters that ensures almost 100% efficiency of
charge transport is undoubtedly attained in modern SiC
films. How to further decrease the impurity concentra-
tion, which would make it possible to attain larger
widths of SCR, is a problem that remains to be solved.
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Recent results of studies in this field seem to be very
encouraging. For example, Kimoto et al. [111] attained
a reproducible difference concentration of impurities of
(1–3) × 1013 cm–3. It is planned that the total concentra-
tion of traps will be reduced to 5 × 1011 cm–3. The
resulting SiC material approaches silicon in purity and
makes it possible to fabricate detectors that are
designed to operate with short-range ions and have a
completely depleted base with a thickness of ~100 µm.

Good results were also obtained with respect to the
formation of blocking contacts (shallow p+–n junc-
tions) in the detectors. The contact problem is solved by
using an Al implantation [112, 113]. As a result, SiC
structures reliably detect alpha particles at temperatures
as high as 500°C.

4.4. The Use of SiC-based Detectors for Detection 
of Penetrating Radiation

4.4.1. Spectrometry of X-ray radiation. In order
to ensure the mode of spectrometry, it is necessary that
a complete deposition of the particle (photon) energy
occurs in the detector’s operation volume. In this con-
text, the data reported by Bertuccio et al. [114, 115] and
concerned with X-ray radiation spectroscopy with an
energy Eγ < 60 keV are of interest. In this energy region,
the mechanism of photoabsorption with transfer of the
photon energy to the generated photoelectron is domi-
nant. The photoelectron ranges increase superlinearly

with the energy (∝ ); nevertheless, these ranges do
not exceed 10 µm. Therefore, the photoelectron energy
(especially, for Eγ < 20 keV) will be completely
absorbed in the SCR of the detector, which is exactly
characteristic of the spectrometry mode.

Bertuccio and Casigaghi [115] used n-4H-SiC films
produced by CREE Research Inc. [116]. The films were
70-µm thick and had a difference impurity concentra-
tion of 9 × 1014 cm–3. Special technology was used to
form a Schottky barrier with an area of 0.03 mm2 on an
epitaxial layer. Spectrometric measurements were car-
ried out at the reverse voltage of 300 V. The choice of
this voltage was the result of compromise between the
desire to attain an extended SCR (W = 18 µm) and the
requirement for a moderate noise power. The average
electric-field strength in these conditions exceeded
105 V/cm. However, the reverse-current density was no
higher than 5 × 10–12 A/cm2. For comparison, the

Eβ
1.4
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reverse-current densities in advanced silicon detectors
are in the range (0.5–1.0) × 10–9 A/cm2.

In Fig. 10, we show the 241Am X-ray spectrum
detected at 25°C; it can be seen that the characteristic
X-ray energies are well resolved. The linearity of
detected signal is retained in the entire range of mea-
sured peak energies (8.0–59.5 keV). However, it should
be taken into consideration that the measured intensi-
ties of the lines are appreciably decreased as the energy
of X-ray photons increases. This fact is related to a
drastic decrease in the absorption of high-energy pho-
tons in the SCR due to the small width of this region.

An increase in the SCR width would reduce both the
decrease in the line intensity and the detector capaci-
tance (at the unchanged detector area). A decrease in
the capacitance would make it possible to reduce the
noise power.

4.4.2. Dosimetry of electrons and gamma-ray
photons. The response of SiC detectors to the above
types of ionizing radiation is of interest from the stand-
point of radiotherapy. The detectors were typically irradi-
ated with 22-MeV electrons and 6-MeV photons; the lat-
ter were produced by electrons accelerated to an energy of
6 MeV in a linear accelerator. The range of absorbed doses
was 1–10 Gy at intensities of 2–7 Gy/min [117].
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4H-SiC detector:
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Fig. 10. Spectrum of 241Am X-ray radiation measured at
room temperature using a SiC detector (see [115]). The
noise-induced straggling of the line was generated by a sta-
ble-amplitude oscillator (FWHM = 466 eV).
In the above conditions of irradiation, the perfor-
mance of dosimeters based on SiC, Si, and CVD dia-
mond films was compared. It was found that the sensi-
tivity of silicon dosimeters degraded and dropped to
35% after exposure to an electron dose of 3 kGy. The
diamond films have a polycrystalline structure and
exhibit an appreciable nonuniformity of properties.
This nonuniformity significantly lowers the spatial res-
olution of the detector. In addition, so-called “pump-
ing” is required to stabilize the detector’s sensitivity.
This pumping consists in preliminary exposure of the
sample to the radiation of an X-ray tube (with an anode
voltage of 50 kV) with a typical dose of 10 Gy [118].

The best results for electron dosimetry were
obtained using Schottky diodes fabricated on epitaxial

4H-SiC films that had  –  = 2.2 × 1015 cm–3, were
30-µm thick, and were produced by CREE. The diodes
operated at a bias voltage of 150 V. The dependence of
the induced charge on the absorbed electron dose was
linear in the range 1–10 Gy and had a slope of
16.37 nC/Gy.

In turn, in the case of irradiation with 6-MeV gamma-
ray photons (with a dose rate of 2.1–6.5 Gy/min), the
induced-current dependence on the dose was also linear
and had a slope of 3.5 × 10–10 A min/Gy. The width of
the active zone was W + LD = (8.5 + 12.2) µm.

However, an attempt to use a semi-insulating “bulk”
(230-µm thick) 6H-SiC sample failed: the sensitivity to
electrons was too low. This fact should be related to the
large number of structural defects. Recombination cen-
ters reduce the efficiency of charge transport, and
microvoids bring about an increase in the dark currents.

The data listed in Table 7 make it possible to com-
pare the performance of dosimeters of various types; it
can be seen that diode structures based on epitaxial SiC
films are quite suitable for dosimetry of electrons and
gamma-ray photons.

4.4.3. Detection of relativistic particles. Naturally,
silicon carbide was among the materials considered as
suitable when experiments with high radiation rates
were planned at next-generation accelerators (such as
the Large Hadron Collider at CERN).

The potential of SiC as a material for a track detec-
tor was studied by Rogalla et al. [119]. They used

Nd
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Table 7.  Comparison of sensitivity and the ratio of sensitivity to volume for a dosimeter based on epitaxial SiC, those for
commercial (Scanditronix) Si-based dosimeters, and those for two dosimeters based on CVD diamond films [117]

Dosimeter Voltage, V Active volume, mm3 Sensitivity, nC/Gy Sensitivity/volume, nC/(Gy mm3)

Silicon 0 0.295 150 509

CVD diamond 50 3.7 690 190

CVD diamond 400 4.7 420 90

Silicon carbide 150 0.06 16.4 273

Note: The silicon dosimeter had been preliminarily irradiated with 20-MeV electrons at a dose of 10 kGy so that the subsequent irradiation
did not affect the sensitivity.
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310-µm-thick semi-insulating 4H-SiC substrates pro-
duced by CREE. The contacts formed on both surfaces
of the sample were ohmic. In addition, a guard ring was
used, which made it possible to observe a linear cur-
rent–voltage characteristic with a resistivity of 5.1 ×
1010 Ω cm in the voltage range ±500 V.

In order to imitate high-energy particles, the 90Sr
electrons with the highest energy (2.2 MeV) were used.
The signals produced by only the high-energy electrons
that traveled through the sample and induced the lowest
ionization in SiC were analyzed. In order to select these
ionization events, a conventional silicon detector was
installed behind the SiC sample. Signals from this
detector that corresponded to an energy of ≤1 MeV
were distinguished, whereas the signals corresponding
to the absorption of an energy of >1 MeV were fed to
the coincidence circuit. The tracks of the latter elec-
trons In SiC contained 17000 electron–hole pairs.

Experiments showed that the signal and noise spec-
tra were well resolved; however, two adverse factors
were observed [119]. First, the carrier-transport effi-
ciency was as low as η ≈ 12%. Second, the signal
amplitude decayed exponentially with time constant
θ = 14.2 min. The above observations indicate that the
value of the charge-carrier lifetime is small and deep
levels are involved in the formation of the electric field.
It is significant that the introduction of radiation defects
(as a result of irradiation with 8-GeV protons at a dose
of 4.16 × 1014 cm–2) brought about an additional decrease
in η by 23% and in θ to 3.6 min. Simultaneously, the
resistivity of the samples increased threefold.

We emphasize that Rogalla et al. [119] were the first
to design a detector based on semi-insulating 4H-SiC.
The observed signal instability and the relatively low
efficiency of the charge transport should be attributable
to the inadequate quality of the material (corresponding
approximately to the state of the art in 1998). It will be
recalled that the low sensitivity of semi-insulating SiC
to electrons was also observed by Bruzzi et al. [117].

4.4.4. Detection of neutrons in the reactor chan-
nel. The problem of detection is related to the determi-
nation of neutron fluxes and the control of the reactor
operation. It is characteristic that the solution to this
problem is based simultaneously on the high radiation,
thermal, and chemical stability of SiC.

Since neutrons do not directly produce ionization,
the reactions in which the neutron energy is transferred
to other (short-range) ionizing particles, such as alpha
particles or fission fragments that can be detected by
SiC diodes, should be used. As far back as the 1960s,
good agreement between the data for SiC diodes coated
with a 235U layer and the results of measurements using
the conventional method of activation of gold foils was
observed [120].

It was also ascertained that SiC-based diodes can
detect alpha particles after having been irradiated with
high doses of thermal neutrons (6 × 1015 cm–2). Regard-
ing fast neutrons (with energies higher than 1 MeV), the
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dose can be as high as ~1017 cm–2 [121]. SiC-based
detectors exhibited a radiation resistance which
exceeded that of silicon detectors by almost a factor of
5 when the 233U fission fragments were detected
directly in the reactor channel [98]. The neutron-flux
density was 108 cm–2 s–1, and the exposure time was
340 h. In this context, the feasibility of evaluating a
neutron spectrum if SiC detectors are complemented
with a set of 233U, 234U, 235U, 238U, 232Th, and 239Pu con-
verters was discussed.

Recent progress in the field of the growth of high-
purity SiC films makes it possible to solve a problem
that is typical of reactors and consists in measuring the
field of combined neutron and gamma-ray radiation.
The experiments were carried out in the TRIGA reactor
[122, 123] under conditions of low-power radiation
(50–290 W). An array of 22 Schottky diodes with diam-
eters of 200 or 400 µm was used. The diodes could be
connected in parallel, thus increasing the total area.
A LiF layer installed near the detector surface served as
a converter; the neutron flux was measured on the basis
of triton counts, according to the reaction 6Li(n, α)3H.

The portions related to direct detection of the back-
ground of tritons and gamma-ray photons are resolved
in the observed pulse-height spectrum. As a result,
these radiation types are detected separately; conse-
quently, it was possible to determine the distributions of
neutrons and gamma-ray photons in the form of a func-
tion of the distance from the channel’s center line. The
measurements take about 30 min when 12 diodes are
connected in parallel.

In determining gamma-ray and neutron fluxes, the
SiC detectors showed a high accuracy (the errors were
0.6 and 1.9%, respectively). We may state that small-
size SiC detectors can be used with good results to
monitor the operation not only of the reactor assemblies
but also of its active zones.

4.5. Radiation Resistance of Detectors

The radiation resistance of SiC with respect to
nuclear radiation was discussed to some extent in each
of the previous subsections. We now turn our attention
to the aforementioned (4.4.3) case of relativistic parti-
cles in connection with planned large-scale experi-
ments at the Large Hadron Collider at CERN. In these
experiments, detectors are expected to operate continu-
ously for ten years. Furthermore, the doses of irradia-
tion with relativistic particles range from 2 × 1014 to 5 ×
1015 cm–2, depending on the distance from the site
where the beams interact. Under these conditions, the
use of advanced silicon detectors encounters serious
difficulties even at doses as low as ~1014 cm–2 [124].

First, the dissipated power increases appreciably
(the reverse currents and the voltages corresponding to
depletion of the structure increase). Second, the effi-
ciency of nonequilibrium-charge transport and, corre-
spondingly, the signal amplitude are reduced. In this
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context, Verbitskaya et al. [125] studied the results of
cooling Si detectors and the feasibility of varying the
field profile by controlled injection of charge carriers
from the contact. Complication of the conditions of
operation for silicon detectors has led to a search for
materials with a higher radiation resistance.

Ivanov et al. [126, 127] analyzed the performance of
a SiC detector irradiated with 1-GeV protons with a
dose increasing from 3 × 1014 to 1.3 × 1015 cm–2.

Schottky diodes that had a diameter of 600 µm and
were formed by magnetron sputtering of Ni onto the
surface of high-quality 6H-SiC films were used. The
films were grown by sublimation epitaxy in vacuum
[128]. The difference concentration of ionized impuri-
ties varied from 5 × 1014 cm–3 at the surface to 8 ×
1015 cm–3 at depth d = 7 µm. Such a distribution of

 –  concentration made it possible to form a pull-
ing field in the diode structure, which increased the
effective diffusion length of charge carriers [129].

The detectability of SiC structures was analyzed
using 244Cm alpha particles (see 4.2). The characteris-
tics of the deep-level centers formed were determined
using DLTS. A typical voltage dependence of the signal
amplitude E(U) is shown in Fig. 11. It is significant that
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Fig. 11. Reverse-voltage dependence of the energy depos-
ited by an alpha particle in the sensitive region of the detec-
tor’s diode structure before irradiation with protons (see
[126]). The numbers 56, 36, and 25 correspond to designa-
tions of the samples. The nonlinearity of the dependence
(solid line) is caused by the nonuniform distribution of
impurities in the SiC film.

Table 8.  Deep-level centers in SiC before and after irradia-
tion with 1-GeV protons at a dose of 3 × 1014 cm–2 according
to DLTS measurements [126]

Center 
type Energy, eV

Concentration of the centers, cm–3

before irradiation after irradiation

E1/E2 0.35–0.4 (1–2) × 1013 (1–2) × 1013

R 1.1–1.2 <5 × 1012 5 × 1013
the values of E for different samples almost coincide,
which is indicative of the fairly high uniformity of SiC
properties over the film area.

Irradiation with a dose of 3 × 1014 cm–2 reduced the
value of LD for holes by less than 30%; variations in

 –  compared to initial values were insignificant.

Measurements of the spectrum of deep-level centers
showed that only the concentration of R centers
changed appreciably (see Table 8). Lebedev et al. [130]
studied the introduction of these centers as a result of
irradiation with 8-MeV protons; it was ascertained that
these centers were related to vacancies. Therefore, the
TRIM software package was used to compare the num-
ber of primary vacancies for proton energies of 8 MeV
and 1 GeV. The ratio of these numbers was found to
equal 110 : 1, which is a consequence of a decrease in
the cross section for proton scattering by Si and C
atoms as the proton energy increases.

Experimentally, concentrations of the R centers in
the two above cases (irradiation with 8-MeV and
2-GeV protons) are related as 400 to 1. Thus, the result
expected from the concept of primary defects is found
to be inconsistent with the number of secondary
(actual) centers that are formed in SiC as a result of
physicochemical reactions. Evidently, there is a differ-
ence between the energy transferred to primarily dis-
placed Si and C atoms in the course of defect produc-
tion by the 8-MeV and 1-GeV protons.

In the case of irradiation with high-energy protons,
more compact Frenkel pairs are formed; recombination
of vacancies and interstitial atoms occurs more effi-
ciently for these pairs. Accordingly, a lesser number of
vacancies is transferred from the tracks of recoil atoms
to the film bulk with subsequent formation of the R cen-
ters. Emtsev et al. [131] considered in detail the above
mechanism of recombination for components of Fren-
kel pairs (using silicon as an example) taking into
account the possible recharging of these components.
We note that the opposite situation of a low recombina-
tion rate for vacancies and interstitial atoms, which is
characteristic of diamond, raises the crucial question as
to the radiation resistance of diamond [132].

Irradiation with a total proton dose of 1.3 × 1015 cm–2

[127] brought about certain changes in the characteris-
tics of the structure. The conductivity of SiC became
heavily compensated. In addition, a high-resistivity
base was formed in the diode structure of the detector;
the Maxwell relaxation time in this base exceeded the
characteristic time of signal shaping by the instrumen-
tation electronics. Under these conditions, a character-
istic falloff of the signal by W/d times should be
observed (the signal amplitude is proportional to
∝ W2 ∝  U) if the structure is incompletely depleted
[133]. However, it was ascertained for alpha particles
that penetrated through the base that relaxation of the
base in structures with semi-insulating SiC films is pro-
moted as a result of the presence of a high concentra-
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tion of nonequilibrium charge carriers in the track [134,
135]. Indeed, the dependence Weff = f(U + 1.5)1/2

remained linear after irradiation with an alpha-particle
dose of 1.3 × 1015 cm–2 [127]. However, the accuracy of
experiment gave no way of separating the terms of the
quantity Weff = W + LD.

Figure 12 illustrates the value of the charge trans-
ported in the structure for two proton doses. The volt-
age required for attaining the same value of the charge
after the second dose was found to be higher by a factor
of 3. Most likely, this fact may be related to the exist-
ence of local inhomogeneities in the course of compen-
sation of the material. The same conclusion can be
reached if we take into account that the WFHM of the
spectrum is reduced to 10%; i.e., the conditions of
charge-carrier transport through the detector bulk
become leveled off.

The drift length of holes in an electric field F was
determined [126] from the expression

(8)

where k is the Boltzmann constant. Introducing LD =
1 µm and F = 105 V/cm (after the irradiation with a dose

of 3 × 1014 cm–2), we obtain  = 400 µm for the hole
transport.

The drift length of electrons was only estimated.
The estimation was based on the initial value of the
product of the mobility by lifetime for electrons µeτe =
7 × 10–9 cm2/V. This value was obtained [134] for SiC
irradiated with 8-MeV protons at a dose of 8 × 1015 cm–2.
Assuming that the decrease in τe was caused by the
R centers, a coefficient accounting for the number of
produced R centers for 1-GeV protons with a dose of
3 × 1014 cm–2 was introduced. As a result, we obtain

 ≤ 1 cm. Thus, we may assume that the drift lengths
of charge carriers are satisfactorily large for detectors
with an SCR (operating zone) with a width of several
hundreds of micrometers. Data on the drift length of
charge carriers in the structures irradiated with a total
proton dose of 1.3 × 1015 cm–2 were not reported [127].

It is significant [126, 130] that the proton energy
only slightly affects the nature of the radiation defects
produced. In both cases (the 8-MeV and 1-GeV pro-
tons), the main role is played by the R center with a
level that is 1.1–1.2 eV below the bottom of the conduc-
tion band.

To summarize the results for SiC detectors, we may
state that a proton dose of 3 × 1014 cm–2 represents
[126, 127] a threshold for radiation-induced changes in
the properties of SiC with a given level of purity. If the
dose does not exceed the threshold value, the lifetime of
charge carriers does not decrease appreciably and the
conductivity is not compensated significantly as a result
of irradiation.

LF
h µhτh( )F LD( )2 Fe/kT( ),= =
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h
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4.6. Feasibility of Signal Amplification

We specified above the quantities that are character-
istic of charge-carrier transport in SiC. We also gave
examples of the successful performance of SiC-based
detectors in a number of important fields. It is evident
that the main disadvantage of SiC detectors is the small
width of the active (operating) zone. This circumstance
is especially perceptible when penetrating (weakly ion-
izing) radiation is detected. In this context, it seems to
be of interest to consider the feasibility of increasing
the effective width of the operating zone, for example,
by attaining a signal amplitude larger than the energy
dissipated in the detector.

4.6.1. The principle of a through conducting
channel. This principle was formulated in the late
1950s and was applied to semi-insulating films with
monopolar conductivity [136, 137]. While the contacts
block the transfer of charge carriers from the external
circuit in detectors of the ionization-chamber type, the
opposite situation (the contacts did not limit the cur-
rent) was considered in [136, 137]. It was also a neces-
sary condition that a highly ionizing particle penetrate
through the film. Consequently, conducting tracks of
particles shunted the film resistance.

If the monopolar character of conductivity is caused
by the short lifetime of charge carriers (to be precise,
holes), the nonequilibrium holes produced by a particle
are localized at the capture centers and are immobi-
lized. In contrast, the transport of electrons is possible
through the track and external circuit. Thus, a through
conducting channel comes into existence in the semi-
insulating film. The charge Q transported through the
circuit is related to the charge Q0 generated by ionizing
particles by the following expression:

(9)

Here, tdr = d/µe(F) is the time of electron drift through
the film. If the inequality τe/tdr > 1 is valid, amplifica-
tion of the signal is observed.

Q Q0 µeτe( )eF/d[ ] Q0 τe/tdr( ).= =
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Fig. 12. Signal amplitude as a function of applied voltage for
relativistic-proton doses equal to (1) 3 × 1014 and (2) 1.3 ×
1015 cm–2.
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A similar situation was simulated [134] for the
p+−n–n+ structures that are based on 6H-SiC films with
introduced radiation defects and biased in the conduct-
ing direction. The films had the initial concentration of

uncompensated donors  –  = 4.5 × 1016 cm–2 and
a thickness of several micrometers. Irradiation with
8-MeV protons with a dose of 8 × 1015 cm–2 brought
about an increase in the film resistivity to 5 × 109 Ω cm.

When alpha particles penetrated through the film,
the bias dependence of the signal was linear in accor-
dance with expression (9) and corresponded to µeτe =
7 × 10–9 cm2/V. A gain of 1.7 was attained at a bias volt-
age of 25 V.

Strokan et al. [134] attribute the fact that the gain is
low to the high total concentration of structural defects
in the film (~1017 cm–3). Therefore, the experiment
described above clarifies to a great extent the principle
of amplification but leaves the attainable gain unclear.

4.6.2. Amplification in a transistor structure. The
charge amplification with the same coefficient τe/tdr can
also be attained in a transistor structure (see, for exam-
ple, [138, 139]). The corresponding experiment with
SiC films was described elsewhere [140, 141].

p-6H-SiC films served as starting base regions for
the structures under consideration: films with a thick-
ness of ~10 µm were grown by sublimation on n+-type
substrates. The difference concentration of impurities

 –  in the films was equal to 2.8 × 1015 cm–3.
A Schottky barrier obtained by sputtering Ni was used
as the second electrode.

The structures were studied in the mode of connec-
tion with a floating base and were irradiated with
5.8-MeV 244Cm alpha particles (the range in SiC was
equal to 20 µm) directed onto the side of the Schottky
barrier. The nonequilibrium charge produced in the
base corresponded to the absorption of the energy that
was no higher than 2 MeV. The shape of the signal
spectrum and the dependence of the mean signal ampli-
tude on the bias voltage U applied to the structure were
measured using the conventional pulse-height analysis
(see 4.2).

The barrier regions in the structures differed widely.
The Schottky barrier corresponded to an abrupt junc-
tion; however, the change in the p-type conductivity
was gradual on the side of the n+-type substrate. There-
fore, we compared two polarities of connection: the
role of the collector was played either by the p–n+ junc-
tion of the substrate (case I) or by the Schottky barrier
(case II).

In case I, the signal amplitude E exceeded only two-
fold the value of energy deposited by a particle in the
base. The dependence E(U) was sublinear and exhib-
ited a tendency towards leveling off. Strokan et al.
[141] attribute this behavior of the signal to the low
injection efficiency of the emitter (the Schottky barrier)
and short lifetime of charge carriers at the barrier. The
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shape of the spectral line was Gaussian (FWHM ≈
10%), which indicates that the conditions of charge
transport in the film were fairly uniform.

In case II, where the Schottky barrier acted as a col-
lector, the dependence E(U) was superlinear. The signal
amplitude now corresponded to 60–80 MeV. The shape
of the spectrum was found to be Gaussian, as in case I;
the straggling was FWHM ≈ 9%, nearly the same as in
case I.

Strokan et al. described qualitatively the results
reported in [141] in the context of the model suggested
by S.M. Ryvkin in his monograph [138]. The primary
minority charge carriers (in the case under consider-
ation, electrons) generated in the base when an alpha
particle is slowed down diffuse to the emitter and col-
lector junctions where these carriers become involved
in the drift caused by existing fields. Nonequilibrium
holes are found residing in a potential well and charge
it positively in reference to the emitter. Variation in the
emitter–base potential difference increases the second-
ary-electron current injected by the emitter.

In order to describe the effect quantitatively, it was
assumed that the primary-current gain in the pho-
totransistor amounted to (1 – αT)–1, where αT is the
transport coefficient for electrons in the base. Thus, it
was implicitly assumed that the emitter efficiency was
equal to unity. The expression for αT in the case when
transport of the charge enters into the base with a
δ-shaped voltage pulse applied to the emitter–base
junction is written as

(10)

where W and LD are the SCR width at the collector
junction and the diffusion length of electrons, respec-
tively. Expression (10) forms the basis for a final for-
mula used in [141] to describe the detector signal in
relation to d, W, and LD.

The dependence E(U) was measured in the course of
the experiment. Therefore, the values of U were con-
verted to the values of W. In Fig. 13, we show the results
of fitting the calculated values of α and LD to experi-
mental data for two samples.

Alpha particles belong to the class of highly ioniz-
ing radiation. At the same time, the response of transis-
tor structures to weakly ionizing radiation (X- and
gamma-ray radiation, high-energy particles), in which
case the initial dissipation of energy in the film is insig-
nificant, is more important in practice.

Strokan et al. [102] detected the X-ray and optical
photons. In the case of X-ray detection, the radiation of
an X-ray tube was used (anode voltage, 20 kV). For
optical-photon detection, the detectors were exposed to
light from a mercury lamp. The transistor structures of
detectors included a thin (~5 µm) base doped to the

level of  –  = (1–3) × 10–15 cm–3. The area of the
Schottky barriers was 1.2 mm2.

αT d W–( )/LD[ ] / d W–( )/LD[ ] ,sinh=

Na
– Nd

+
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The response to the X-ray radiation as a function of
U was superlinear. In Fig. 14, we show a portion of the
dependence of photocurrent on (U + 1.5)1/2; the current
was normalized to its value of 13.5 nA at (U + 1.5)1/2 =
4.1 V1/2. It is significant that a drastic increase in the
current (by a factor of 25 relative to the initial value) is
observed within a comparatively narrow range of vari-
ations in the argument.

When processing the data of Fig. 14, Strokan et al.
[102] used the following formula for the steady-state
collector current (see [143]):

(11)

Here, Iph is the primary photoelectron current in the col-
lector and αT is the transport coefficient for electrons
injected into the base owing to a steady-state photovolt-
age at the emitter–base junction. An expression for Iph
in [102] accounted for both the drift transport of elec-
trons from the SCR with the width W and the contribu-
tion of electron diffusion from the neutral base.

The comparison shown in Fig. 14 between the
experimental data and the results of calculations
yielded film thickness d = 4.66 µm and diffusion length
LD ≈ 0.35 µm, which was consistent with the film
growth conditions.

A semitransparent Ni electrode was used when
charge carriers were generated by optical phonons.
Similar processing of dependences Ic(U) yielded d =
4.67 µm, which coincided with the corresponding value
obtained in the case of X-ray radiation. However, the
quantity LD = 0.83 µm exceeded by almost a factor of 2
the value of LD obtained from the data in Fig. 14. This
increase in LD can be attributed to the fact that the cur-
rents in the case of optical excitation of charge carriers
were larger by two orders of magnitude than those
under excitation with X-ray photons.

It is significant that the signal amplification
observed by Strokan et al. [102, 141] is not noticeably
affected by the features of the charge-carrier genera-
tion. The polar cases here are the effects of alpha parti-
cles and X-ray photons. Individual alpha particles pro-
duce dense charge-carrier tracks in the shape of cylin-
ders with a diameter of ~10 µm, whereas the X-ray
photons generate charge carriers with a low density and
equiprobably throughout the entire volume of the base
in a transistor structure. However, the superlinear
increase in the signal amplitude with almost identical
amplification coefficients is observed in both cases. As
a result, the features of radiation-induced introduction
of nonequilibrium charge carriers into the base have
almost no effect on the resulting signal. This inference
is consistent with a phototransistor model according to
which the current flowing through the base is controlled
by photovoltage at the emitter–base junction; this pho-
tovoltage is generated by the primary charge itself.

Ic = Iph/ 1 αT–( ), αT  = d W–( )/LD[ ]cosh{ } 1– .
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Thus, internal amplification of the signal by at least
tenfold can be accomplished in detectors based on SiC
films with a reduced concentration of impurities. This
amplification is attained in structures that are compara-
tively easy to fabricate and include the Schottky barrier;
the latter is used as the collector. It is important from
the practical standpoint that comparatively thin (on the
order of tens of micrometers in thickness) SiC films can
be used to detect penetrating radiation. Significantly,
the effective thickness of these films is found to be
larger than the initial thickness by a factor that is equal
to the signal amplification coefficient.

12
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Fig. 13. Dependence of the alpha-particle signal expressed
in energy units on the width of the space-charge region at
the collector junction (Schottky barrier). The squares and
filled circles correspond to experimental data, and the lines
represent the results of approximation (see [140]) for the
following values of adjustable parameters: diffusion length
LD = 8.85 and 5.85 µm and film thickness d = 10.75 and
8.53 µm for samples 1 and 2, respectively.

25

20

15

10

5

0

4.05 4.20 4.35 4.50 4.65 4.80
(U + 1.5)1/2, V1/2

(I, nA)/(13.5 nA)

Fig. 14. Dependence of the current induced by the radiation
of an X-ray tube on the voltage applied to the detector’s
diode structure. The solid curve represents the results of
approximation (see [102]) at a current normalized to the
value of 13.5 nA. The values of the parameters are the fol-
lowing: film thickness d = 4.66 µm and electron diffusion
length LD = 0.35 µm. The voltage applied to the anode of
the X-ray tube was equal to 20 kV.
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5. CONCLUSION

Naturally, recent advances in the development of
growth technology for SiC films have also affected the
application field of SiC. In particular, interest in the use
of SiC in nuclear physics and in technical applications
of SiC as a detecting medium has been renewed. We
attempted to present the results of studying the problem
of SiC applications in the context of two approaches.
First, we tried to give existing examples of using the
potential of SiC in typical problems in physics and
technology. Second, we did our best to clarify the rela-
tion between the detector characteristics and the key
parameters of the material. We also mentioned methods
for solving the inverse problem, i.e., the problem of
determining the electrical characteristics of SiC sam-
ples from parameters of detector structures based on
these samples.

Concerning the properties of radiation defects in sili-
con carbide, it is shown that, at room temperature, the con-
centrations of intrinsic defects that already exist in the
material increases irrespective of both the growth technol-
ogy of the material and the type of incident particles.

The radiation defects produced can be either donors
or acceptors. In relation to 6H-SiC, this fact brings
about, on the one hand, compensation of the material at
room temperature and, on the other hand, an increase in

 –  at temperatures higher than 600 K. In the case
of 4H-SiC, the concentration of the acceptors introduced

is prevalent. As a result, the concentration  –  is
found to be lower than the initial concentration even at
elevated temperatures. As a consequence, the estima-
tion of the SiC radiation resistance cannot be restricted
to measurements at room temperature because of the
significant temperature dependence of the carrier-
removal rate.

Numerical values of the radiation-defect production
rate at least do not exceed the characteristic values for
silicon, which is the main material in contemporary
electronics.

Concluding our consideration of problems in SiC
detectors, we note that recent progress attained in the
growth technology of impurity-free and structurally
perfect SiC films (with a density of micropipe defects
of ~1 cm–2) has transferred SiC to the class of materials
suitable for producing detectors. At present, it is prema-
ture to state that an experimental batch of such devices
has been fabricated. Publications dealing with research
into the structures or testing of detectors in various
operational conditions far outnumber those concerned
with a direct solution to scientific and technical prob-
lems of nuclear physics.

However, the potential of SiC for fabricating a num-
ber of SiC-based customized detectors that retain their
operation characteristics at high radiation loads, in con-
ditions of an aggressive medium, and at elevated tem-
peratures (as high as 500°C), has been clearly recog-

Nd
+ Na

–

Nd
+ Na

–

nized. These specialized detectors can be used in sys-
tems for monitoring in acid-containing media with
alpha-particle radioactivity and in systems that are
designed for determining the fields of X- and gamma-
ray radiation and retain normal operation after doses at
least as high as tens of megarads. Other applications
include SiC detectors for measuring thermal-neutron
fields (with 10B as the conversion medium), for
detection of high-energy neutrons using the reac-
tion 12C(n0, α)9Be, and for analysis of narrow high-
power pulses of X-ray radiation.

A separate class of problems comprises applications
in medicine, which are related to the similarity of the
stopping powers of silicon carbide and tissues of bio-
logical species (tissue equivalence).
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Abstract—A model of doping with magnesium is verified for molecular-beam epitaxy of gallium nitride using
ammonia as a source of Group V reactive component. The good quantitative agreement with experiment makes
it possible to compare the p-doping efficiency for molecular-beam epitaxy from plasma-activated nitrogen and
ammonia within this model. In this case, it is possible to attain a high Mg content in the crystal due to the
increased V/III ratio in the incident flows. © 2004 MAIK “Nauka/Interperiodica”.
Currently, Group III nitrides are basic materials for
optoelectronics of the blue–green, violet, and ultravio-
let spectral regions, as well as for high-temperature and
high-frequency electronics. To produce nitride-based
device heterostructures, metal-organic vapor (hydride)
phase epitaxy (MOVPE) and molecular-beam epitaxy
(MBE) are widely used. One of the topical problems of
these growth technologies is p-type doping control, in
which atomic magnesium (MBE) or its organometallic
compounds (MOVPE) are conventionally used.
Despite numerous studies of the doping mechanisms, a
commonly accepted model describing the features of
this process that are observed experimentally has not
yet been developed. We recently suggested [1] a model
of GaN doping with magnesium in MBE using plasma-
activated nitrogen as a reactive component of Group V.
The model is based on the assumption that Mg and Ga
compete to be incorporated into the GaN cationic sub-
lattice; as a result, the magnesium content nMg in GaN
becomes related to the incident flux FMg and the crystal
growth rate Vg (monolayers per second (ML/s) as

(1)

where NA is Avogadro’s number; ρGaN and MGaN are the
GaN density and molar mass, respectively; kMg = 7.71 ×
1012exp(–14994/T) s–1 and θGa are the coefficient of Mg
desorption from the GaN surface [1] and the surface
coverage with gallium; and ω(T) = 3.523 ×
105exp(−21070/T) is the equilibrium constant corre-
sponding to the Mg transition from the adsorbed layer
into the crystal bulk. This constant was determined in
[1] by fitting the temperature dependence of the intro-
duced impurity content to the data of [2].

In this paper, it will be shown that the model sug-
gested in [1] quantitatively describes GaN doping with
magnesium in MBE with ammonia as a reactive nitro-

nMg

NAρGaN

MGaN
------------------

FMg

Vg kMgωθGa+
---------------------------------,=
1063-7826/04/3802- $26.00 © 20148
gen source. This allows one to compare the doping effi-
ciency in two MBE types, from plasma-activated nitro-
gen and ammonia.

The GaN growth rate in ammonia MBE was calcu-
lated within the kinetic model [3], allowing one to pre-
dict the surface coverage with gallium and nitrogen
atoms. This model takes into account the hydrogen
adsorbed at the surface by introducing an effective
coefficient of nitrogen molecule desorption, which is
noticeably smaller than that in the absence of hydrogen.
The Mg content in the crystal was determined from
expression (1). To validate the model, we used the
experimental data of [4] on GaN doping with magne-
sium in ammonia MBE. Figure 1 shows that the
model’s predictions are in good quantitative agreement
with the experiment. We can see that the inclined tem-
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Fig. 1. Temperature dependence of the magnesium content
in GaN: experimental data of [4] (circles) and theoretical
predictions (curve). The fluxes F of Ga, NH3, and Mg are
1.1, 32, and 0.008 ML/s, respectively.
004 MAIK “Nauka/Interperiodica”
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perature dependence of the Mg content in the crystal
flattens at temperatures lower than ~650°C. This transi-
tion corresponds to the change in the impurity trapping
mechanism discussed in [1]. At T ≥ 650°C and T ≤
650°C, the Mg content in the adsorbed layer is mainly
controlled by the balance between the incident and des-
orbed Mg flows and the balance between the arrival of
Mg on the growing surface and its escape into the crys-
tal, respectively. In the latter case, the Mg content in the
solid phase becomes dependent on the ratio FMg/Vg (as
follows from expression (1)) at Vg @ kMgωθGa, rather
than on temperature.

The good agreement between theory and experi-
ment allows one to carry out a comparative analysis of
the efficiency of Mg introduction into MBE GaN, using
various sources of the Group V reactive component,
i.e., plasma-activated nitrogen and ammonia. To this
end, we chose typical growth conditions for these two
technologies, assuming that the incident Ga flow is
~1 ML/s in both cases. In MBE from plasma-activated
nitrogen (PEMBE), it is possible to attain for a short
time only a small excess of the nitrogen flux over the
gallium flux because of GaN surface faceting during
growth. Therefore, we took the V/III ratio in the calcu-
lations as FN/FGa = 1.1. Appreciably larger V/III ratios
in the incident fluxes are characteristic of ammonia
MBE (NH3-MBE). Taking into account the small stick-
ing coefficient of ammonia at the GaN surface (  =

0.04 [5]), this ratio is /FGa = 4.0.

The values of Mg content in the crystal, calculated
for MBE from plasma-activated nitrogen and ammonia
with magnesium flux FMg = 0.003 ML/s, are compared
in Fig. 2. We can see that, in the case of direct trapping
of the impurity by the crystal (T ≤ 650°C for MBE from
plasma-activated nitrogen and T ≤ 700°C for MBE
from ammonia), both technologies feature identical
efficiency of impurity introduction, whose content can
be as high as 1020 cm–2. However, at higher tempera-
tures favorable for producing high-quality GaN crys-
tals, a higher Mg content can be attained in MBE from
ammonia (Fig. 2a). This is directly associated with the
influence of the efficiency of introduction of Mg cover-
age over the gallium growth surface, which decreases
as the V/III ratio increases in the incident fluxes
(Fig. 2b). This factor, combined with higher achievable
growth temperatures [3], additionally emphasizes the
advantages of ammonia MBE for growing device het-
erostructures for optoelectronics.

Thus, the model of GaN doping with magnesium [1]
was verified for MBE from ammonia. The doping effi-
ciency was compared for two types of reactive compo-
nent source from Group V: ammonia and plasma-acti-
vated nitrogen. It was shown that, with respect to the

αNH3

αNH3
FNH3
SEMICONDUCTORS      Vol. 38      No. 2      2004
doping efficiency, ammonia MBE is more advanta-
geous compared to MBE from plasma-activated nitro-
gen due to the possibility of using a higher V/III ratio in
incident fluxes.
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Abstract—The temperature dependence of the growth rate of epitaxial layers of silicon carbide in vacuum was
calculated within the simple model based on the Hertz–Knudsen equation, taking into account the temperature-
dependent sticking coefficient. The calculation results fit the experimental data well. © 2004 MAIK
“Nauka/Interperiodica”.
Sublimation epitaxy of silicon carbide is generally
used to produce 3D crystals [1]. The process is carried
out in inert gas, which allows growth rates of up to sev-
eral centimeters per hour. Epitaxial growth of thin films
imposes increased requirements upon the layer–sub-
strate interface and gas; however, the requirements for
growth rates are lower (a rate of 10 µm/h is acceptable).
All these factors allow one to use SiC sublimation epi-
taxy and, in particular, vacuum epitaxy, to produce
device structures, e.g., diodes.

The simulation of epitaxial growth is a very difficult
problem, since one needs to consider the various phys-
icotechnical processes and complex configurations of
practical setups, as one does in simulating vapor-phase
growth [2, 3]. No matter how paradoxical this may
seem, the mathematical model of vacuum growth,
where everything seems to be much simpler compared
to the transport of molecules that form a crystal in an
inert gas, is the least well developed of all such models.
The point is that an inert gas aligns the “working mate-
rial” flux in a certain way; in vacuum, a stochastic pro-
cess takes place [4], which is simulated, as a rule, using
the Monte Carlo method. Fortunately, along with intri-
cate numerical calculations based on hydrodynamic
equations, there are simplified schemes based on the
Hertz–Knudsen equation according to which the molar
flux J of a material is given by (see, e.g., [5–7])

(1)

where M is the molar mass of transported material, R is
the universal gas constant, T is the temperature, and p is
the equilibrium vapor pressure of the transported material.
Conceptually, the Hertz–Knudsen equation describes the
evaporation rate of solid molecules into vacuum, i.e.,
the number of particles leaving a unit area of solid per

J X T( )p T( ),=

X 2πMRT( ) 1/2– ,=
1063-7826/04/3802- $26.00 © 20150
unit time [8]. The growth rate G defined by formula (1)
is given by

(2)

where ρ is the density of the growing material.
As follows from [5], in order to describe the growth

of the SiC epitaxial layer, we introduce the sticking
coefficient α. We will assume that this coefficient
depends on temperature; i.e., we assume that a certain
potential barrier should be overcome for atoms to be
adsorbed at the substrate surface. This means that we
use the model suggested in [9] to describe the growth of
silicon and germanium crystals. As in [4–6, 8], we dis-
regard (for simplicity) the temperature gradient in a
cell, assuming that its influence on the process rate is
weak, although the presence of this gradient is a neces-
sary condition for growth. We can then write

(3)

where Q is the heat of SiC sublimation and A and B are
coefficients. In this paper, devoted to the calculation of
the growth rate of SiC epitaxial layers on SiC sub-
strates, we will proceed from these expressions. Cer-
tainly, we recognize that SiC, SiC2, Si, Si2C, and C are
actually involved in the transport, rather than SiC mol-
ecules (see, e.g., [6, 7]). However, according to the
model in [5], we disregard this factor for simplicity.

The experimental setup and the growth cell are
described in [10] in detail. We only note that growth in
an “open” system is simulated. This means that some

G
M
ρ
-----J ,=

G
MSiC

ρSiC
-----------XSiC T( )pSiC T( )α T( ),=

XSiC 2πMSiCRT( ) 1/2– ,=

pSiC T( ) = B Q/RT–( ), α T( )exp  = A Ea/RT–( ),exp
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molecules of the material leave the growth region with-
out participating in mass transfer. The experimental
temperature dependence of the growth rate for the epi-
taxial film in such a system is shown in Fig. 1 (curve 1).
For comparison, Fig. 1 also shows a similar dependence
for a “quasi-closed” system (curve 2) described in [11].

To describe the experimental data, it is convenient to
introduce the dimensionless growth rate g ≡ G/G0,
where G is the growth rate at the temperature T, and G0
is the highest growth rate (1000 µm/h) corresponding to
temperature T0 = 2326 K. Introducing the dimension-
less parameters

(4)

we obtain

(5)

We can see from Fig. 2 that the results of the calcu-
lations fit the experimental data well when ω = 48
(curve 1, this study) and ω = 30 (curve 2, [12]).

Let us analyze this result. According to [13], the
equilibrium pressure of silicon carbide is defined by the
parameters B = 4.3323 × 1013 Pa and Q = 567.35 J/mol =
5.88 eV per molecule. Hence, ωq ≡ Q/RT0 = 29.4, then
ωa ≡ Ea/RT0 = 18.6. The latter equality suggests that
Ea = 3.73 eV per molecule, which is in satisfactory
agreement with the bonding energy (per bond) of sili-
con carbide, which equals 3.17 eV [12]. Proceeding
from the fact that G0 = 1000 µm/h, we have A = 0.286 ×
108, which yields the sticking coefficient α = 0.24 at
T0 = 2326 K. Hence, every fourth molecule sticks to the
substrate, which seems to be quite reasonable.

The second series of growth experiments was car-
ried out in a quasi-closed system on a 6H-SiC silicon
surface. The angle of the substrate-surface misorienta-

tion was 3.5° along the 〈11 0〉  direction. The growth
reactor consisted of a quartz tube and water-cooled
steel flanges. The growth cell, growth source, and sub-
strate were inside a graphite container heated by an
induction coil using an HF oscillator. The growth tem-
perature ranged from 1700 to 1800°. In the case of
polycrystalline SiC as a growth source at low pressures,
the layer-growth rate was controlled by the source
evaporation rate [11]. An analysis of the parameters for
the quasi-closed system with T0 = 2273 K, G0 =
1394 µm/h, and the same values of B and Q yields
ωq = 30, ωa = 0, and α = 0.6. Here it is particularly
interesting that there is no adsorption barrier (Ea = 0),
which results in an increase in the sticking coefficient
by a factor of 2.5 and a corresponding increase in the
growth rate compared to the open system. These differ-
ences seem to be associated with the substrate-surface
state and the design features of the setup.

ω ωq ωa+
Q Ea+

RT0
---------------- Q

RT0
---------

Ea

RT0
---------+= = =

and ξ
T0

T
----- 1…,≥=

g G/G0≡ ξ ω ξ 1–( )–[ ] .exp=

2
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As the authors of [9], we specified the sticking coef-
ficient α purely empirically, assuming that, in order to
be stuck at the surface, a molecule should overcome a
certain potential barrier Ea. At high temperatures, such
an approximation seems to be acceptable, since it takes
into account the increase in the probability that a mole-
cule is captured by the surface as T increases, which
conforms to the results obtained, for example, in theo-
retical studies [14, 15].

We are grateful to V.V. Zelenin for helpful discus-
sions.
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Fig. 1. Experimental growth rates of silicon carbide layers
in relation to inverse temperature according to the data of
(1) [10] and (2) [11].
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Abstract—Adsorption of HS– hydrosulfide ions solvated by different amphiprotic solvents (water, alcohols) at
the oxide-free GaAs(100) surface was studied by photoemission spectroscopy. The adsorption was carried out
from ammonium sulfide solutions in an inert oxygen-free ambient. In the core-level spectra, the chemical shift
of the component stemming from the As–S bonds in reference to the component related to As–Ga bulk emission
is shown to increase as the permittivity of the solvent used decreases. This fact points to the increase in the ion-
icity of forming As–S bonds. The ionization energy of the semiconductor after adsorption also depends on the
solvent from which the adsorption occurs. Such a dependence is retained after annealing of the surface and disap-
pearance of the As–S bonds, which indicates that the solvent affects the surface atomic structure. It is shown that
the solvent modifies the ion chemical properties and reactivity via solvation, which results in a change in the mech-
anism of interaction of ions with semiconductor surface atoms. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Modern semiconductor devices are comparable in
size with the lattice constant of semiconductor crystals.
Therefore, the properties of surfaces and interfaces are
of critical importance. In this context, the methods for
chemical engineering of surface electronic properties
(surface states spectrum, surface potentials, etc.) have
been actively developed in the last few years in order to
extend the potential of semiconductor materials in elec-
tronics [1]. Chemical modification of surface electronic
properties occurs due to interaction of the adsorbing
atoms, ions, or molecules with atoms or states at semi-
conductor surface, as well as due to charge transfer
between the adsorbates and the semiconductor.

Many semiconductor technological processes occur
at the semiconductor/electrolyte interface. It is known
that the solvation of ions or molecules by the polar sol-
vents results in modification of the electronic shell of
solutes, which can cause radical changes in their chem-
ical properties [2]. This effect may be most pronounced
when coordination hydrogen bonds can be formed
between the solute and solvent molecules. These
hydrogen bonds can change considerably the electronic
density distribution in the solvated ion or molecule.

It has been found experimentally that the solvent
where adsorption occurs can considerably affect the
electronic structure of the forming surface, even with-
out being involved in direct reaction. For instance,
when sulfur is adsorbed in the form of HS– hydrosulfide
ions from the electrolyte solutions, the electronic prop-
erties of the adsorbate-covered surface correlate with
1063-7826/04/3802- $26.00 © 0153
the value of the static permittivity of the solvent.
A more efficient reduction in surface recombination
velocity of GaAs [3] and GaN [4], as well as of the sur-
face states density in GaAs [3], InP [5], and InGaAs
solid solutions [6], is obtained when the surface treat-
ment is carried out in a solution with a lower permittiv-
ity. The treatment of laser mirrors with low-permittivity
alcoholic sulfide solutions results in an appreciable
improvement in semiconductor laser performance; this
increase in laser efficiency also depends on the solvent
used [7, 8]. The effect of the solvent on the photolumi-
nescence intensity was observed after treatment of
GaAs with HCl solutions as well [9].

It would seem reasonable to suppose that the influ-
ence of the solvent from which the adsorption proceeds
on the electronic properties of the semiconductor sur-
face stems from the modification of the adsorbates'
chemical properties by solvation, which alters chemical
reactions in the surface processes. It was theoretically
shown [10] that solvation could affect the length and
character of the chemical bonds formed in the course of
the reactions in solutions. Accordingly, the character of
the chemical bonds between the adsorbate and the sur-
face atoms at the semiconductor/solution interface can
vary if the adsorbate is solvated by different solvents.

In this study, the chemical processes at the interface
between GaAs(100) and sulfide solution are analyzed
by photoemission spectroscopy, and the role of the sol-
vent in forming chemical bonds between the solvated
hydrosulfide ions and semiconductor surface atoms is
investigated.
2004 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

This study was carried out on specially prepared
n-GaAs(100) (n = 2 × 1017 cm–3) wafers. First of all, the
wafers were placed into the ultrahigh vacuum (UHV)
chamber, where they were cleaned by Ar ion bombard-
ment for 30 min and then annealed at 550°C for 1 hour.
After such treatment, the sample surface contained no
oxygen and carbon. For sulfur treatment, the samples
were transferred (without any contact with ambient air)
to a special electrochemical chamber [11] constructed
of standard glass elements. This glass chamber was
purged with dry, carbon-free N2-atmosphere and was
directly connected to an UHV chamber of the measur-
ing system.

The sulfur treatment was carried out by depositing a
droplet of the solution onto the sample surface. We used
ammonium sulfide [(NH4)2S] solutions in water (H2O),
methanol (CH3OH), isopropanol (i-C3H7OH), and
tert-butanol (t-C4H9OH). The concentration of ammo-
nium sulfide in aqueous solution amounted to 25 vol %
and in alcoholic solutions, 2–3 vol %. The sample sur-
faces were exposed to the solution for 10 min and then
the residual solution was blown off by a dry nitrogen
jet. Only freshly prepared solutions were used in the
experiments. Afterwards, the samples were transferred
back to the UHV chamber without contacting the ambi-
ent air.
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Fig. 1. As 2p core-level spectra of an oxide-free GaAs(100)
surface sulfidized using the following solutions:
(a) (NH4)2S + H2O, (b) (NH4)2S + CH3OH, (c) (NH4)2S +
i-C3H7OH, and (d) (NH4)2S + t-C4H9OH.
For photoelectron spectroscopy analysis, a PHI
5700 MultiTechnique system was used. Core-level
spectra were measured using a monochromatic AlKα
source (hν = 1486.6 eV). The binding energies of core
levels were reckoned from the Fermi energy. The
energy scale of the spectrometer was calibrated by
using the Au binding energy Eb(Au4f7/2) = 84.00 eV.
Valence-band spectra were measured under normal
emission using radiation from a helium lamp (He I,
hν  = 21.2 eV). During the measurements of the
valence-band spectra, the sample was biased by –1.5 V
relative to both the analyzer and the vacuum chamber.
The ionization energy of all surfaces was determined
using the measurement of the full width of the valence-
band energy distribution curves, i.e., the energy separa-
tion between the onset of emission from the edge of the
valence band and the onset of the secondary electron
emission. To obtain the value of ionization energy, the
full width of the valence band spectrum was subtracted
from the excitation energy (21.2 eV) [12]. The mea-
surements of the spectra were carried out before and
after sulfur treatment, as well as after several successive
annealing steps, each of approximately 10 min. The
annealing temperature at each next step was higher than
at the preceding step. The annealing temperature was
measured using a thermocouple positioned in the vicin-
ity of the sample.

3. RESULTS

3.1. X-Ray Photoemission Spectroscopy 

The survey X-ray photoemission spectra of initial
surfaces (after Ar-ion sputtering and annealing) contain
only Ga- and As-related peaks. After the sulfur treat-
ment, sulfur, oxygen, and carbon peaks appear in the
survey spectra. The intensity of the oxygen and carbon
peaks was in all cases much lower than the intensity of
these peaks at the surface covered by the native oxide,
as well as at the Ar-ion bombarded and annealed con-
taminant-free surface, which was deliberately oxidized
for 3 min in ambient air before clear evidence of gal-
lium and arsenic oxides appear in the spectra.

Resolution of the As 2p core-level spectra of the sur-
faces treated with different solutions (Fig. 1) shows
that, along with the bulk component stemming from the
As–Ga chemical bonds, an additional component with
a higher-binding energy appears in the spectra. As a ref-
erence for the shape of the bulk contribution, the spec-
trum of an initial Ar-ion bombarded and annealed sur-
face was used. This higher-binding energy component
can be attributed to the formation of the arsenic sulfides
at the surface, since the formation of arsenic oxides can
be excluded because the concentration of oxygen at
these surfaces is quite low and, moreover, the chemical
shift of the arsenic oxides should be considerably
higher (3 eV or more [13–15]). The chemical shift of
the arsenic-sulfide-related component in reference to
the As–Ga bulk signal was different for the surfaces
SEMICONDUCTORS      Vol. 38      No. 2      2004
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treated in different solvents. In particular, the As–S
bonds formed in the course of treatment with aqueous
sulfide solution have the lowest chemical shift (Fig. 1a),
whereas the bonds obtained after the treatment with the
tert-butanol-based sulfide solution have the highest
chemical shift (Fig. 1d). This difference in chemical
shifts of the As–S component was found both in As 2p
core-level spectra (Fig. 1) and in As 3d core-level spec-
tra as well.

No detectable changes in Ga 3d core-level spectra
were observed after sulfur treatment. At the same time,
in Ga 2p core-level spectra of the surfaces treated with
isopropanol- and tert-butanol-based sulfide solutions, a
low-intensity component with a chemical shift of
0.6 eV in reference to the Ga–As bulk component was
observed (Fig. 2). This low-intensity component indi-
cates that Ga–S chemical bonds are formed at the sur-
face [16].

It is difficult to analyze sulfur core levels at the
GaAs surface when an AlKα source is used because the
S 2p level (binding energy of about 160 eV) and the
S 2s level (binding energy of about 220 eV) are over-
lapped with the Ga 3s and the Auger As L2M45M45 lev-
els, respectively. Figure 3 shows the spectral region of
the S 2p core level for a surface treated with the
(NH4)2S + t-C4H9OH solution. The overall spectrum is
shown in Fig. 3a, where the Ga 3s core level of the
untreated sample is indicated. To obtain a pure S 2p sig-
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Fig. 2. Ga 2p core-level spectra of the oxide-free GaAs(100)
surface sulfidized using the following solutions:
(a) (NH4)2S + H2O, (b) (NH4)2S + CH3OH, (c) (NH4)2S +
i-C3H7OH, and (d) (NH4)2S + t-C4H9OH.
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nal, the shadowed Ga 3s core level was subtracted from
this overall spectrum. The difference spectrum is shown
in Fig. 3b. The spectra of the S 2p core level for all other
sulfide-treated surfaces appear similar.

Annealing a surface treated with an aqueous sulfide
solution results in the apparent disappearance of the
As−S bonds just after the first annealing step (at 300 °C)
and in the appearance of Ga–S bonds (shifted from the
bulk component by 0.6 eV). When surfaces treated with
alcoholic sulfide solutions (isopropanol- and tert-butanol-
based), where the As–S bonds have the larger chemical
shift, are annealed, this initially causes the transforma-
tion of the As–S bonds into As–S bonds with a smaller
chemical shift (Fig. 4). New Ga–S bonds, in addition to
the existing ones, are also formed.

3.2. Ultraviolet Photoemission Spectroscopy

The valence-band spectrum of the initial GaAs(100)
surface (obtained by Ar ion bombardment and subse-
quent annealing) contains four distinct features (peaks)
with binding energies of 1.0, 2.7, 4.0, and 6.7 eV in ref-
erence to the valence-band maximum (Fig 5a). The first
feature can be attributed to the emission from the As–As
dimer-related surface states [17]. The remaining fea-

tures originate from the bulk critical points X5, ,
and X3, respectively [17, 18].
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Fig. 3. (a) S 2p core-level spectrum of the GaAs(100) sur-
face sulfidized using the (NH4)2S + t-C4H9OH solution; the
overlapping Ga 3s core level of an oxide-free unsulfidized
GaAs(100) surface is shadowed. (b) Difference between
spectrum (a) and the Ga 3s core-level spectrum of an oxide-
free unsulfidized GaAs(100) surface.



156 LEBEDEV et al.
As was discovered previously [19], immediately
after the treatment, the spectra of all surfaces consist of
only two broad bands in the vicinity of the bulk critical
points X5 and X3. The absence of a fine structure in these
spectra may be caused by some amount of carbon con-
tamination on the surface after sulfur treatment.
Annealing these surfaces leads to the desorption of car-
bon, and some new features appear in the spectra as a
result. Figure 5 shows the valence-band spectra of all
the samples after annealing at 400°C (curves b–e). Fur-
ther annealing at 500°C results in only minor changes
in the shape of the valence-band spectra. All the spectra
contain distinct peaks near the bulk critical points X5
(2.7 eV) and X3 (6.7 eV), as well as a shoulder corre-
sponding to the emission from the As–As dimer-related
surface state (0.8–1.0 eV).

In addition, the spectra of the surfaces treated with
aqueous sulfide solution (Fig. 5b) and methanol-based
solution (Fig. 5c) contain a feature with a binding
energy of 5.4 eV. A similar feature was observed after
exposure of the clean GaAs(100) surface to oxygen
with subsequent annealing and was attributed to gal-
lium oxides [20]. At the same time, the O 2p core level
[21], which has a high photoionization cross section on
excitation with a He I source (hν = 21.2 eV), has a sim-
ilar binding energy [22]. Since there is a small amount
of residual oxygen on the surfaces treated with aqueous
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Fig. 4. Evolution of As 2p core-level photoemission spec-
trum of the oxide-free GaAs(100) surface after sulfidization
using the (NH4)2S + t-C4H9OH solution and subsequent
annealing at temperatures of (a) 500, (b) 400, and
(c) 300°C; (d) without annealing (as-treated); and (e) before
sulfidization.
sulfide solution and methanol-based solution, attribut-
ing the feature at 5.4 eV to the occurrence of oxygen
traces seems reasonable.

An additional emission line located at 4.0–4.5 eV
below the maximum of the valence band can be
observed in all spectra. This line was observed with the
highest intensity in the spectra of the surfaces treated
with (NH4)2S + i-C3H7OH solution (at 4.25 eV)
(Fig. 5d) and with (NH4)2S + t-C4H9OH solution (at
4.5 eV) (Fig. 5e). On the one hand, this emission is in

the region of the bulk critical point . However,
since this line is sensitive to surface treatment, it fol-
lows that the surface makes a considerable contribution
to this feature. On the other hand, the valence-band
spectrum of a GaS layer on a GaAs surface includes a
peak with a binding energy of about 4.0 eV [23], and a
peak corresponding to the S 3p core level, which has a
high photoionization cross section for excitation with a
He I source, can also be found in this spectral region.
Therefore, we may conclude that this feature, with a
binding energy that depends on the solvent from which
the adsorption of hydrosulfide-ions proceeds, can be
related to the presence of sulfur atoms at the GaAs sur-
face (Ga–S chemical bonds).

The ionization energy of the initial GaAs(100) sur-
face after Ar-ion bombardment and subsequent anneal-
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Fig. 5. Valence band photoemission spectra of oxide-free
GaAs(100) surface (a) before sulfidization and after sul-
fidization using the (b) (NH4)2S + H2O, (c) (NH4)2S +
CH3OH, (d) (NH4)2S + i-C3H7OH, or (e) (NH4)2S +
t-C4H9OH solutions and annealing at 400°C. EVBM = 0.
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ing is equal to 4.7 eV. After the treatment with aqueous
sulfide solution, the ionization energy considerably
decreased, whereas after the treatment with an alco-
holic sulfide solution it increased by a value specific for
each solution (Fig. 6). After annealing, the ionization
energy of all the studied sulfur-treated surfaces
increased. However, at every annealing temperature,
the ionization energy is found to be different for sur-
faces treated with different sulfide solutions.

The evolution of the surface Fermi level position
relative to the valence-band edge as a result of the
annealing of GaAs(100) surfaces treated with aqueous
sulfide solution and with the (NH4)2S + i-C3H7OH solu-
tion is illustrated in Fig. 7. Before the sulfur treatment,
but after Ar-ion bombardment and annealing, the sur-
face features rather pronounced band bending (~1 eV).
The treatment with sulfur using an aqueous solution
results in a noticeable decrease in the surface band
bending (Fig. 7a). The treatment with sulfur using alco-
hol-based solutions has a minor effect on the surface
band bending (e.g., Fig. 7b). Note that, during anneal-
ing at temperatures above 400°C, the Fermi level at the
surface treated with an aqueous sulfide solution shifts
back toward the valence band (Fig. 7a), whereas at the
surface treated with a (NH4)2S + i-C3H7OH solution
(Fig. 7b), as well as with the other alcoholic solutions
considered above, it continues to shift toward the con-
duction band. This evolution of the surface Fermi level
determined from the analysis of the valence-band spec-
tra is in qualitative agreement with the change in the
positions of peaks of the bulk components in the As 2p
and Ga 2p core levels after sulfide treatment and subse-
quent annealing, which can also serve as a measure of
the valence-band edge position relative to the surface
Fermi level.

4. DISCUSSION

The adsorption of hydrosulfide ions from different
solvents results in the formation of As–S bonds with a
different chemical shift relative to the As–Ga bulk com-
ponent (Fig. 1). Similarly to many of the electronic
properties of sulfur-treated surfaces [3–5, 7, 24], this
chemical shift correlates well with the static permittiv-
ity of the solvent (Fig. 8).

The change in chemical shift of the As–S-related
component is an indication of the different oxidation
state of arsenic atoms bonded with sulfur atoms. In par-
ticular, a larger chemical shift is indicative of a higher
charge state of atoms and/or a higher ionicity of the
bond. The change in ionicity of the As–S bonds at the
surfaces treated with different sulfide solutions is also
supported by the dependence of the ionization energy
on the static permittivity of the solvent used (Fig. 9a).
Since the change in ionization energy characterizes the
surface dipole induced by the chemical bonds formed
[25], it may be concluded that the GaAs(100) surface
SEMICONDUCTORS      Vol. 38      No. 2      2004
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Fig. 6. Evolution of the ionization energy of oxide-free
GaAs(100) after sulfidizing treatment with (a) (NH4)2S +
H2O, (b) (NH4)2S + CH3OH, (c) (NH4)2S + i-C3H7OH, or
(d) (NH4)2S + t-C4H9OH solutions and subsequent
annealing.
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Fig. 7. Position of the surface Fermi level on an oxide-free
GaAs(100) surface after sulfidizing treatment with
(a) (NH4)2S + H2O and (b) (NH4)2S + i-C3H7OH solutions
and subsequent annealing. EVBM = 0.
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Fig. 8. Chemical shift of the As–S component with respect
to As–Ga bulk photoemission in (a) As 2p and (b) As 3d
core-level spectra of the oxide-free GaAs(100) surfaces
treated with different sulfide solutions as a function of the
permittivity of the solvent from which adsorption was car-
ried out. The solutions were (1) (NH4)2S + H2O,
(2) (NH4)2S + CH3OH, (3) (NH4)2S + i-C3H7OH, and
(4) (NH4)2S + t-C4H9OH.
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treated with (NH4)2S + t-C4H9OH solution exhibits the
largest dipole moment, whereas the surface treated with
aqueous solution features the smallest dipole moment.
Thus, the sulfur adsorption from different solvents
results in the formation of a different surface atomic
structure.

Different causes may give rise to these solvent
effects. First, it is possible that sulfur in different solu-
tions exists in different chemical states. The most plau-
sible sulfur species that can in principle exist in the
solutions under consideration are hydrosulfide ions HS–

and sulfide ions S2–. The presence of polysulfide spe-

cies like  or  seems to be unlikely because rea-
sonable amounts of polysulfides are only expected if
some pure sulfur is added to the solution [26]. The
existence of sulfide ions S2– in the pH range of aqueous
ammonium sulfide solution (around pH 8) can also be
disregarded [27]. The existence of such highly charged
species in alcohols is completely unlikely since the fur-
ther dissociation of HS– is impossible in a low-permit-
tivity medium. Therefore, the hydrosulfide ions HS– are
expected to be the only sulfur species interacting with
the GaAs surface in all the solutions considered.

Alternatively, the chemical properties of the ions in
solution may be strongly modified by the surrounding
solvation shells. However, simultaneous semiconductor
surface modification by solvation cannot be excluded
as an additional effect [28]. To the first approximation,
the change of solvent is accompanied by variations in
the permittivity of the medium surrounding the ion,
which leads to a change in the reaction field that affects
the electronic shell of the ion [2]. Such a variation may
affect the charge transfer between reacting atoms and
can result in a change in the length and character of the

HSn
– Sn

2–
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Fig. 9. Ionization energy of the oxide-free GaAs(100) sur-
faces treated with different sulfide solutions as a function of
the permittivity of the solvent from which adsorption was
carried out: (a) immediately after sulfidization and (b) after
annealing of the sulfidized surface at 500°C. The sulfidizing
solutions were (1) (NH4)2S + H2O, (2) (NH4)2S + CH3OH,
(3) (NH4)2S + i-C3H7OH, and (4) (NH4)2S + t-C4H9OH.
chemical bond that forms in the solution [10]. Further-
more, the change of solvent results in changes in the
composition and structure of the solvation shell. In
addition, during both hydration and solvation of the
hydrosulfide ions by alcohol molecules, hydrogen
bonds are formed between sulfur atoms and solvent
molecules. These hydrogen bonds will cause the partial
collectivization of the ionic charge between the ion and
the surrounding solvent molecules, which results in fur-
ther variation in chemical properties and reactivity of
the ion.

The reactivity of the hydrosulfide ion HS– solvated
by different solvents was considered using ab initio
quantum-chemical calculations of the reactivity indices
[29, 30]. According to these calculations, the sulfur
atom in the hydrated ion (solvated by water molecules)
can both donate and accept electrons in the course of
chemical reaction. In contrast, the sulfur atom in the ion
solvated by molecules of alcohol is essentially nucleo-
philic: it is ready to donate electrons but hardly accepts
them. The relative nucleophilicity of the sulfur atom
(which describes how difficult it is for an atom to accept
electrons) increases with the polarizability of the sol-
vent molecule. The increase in the polarizability of the
solvent molecule corresponds to the decrease in the
static permittivity of the solvent [31].

The difference in reactivity of hydrosulfide ions sol-
vated by different solvents results in a difference in the
mechanism of their interaction with the surface of a
semiconductor. On a GaAs(100) surface, the empty dan-
gling bonds are localized at the gallium atoms, and the
filled dangling bonds are at the arsenic atoms. The sulfur
atom in the hydrated HS– ion can be both a donor and an
acceptor of electrons during adsorption, and the bonds
formed with the gallium and arsenic are mainly covalent
(strong collectivization of the electronic shells).

The sulfur atom in the ion solvated by alcohol mol-
ecules can also easily donate electrons. Therefore,
when such ions react with gallium, covalent Ga–S
bonds will be formed as well. However, when they react
with arsenic, the sulfur atom cannot take an electron
from the filled orbitals, and the bonds that form are
mostly ionic (little or no collectivization of the elec-
tronic shells). Specifically, the ionicity of the surface
As–S bonds that form should increase as the permittiv-
ity of the solvent decreases and the relative nucleophi-
licity of the sulfur atom in the solvated HS– ion is cor-
respondingly increased, which is indeed observed in
the experiment (Figs. 1, 8). Note that the sulfidizing of
a semiconductor in solution is a redox reaction [32],
and protons in the solution will capture the excess
valence electrons.

It should be emphasized that the effect of the solvent
from which the adsorption proceeds on the ionization
energy of sulfidized GaAs(100) also remains after sur-
face annealing (Fig. 6). Figure 9b shows the ionization
SEMICONDUCTORS      Vol. 38      No. 2      2004
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energy of the surfaces after annealing at 500°C (i.e.,
after the known disappearance from the surface of all
traces of the physically sorbed solvent molecules (car-
bon- and oxygen-related peaks) and all As–S bonds
whose chemical shift and character depend on the sol-
vent) as a function of the permittivity of the solvent
from which the adsorption proceeded. Here the differ-
ence between the highest and the lowest ionization
energy (for surfaces treated with (NH4)2S + t-C4H9OH
and (NH4)2S + H2O solutions, respectively) is about
1.0 eV, as in the case of the as-treated surfaces (Fig. 9a).
This indicates that the solvation of the adsorbing ions
affects not only the character of the forming As–S
bonds, but also promotes more profound modification
of the surface atomic structure.

6. CONCLUSION

The adsorption of sulfur in the form of hydrosulfide
ions HS– solvated by different amphiprotic solvents
(water, methanol, isopropanol, tert-butanol) on the
oxide-free GaAs(100) surface was studied by the X-ray
and ultraviolet photoemission spectroscopy in order to
clarify the role that the solvent plays in the course of
adsorbate interaction with surface atoms at the semi-
conductor/electrolyte interface. The adsorption was
carried out from different ammonium sulfide solutions
in an inert oxygen-free ambient.

It was found that, during the adsorption, the compo-
nent stemming from the As–S chemical bonds appears
in As 2p and As 3d core-level spectra. The chemical
shift of this component with respect to the bulk As–Ga
component depends on the solvent from which the
adsorption was carried out. This observed chemical
shift increases as the permittivity of the solvent
decreases and is accompanied by an increase in ioniza-
tion energy of the as-treated semiconductor.

Annealing the surface results in the decomposition
of As–S bonds and in the appearance of Ga–S bonds
instead. The ionization energy of the surface increases
but still depends on the solvent from which the adsorp-
tion proceeded. The position of the surface Fermi level
with respect to the semiconductor’s band edges and its
evolution during the annealing of the sulfide-treated
surfaces also differ for surfaces treated with different
solutions.

It is suggested that the effect of the solvent from
which the adsorption of hydrosulfide ions is carried out
on the atomic structure and properties of the surface is
caused by the solvation-induced modification of chem-
ical properties and reactivity of the ions before adsorp-
tion. Solvation by different solvents results in a differ-
ent mechanism of hydrosulfide ion interaction with the
surface atoms of the semiconductor and, hence, in a dif-
ferent atomic structure of the surface, which “remem-
bers” the solvent from which the adsorption was carried
SEMICONDUCTORS      Vol. 38      No. 2      2004
out even after annealing and the disappearance of the
As–S bonds.
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Abstract—Current–voltage (I–V) characteristics I(U) of MnIn2S4 and MnGa2S4 single crystals are studied in
the dark and under exposure to light. The I–V characteristic of the MnIn2S4 single crystal contains I ∝  U, I ∝  U2,
and I ∝  U3 portions in the dark and I ∝  U, I ∝  U3/2, and I ∝  U2.5 portions under exposure to light. It is shown
that the current under exposure to light exceeds the current in the dark by a factor of almost 104. In the MnGa2S4
single crystals exposed to light, the I–V characteristic has I ∝  U and I ∝  U3/2 portions. An interpretation is given
for these dependences. © 2004 MAIK “Nauka/Interperiodica”.
The active advancement of optoelectronics poses
the problem of researching and developing new effi-
cient semiconductor materials. Recently, considerable
attention has been given to semimagnetic II–III2–VI4
semiconductors (II = Mn, Fe, Co, Ni; III = Ga, In; VI =
S, Se, Te) [1–4]. These compounds are promising as a
basis for developing lasers, light modulators, photode-
tectors, and other functional devices controlled by mag-
netic field.

In this paper, we consider the current–voltage (I–V)
characteristics of MnIn2S4 and MnGa2S4 single crystals
in the dark and under exposure to light. Single-crystal
MnIn2S4 and MnGa2S4 samples were prepared by the
method of chemical transport reactions. X-ray diffrac-
tion studies showed that MnGa2S4 crystallizes in space
symmetry group I4 (the lattice parameters are a =
5.46 Å and c = 10.50 Å; thus, c/a = 1.92 [4]). MnIn2S4
has a cubic structure (space symmetry group is Fd3m);
the lattice parameter is a = 10.71 Å [5]. Contacts to the
samples were formed by indium fusing in a sandwich
design. A PZh-220 incandescent lamp was used as a
light source. Figure 1 shows the I–V characteristics I(U)
of the In–MnIn2S4–In structure in the dark (curve 1), in
the dark after preliminary exposure to light (curve 2),
and under exposure to white light (curve 3) at tempera-
ture T = 293 K. We can see that the I–V characteristic of
unilluminated samples contains the linear (I ∝  U), qua-
dratic (I ∝  U2), and cubic (I ∝  U3) portions. The current
in the quadratic portion is caused by monopolar injec-
tion, and the cubic portion is associated with double
injection [6, 7]. The dark I–V characteristics after prelim-
inary exposure to light contain a linear portion (I ∝  U)
and a portion corresponding to I ∝  U3/2. Since traps are
filled with electrons as crystals are exposed to white
light, while holes are trapped by recombination centers
and electrons are transferred from the valence bands to
the conduction band, nonequilibrium carriers arise.
After the exposure of the sample to light and a certain
time in the dark, we can see that the dark current after
1063-7826/04/3802- $26.00 © 20040161
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Fig. 1. I–V characteristics of the In–MnIn2S4–In structures
at a temperature of 293 K (1) in the dark, (2) in the dark after
a subsequent exposure to light, and (3) under exposure to
white light with an illuminance of 200 lx.
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preliminary exposure to light is almost hundred times
higher than the dark current without exposure to light.
Nonequilibrium carriers cause additional conduction [8].

For the samples exposed to light (curve 3), the I–V
characteristic includes the linear portion (I ∝  U), as
well as the portions corresponding to I ∝  U3/2 and I ∝
U2.5. In the case of the joint effect of an electric field and
exposure to light, the probability that electrons will
appear in the conduction band and holes will appear in
the valence band increases, which results in an increase
in the conductivity of the sample. It is obvious that the
current under exposure to light is higher than the cur-
rent in the dark by a factor of almost 104. When the qua-
dratic portion begins in the dark I–V characteristic, the
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Fig. 2. I–V characteristics of the In–MnGa2S4–In structures
(1–3) in the dark and (4–6) under exposure to white light at
(1, 4) 293, (2, 5) 340, and (3, 6) 409 K.
I–V characteristic under exposure to light contains a
portion of I ∝  U2.5. Illuminating a sample in which the
monopolar injection current is maintained can cause an
increase in the space-charge-limited current in the case
where a fraction of the space charge is trapped and car-
riers in traps can gain energy from incident light.
A trapped carrier can directly absorb a photon and be
ejected to one of the allowed bands [7].

Figure 2 shows the I–V characteristics of the In–
MnGa2S4–In structures in the dark and under exposure
to white light at various temperatures. We can see that
the I–V characteristics in the dark have only a linear
portion. In the samples exposed to light, the I–V char-
acteristics contain the linear portion (I ∝  U) and the
portion described by the I ∝  U3/2 dependence. As tem-
perature increases, the current under exposure to light
differs slightly from the current in the dark.

Thus, the study of the I–V characteristics of
MnIn2S4 single crystals shows the presence of I ∝  U,
I ∝  U2, and I ∝  U3 portions in the dark and I ∝  U, I ∝
U3/2, and I ∝  U2.5 portions under exposure to light. It is
shown that the current under exposure to light exceeds
the current in the dark by a factor of 104. Under expo-
sure to light, the I–V characteristic of MnGa2S4 single
crystals has portions with I ∝  U and I ∝  U3/2 depen-
dences. As the temperature increases, the current under
exposure to light differs only slightly from the current
in the dark.
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Abstract—The temperature dependence of current and current–voltage (I–U) characteristics have been studied
in MnIn2S4 single crystals in various conditions. It was shown that the current transport mechanism correspond-
ing to the nonlinear portion of the I–U characteristic is associated with space-charge-limited currents (SCLC).
It was established that MnIn2S4 single crystals are strongly compensated semiconductors. © 2004 MAIK
“Nauka/Interperiodica”.
This communication presents data obtained in a
study of the electrical properties of MnIn2S4 single
crystals.

MnIn2S4 single crystals were grown using the
method of chemical transport reactions. An X-ray dif-
fraction analysis demonstrated that the single crystals
have a spinel structure with lattice constant a = 10.71 Å
[1]. Studies of some physical properties of MnIn2S4 sin-
gle crystals have been reported more than once [2, 3].
MnIn2S4 single crystals exhibit n-type conduction.
Contacts to the samples were fabricated by fusing-in
indium at their opposite surfaces. The interelectrode
spacing was varied within 50–300 µm.

Figure 1 shows current–voltage (I–U) characteris-
tics of In–MnIn2S4–In structures at different tempera-
tures. The following portions are revealed in the I–U
characteristics: linear (I ∝  U), quadratic (I ∝  U2), and
cubic (I ∝  U3).

Such a behavior indicates that the primary role in
current transport is played by space-charge-limited cur-
rents (SCLC). In addition, it was established that the
dependences of the current density J on the interelec-
trode spacing L have the form J ∝  L–3 and J ∝  L–5 for
the quadratic and cubic regions, respectively [4, 5].

Measurements of the I–U characteristics at different
temperatures furnish an opportunity to determine the
depth of monoenergetic levels, which is related to the
voltage V1–2 of transition from the ohmic portion of a
characteristic to the trap-controlled quadratic (I ∝  U2)
portion by the formula [6]

The slope of this dependence, which is plotted in
Fig. 2, gives the activation energy Et = 0.53 eV.

Studying the I–U characteristics in relation to temper-
ature makes it possible to determine, from their quadratic
portions, the trap concentration Nt = 2 × 1015 cm–3 [7].

According to [8], a temperature-independent volt-
age of the transition from the ohmic to quadratic por-
tion of a I–U characteristic, V1–2, indicates a weak com-

V1–2
1– Et Ec–( )/kT[ ] .exp∝
1063-7826/04/3802- $26.00 © 0163
pensation of the crystal studied, whereas a temperature-
dependent V1–2 points to its strong compensation. The
fact that the voltage V1–2 depends on temperature in the
case in question demonstrates that MnIn2S4 single crys-
tals are strongly compensated semiconductors.

Figure 3 shows the temperature dependence of cur-
rent at different constant voltages. The lower straight
line (curve 1) corresponds to the ohmic portion of the
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Fig. 1. Dark I–U characteristics of MnIn2S4 single crystals
at different temperatures T: (1) 242, (2) 251, (3) 256,
(4) 264, (5) 270, (6) 276, (7) 280, (8) 288, (9) 296, and
(10) 308 K.
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I–U characteristic; curve 2, to the quadratic portion.
The next curve, which consists of two linear portions
with different slopes (curve 3) corresponds to the cubic
portion of the I–U characteristic. The activation ener-
gies of charge carriers in MnIn2S4 single crystals, deter-
mined from the two slopes, are as follows: E1 = 0.45 eV
and E2 = 0.38 eV. It can be seen that the slopes of
curves 1, 2, and 3 (higher-temperature portion)
decrease in the range 0.53–0.45 eV with increasing
external voltage. It should be noted that the levels at
0.53 and 0.38 eV have also been revealed when study-
ing thermally stimulated currents in MnIn2S4 single
crystals [3].

Thus, a study of I–U characteristics and temperature
dependences of current in single-crystal MnIn2S4
revealed that the current transport mechanism in this
material is associated with the space-charge-limited
currents. The main parameters of local levels were
determined. It was established that strong compensa-
tion takes place in MnIn2S4 single crystals.
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Fig. 2. Temperature dependence of the reciprocal of the
transition voltage, 1/V1–2.
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Abstract—The Bridgman–Stockbarger method (horizontal implementation) is used to grow crystals of the ter-
nary compound AgIn11S17. The kinetic coefficients are measured, and photosensitive structures based on the
grown crystals are fabricated for the first time. The photoelectric parameters of solid-state surface-barrier struc-
tures and photoelectrochemical cells are determined, the band gap for the compound AgIn11S17 is estimated,
and the features of interband transitions in this compound are discussed. It is shown that the structures devel-
oped can be used in photodetectors of natural optical radiation. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Detailed studies of systems of I–III–VI compounds
yielded results that concerned not only the well-
known I–III–VI2 compounds but also a number of new
I–IIIn–VIm ternary semiconductor phases (here, the n
and m subscripts are natural numbers) [1–5]. An analy-
sis of interaction in these phases showed that variations
in their composition gives rise to a stability region for
positionally ordered phases, in which case a variation in
the subscripts n and m brings about the formation of
new semiconductor compounds [5]. The new sub-
stances, along with I–III–VI2 compounds, may turn out
to be promising materials in solving problems of con-
temporary electronics and photoelectronics based on
solar-energy conversion.

In this paper, we report the results of studying the
physical properties of the new semiconductor com-
pound AgIn11S17 and structures based on this com-
pound.

2. EXPERIMENTAL

Crystals of the ternary compound AgIn11S17 were
grown by planar crystallization of the melt (the hori-
zontal Bridgman–Stockbarger method). The metallic
components (silver and indium of 99.9999% purity),
which were placed in a quartz boat, and sulfur (of
99.99999% purity) were positioned in different parts of
an evacuated quartz cell. The amount of sulfur was in
excess over the stoichiometry, which was necessary to
ensure that the sulfur-vapor pressure above the formed
melt was 1.5–2.0 atm. The cell was installed in a two-
zone horizontal furnace with independently controlled
temperatures in each of the zones. The temperature of
the zone with metallic components was maintained at a
1063-7826/04/3802- $26.00 © 20165
level of ~1380 K. The temperature of the zone with sul-
fur was increased at a rate of 50 K/h to a temperature of
700 K; this temperature was then maintained for 2 h in
order to ensure that the reaction between silver, indium,
and sulfur proceeded. In order to ensure that this reac-
tion was completed, we increased the temperature of
this zone to ~800K at the same rate and again kept the
samples at this temperature for 1 h. We then carried out
planar recrystallization by lowering the melt tempera-
ture to 1000 K at a rate of ~3 K/h; homogenizing
annealing of the crystals formed was then performed
for 300 h at the above temperature. The grown crystals
had a large-block structure; the dimensions of the indi-
vidual blocks were 15 × 8 × 5 mm3.

The composition of the grown crystals was deter-
mined from the results of chemical analysis using the
methods suggested in [8–10]. The content of elements
in the crystals obtained ([Ag] : [In] : [S] = 3.54 : 37.78 :
58.68 at %, respectively) is in satisfactory agreement
with the specified composition in the starting charge
([Ag] : [In] : [S] = 3.45 : 37.83 : 58.72 at %). The dis-
tribution of elements over the crystal length was uni-
form within the experimental accuracy.

The structure and parameters of a unit cell of the
crystals obtained were determined using X-ray analy-
sis. X-ray measurements were carried out using a
DRON-3M diffractometer, CuKα radiation, and a Ni fil-
ter. The diffraction patterns measured for different parts
of the crystal corresponded to the cubic structure of the
spinel type with the unit-cell parameter a = 10.797 ±
0.002 Å.

According to the thermoelectric-power sign, the
AgIn11S17 crystals had n-type conductivity; the resistiv-
ity was ρ ≈ (2–5) × 10–2 Ω cm, the charge-carrier con-
centration n ≈ (3–5) × 1018 cm–3, and the electron
004 MAIK “Nauka/Interperiodica”
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mobility µn ≈ 30–40 cm2/(V s) at T = 300 K for samples
cut from different parts of the ingot.

3. RESULTS AND DISCUSSION

As a result of studying contact phenomena in the
grown AgIn11S17 crystals, we found that the contact of
thin layers of metallic indium (d ≈ 1–3 µm) with a nat-
ural-cleavage surface exhibits rectifying and photovol-
taic properties. The parameters of the In/AgIn11S17 sur-
face-barrier structures fabricated for the first time are
listed in Table 1. Measurements of steady-state current–
voltage (I–V) characteristics showed that the aforemen-
tioned structures feature rectification, with the conduct-
ing direction corresponding to the negative polarity of
external bias voltage applied to the semiconductor. The
rectification factor (K) in these structures, which is
defined as the ratio between the forward and reverse
currents at a voltage U ≈ 0.5 V, was found to be rela-
tively small (K = ~5). The forward portion of the I–V

Table 1.  Photoelectric properties of a surface-barrier struc-
ture based on the compound AgIn11S17 (T = 300 K)

Structure R0, Ω "ωmax, eV ϕb, eV δ, eV , V/W

In/AgIn11S17 75 1.57 0.82 0.6 0.02

Su
max

102

10

1.0 1.5 2.0

1.5
η, arb. units

"ω, eV

Fig. 1. Spectral dependence of the relative quantum effi-
ciency of photoconversion for an In/AgIn11S17 structure at
300 K. The barrier-contact side of the structure was illumi-
nated.
characteristics for the structures under consideration is
governed by the following law at U > 0.3 V:

(1)

The value of residual resistance R0 for the structures
under investigation is listed in Table 1; the cutoff volt-
age was U ≈ 0.4 V.

If these structures were illuminated, we observed a
photovoltaic effect; the positive photovoltage was
observed at the barrier contact, which is consistent with
the rectification direction. The largest value of the volt-

age photosensitivity ( ) for the best surface-barrier
structures is listed in Table 1. The highest photovoltage
for the In/AgIn11S17 barrier structures obtained is
attained when the indium-contact side of these struc-
tures is illuminated.

In Fig. 1, we show the spectral dependence of rela-
tive quantum efficiency of photoconversion η("ω) for
an In/AgIn11S17 structure at T = 300 K when the barrier-
contact side of the structure is illuminated. It can be
seen that the dependence η("ω) for the structures under
consideration features a maximum at photon energy
"ωmax. A rapid increase in photosensitivity begins at
photon energy "ω ≈ 0.9 eV; the long-wavelength edge
of photosensitivity spectra follows Fowler’s law [11]
(Fig. 2) and may be related to photoemission. Extrapo-
lation of the dependence η1/2("ω) to zero makes it pos-
sible to determine the potential-barrier height ϕb for
In/AgIn11S17 structures. The value of ϕb for these struc-
tures is listed in Table 1.

We should also note the second special feature of the
spectral dependence η("ω) for the surface-barrier
structure under consideration: a fairly sharp short-
wavelength falloff of photosensitivity is observed when
either the barrier-contact or the crystal side of the struc-
tures is illuminated. Our research showed that the
energy position of the short-wavelength falloff in
In/AgIn11S17 structures is virtually independent of the
direction of illumination. This circumstance suggests
that the barriers under consideration do not ensure the
suppression of surface recombination in photogener-
ated electron–hole pairs; apparently, this recombination
is responsible for the short-wavelength falloff of η at
"ω > "ωmax.

The full width of the η("ω) spectra at their half-
heights (δ) is listed in Table 1. It can be seen that the
photosensitivity spectrum normalized to the number of
incident photons is of the wide-band type for structures
based on the ternary compound AgIn11S17.

The feasibility of fabricating photoelectrochemical
cells, along with solid-state surface-barrier structures,
based on AgIn11S17 crystals was also studied [12, 13].
Distilled water with the addition of NaCl was used as
the electrolyte; this electrolyte was brought into direct
contact with the cleaved surface of crystals provided
with an ohmic contact. In order to isolate the electrolyte

U U0 IR0.+=

Su
max
SEMICONDUCTORS      Vol. 38      No. 2      2004



PHOTOSENSITIVE STRUCTURES BASED ON THE COMPOUND AgIn11S17 167
from the ohmic contact, this contact was coated with an
insulating varnish. A sharpened platinum conductor
was used as the counterelectrode in the photoelectro-
chemical cell. The photosensitivity of H2O/AgIn11S17
photoelectrochemical cells was measured with modu-
lated (f ≈ 20 Hz) illumination of the counterelectrode
side of the structure; nonpolarized radiation was used
for the illumination [13]. The electric-current rectifica-
tion (K ≈ 20 at U ≈ 10 V) and the photovoltaic-effect
were larger in all the fabricated photoelectrochemical-
cell structures than in the In/AgIn11S17 surface-barrier
structure. It should also be noted that no degradation in
the photoelectric parameters of the fabricated photo-
electrochemical cells was observed.

The η("ω) spectra typical of the fabricated photo-
electrochemical cells when the electrolyte side of these
cells was exposed to nonpolarized light are shown in
Fig. 3. It can be seen that the spectrum shown in Fig. 3
differs considerably from the spectrum of the surface-
barrier structure formed on the basis of the same crys-
tals (Fig. 1). Indeed, an almost exponential increase in
the dependence η = f("ω) is observed in the region
"ω < 2 eV for the H2O/AgIn11S17 photoelectrochemical

0

5

10

0.8 1.0 1.2

η1/2, arb. units

"ω, eV

Fig. 2. The dependence η1/2 = f("ω) for an In/AgIn11S17
structure at 300 K.
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cells. This increase can be related to the slope S, which
is defined as

(2)

The absence of a pronounced short-wavelength fal-
loff of η is the main difference between the photosensi-
tivity spectra obtained for photoelectrochemical cells
based on AgIn11S17 crystals and the spectra for the sur-
face-barrier solid-state structures considered above.
This suggests that the efficiency of separation and col-
lection of photogenerated electron–hole pairs in the
semiconductor/electrolyte barriers is much higher than
that in the solid-state structures of In/AgIn11S17. The
spectral range of the highest photosensitivity "ωmax for
photoelectrochemical cells is listed in Table 2. The val-

S ∆ ηln( )/∆ "ω( ).=

2.1

1 2 3

10

102

103

104

105

η, arb. units

"ω, eV

Fig. 3. Spectral dependence of the relative quantum effi-
ciency of photoconversion for H2O/AgIn11S17 cells at 300 K.
The electrolyte side of the structure was illuminated.

Table 2.  Photoelectric properties of an H2O/AgIn11S17
structure and the energies of the band-to-band transitions for
the compound AgIn11S17 at 300 K

Structure "ωmax,
eV

δ,
eV

S,
eV–1

,
V/W

,
eV

,
eV

H2O/AgIn11S17 3–3.4 ~1.2 12 1900 1.83 2.48

Su
max Eg

in Eg
dir



168 BODNAR’ et al.
ues of δ and  determined from the η("ω) spectra
for these cells were found to be much larger than those
for the surface-barrier structures (Table 1).

In Fig. 4, we show the spectral dependences η("ω)
for photoelectrochemical cells; these dependences are
plotted in the coordinates of (η"ω)1/2 = f("ω) and
(η"ω)2 = f("ω). Assuming that these dependences are
controlled by band-to-band absorption and taking into
account the existing theory [14], we may evaluate the
features of the interband transitions and the band gap
for the ternary compound AgIn11S17. It can be seen that
the ascending portion of photosensitivity dependence
in the region of longer wavelengths for photoelectro-
chemical cells can be linearized in the coordinates
(η"ω)1/2 = f("ω). This circumstance allows us to assume
that the long-wavelength edge of η("ω) is controlled by
indirect band-to-band transitions in the ternary com-
pound AgIn11S17; the extrapolation (η"ω)1/2  0 can

be used to determine the band gap  for these transi-

tions. The values of  are listed in Table 2. It can also
be seen from Fig. 4 that the shorter wavelength portion
of the photosensitivity spectrum for the photoelectro-
chemical cell obeys the square-law dependence (η"ω)2 =

Su
max

Eg
in

Eg
in

3

2

1

0
1 2 3

0

1

2

3

4

5

6

7

1

2

(η"ω)1/2, arb. units (η"ω)1/2, arb. units

"ω, eV

Fig. 4. The dependences (1) (η"ω)1/2 = f("ω) and
(2) (η"ω)2 = f("ω) for H2O/AgIn11S17 cells at 300 K.
f("ω). Therefore, we may relate this special feature to
the onset of direct band-to-band transitions; the extrap-
olation (η"ω)2  0 makes it possible to estimate the

energy of direct interband transitions ( ) for the
compound under consideration. The results of this esti-
mation are listed in Table 2.

4. CONCLUSION

To summarize, we fabricated for the first time pho-
tosensitive In/AgIn11S17 Schottky barriers and photo-
electrochemical H2O/AgIn11S17 cells based on crystals
of the ternary compound AgIn11S17; the photoelectric
properties of these structures were studied. Conclu-
sions were drawn about the nature of the band-to-band
transitions in the compound under consideration; the
band gap was evaluated. It was shown that the afore-
mentioned structures can be used as selective and wide-
band photodetectors of natural optical radiation.
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Abstract—The considerable contribution of van Vlek paramagnetism, which is caused by the presence of
charged interstitial Te atoms and donor–acceptor pairs of the VTeGei type, to the total magnetic susceptibility
of CdTe:Ge in the temperature range 4.2–300 K is revealed. The presence of a special feature in the χ(T) depen-
dence at 50 K is caused by a variation in the charge state of interstitial Tei atoms, whose contribution starts to
compete with a diamagnetic contribution induced by motion of vacancies along closed hexahedral ring-shaped
trajectories. In fields as high as 0.15 T, magnetic hysteresis, which is caused by the orientation of magnetic clus-
ters in the external field, is observed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The preparation of CdTe-based material with fairly
high resistivity, which is necessary for the development
of active elements of various practical devices [1, 2], is
a rather complex but very urgent problem in materials
science of semiconductors [3]. Undoubtedly, a solution
to this problem should be based on quite clear notions
about the real structure of CdTe. The necessary varia-
tions in the real structure of CdTe could be attained by
doping. In some cases, these variations are basic; i.e.,
the response of defects and their complexes with the
impurity introduced to the external, for example, mag-
netic field is comparable with the magnetic susceptibil-
ity of the host crystal. It seems to us that this possibility
of using magnetic methods for the investigation of
imperfect semiconductors was originally noted by
Kröger [4].

Magnetic properties of imperfect CdTe crystals
doped with Al, In, Ga, Au, Cu, and Cl were investigated
in a rather wide temperature range [5–7]. Measure-
ments showed a considerable contribution of van Vlek
polarization paramagnetism to the effective magnetic
susceptibility χ. This contribution is comparable with the
magnetic susceptibility itself of a nominally pure CdTe
sample. Recent investigations of In- and Cl-doped sam-
ples revealed two facts [7]. First, the transition of the
samples to the paramagnetic state at T < 50 K occurs
due to an abrupt increase in the contribution of gas of
paramagnetic defects, and, second, the ensembles of
donor–acceptor pairs (DAPs), the exchange interaction
between which leads to the effects of magnetic satura-
tion, exist in the samples. However, no direct measure-
ments of magnetization curves for all the objects listed
were carried out. Such an omission is astonishing, since
the initial samples should be inhomogeneous both elec-
trically and magnetically. The procedures for investi-
gating the inhomogeneity of semiconductors in the
1063-7826/04/3802- $26.00 © 20169
electric field have already been developed [8, 9]. How-
ever, the problem of investigating the magnetic inho-
mogeneity of CdTe, which is caused by nonmagnetic
impurities, has not even been stated.

In contrast with, for example, the impurity atoms of
Groups III and VII of the periodic table, the behavior of
Ge atoms in II–VI compounds is not so obvious. A sim-
ilar situation was considered by Madelung with respect
to III–V compounds [10] and may be generalized as
applied to CdTe. We believe that the realization of three
possible variants is most probable: (i) Ge impurity
atoms are incorporated only into the Cd sublattice, i.e.,
behave as donors and lead to an increase in resistivity;
(ii) Ge impurity atoms are localized at two neighboring
sites and form neutral DAPs; and (iii) impurity atoms
are distributed statistically over interstitials with all the
resulting consequences.

According to the resistivity measurements [11], the
first variant is realized in p-CdTe when the Ge concen-
tration is no higher than 5 × 1016 cm–3. A further
increase in the impurity content causes no increase in
the sample resistivity. It may turn out that, with a fur-
ther increase in the Ge concentration, the DAPs arising
in the bulk of single crystals are grouped into clusters
due to exchange interaction. These clusters are ran-
domly oriented along the crystallographic directions
and possess a nonzero magnetic moment.

Below, we will present the magnetization curves in
the fields from 0.05 to 0.425 T at temperatures of 4.2,
77.5, and 295 K, as well as the magnetic susceptibilities
of the grown Ge-doped CdTe samples.

2. EXPERIMENTAL

To investigate the magnetic properties of Ge-doped
CdTe, we chose crystals that were grown by the Obrei-
mov–Shubnikov technique with the use of a self-seed-
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependences of the magnetic susceptibility for CdTe:Ge. Samples were cooled in the absence of a field to
(1) 77.3 K, (2) 4.2 K in 24 h, and (3) 4.2 K in 48 h. The field was switched on at 77.3 K. (4) The part of the dependence when the
field was switched on at 4.2 K measured in 240 h. All measurements are carried out in the mode of increasing temperature.
ing procedure under a partial pressure of Cd of about
one atmosphere [12–14]. A specific feature of the
growth procedure was that an unconventional method
of controlling the partial pressure of Cd vapor above the
melt was used. This method provides better reproduc-
ibility of the composition of the single crystals grown.
A furnace charge of purity “Extra” of the Svetlovodsk
plant of pure metals was used as an initial material. Our
technology enabled us to obtain single crystals with a
small deviation from stoichiometry with respect to Te and
without precipitates. The crystals had a rather high optical
quality; namely, transmission in the range 2–25 µm
amounted to about 60%, and the absorption coefficient
at a wavelength of 10.6 µm was equal to about 10–3 cm–1.
The crystals were doped by adding a corresponding
alloy to the melt. This method made it possible to
obtain CdTe with a Ge concentration in the range from
7.2 × 1014 to 1.9 × 1017 cm–3. The initial samples had p-
type conductivity. Their dark resistivity varied from 104

(for nominally pure CdTe) to 5 × 108 Ω cm due to doping.

The magnetization curves of the CdTe:Ge samples
and their magnetic susceptibility were measured by the
Faraday method [15] in a magnetic field as high as
0.425 T. All measurements were carried out for oriented
samples of 2.5 × 2.7 × 3.5 mm3 in size weighing no
more than 0.3 g. A Cahn-1000 Electrobalance was used
as the recording device. The samples were oriented
along the cleavage planes, and the longest sample edge
corresponded to the 〈001〉  direction. The samples were
placed in a Cu container, which was suspended on a
Kevlar filament in the bulk of a He flow-through cry-
ostat. The sample temperature was measured using a
gold–Chromel thermocouple and was set by a thermal
controller. The setup sensitivity for the sample weight
mentioned was 5 × 10–8 g–1. Since we could not deter-
mine accurately the orientation of the sample, the data
given below should be considered as averaged over the
(110) plane. The magnetization was measured at 4.2,
77.5, and 293 K in a field ranging from 0.05 to 0.425 T.
The magnetic field was switched on only after attaining
the lowest starting temperature. The specific features of
the experimental setup used provided no way of vary-
ing the field direction and carrying out measurements
starting from H = 0.

The magnetic susceptibility was measured in a field
of 0.3 T in the temperature range 4.2–293 K. In the
measurement technique chosen, the samples were
cooled to low temperatures in the absence of a field.
SEMICONDUCTORS      Vol. 38      No. 2      2004
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Fig. 2. Temperature dependences of the magnetic susceptibility for CdTe samples with Ge concentrations equal to (1) 0, (2) 5 × 1015,
(3) 3 × 1016, and (4) 2 × 1017 cm–3.
Under such conditions, the static magnetic susceptibil-
ity features time dependence, and its behavior is irre-
versible [15]. Since similar (nonergodic) behavior is
caused mainly by the actual structure of the samples,
we attempted to estimate the contribution of these pro-
cesses to the summary measurement error. For this pur-
pose, we measured the magnetic susceptibility as a
function of time in a temperature range where the T
dependence is insignificant (Fig. 1). It follows from the
data presented that solid-state chemical reactions pro-
ceed in the sample bulk [3]. These reactions are accom-
panied by athermic diffusion of a defect due to, for
example, the diamagnetoelectric effect [16] and cause
variation in the charge state of the samples with all the
ensuing consequences. It follows from the experimen-
tal data that the main behavioral tendency of χ is
retained whereas the spread of values reaches ±15%.

3. RESULTS AND DISCUSSION

The experimental temperature dependences of mag-
netic susceptibility and magnetization curves of the
CdTe:Ge samples in a magnetic field are shown in
Figs. 2 and 3. The data presented differ drastically from
the results [5–7]. In [5, 6], the χ magnitudes for the
CdTe:Ge samples were practically independent of tem-
perature, and, with increasing Ge concentration, these
magnitudes decreased due to van Vlek paramagnetism.
However, Shaldin [7] found that the In and Cl doping
impurities lead to behavioral anomalies of effective val-
SEMICONDUCTORS      Vol. 38      No. 2      2004
ues of χ(T). This effect is attributed to the existence of
magnetic clusters and, in some cases, to the transition
of the samples to the paramagnetic state at T < 50 K.
Such variation in the experimental data should be
attributed primarily to the specific features of the defect
structure in CdTe single crystals grown by various
methods.

When analyzing the experimental data, we follow
[5–7] and rely on the fact that the effective values of the
magnetic susceptibility of CdTe:Ge are controlled by
the diamagnetic susceptibility of nominally pure CdTe
χd itself and by the magnetic contribution of certain
defects ∆χp, which depends on T and H:

The value given in [5–7] and equal to –(35.0 ± 3.5) ×
10–8 cm3/g may be apparently accepted as χd. Assuming
that χd is practically independent of both T and H
[15, 17], the difference between χ and χd should be
considered as the contribution of the defect subsystem
of crystals, which is a function of temperature and the
magnetic field. At T = 300 K, the ∆χp magnitude is as
large as ~10–6 cm3/g; i.e., the contribution of defects
exceeds the χd value (in magnitude) by a factor of
almost 3 (Fig. 2).

To the first approximation, three temperature
regions should be separated out in the experimental
dependence. The first range at T < 20 K features an
abrupt decrease in the magnitude and the reversal of the
sign of χ. In the second T range from 20 to 70 K, the

χ χd ∆χ p T H,( ).+=
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Fig. 3. Field dependences of magnetization of (a) nominally pure and (b) Ge-doped CdTe at temperatures T = (1, 4) 295, (2, 5) 77,
and (3, 6) 4.2 K.
dependence is nonmonotonic. Finally, in the third
region at T > 70 K, the magnetic susceptibility is prac-
tically monotonic and, as a rule, positive. Thus, judging
from the behavior of χ, at least three possible mecha-
nisms of variations in the magnetic susceptibility exist
in doped CdTe with allowance made for intrinsic
defects. Therefore, when discussing these mechanisms,
we will consider the following possibilities: (i) the sam-
ples contain charged Cd vacancies [18], which are filled
by Ge during doping with the subsequent formation of
(GeCdVCd), and (ii) not only impurity atoms but also Te
atoms are present at the octahedral sites of the structure
(Fig. 4).

The specific feature of crystals with a sphalerite
structure is the anisotropic distribution of valence elec-
trons over the bonds. In this case, the nonadditive con-
tribution to the total susceptibility of van Vlek para-
magnetism arises in addition to Langevin precession
diamagnetism [17]. The existence of intrinsic defects
and their associations with Ge in CdTe, under specific
conditions, leads to the emergence of local electric
fields. This phenomenon is accompanied by the
removal of (the linear by field) anisotropic degeneracy
of electron levels in the Brillouin zone [19] and by
admixing a part of the orbital momentum of the ground
state to that of the excited state. The structural deforma-
tion at uncharged DAPs may additionally contribute to
the local fields due to the piezoelectric effect.

At the first stage, Ge-doping of CdTe samples leads
to the formation of uncharged DAPs of the VCdGeCd
type. As was reported by Panchuk et al., for a Ge con-
centration of more than approximately 5 × 1016 cm–3,
the incorporation of Ge is accompanied by an increase
in resistivity [11]. According to our data, this is also
accompanied by an insignificant variation in magnetic
susceptibility of doped single crystals at T = 300 K
SEMICONDUCTORS      Vol. 38      No. 2      2004
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(Fig. 2). With a further increase in the impurity concen-
tration, resistivity is practically independent of the
impurity content, whereas the total magnetic suscepti-
bility at T = 300 K substantially increases with the mag-
nitude (Fig. 2). These facts may be interpreted as the
result of Ge incorporation into the interstices with the
subsequent variation in their charge states when the
electroneutrality condition for the unit volume is satis-
fied. Such a process is accompanied by the emergence
of local fields and, therefore, leads to an increase in the
contribution of van Vlek paramagnetism.

With decreasing temperature in the range 70–20 K,
the charge state of interstitial Te inevitably varies from

 to  and then to the neutral state due to the local-
ization of holes at impurity centers. For samples with
various Ge contents, the process goes with various
rates. This fact manifests itself most clearly in the CdTe
sample with an impurity concentration of about 5 ×
1016 cm–3 (Fig. 3, curve 3). A similar anomaly at the
same temperature is observed for PbTe:In crystals [20],
thus confirming the presence of ionized Te atoms at the
interstices of CdTe.

For all Ge-doped CdTe samples, an abrupt change of
the total susceptibility occurs in the region T < 20 K
and, as a result, the χ sign is reversed. A similar phe-
nomenon was observed for In-doped Pb1 – xSbxTe crys-
tals [20] and for Cd1 – xZnxTe samples [21]. Therefore,
there are reasons to assume that this result is mainly
associated with the localization of carriers at donors
and acceptors, which form cyclic ringlike associations
in a sphalerite structure. Similar formations are inher-
ent in the molecules of aromatic compounds, which
possess a clearly pronounced anisotropy of magnetic
susceptibility [17].

Hexahedral fragments are an example of such rings
in a sphalerite structure. These fragments form a cellu-
lar (honeycomb-like) structure in the (110) planes
(Fig. 5). Excluding the extreme case when H lies in the
(110) plane, eddy currents are induced in the cells
under the effect of a magnetic field. According to the
Lenz rule, the direction of these currents leads to the
emergence of the magnetic field, which compensate the
external effect. Thus, an additional diamagnetic
moment arises, which considerably exceeds the mag-
netic moment of individual atoms. The fact that dissipa-
tion proceeds in this temperature range is confirmed by
test measurements of the real and imaginary parts of the
magnetic susceptibility of the CdTe:Ge sample with a
Ge concentration of 5 × 1015 cm–3 (Fig. 6). We are con-
tinuing research into the details of this phenomenon.

Additional information on the magnetic properties
of the Ge-doped samples may be gained from the inves-
tigation of magnetization curves (Fig. 3). The existence
of hysteresis, which is also observed for other samples,
first of all, points to the irreversibility of magnetization
of imperfect CdTe crystals. We assume that the magne-
tization is mainly associated with the orientation of
magnetic clusters in an external magnetic field. By

Tei'' Tei'
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analogy with ferromagnets, the samples investigated in
a strong field tend to the stable state with a minimum of
corresponding thermodynamic potential. For a weak
field, numerous metastable states, which correspond to
the potential minima, exist in actual CdTe samples. The
transitions between the potential minima are compli-
cated due to high potential barriers that exceed kT. The
variations in the external effects affect the conditions
for thermodynamic equilibrium. However, in contrast
to ferromagnets, the irreversibility of magnetization is
caused only by the sizes of structural imperfections
(clusters) with an arbitrary orientation of axes of easy
magnetization. Thus, the magnetization depends on the
shape of the defect formations and their orientation
with respect to the crystallographic directions. In mag-
netic fields higher than 0.25 T, the samples gradually
transform into the diamagnetic state, which is accom-
panied by magnetization saturation. In this region of
magnetic fields, the derivative ∂M/∂T for all samples is
practically constant and independent of the concentra-
tion of a doping impurity.

Cd

VCd

Te

VTe

Tei, Gei

Fig. 4. Fragment of the structure of impurity-containing
CdTe with structural defects.

Te

Cd

VCd

VTe

H ⊥  (110)

Fig. 5. Projection of a fragment of the CdTe structure on the
(110) plane. Arrows show the direction of carrier motion
under the effect of a magnetic field.
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4. CONCLUSION

The results presented apparently point to the poten-
tial of magnetic methods for the investigation of an
actual crystal structure. The role of interstitial Te in the
formation of summary magnetic susceptibility is shown
with a high degree of confidence for the first time. Fur-
ther steps should be taken to develop theoretical
approaches to the description of the defect subsystem in
crystals.
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Abstract—Piezoresistive properties of polycrystalline silicon films are described phenomenologically using
elastoresistance and piezoresistance tensors in the quadratic approximation. Formulas are derived for calculat-
ing the second-order piezoresistance coefficients for some textures of polysilicon films in terms of the second-
order piezoresistance coefficients for single-crystal silicon. Satisfactory agreement between the experimental
and calculated piezoresistance coefficients is obtained in the region of heavy doping. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Piezoresistive properties of polycrystalline silicon
films were reported in a number of publications [1–13];
either the strain-sensitivity coefficients or the piezore-
sistance coefficients were determined in the linear
approximation with respect to the strain or stress. There
are several models that satisfactorily explain the
piezoresistive properties of polycrystalline silicon
films. These models are based on the following
assumptions: (i) the crystallites in the film have an arbi-
trary orientation so that the film is isotropic or the film
features a texture; (ii) a strain or stresses are totally
transferred to the film from the substrate; and (iii) the
electrical properties of the heavily doped films are con-
trolled by crystallites, in which case the contribution of
barriers can be ignored. The coefficients of elasticity,
strain sensitivity, and piezoelastoresistance in condi-
tions of heavy doping of polycrystalline silicon (poly-
silicon) films are calculated using the procedure for
averaging [2–13].

The nonlinearity of piezoresistive properties of
p-type polysilicon films was discussed by Gridchin
et al. [14]. Experimental data on the longitudinal and
transverse coefficients of strain sensitivity were deter-
mined in the quadratic approximation; the values of
these coefficients obtained using the procedure for
averaging for the 〈110〉  texture were reported.

The aim of this study was to describe phenomeno-
logically the piezoresistive properties of polysilicon
films using elastoresistance and piezoresistance tensors
in the quadratic approximation.

2. THEORY

The suggested theory of piezoresistive properties of
polysilicon films is based on the following assump-
tions: (i) the polysilicon films are either isotropic or fea-
1063-7826/04/3802- $26.00 © 20175
ture a texture with the axis that is perpendicular to the
film surface; (ii) the film is much thinner than the sub-
strate, so that the strain in the substrate is completely
transferred to the film; (iii) the crystallite sizes along
the axis perpendicular to the film plane are equal to the
film thickness (the columnar approximation); (iv) the
variation in the resistance of the film when it is sub-
jected to deformation (stress) is caused only by the vari-
ation in the resistivity of crystallites (the grain bound-
aries only contribute to the film resistance and thus
affect the strain-sensitivity or piezoresistance coeffi-
cients); and (v) the procedure suggested by Voigt [15]
is used to calculate the mean values of the elastoresis-
tance and elastic-constant tensor components for poly-
silicon films. In the case of textures, the mean values
are calculated using integration with respect to the
angle in the film plane [6].

The relative variation in resistivity ( ) under

the effect of strain (εkl) or stress (Tmn) is expressed in the
quadratic approximation in terms of the piezoresistance
coefficients (πijmn, πijmnst) or elastoresistance coeffi-
cients (mijkl, mijklpr), which are the tensors of the second
and sixth ranks; i.e.,

The tensors πijmnst(mijklpr) are symmetric with respect
to permutation of the second and third pairs of indices
and to permutation within the pairs:

If the nonlinearity of elastic properties is disre-
garded in comparison with the nonlinearity of the

∆ρij

ρ〈 〉
--------- 

 

∆ρij

ρ〈 〉
--------- mijkl εkl⋅ mijklpr εkl εpr⋅ ⋅+=

=  πijmn Tmn πijmnst Tmn Tst.⋅ ⋅+⋅

πijnmst πjimnst πijnmst πijmnts πijstmn.= = = =
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piezoresistive effect, the tensors mijkl, mijklpr and πijmn,
πijmnst are related to each other via the elastic-constant
tensor (Cmnkl) or the tensor of elastic-compliance coef-
ficients (Sklmn); i.e.,

The tensors πijmn, πijmnst, mijkl, mijklpr, Cmnkl, and Sklmn
can be written in terms of the matrices πin, mik, mikp, Cnk,
and Skn.

The coefficients mλµν and πλµν are related to the
components of the tensors by the following conversion
rules: mλµν = mijklpr (ij  λ = 1, …, 6; kl  µ = 1,
…, 6; pr  ν = 1, …, 6); i.e., we have

The structure of polycrystalline silicon films grown
on oxidized silicon substrates depends on the condi-
tions of growth; crystallites in these films are either
arbitrarily oriented (isotropic films) or have an arbitrary
orientation in the film plane but exhibit certain orienta-
tion in the direction perpendicular to the film plane
(textures). French and Evans [10] reported the typical
axes of the textures. These axes correspond to the crys-
tallographic directions [100], [110], [111], [113], and
[331].

The textures belong to one of the five limiting sym-
metry groups [16]. An analysis of the symmetry ele-
ments of polycrystalline silicon films with the [100],
[110], [111], [113], and [331] axes shows that these
films belong to the ∞/mm limiting symmetry group.

Isotropic films of polycrystalline silicon belong to
the ∞∞m limiting symmetry group.

For the symmetry class ∞/mm, the matrices Cnk(Skn)
and πin(mik) have five (C11, C12, C13, C33, and C44) and
seven (π11, π12, π13, π31, π32, π33, and π44) independent
elements, respectively [16].

For the class ∞mm, the number of independent com-
ponents is equal to three (C13 = C23 = C12, C33 = C11;
S13 = S23 = S12, S33 = S11; m13 = m23 = m31 = m32 = m12,
m33 = m11; π13 = π23 = π31 = π32 = π12, π33 = π11) for
matrices Cnk(Skn) and πin(mik) and is equal to four (π111,
π112, π122, and π123) for matrices πins(mikp) [16].

It is appropriate to determine experimentally the
piezoresistance coefficients, whereas it is more conve-

πijmn mijkl Sklmn, πijmnst⋅ mijklpr Sklmn Sprst,⋅ ⋅= =

mijkl πijmn Cmnkl, mijklpr⋅ πijmnst Cmnkl Cprst.⋅ ⋅= =

          
     

πλµν

πijmnst ij λ 1 … 6;, ,=(
mn µ 1 2 3; st ν, , 1 2 3, ,= = )
2πijmnst ij λ 1 … 6;, ,=(
mn µ 1 2 3; st ν, , 4 5 6, ,= = )
2πijmnst ij λ 1 … 6;, ,=(
mn µ 4 5 6; st ν, , 1 2 3, ,= = )
4πijmnst ij λ 1 … 6;, ,=(
mn µ 4 5 6; st ν, , 4 5 6, ,= = ) 

 
 
 
 
 
 
 
 
 
 
 
 

.=
 

nient to perform the procedure for averaging in terms of
strains and elastoresistance coefficients.

The resistivity of polysilicon film in the situation
where the size of the interface between crystallites is
much less than the width of the charged layer can be
written as [17, 18]

where 

 

ρ

 

bi

 

 is the barrier resistivity, 

 

ρ

 

ci

 

 is the resistivity of
the crystallite, 2

 

w

 

 is the width of the charged region,
and 

 

L

 

 is the size of the crystallite.
Assuming that the barriers do not contribute to the

piezoresistive effect, we obtain

Assuming also that the piezoresistive effect in poly-
silicon films is related only to the variation in the resis-
tivity of the crystallites, we can express the mean values
of relative variations in resistivity in the film plane as

where  and  are the elastoresistance coeffi-
cients for single-crystal silicon; these coefficients are
written for the substrate axes.

In the case of textures, 

 

ω

 

 = 2

 

π

 

 and 

 

Ω

 

 is the angle in
the film plane. For an isotropic film, 

 

ω

 

 = 8

 

π

 

2

 

 and 

 

d

 

Ω

 

 =
sin

 

θ

 

d

 

θ

 

d

 

ϕ

 

d

 

φ

 

, where 

 

θ

 

, 

 

ϕ

 

, and 

 

φ

 

 are the Eulerian angles.
Taking into account that the strains 

 

ε

 

1

 

, 

 

ε

 

2

 

, and 

 

ε

 

6

 

 in
the substrate plane are completely transferred to the
film, we can express the stresses  in a crystallite
along the substrate axes as

ρi ρbi
2w
L

------- ρci 1 2w
L

-------– 
  ,+=

∆ρi

ρ〈 〉
-------- 1 2w

L
-------– 

  ∆ρci〈 〉
ρ〈 〉

---------------- 1 2w
L

-------– 
  ρc〈 〉

ρ〈 〉
----------

∆ρci〈 〉
ρc〈 〉

----------------.= =

∆ρci〈 〉
ρc〈 〉

----------------
ε1

ω
---- mi1' Ωd∫

ε2

ω
---- mi2' Ωd∫ 1

ω
---- mi3' ε3' Ωd∫+ +=

+
ε1

2

ω
---- mi11' Ωd∫

ε2
2

ω
---- mi22' Ωd∫ 1

ω
---- mi33' ε3'

2 Ωd∫+ +

+
2ε1ε2

ω
------------- mi12' Ωd∫

2ε1

ω
-------- mi13' ε3' Ωd∫+

+
2ε2

ω
-------- mi23' ε3' Ωd∫

ε6
2

ω
---- mi66' Ω,d∫+

∆ρc6〈 〉
ρc〈 〉

-----------------
ε6

ω
---- m66' Ωd∫

2ε1ε6

ω
------------- m616' Ωd∫+=

+
2ε2ε6

ω
------------- m626' Ωd∫

ε6

ω
---- m636' ε3' Ω,d∫+

mik' mikp'

Tn'

T1' C11' ε1 C12' ε2 C13' ε3' ,⋅+⋅+⋅=

T2' C21' ε1 C22' ε2 C23' ε3' ,⋅+⋅+⋅=

T3 T3' C31' ε1 C32' ε2 C33' ε3' ,⋅+⋅+⋅= =

T6' C66' ε6,⋅=
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where  are the strains of the crystallites written for

the substrate axes and  are the elastic constants of
the crystallites written for the substrate axes.

We then obtain  and

The stresses T3 in the direction perpendicular to the
surface plane are identical in all crystallites. For the
plane stress, T3 = 0.

As follows from consideration of the relative varia-
tion in resistivity in a certain direction at an angle rela-
tive to the substrate axes, the equalities

should be valid; using these equalities, we determined
that

For textures with crystallites' symmetry axes that are
perpendicular to the film axis and correspond to a sym-

metry whose order is less than threefold,  =

 =  only in the case of plane stress.

Then,

ε3'

Cnk'

ε3'
T3 C31' ε1 C32' ε2⋅–⋅–

C33'
----------------------------------------------------=

ε3〈 〉 1
ω
---- ε3' Ω.d∫=

m13
p ε3〈 〉 m23

p ε3〈 〉 , m113
p ε3〈 〉 m223

p ε3〈 〉 ,= =

m123
p ε3〈 〉 m213

p ε3〈 〉 ,=

m133
p ε3

2〈 〉 m233
p ε3

2〈 〉 , m313
p ε3〈 〉 m323

p ε3〈 〉 ,= =

m13
p〈 〉

m13
p ε3〈 〉 m23

p ε3〈 〉+
2 ε3〈 〉

--------------------------------------------,=

m113
p〈 〉

m113
p ε3〈 〉 m223

p ε3〈 〉+
2 ε3〈 〉

------------------------------------------------,=

m123
p〈 〉

m123
p ε3〈 〉 m213

p ε3〈 〉+
2 ε3〈 〉

------------------------------------------------,=

m113
p〈 〉

m113
p ε3

2〈 〉 m233
p ε3

2〈 〉+

2 ε3
2〈 〉

------------------------------------------------,=

m313
p〈 〉

m313
p ε3〈 〉 m323

p ε3〈 〉+
2 ε3〈 〉

------------------------------------------------.=

m636
p〈 〉

m663
p〈 〉

m636
p ε3〈 〉
ε3〈 〉

--------------------

∆ρci〈 〉
ρc〈 〉

---------------- mi1
p〈 〉 ε 1 mi2

p〈 〉 ε 2 mi3
p〈 〉 ε 3〈 〉 mi11

p〈 〉 ε 1
2+ + +=

+ mi22
p〈 〉 ε 2

2 mi33
p〈 〉 ε 3〈 〉 2 2 mi12

p〈 〉 ε 1ε2+ +

+ 2 mi13
p〈 〉 ε 1 ε3〈 〉 2 mi23

p〈 〉 ε 2 ε3〈 〉 mi66
p〈 〉 ε 6

2,+ +
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i = 1, 2, 3.

The piezoresistance coefficients of polysilicon films
are defined as

In the table, we list the second-order piezoresistance
coefficients for isotropic and textured polysilicon films
with the textures under consideration; these coefficients
are expressed in terms of the corresponding coefficient
for single-crystal silicon. When calculating the quantity

, we used the values of  reported in [13].

3. DISCUSSION

The procedure for averaging used by us automati-
cally leads to the fulfillment of requirements of symme-
try for the coefficients of elastoresistance and piezore-

sistance:  = ,  = ,  =

,  = ,  = ,  =

,  = ,  = ,  =

,  = ,  = ,  =

,  = ,  = ,  =

, and  = .

Taking into account the symmetry, the following
relations are valid for isotropic films:

The following conclusions are valid for all textured
and isotropic films:

(i) Homogeneous strain (ε = ε1 = ε2 = ε3) does not
affect the symmetry of crystallites and does not lead to

∆ρc6〈 〉
ρc〈 〉

----------------- m66
p〈 〉 ε 6 2 m616

p〈 〉 ε 1ε6+=

+ 2 m626
p〈 〉 ε 2ε6 2 m636

p〈 〉 ε 3〈 〉 ε 6,+

πin
p〈 〉 mik

p〈 〉 Skn
p〈 〉 , πins

p〈 〉 mikp
p〈 〉 Skn

p〈 〉 Sps
p〈 〉 .= =

πins' Skn
p

m222
p〈 〉 m111

p〈 〉 m212
p〈 〉 m112

p〈 〉 m213
p〈 〉

m123
p〈 〉 m323

p〈 〉 m313
p〈 〉 m322

p〈 〉 m311
p〈 〉 m266

p〈 〉

m166
p〈 〉 π222

p〈 〉 π111
p〈 〉 π211

p〈 〉 π122
p〈 〉 π223

p〈 〉

π113
p〈 〉 π212

p〈 〉 π112
p〈 〉 π213

p〈 〉 π123
p〈 〉 π233

p〈 〉

π133
p〈 〉 π323

p〈 〉 π313
p〈 〉 π322

p〈 〉 π311
p〈 〉 π266

p〈 〉

π166
p〈 〉 π626

p〈 〉 π616
p〈 〉

π144
p〈 〉 1

2
--- π122

p〈 〉 π123
p〈 〉–( ),=

π155
p〈 〉 1

4
--- π111

p〈 〉 2 π112
p〈 〉– π122

p〈 〉+( ),=

π414
p〈 〉 1

2
--- π112

p〈 〉 π123
p〈 〉–( ),=

π424
p〈 〉 1

4
--- π111

p〈 〉 π122
p〈 〉–( ),=

π456
p〈 〉 1

8
--- π111

p〈 〉 2 π112
p〈 〉– π122

p〈 〉– 2 π123
p〈 〉+( ).=
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〈 331〉 Isotropy

11 + .3750π112 .1714π122 + .3429π112

π122 + .0807π123 + .4286π111 + .0571π123

π441 + .1790π441

661 + .3958π456 + 1.074π661 + .0701π144

166 + .0989π144 +.2803π456 + .4204π166

11 + .5830π112 .1143π122 + .6286π112

π122 + .2355π123 + .0857π111 + .1714π123

π441 + .2237π441

π661 – .1899π456 + .0895π661 – .0350π144

166 – .0475π144 – .1401π456 – .2102π166

11 + .2201π112 .5143π122 + .2286π112

π122 + .2355π123 + .0857π111

441 – .4470π661 + .1714π123 – .0895π441

456 + .2699π166 – .5369π661 + .2102π144

π144 – .1401π456 + .2803π166

11 + .3783π112 .1714π122 + .3429π112

π122 + .3475π123 + .0286π111 + .4571π123

441 – .2425π661 – .4474π441 – .1790π661

π456 – .0949π166 – .1752π144 + .2803π456

144 – .0701π166

23 – .0515π144 .1143π122 + .6286π112

166 + .1526π441 + .0857π111 + .1714π123

π111 + .5863π112 + .2237π441

π122 + .1315π661 + .0895π661 – .0350π144

456 – .1401π456 – .2102π166

23 + .2928π144 .5143π122 + .2286π112

π166 – .1110π441 + .0857π111

π111 + .3097π112 + .1714π123 – .0895π441

π122 – .7480π661 – .5369π661 + .2102π144

456 – .1401π456 + .2803π166

11 – .2328π112 .1398π111 – .2796π112

π122 – .0631π123 + .1864π122 – .0466π123

441 + .1977π661 – .1460π441 + .1460π661

456 + .4403π166 + .1429π144 + .1714π456

π144 + .4571π166
The piezoresistance coefficients of polysilicon films

Texture

〈100〉 〈 110〉 〈 111〉 〈 113〉

.6250π111 + .2500π112 .09375π123 + .3906π111 .0556π123 + .2222π122 .04620π123 + .3216π112 .3568π1

+ .1250π122 + .1719π122 + .3438π112 + .4444π112 + .2778π111 + .1608π122 + .4715π111 + .1875
+ .7830π661 + .3065π166 + .2936π441 + .5450π166 + .2266π456 + .0567π144 + .2527

+ 1.077π661 + .1150π144 + 1.392π661 + .1740π441 + .3943π166 + 1.174π
+ .4215π166 + .4598π456 + .0681π144 + .2725π456 + .1447π441 + 1.007π661 + .4598π

.1250π111 + .7500π112 .07813π111 + .2188π123 .2778π123 + .1111π122 .1349π123 + .6544π112 .0714π1

+ .1250π122 – .3065π166 + .5938π112 + .1094π122 + .5556π112 + .1164π122 + .1101
+ .2936π441 + .0979π661 + .0556π111 – .1362π166 + .0943π111 – 0.1087π456 + .3082
– .0383π144 + .1740π661 + .3480π441 – .0272π144 – .2312π166 + .1212
– .1916π166 – .1533π456 – .0681π144 – .2725π456 + .1765π441 + .0694π661 – .1750π

.1250π111 + .2500π112 .0781π111 + .2188π112 .2778π123 + .4444π122 .1349π123 + .2329π112 .0714π1

+ .6250π122 – .7830π661 + .4844π122 + .2188π123 + .2222π112 + .5379π122 + .0943π111 + .4730
+ .3065π166 – .0979π441 – .4894π661 + .0556π111 – .1362π166 – .1087π456 + .1654π144 – .1212π

+ .2682π144 + .1740π661 + .3480π441 + .2856π166 – .0694π441 – 1899π
+ .2682π166 – .1533π456 – .0681π144 – .2725π456 – .5906π661 +. 2888

.2500π112 + .7500π123 .03125π111 + .3750π112 .2778π123 + .2778π122 .5195π123 + .3234π112 .0387π1

– .3915π441 + .2187π122 + .3750π123 + .3889π112 + .0556π111 + .1349π122 + .0222π111 + .2356
– .4894π441 + .1958π661 – .1362π166 – .3480π661 + .2174π456 – .1382π144 – .4711π
– .2299π144 – .0766π166 – .4350π441 – .2725π144 – .0543π166 – .4371π441 + .3797
+ .3065π456 + .5450π456 – .1388π661 – .2413π

.7500π112 + .2500π123 .0937π111 – .0766π144 .1667π111 + .5000π112 .0665π111 – .0295π144 .1395π1

– .3915π441 – .2230π166 – .3065π456 + .1667π122 + .1667π123 – .1631π166 + .1867π123 – .2848π
+ .1563π122 + .2610π441 – .4087π166 + .2547π441 + .0905π122 + .1161
+ .1250π123 + .6250π112 + .6563π112 – .1179π456 + .1581
+ .0979π441 + .1958π661 + .0753π661 – .2059π

π122 .1250π111 + .3065π144 .2725π144 – .5450π456 .0684π111 + .1677π144 .2388π1

+ .3065π166 – .6960π661 + .1111π111 + .2174π166 + .1367π123 + .3797
+ .3750π122 + .2500π123 + .4444π112 + .2222π122 – .0635π441 + .6176π122 + .1194
+ .2500π112 – .7830π661 + .2222π123 – .3480π441 + .1773π112 – .0995π456 + .3321

+ .5450π166 – .4283π661 – .1738π
.2039π111 – .4078π112 .1274π111 – .2549π112 .0906π111 – .1812π112 .1538π111 – .3076π112 .1164π1

+ 2039π122 + .5000π166 + .1784π122 – .0510π123 + .1812π122 – .0906π123 + .1899π122 – .0362π123 + .1795
+ .2500π456 + .4375π166 + .4444π166 + .2838π661 + .1367π456 – .1977π
+ .1596π661 – .1596π441 – .2838π441 + .2222π144 + .1127π144 + .4658π166 + .2388π
+ .1875π144 + .2222π456 – .1132π441 + .1132π661 + .1968

π111
p〈 〉

π112
p〈 〉

π122
p〈 〉

π123
p〈 〉

π113
p〈 〉

π133
p〈 〉

π166
p〈 〉
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〈 331〉 Isotropy

1π111 + .3162π112 .5143π122 + .2286π112

82π122 + .1395π123 + .0857π111

15π441 – .7274π661 + .1714π123 – .0895π441

59π456 – .5369π661 + .2102π144

78π166 + .1710π144 – .1401π456 + .2803π166

7π111 + .4710π112 .1714π122 + .3429π112

27π122 + .3475π123 + .0286π111

64π441 – .2425π661 + .4571π123 – .4474π441

97π456 – .0949π166 – .1790π661 – .1752π144

76π144 + .2803π456 – .0701π166

4π111 + .4870π112 .1143π122 + .6286π112

48π122 + .2388π123 + .0857π111 + .1714π123

85π441 + .2237π441

10π661 – .1738π456 + .0895π661 – .0350π144

28π166 – .0434π144 – .1401π456 – .2102π166

7π111 + .4776π112 + .1714π122 + .3429π112

88π122 + .0709π123 + .4286π111 + .0571π123

19π441 + 1.496π661 + .1790π441

75π456 + .5857π166 + 1.074π661 + .0701π144

69π144 + .2803π456 + .4204π166

13π111 – .1263π112 0
28π122 – .1697π123

55π441 – .3955π661

76π456 + .3936π166

35π144

06π144 + .0606π166 .1342π456 – .0365π123

94π112 + .0911π111 + .1095π111 + .0365π112

77π661 – .0911π122 – .0447π144 – .1095π122

94π123 + .1870π456 + .0447π166 + .5143π661

94π441 + .0857π441

2π144 – .1212π166 – .2685π456 – .1824π123

28π112 + .0494π111 + .0365π111 + .1824π112

88π661 – .0494π122 + .0895π144 – .0365π122

29π123 – .3740π456 – .0895π166 + .1714π661

83π441 + .4286π441
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Table.  (Contd.)

Texture

〈100〉 〈 110〉 〈 111〉 〈 113〉

.7500π112 + .2500π123 .1250π123 + .0938π111 .1667π123 + .3333π122 .1867π123 + .1811π112 .116
+ .3065π144 + .3125π112 + .3333π112 + .1667π111 + .5657π122 + .42

+ .4688π122 + .1533π144 + .4087π166 – 1.044π661 + .0665π111 + .0753π441 – .13
+. 3832π166 – .3065π456 + .2044π144 + .2289π144 – .1179π456 – .20
– .1958π441 – .5873π661 – .4165π661 + .2220π166 + .38

.2500π122 + .7500π123 .3750π123 + .0312π111 .2778π123 + .1111π122 .5195π123 + .2697π112 .038
– .3065π144 + .4375π122 + .1562π122 + .5556π112 + .1886π122 + .14

– .1533π144 – .0766π166 + .0556π111 – .1362π166 + .0222π111 – .3530π441 – .61
+ .3065π456 – .5873π441 – .3480π661 – .6960π441 – .2041π144 + .2174π456 + .37
– .1958π661 – .0681π144 + .5450π456 – .1388π661 – .0544π166 – .12

π112 .2500π123 + .1250π111 .2222π123 + .2222π122 .1367π123 + .7062π112 .119
+ .5000π112 + .1250π122 + .4444π112 + .1111π111 + .0887π122 + .15
– .3065π166 + .3915π441 – .2725π166 + .3480π661 + .0684π111 + .1824π441 + .31

+ .1740π441 – .1362π144 – .0249π144 – .0995π456 + .11
– .5450π456 + .0635π661 – .1677π166 – .29

π111 .2500π111 + .5000π112 .2222π123 + .2222π122 .0406π123 + .2735π112 .212
+ .2500π122 + 1.566π661 + .4444π112 + .1367π122 + .23
+ .6131π166 + .1111π111 + .5450π166 + .5492π111 + .1271π441 + .22

+ 1.090π456 + 1.392π661 + 0497π144 + .1990π456 + .34
+ .6960π441 + .2725π144 + .8565π661 + .3353π166 + .08

0 0 0 .0362π111 – .0723π112 .063
+ .3076π122 – .2714π123 + .23
+ .2264π441 + .39
+ .3531π144 – .2735π456 – .47
– .2264π661 + .2254π166 + .24

.1596π111 – .1596π122 .5000π661 + .1958π456 .5556π661 + .1740π456 .1204π111 + .0283π112 – .06
+ .5000π661 + .0489π166 – .0489π144 + .0870π166 – .0870π144 + .5101π661 – .1204π122 + .04

– .0399π123 – .0998π122 – .0710π123 – .0710π122 – .0283π123 – .0347π144 + .51
+ .0399π112 + .0998π111 + .0710π112 + .0710π111 + .0347π166 + .1071π456 – .04
+ .1250π441 + .1111π441 + .0684π441 + .11

.3193π112 – .3193π123 .2500π661 – .3915π456 .2222π661 – .3480π456 .0283π111 + .2125π112 .121
+ .5000π441 – .0979π166 + .0979π144 – .1740π166 + .1740π144 + .1367π661 – .0283π122 + .13

– .1596π123 – .0399π122 – .0710π123 – .0710π122 – .2125π123 + .0694π144 + .23
+ .1596π112 + .0399π111 + .0710π112 + .0710π111 – .0694π166 – .2141π456 – .13
+ .3750π441 + .4444π441 + .4418π441 + .39

π311
p〈 〉

π312
p〈 〉

π313
p〈 〉

π333
p〈 〉

π366
p〈 〉

π661
p〈 〉

π636
p〈 〉
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a great piezoresistive effect nor to pronounced nonlin-
earity (m111 ≈ m122 ≈ m112 ≈ m123 ≈ 0); i.e.,

(ii) Hydrostatic pressure (T = T1 = T2 = T3) does not
affect the symmetry of crystallites and also does not
lead to a great piezoresistive effect nor to pronounced
nonlinearity; i.e.,

(π111 ≈ π122 ≈ π112 ≈ π123 ≈ 0) [19].
In Figs. 1 and 2, we show the experimental and cal-

culated dependences of relative variations in resistivity

per unit stress ( ) on stresses in polysilicon

films at room temperature. In calculations, the second-
order piezoresistance coefficients for single-crystal sil-
icon were taken from [19], where the corresponding
values were reported for three doping levels with the
accuracy of determination indicated. Experimental data
on the relative variation in the resistivity in relation to

∆ρc1〈 〉
ρc〈 〉

----------------- m11
p〈 〉 m12

p〈 〉 m13
p〈 〉+ +( )ε m111

p〈 〉(+=

+ m122
p〈 〉 m133

p〈 〉 2 m112
p〈 〉 2 m113

p〈 〉 2 m123
p〈 〉+ + + + )ε2

=  m11 2m12+( )ε m111 2m122 4m112 2m123+ + +( )ε2.+

∆ρc1〈 〉
ρc〈 〉

----------------- π11
p〈 〉 π12

p〈 〉 π13
p〈 〉+ +( )T π111

p〈 〉(+=

+ π122
p〈 〉 π133

p〈 〉 2 π112
p〈 〉 2 π113

p〈 〉 2 π123
p〈 〉+ + + + )T2

=  π11 2π12+( )T π111 2π122 4π112 2π123+ + +( )T2+

∆ρi〈 〉
ρ〈 〉 T j

-------------- 
 

∆ρ1/ρ T1, 10–10 N/m2

T, 107 N/m2

2.8

2.6

2.4

2.2

2.0

1.8

1.6

1.4

1.2

1.0
–20 –15 –10 –5 0 5 10 15 20

〈111〉

Isotropy

Experiment

〈110〉

〈100〉

Fig. 1. Dependences of the relative variation in longitudinal
resistivity (per unit stress) on the stress.
stresses were taken from [14]. The films had a 〈110〉
texture, with a possible contribution from the isotropic
component. The dopant concentration in the polysili-
con films was 7 × 1019 cm–3 [14] and differed from
those reported in [19]. Therefore, the following values
of the second-order piezoresistance coefficients were
used in the calculations: π111 = π112 = π122 = π123 = 0,
π661 = –3 × 10–20 Pa–2, π166 = 55 × 10–20 Pa–2, π144 =
−28 × 10–20 Pa–2, π441 = 12 × 10–20 Pa–2, and π456 = –20 ×
10–20 Pa–2. It can be seen from Figs. 1 and 2 that, both
for the longitudinal and transverse effects, the slopes of
the straight lines are almost the same for the 〈100〉  and
〈110〉  textures and for isotropic films. For the 〈110〉  tex-
ture and an isotropic film, a satisfactory agreement
between experimental and calculated dependences is
observed.

4. CONCLUSIONS

(i) We described phenomenologically the piezore-
sistive properties of polycrystalline silicon films in the
quadratic approximation using elastoresistance and
piezoresistance tensors and taking into account the
symmetry of crystallites in the films.

(ii) The equalities relating the averaged second-
order coefficients of piezoresistance and elastoresis-
tance are valid for all the textured and isotropic films
under consideration; these equalities follow from the
symmetry requirements.

(iii) A satisfactory agreement between experimental
and calculated dependences of relative variations in

T, 107 N/m2
–20 –15 –10 –5 0 5 10 15 20

∆ρ2/ρ T1, 10–11 N/m2

–5

–6

–7

–8

–9

–10

–11

–12

–13

〈111〉

Experiment

Isotropy

〈110〉

〈100〉

Fig. 2. Dependences of the relative variation in transverse
resistivity (per unit stress) on the stress.
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resistivity (per unit stress) on the stress for polysilicon
films at room temperature in the region of heavy doping
is observed.
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Abstract—The conductivity σ11 and Seebeck (S11), Hall (R321), and Nernst–Ettingshausen (Q123) coefficients
have been studied in Sn-doped Bi2Te3 – xSex (x = 0.06, 0.12) solid solutions in the temperature range 77–400 K.
The homogeneity of the crystals was studied with a micro-thermal probe at room temperature. Specific features
associated with resonance states were observed in the temperature dependences of kinetic coefficients. The data
indicate the presence of impurity states of Sn on the background of the valence band. High electrical homoge-
neity and improved distribution of components throughout the bulk are observed in solid solutions with the
Fermi level stabilized at the energy level of Sn impurity states. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Bi2Te3 – xSex solid solutions are efficient materials
for thermoelectric devices. These compounds belong to
crystals of a trigonal crystal system with a strong
anisotropy of physical properties. In real growth condi-
tions, even the best single crystals of this compound
contain multiple heterogeneities, which impair the
technical characteristics of thermoelectric devices.
Therefore, the search for new ways of homogenizing
crystals with the aim of improving their thermoelectric
properties is a problem of current practical relevance.

A new untraditional area of research to improve
thermoelectric characteristics is to use the unusual
properties of crystals with resonant states of Sn in the
valence band of Bi2Te3. As shown in [1–5], resonant
states of Sn considerably modify the electrical proper-
ties of Bi2Te3 crystals. In particular, the presence of
these states improves the electrical homogeneity of the
crystals [5]. However, for practical use, the effect of Sn
atoms on the thermoelectric properties of Bi2Te3-based
solid solutions must be investigated.

We have investigated the effect of Sn atoms on the
physical properties of single crystals of p-Bi2Te3 – xSex
solid solutions. The following kinetic coefficients were
studied: conductivity σ11 and Seebeck (S11), Hall (R321),
and Nernst–Ettingshausen (Q123) coefficients in the
temperature range 77–400 K. The distribution of the
Seebeck coefficient over the surface of a crystal was
measured with a microthermal probe.

2. EXPERIMENTAL

Samples were grown by the Czochralski technique
with the liquid phase replenished from a floating cruci-
ble [6]. Since the crystal structure of Bi2Te3 and its solid
1063-7826/04/3802- $26.00 © 20182
solutions is complex, special procedures were developed
for the appropriate choice of growth parameters (pulling
velocity, seed and crucible, speed of rotation, tempera-
ture gradient at the crystallization front) in order to
ensure the fabrication of perfect crystals. Single crystals
were grown in the [1010] direction, normal to the princi-
pal crystal axis C3. The stock was composed of Bi, Te,
and Sn of 99.9999% purity. The sample composition was
described by the formula Bi2 – ySnyTe3 – xSex with x = 0.06
and 0.12; y = 0 and 0.01 (y = 0.01 corresponds to atomic
concentration of 6 × 1019 cm–3). The tin content was
determined by plasma atomic-absorption spectroscopy.
Samples for electrical measurements were cut at a dis-
tance of 70–90 mm from the end of an ingot. The per-
fection of single crystals was monitored by X-ray dif-
fraction topography.

Independent components of kinetic tensors were
measured: conductivity σ11 and Seebeck (S11), Hall
(R321), and Nernst–Ettingshausen (Q123) coefficients. In
this notation, axis C3 corresponds to crystal trigonal
axis C3. The subscripts of the coefficients indicate the
direction of the measured electric field (first), that of the
current or temperature gradient (second), and that of
the magnetic field (third). In studying the Hall and
Nernst–Ettingshausen effects, we have applied special
methods to minimize the parasitic nonisothermal com-
ponents of the effects, which might otherwise make a
significant contribution to the total measured effect in
thermoelectric materials.

It is known that the Seebeck coefficient is sensitive to
fluctuations of the carrier density. Therefore, the charac-
ter of the carrier spatial distribution can be judged from
the microthermoelectric power measured at multiple
points on the crystal’s surface. The thermoelectric power
distribution over the surface of Bi2 – ySnyTe3 – xSex single
004 MAIK “Nauka/Interperiodica”
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crystals was studied using a microprobe method
described in [7]. The method uses a temperature differ-
ence of 3–5 K. The relative error in the thermoelectric
power is less than 1%. The technique of studying the
local Seebeck coefficient using a scanning thermal
probe was derived as a method for monitoring and char-
acterizing the distribution of electrically active compo-
nents in V–VI semiconductor compounds. The princi-
pal advantages of this technique are the simplicity of
the measuring process and the high resolution.

3. RESULTS AND DISCUSSION

The obtained experimental data on the transport phe-
nomena show that the tin doping of Bi2 – ySnyTe3 – xSex
not only changes the numerical values of all the kinetic
coefficients, but modifies the character of their temper-
ature dependences (Figs. 1a–1d). The specific features
observed in the electrical properties of crystals are as
follows.

1. Temperature dependences of the Hall coefficient
R321 (Fig. 1b) change from “conventional,” for undoped
solid solutions (curves 1, 2), to strongly decreasing as the
temperature rises, for Sn-doped samples (curves 4, 5).

2. Temperature dependences of the Seebeck coeffi-
cient S11 for Sn-doped samples are more gently sloping
than for undoped samples. It is also seen in Fig. 1c that
Sn doping raises the Seebeck coefficient at T < 200 K
and at T > 380 K.

3. In Sn-doped samples, the Hall and Nernst mobil-
ities of holes in the cleavage plane, µH and µN, are con-
siderably reduced in the range from liquid nitrogen
temperature to 200 K (µN was determined from Q123e/k
(Fig. 1d); here, k is the Boltzmann constant).

The specifics of the experimental data on kinetic
effects in the Bi2 – ySnyTe3 – xSex solid solutions under
study can be attributed to resonant impurity states of Sn
on the background of the valence band, similar to those
in Sn-doped p-Bi2Te3. These states are partially filled
with electrons. The occupancy of impurity states
changes with increasing temperature, which results in
the modification of the temperature dependences of the
Seebeck and Hall coefficients as compared with
undoped solid solutions. In terms of this model, the
decrease in the Hall and Nernst mobilities µH and µN
can be related to additional scattering of holes in the
band of Sn states (similar to resonant scattering of holes
in PbTe on Tl impurities [8]).

If a peak of resonant states exists in the valence
band, effects related to pinning of the Fermi level εF are
to be expected. In this context, we have studied the dis-
tribution of thermoelectric power over the surface of
Bi2 – ySnyTe3 – xSex single crystals using a micro-thermal
probe. The results are shown in Fig. 2. The comparison
of data obtained for undoped and Sn-doped
Bi2Te2.94Se0.06 and Bi1.99Sn0.01Te2.94Se0.06 solid solutions
(Fig. 2a, 2b), as well as Bi2Te2.88Se0.12 and
Bi1.99Sn0.01Te2.88Se0.12 (Fig. 2c, 2d), shows that, in
SEMICONDUCTORS      Vol. 38      No. 2      2004
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Fig. 1. Temperature dependences of kinetic coefficients:
(a) conductivity σ11 and (b) Hall (R321), (c) Seebeck (S11),
and (d) Nernst–Ettingshausen (Q123e/k) coefficients for
undoped samples: (1) Bi2Te3, (2) Bi2Te2.94Se0.06, and
(3) Bi2Te1.88Se0.12; (4–6) for samples doped with 1 at % tin.
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doped samples, the fluctuations of thermoelectric
power are considerably weaker, and the distribution of
thermoelectric power is narrowed.

It is worth noting that, as a rule, the introduction of
ordinary dopants in semiconductors results in a consid-
erable increase in thermoelectric power fluctuations,
related to random distribution of impurities. However,
in the case of doping with impurities producing reso-
nant states, such as Sn in Bi2Te3 [3, 5] or Tl and In in
PbTe [6], crystals are evidently homogenized. The
point is that, as mentioned above, resonant states are
only partially filled with electrons and, when electri-
cally active intrinsic defects, donors or acceptors, are
formed, these states are either additionally filled or par-
tially depleted. If the amount of intrinsic defects or
additional impurities is less than that of the introduced
tin, the Fermi level remains stabilized within the peak
of resonant states. It is this fact that is the reason for the
higher homogeneity of the crystals in question.
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Fig. 2. Distribution of counts N in measurements of the See-
beck coefficient for undoped samples of (a) Bi2Te2.94Se0.06
and (c) Bi2Te2.88Se0.12; (b, d) for samples doped with
1 at % tin.
This conclusion was confirmed by X-ray fluores-
cence microanalysis of the uniformity of distribution of
the basic elements Bi and Te in these crystals [9]. Dop-
ing with Sn does not induce any noticeable nonunifor-
mity in the elemental distribution; on the contrary, it
reduces the composition fluctuations for base elements.

Further, X-ray photoelectron spectroscopy of
Bi2Te2.94Se0.06, Bi2Te2.88Se0.12, Bi1.99Sn0.01Te2.94Se0.06,
and Bi1.99Sn0.01Te2.88Se0.12 single crystals has shown
that doping with Sn raises the electron density near the
Fermi level [9]; the effect was similar to that observed
in doping bismuth telluride with tin [4].

4. CONCLUSION
Experimental data on the kinetic effects in the

Bi2 − ySnyTe3 – xSex solid solutions studied indicate the
presence of resonant states of Sn impurity on the back-
ground of the valence band.

Bi2 – ySnyTe3 – xSex single crystals exhibit a high
homogeneity of electrical properties. The Seebeck
coefficient, which is sensitive to fluctuations in the
charge density, features a high stability even with an
enhanced content of Sn impurity.
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Abstract—Emission Mössbauer spectroscopy based on the isotope 73As(73Ge) is used to ascertain that the
superconducting phase transition in (Pb1 – xSnx)1 – zInzTe solid solutions (the phase-transition temperature ~4 K)
is accompanied by an increase in the electron density at cationic sites, whereas this density at anionic sites
remains unchanged. © 2004 MAIK “Nauka/Interperiodica”.
The phase transition of semiconductors to the super-
conducting state typically occurs at temperatures of
0.1–0.5 K [1]; in this respect, (Pb1 – xSnx)1 – zInzTe semi-
conductor solid solutions are an exception since the
critical temperature for these solutions is Tc ≈ 4 K [2].

According to the Bardeen–Cooper–Schrieffer
(BCS) theory, the phenomenon of superconductivity is
attributed to the formation of a Bose condensate of
Cooper pairs; the distribution of electron density at the
lattice sites is different at temperatures lower and
higher than the temperature of transition to the super-
conducting state [3]. A promising approach to studying
the properties of the Bose condensate consists in using
the Mössbauer effect to gain insight into characteristics
of superconducting materials: in principle it is possible
to detect the process of condensation of Cooper pairs by
measuring the temperature dependence of the centroid
S in the Mössbauer spectra [4]. However, attempts to
detect the formation of Cooper pairs and their Bose
condensation both in conventional (of the Nb3Sn type
[5]) and high-temperature (of the YBa2Cu3O7 type [6])
superconductors by measuring the temperature depen-
dence of the centroid in the Mössbauer spectra of 119Sn
and 57Fe failed; this was attributed to the low resolution
of Mössbauer spectroscopy based on these isotopes. In
this context, it was suggested that emission Mössbauer
spectroscopy based on a 67Zn probe be used in order to
determine the variation in the electron density in the
course of a superconducting transition [4]. However, it
was shown that the observed variation in the electron
density at the 67Zn nuclei depended on the phase-tran-
sition temperature Tc. This circumstance leads to cer-
tain problems in the observation of variations in the
electron density using EMS based on the isotope 67Zn
in superconductors with a phase-transition temperature
below 20 K [7].

Taking the above into account, EMS based on the
isotope 73Ge [8] was suggested for studying the Bose
1063-7826/04/3802- $26.00 © 20185
condensation of Cooper pairs in materials of the
(Pb1 − xSnx)1 – zInzTe type; the resolution of this isotope
is at least 2000 times greater than that provided by the
isotopes 57Fe and 119Sn. In Fig. 1, we illustrate the for-
mation of the Mössbauer 73Ge level as a result of radio-
active decay of the parent 73As isotope: electron capture
by the parent 73As nucleus is accompanied by emission
of a neutrino. Calculations show that the recoil energy
for the daughter 73Ge atoms does not exceed the recoil
energy for atoms at the conventional lattice sites. Thus,
one may expect that the radioactive transmutation does
not bring about a displacement of germanium atoms
from conventional lattice sites. Consequently, the
parameters of the 73As (73Ge) emission Mössbauer
spectra should be sensitive to the state of 73Ge atoms
localized in either cationic or anionic sublattices.
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Fig. 1. Schematic representation of 73As decay.
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The radioactive isotope 73As was obtained using the
74Ge(p, 2n)73As reaction, whereas the method based on
the large difference between the volatilities of arsenic
and parent atoms was used to separate the carrier-free
73As agent. To this end, a germanium film that was irra-
diated with protons and contained ~98% 74Ge isotope
was aged for three months (in order to reduce the con-
tent of radioactive 74As isotope in the film) and was
finally installed in an evacuated quartz cell; the cell’s
end containing the target was then heated to 900 K for
5 h in a tubular furnace. After the cell was opened,
~80% of 73As atoms were adsorbed at the inner wall of
the quartz cell, and the carrier-free 73As preparation
was removed using a nitric acid solution.

In Fig. 2, we show the dependence of the temperature
that corresponds to the superconducting phase transition
on the composition (x) of the (Pb1 – xSnx)0.84In0.16Te solid
solutions. Taking into account this dependence, we
chose two compounds to study: (Pb0.4Sn0.6)0.84In0.16Te
and (Pb0.5Sn0.5)0.84In0.16Te; these compounds were trans-
formed into the superconducting state at Tc ≈ 4.2 K. The
(Pb0.4Sn0.6)0.97In0.03Te solid solution was chosen as the
control sample; this solid solution remained in the nor-
mal state at a temperature as low as 2 K. The Mössbauer
sources were prepared by the diffusion-induced doping
of polycrystalline (Pb1 – xSnx)1 – zInzTe samples with the
radioactive isotope 73As in quartz cells for 10 h at
500°C; the concentration of arsenic impurity atoms did
not exceed 1016 cm–3. For such a low impurity concen-
tration, one should not expect changes in the value of
Tc; as a result, the control experiments showed that the
aforementioned diffusion-inducing annealing did not
appreciably affect the value of Tc for the
(Pb0.4Sn0.6)0.84In0.16Te and (Pb0.5Sn0.5)0.84In0.16Te samples.

The Mössbauer spectra of 73As (73Ge) were mea-
sured using a commercial SM-2201 spectrometer in the
conventional configuration of transmission. The
absorbers were either single-crystal 73Ge (to detect the
spectra for a 73Ge probe in the anionic sublattice) or
73GeTe (to detect the spectra for a 73Ge probe in the cat-
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Fig. 2. Dependence of the superconducting-transition tem-
perature Tc on the composition of the (Pb1 – xSnx)0.84In0.16Te
solid solution.
ionic sublattice). All the absorbers were enriched with
the isotope 73Ge by ~90%.

The Mössbauer spectra of the
(Pb0.4Sn0.6)0.84In0.16Te:73As, (Pb0.5Sn0.5)0.84In0.16Te:73As,
and (Pb0.4Sn0.6)0.97In0.03Te:73As sources in the tempera-
ture range 2–297 K are represented by individual lines.
It is significant that the width of the spectra consider-
ably exceeds the natural width of the spectral line for
73Ge (Gexp ≈ 50 µm/s for the spectra measured using the
GeTe absorber, and Gexp ≈ 100 µm/s for the spectra
measured using the Ge absorber). In the case of the
73GeTe absorber, the broadening of the spectrum is
mainly caused by a distortion of the cubic symmetry in
the local surroundings of germanium atoms in the GeTe
lattice.

The spectra obtained using the 73Ge absorber should
be attributed to the 73Ge0 centers in the anionic sublat-
tice of the (Pb1 – xSnx)1 – zInzTe solid solutions (lead
atoms are found in the close vicinity of these centers);
the 73Ge0 atoms are formed as a result of decay of 73As
atoms that reside in the anionic sublattice of
(Pb1 − xSnx)1 – zInzTe. The spectrum obtained with the
73GeTe absorber should be attributed the 73Ge2+ centers
in the cationic sublattice of (Pb1 – xSnx)1 – zInzTe (tellu-
rium atoms are nearest neighbors of these centers); the
73Ge2+ atoms are formed as a result of a decay of 73As
atoms that reside in the cationic sublattice of
(Pb1 − xSnx)1 – zInzTe. Thus, we may conclude that
arsenic impurity atoms in the (Pb1 – xSnx)1 – zInzTe can
be found in both anionic and cationic sublattices. It is
noteworthy that such behavior is characteristic in general
of Group V impurities in lead chalcogenides [9, 10].

As mentioned above, it is necessary to measure the
temperature dependence of the centroid S of the Möss-
bauer spectrum in order to detect the Bose condensa-
tion of Cooper pairs using Mössbauer spectroscopy;
this dependence has the following form at a constant
pressure P:

(1)

The first term in formula (1) accounts for the depen-
dence of isomer shift I on the volume V, the second term
represents the second-order Doppler shift D, and the
third term describes the temperature dependence of the
isomer shift I. It is the third term that accounts for the
variation in the electron density at the Mössbauer
nuclei as the host crystal is transformed into the super-
conducting state [11]; i.e.,

(2)

Here, ∆|Ψ(0)|2 is the difference between electron densi-
ties at the nuclei under investigation in two samples and
α is a constant that depends on the nuclear parameters
of the isotope employed.

As can be seen from Figs. 3 and 4, the experimental
temperature dependence of the centroid S of the spec-
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trum that corresponds to the 73Ge probe in the cationic
and anionic sublattices of the (Pb0.4Sn0.6)0.97In0.03Te:73As
solid solution coincides with the theoretical tempera-
ture dependence of the second-order Doppler shift in
the temperature range 2–297 K; this theoretical depen-
dence is given by [11]

, (3)

where k is the Boltzmann constant, E0 is the energy of
isomeric transition, M is the mass of the probe nucleus,
c is the speed of light in free space, θ is the Debye tem-
perature, and F(T/θ) is the Debye function. Agreement
between theory and experiment is ensured if Debye
temperatures determined from measurements of the
heat capacity [12] are used.

As can be seen from Fig. 3, the dependence S(T) for
the spectra that correspond to the 73Ge probe in the cat-
ionic sublattice of superconducting (Pb1 – xSnx)1 – zInzTe
solid solutions is also accounted for by the second-
order Doppler shift (3) at T > Tc; however, in the tem-
perature region T < Tc, the value of S depends on tem-
perature more strongly than follows from formula (3).
Evidently, we should take into account the temperature
dependence of the isomer shift in expression (1): the
transition to the superconducting state is accompanied
by an increase in the electron density at the 73Ge nuclei
in the cationic sublattice.
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Fig. 3. Temperature dependences of the centroid S of
Mössbauer spectra for 73Ge at cationic sites in
(1)  (Pb0.4Sn0.6)0.84In0.16Te, (2) (Pb0.5Sn0.5)0.84In0.16Te,
and (3) (Pb0.4Sn0.6)0.97In0.03Te solid solutions; the varia-
tions were measured relative to their values at 4.2 K. The
solid line represents the theoretical temperature dependence of
S for the case of the second-order Doppler shift at θ = 130 K.
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A different situation occurs in the case of a 73Ge
probe in the anionic sublattice of superconducting
(Pb1 – xSnx)1 – zInzTe solid solutions. As can be seen from
Fig. 4, the experimental temperature dependence of the
spectrum centroid S virtually coincides in this case with
the theoretical temperature dependence of the second-
order Doppler shift in the temperature range 2–297 K.
Consequently, for 73Ge atoms in the anionic sublattice,
a variation in the electron density at 73Ge nuclei is not
observed as a result of the transition of the compound
to the superconducting state; at least, this variation can-
not be detected using Mössbauer spectroscopy on the
basis of the isotope 73Ge. Similar behavior was
observed in the emission Mössbauer spectra of
67Cu(67Zn) in high-temperature superconductors based
on copper metal oxides; i.e., a variation in the electron
density formed by the Bose condensate of the Cooper
pairs for crystals that contained two structurally non-
equivalent sites for copper atoms was found to be differ-
ent for these sites. This behavior was interpreted as proof
of the spatial nonuniformity of the Bose condensate of
Cooper pairs [7]. Evidently, spatial nonuniformity of the
Bose condensate (the variation in the electron density in
the transition from the normal state to the superconduct-
ing state is much larger for the cationic sublattice than for
the anionic sublattice) also occurs for lattices of
(Pb1 − xSnx)1 – zInzTe solid solutions.

This study was supported by the Russian Founda-
tion for Basic Research, project no. 02-02-17306.
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Fig. 4. Temperature dependences of the centroid S of
Mössbauer spectra for 73Ge at anionic sites in the
(1) (Pb0.4Sn0.6)0.84In0.16Te, (2) (Pb0.5Sn0.5)0.84In0.16Te, and
(3) (Pb0.4Sn0.6)0.97In0.03Te solid solutions; the variations
were measured relative to their values at 4.2 K. The solid
line represents the theoretical temperature dependence of S
in the case of the second-order Doppler shift at θ = 130 K.
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Abstract—The transition-metal impurities that replace silicon atoms in silicon carbide are studied using the
semiempirical tight-binding method. It is shown that exchange-induced splitting affects the arrangement of lev-
els and leads to the fulfillment of Hund’s rules for the main impurities. The effective impurity charge is found
to depend only slightly on the corresponding charge state. Calculated energy levels are compared with relevant
experimental data. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The behavior of a number of 3d transition-metal
impurities in semiconductors, in particular, silicon [1–3]
and III–V semiconductors (GaP [2, 4], GaAs [3, 5, 6],
and InP [4]), were studied intensively in the 1980s (see
the comprehensive reviews [7, 8]). The transition-metal
impurities in silicon carbide have been considered in
only a few papers [9–12], and the authors of these stud-
ies disagreed concerning both the site occupied by the
impurity and the energy structure of the impurity states.
In addition, the charge state of impurities was not con-
sidered [9–12], which complicated the interpretation of
experimental data. In this paper, the results of studying
the 3d substitutional impurities in silicon carbide in the
context of a semiempirical tight-binding model are
reported.

2. A MODEL FOR CALCULATION

A small cluster consisting of an impurity atom, four
nearest carbon atoms, and 12 silicon atoms as the next-
nearest neighbors was considered. The formation of
such a cluster was envisaged as a removal of the central
silicon atom resulting in the formation of a vacancy and
the subsequent accommodation of an impurity atom at
this site. In this simple model, the d states with e sym-
metry do not interact with the vacancy and have the
energy Ed. Energies of other states of the impurity were
determined by diagonalizing a matrix of the type

(1)

where Es and Ed are the energies of the s and d orbitals
of a transition-metal atom; Eva and Ev t are the energies

Es 0 V2s 0

0 Ed 0 V2d

V2s 0 Ev a 0

0 V2d 0 Ev t

,

1063-7826/04/3802- $26.00 © 20189
of the vacancy states with symmetries a1 and t2, respec-
tively; and V2s and V2d represent potentials of interac-
tion between the above states. It was assumed that
redistribution of the electronic charge of ligands and
variation in the electron occupancy of the d impurity
orbitals brought about a linear shift of the energies of
the vacancy and d orbitals. It was also assumed that
there was a linear dependence of this shift on the elec-
tron occupancy. Taking into account the multiple-elec-
tron interactions and using the approach suggested by

3

2

1

0

–1

–2

–3
Ti V Cr Mn Fe Co

VB

e

t2b

t2b

t2a

t2a

e

CB

Energy, eV

Spin-polarized energy levels of 3d impurities in 3C SiC.
The energy is reckoned from the top of the valence band.
The lines are drawn to make it easier to trace the shift of
states: the solid lines represent states with the spin oriented
upward, while the dashed lines represent states with the spin
oriented downward. The bonding (~–5 eV) and antibonding
(~11 eV) states formed by the a1 states of the vacancy and
4s states of transition metal are not shown. The notation CB
stands for the conduction band, and VB stands for the
valence band.
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Picoli et al. [13], the energies of the above states were
written as

(2)

Ed↑ Ed0 Ud nd nd0–( ) J nd↑ nd↓–( )/2,–+=

Ed↓ Ed0 Ud nd nd0–( ) J nd↑ nd↓–( )/2,+ +=

Ev Ev 0 Uv nv nv 0–( ),+=

Energies of impurity levels and total spin S for transition-
metal impurities in cubic silicon carbide

Transi-
tion metal S

Energy, eV

e↑ e↓ t2a↑ t2a↓

Ti2+ * 1 1.195 1.745 2.316 2.593

Ti+ * 1/2 1.798 2.027 2.645 2.761

Ti0 * 0 2.283 2.283 2.937 2.937

Ti– * 1/2 3.163 3.685 3.597 3.860

Ti2– * 1 4.421 5.466 4.718 5.246

V2+ * 1/2 0.501 0.818 1.710 1.870

V+ * 0 1.070 1.070 1.977 1.977

V0 * 1/2 1.742 2.251 2.374 2.631

V– * 1 2.505 3.524 2.930 3.443

V2– max 3/2 3.378 4.821 3.670 4.397

Cr2+ * 0 –0.080 –0.080 1.403 1.403

Cr+ * 1/2 0.619 1.190 1.709 1.996

Cr0 * 1 1.274 2.417 2.085 2.660

Cr– max 3/2 1.784 3.305 2.426 3.192

Cr2– max 2 2.533 4.561 3.014 4.036

Mn2+ * 1/2 –0.587 0.076 0.857 1.190

Mn+ * 1 0.053 1.380 1.110 1.776

Mn0 max 3/2 0.400 2.036 1.287 2.108

Mn– max 2 0.813 2.873 1.520 2.554

Mn2– max 5/2 1.382 4.061 1.901 3.246

Fe2+ * 1 –1.072 0.377 0.495 1.222

Fe+ max 3/2 –0.771 0.873 0.617 1.442

Fe+ min 1/2 –0.270 0.545 0.781 1.145

Fe0 max 2 –0.441 1.466 0.754 1.710

Fe0 min 0 0.422 0.422 1.122 1.122

Fe– max 5/2 –0.063 2.227 0.921 2.069

Fe– min 1/2 0.823 1.282 1.373 1.603

Fe2– max 2 0.958 3.121 1.491 2.576

Co2+ min 1/2 –1.352 –0.599 0.208 0.586

Co+ min 0 –0.569 –0.569 0.479 0.479

Co0 min 1/2 –0.253 0.075 0.634 0.799

Co– max 2 –0.375 1.205 0.613 1.405

Co2– * 3/2 0.592 2.056 1.133 1.867

* Only a single configuration is possible; the notation max (min)
corresponds to the situation where a configuration with maximal
(minimal) spin exists.
where nd and nv are the occupancies of the d orbitals
and the vacancy states; Ud and Uv are the average Cou-
lomb energies for the d electrons and the dangling
bonds of the vacancy, respectively; J is the mean
exchange integral for electron–electron interaction
between two different d orbitals [3]; and the arrows
denote the states with opposite spins.

The screening effects for an uncharged defect were
taken into account assuming that the cluster was neutral.
For an impurity in the charge state q, the net charge was
assumed to be equal to q/ε, where ε is the permittivity.

The problem was solved self-consistently in the
tight-binding approximation using the Harrison param-
eters [14] for the elements of matrix (1). The atomic
energies corresponded to the Herman–Skillman scheme,
and the electron configuration s1dn – 1 was assumed. The
quantity Uv was evaluated using the data reported by
Zywietz et al. [15] for a Si vacancy in silicon carbide
and was assumed to be equal to 0.2 eV, which is much
smaller than the value of Ud (5–6 eV [14]).

Estimation of the lattice relaxation around an impu-
rity atom shows that the displacements are positive for
Ti (0.095 Å), V (0.055 Å), and Cr (0.080 Å) and are
negative for Mn (–0.008 Å), Fe (–0.06 Å), and Co
(−0.002 Å). The magnitudes of these displacements are
smaller than 0.01 nm, and the corresponding variations
in energies are less than the calculation accuracy.
Therefore, the crystal-lattice relaxation and the Jahn–
Teller effect were disregarded.

3. DISCUSSION

The figure illustrates the results of calculations for
neutral impurities; the results for other charged states
are listed in the table. Similarly to the situation in Si and
III–V semiconductors, levels e and t2b correspond to
atomic orbitals perturbed by the crystal field (strong
localization), whereas levels t2a are related to the states
of the vacancy (weak localization). For elements with
comparatively small atomic numbers, the levels t2b are
pinned in the valence band. At least one of the e levels
penetrates into the band gap after Co (as in III–V com-
pounds) in the Co–Fe–Mn–Cr–V–Ti series rather than
after Fe (as in Si); however, level e is not occupied.
Starting with Cr, levels t2a penetrate the conduction
band, which contradicts the claim [8] that these states
are pinned in the band gap.

The exchange interaction is most pronounced at the
midposition in the 3d series of elements. Level e↓ inter-
sects level t2a↑ twice (in the vicinity of V and between
Fe and Co), which results in the fulfillment of Hund’s
rule for main impurities. It should be noted that levels
e↓ and t2a↑ are virtually degenerate for vanadium. If the
charge state of impurity varies from (2+) to (2–), level
e↓ intersects sequentially levels t2a↑ and t2a↓, which
makes the configurations with smaller spin preferential
for some of the charge states. This situation is realized
for Co and Fe in SiC.
SEMICONDUCTORS      Vol. 38      No. 2      2004
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When the formal charge of impurity changes by
unity, the effective charge of transition-metal atoms
increases by only 0.25–0.20. For example, the electron
occupancy of a Cr atom changes insignificantly (from
4.81 to 5.60) when Cr2+ is replaced by Cr2–, which is
consistent with the data for GaP:Cr (0.2–0.3) and
GaAs:Cr (0.08–0.28). This behavior is ensured by the
electron density redistribution that involves resonance
levels in the valence band.

The energies of the levels are reckoned from the top
of the valence band and are determined from experi-
mental data. These energies were determined only for
Ti (3.09–3.13 eV or 2.27–2.31 eV for the –/0 level and
1.73–1.90 eV for the 0/+ level) and for Cr (3.08–3.11 eV
for the 2–/– level, 2.47–2.49 eV for the –/0 level, and
0.53–0.63 eV for the +/2+ level) [16–18]. The calcu-
lated values are in satisfactory agreement with experi-
mental data.
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Abstract—Earlier, the authors described the hysteresis in hopping magnetoresistance in neutron-transmuta-
tion-doped Ge:Ga. This effect, accompanied by an abrupt drop in resistivity of ~10% upon reversal of the sam-
ple’s magnetization, depends on the Ga concentration and is observed at temperatures no higher than 0.7 K. The
present study shows that the abrupt change in resistivity results from a momentary heating of the sample.
A model is suggested according to which heat is released when the magnetization of holes localized in the Ga
impurity band is reversed. The results of calculation are compared with experimental data. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Earlier [1], we described a new effect of hysteresis
of the hopping magnetoresistance, which was observed
in a set of samples of neutron-transmutation-doped
Ge:Ga with the compensation K = 0.3 at temperatures
below 0.7 K. The samples were in the insulating state,
with variable-range-hopping conduction via states in
the Coulomb gap in the Ga-acceptor band. The effect
was maximum at the Ga concentration NGa ≈ 4 ×
1016 cm–3, whereas the metal–insulator transition
occurs at NC = 1.85 × 1017 cm–3 [2]. The goal of the
present study was to reveal the nature of the observed
hysteresis of the hopping magnetoresistance.

2. EXPERIMENTAL MANIFESTATION 
OF THE EFFECT

The observed hysteresis of the hopping magnetore-
sistance ρ(H) is accompanied by characteristic abrupt
changes associated with the reversal of the sample’s
magnetization in the critical magnetic field HC. The
field HC was determined for different samples from the
maximum in the derivative dρ/dH. Typical values of HC
were 600–850 Oe, and they varied only slightly as the
impurity concentration changed. Figure 1 shows typical
magnetoresistance curves for samples on the insulator
side of the metal–insulator transition at H || [111]. If we
follow the change in the magnetic field (shown by the
arrows), it can be seen that, after the field sign is
changed, the curve shows an abrupt drop in the sample
resistivity by ~10% in fields H ≈ HC (points 3, 6), with
subsequent relaxation to its equilibrium value (por-
tions 3–4, 6–1). Note that the magnitude of the abrupt
change in magnetoresistance, ∆ρ, increases as the mag-
netization field increases.
1063-7826/04/3802- $26.00 © 20192
As can be seen in Fig. 2, which shows how the mag-
nitude of this change, which is associated with the hys-
teresis, depends on the impurity concentration, the rel-
ative change ∆ρ/ρ(0) is maximum at NGa = 0.45NC.
No abrupt change in resistivity is observed on the
metallic side.

The hysteresis effect with an abrupt drop in the sam-
ple’s resistance in the field HC may be related to the
heating of the sample when the magnetization is
reversed. Since it is exponentially dependent on tem-
perature, the activated resistivity is a good sensor of the
sample temperature. A specific quantity of heat is
released when the magnetization of the sample is
reversed, and its resistance falls abruptly. The subse-
quent relaxation portion of the ρ(H) dependence corre-
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Fig. 1. Hysteresis of the magnetoresistance of sample 2;
T = 0.45 K and the magnetic field variation rate was
3.6 kOe/min. Arrows indicate the direction of variation.
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sponds to the cooling of the sample to the temperature
of a cryostat.

The thermal nature of the abrupt changes in resis-
tance was confirmed by comparing the magnetoresis-
tance curves of an exposed Ge sample with those for a
sample placed in a heat-insulating stearin sheath. Fig-
ure 3 illustrates the results of this experiment. Com-
pared to the curve for the exposed sample, the curve for
a heat-insulated sample demonstrates a slower decrease
in ρ and a longer relaxation to the equilibrium value.
The explanation is that the stearin sheath raises the ther-
mal resistance between the sample and the thermostat
and, consequently, decreases the rates of the heating
and cooling processes, which is manifested in the fact
that the change in magnetoresistance becomes less
abrupt. In an additional experiment, the rate of the mag-
netic field sweep near point A, at which the resistance is
at a minimum, was reduced by a factor of 50 (Fig. 4). In
this case, the relaxation portion of the magnetoresis-
tance curve (intervals 3–4, 6–1 in Fig. 1) transformed to
a vertical line AB, which describes the relaxation to the
equilibrium value of the magnetoresistance in a nearly
constant field.

3. EXPERIMENTAL DETERMINATION 
OF THE MAIN PARAMETERS OF THE EFFECT

The change in temperature, ∆Tex, which corresponds
to the reduction of resistance in the critical magnetic
field, can be determined from the temperature depen-
dence of the sample resistance (Table 1). The depen-
dence of ∆Tex on Ga concentration is shown in Fig. 2,
along with data on the magnitude of the abrupt change
in magnetoresistance. The maxima in both depen-
dences coincide. As noted below, the localization of
magnetic moments and their interaction are necessary
conditions for the observation of the effect. Because of
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Fig. 2. Parameters characterizing the hysteresis: (1) critical
field HC; (2) experimentally determined change in temper-
ature of Ge:Ga samples; (3) relative abrupt change in the
resistance.
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this circumstance, the maximum effect is reached on
the insulator side near the metal–insulator transition.

The release of a certain quantity of heat, ∆Q, within
the sample corresponds to the temperature change ∆Tex;
this heat can be estimated based on the heat balance
equation for the system including the sample and the
thermostat. This quantity of heat is spent to heat the
sample and the ambient cooling agent, liquid 3He:

(1)∆Q ∆QGe ∆Q
He

3 .+=
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Fig. 3. Magnetoresistance of sample 2: (1) exposed and
(2) heat-insulated; T = 0.45 K.
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Fig. 4. Magnetoresistance of sample 2. Arrows indicate the
direction of the variation in magnetic field. The variation
rate was 3.6 kOe/min. At point A, at which the resistance is
at a minimum, the rate was reduced by a factor of 50; at
point B, it is raised again to 3.6 kOe/min.
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Table 1

NGa, 1016 cm–3 Tex, K |∆ρ|/ρ, % HC, Oe (∆T)ex, mK , 10–10 J g–1

1 4.5 0.45 4.75 600 3.4 1.9

2 7.1 0.46 10 740 11 6.4

3 9.1 0.4 6 830 11 3.9

4 10.5 0.44 5 740 6.5 3.3

5 13.5 0.43 1 750 3.9 1.9

6 17.8 0.43 0 – – –

∆Q
m

-------- 
 

ex
The relation between the terms on the right-hand
side depends on the rate of heat transfer between the
sample and the liquid 3He, which is defined by the
Kapitsa thermal resistance. As can be seen in Fig. 1, the
short leading edge of the resistance “pulse” corre-
sponds to sample heating, and its extended trailing
edge, to sample cooling. Therefore, it can be concluded
that the heat exchange between the sample and 3He is
considerably slower than the process of sample heating.
As a result, the second term in (1) can be disregarded,
and the following formula can be written for the spe-
cific quantity ∆Q/mGe:

(2)

where CGe(Tex) is the isobaric specific heat of Ge at the
temperature of the experiment; CGe(Tex) = CGe(1 K)T3;
CGe(1 K), the isobaric specific heat of Ge at T = 1 K;
CGe(1 K) = 6 × 10–7 J g–1 K–1 [3]; and mGe, the mass of
the sample. The values of ∆Q/mGe thus obtained are
listed in Table 1.

4. QUANTITATIVE DESCRIPTION 
OF THE OBSERVED ABRUPT CHANGES 

IN MAGNETORESISTANCE

As is well known [4, 5], the resistivity of neutron-
transmutation-doped Ge:Ga follows, in the mode of
variable-range-hopping, the law

(3)

∆Q/mGe ∆QGe/mGe≈ CGe Tex( )∆Tex,=

ρ ρ0 T0/T( )1/2,exp=

Table 2

NGa,
1016 cm–3 T0, K a, Å g0, 1026

eV–3 cm–3

1 4.49 62 77.2 3.13

2 7.14 34.2 123 4.61

3 9.07 20.07 160.2 10.3

4 10.5 13.8 183.5 21.1

5 13.5 5.1 274 126

6 17.8 0.93 611.4 1870
where the characteristic parameter T0 is given by

(4)

Here a is the localization radius of a hole on Ga impu-
rity; g0, the factor in the expression for the density of
states in a parabolic Coulomb gap

(5)

and EF, the Fermi energy. In terms of the Efros–Shk-
lovsky Coulomb gap model, the coefficient g0 = κ3/e6,
where κ is the dielectric constant, e is the elementary
charge, and the constant A = 2.8. According to experi-
mental data in [5], the Coulomb gap in moderately
compensated Ge:Ga is anomalously narrow, with the
coefficient g0 about two orders of magnitude higher
than that which follows from the single-electron theory
by Efros and Shklovsky [4]. According to [5], this
anomalous narrowing of the gap is related to multielec-
tron correlations in hopping. It is well known (see, e.g.,
[5]) that magnetoresistance in the mode of variable-
range-hopping via the Coulomb gap states is described
by the relation

(6)

where c is the speed of light and " is the reduced Planck
constant.

Experimental dependences ρ(T) allow one to deter-
mine the parameter T0 (see (3)). Then, using Eq. (6), the
radius a of hole localization on an impurity can be
determined from the dependence of resistivity on the
magnetic field. After that, the parameter g0, which
determines the density of localized states in a parabolic
Coulomb gap, can be found from Eq. (4). The data thus
obtained are listed in Table 2; they show that the Cou-
lomb gap collapses when the insulator–metal transition
is approached, owing to the divergence of the dielectric
constant.

We will now show that the source of heat released in
the sample is indeed the reversal of magnetization of
the system of interacting localized magnetic moments
of holes. The magnetic interaction between the local-

T0
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g0
1/3a
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ized holes accounts for the stability of the configuration
of magnetic dipoles when the sign of the magnetic field
is reversed and the field increases to its critical value
HC. In the field HC, the system of dipoles is reoriented.
This leads to a release of heat, which reduces the resis-
tivity of the sample.

To perform a quantitative analysis of this model, we
consider the splitting of the ground state of a shallow
Ga acceptor in a magnetic field. According to [6], the
shallow acceptor state is split in crystals of tetrahedral
symmetry in the magnetic field into four states with
quantum numbers –3/2, –1/2, 1/2, and 3/2. It is also
stated in [6] that in fields below 10 kOe the term in the
Hamiltonian, quadratic in H (diamagnetic shift), can be
disregarded, and the acceptor levels in the magnetic
field parallel to the [111] axis take the form

(7)

(8)

where µ0 is the Bohr magneton and the g-factor compo-
nents (g1 = –1.15 and g2 = 0.45) originate from the
degeneracy of the valence band. According to Eq. (7),
the energy distance between the states with quantum
numbers 3/2 and –3/2 is as high as 0.062 meV in the
strongest fields (~10 kOe), which is about twice the kT
at the temperature of the experiment (0.4 K). This
causes an uneven population of quantum states with
different magnetic moments and brings about the mag-
netization of the ensemble of localized holes

(9)

where m is the magnetic quantum number and Nm is the
occupancy of the corresponding state. Then, the Boltz-
mann distribution of carriers over states is assumed:

(10)

where N0 is the occupancy of the ground state and ∆E
is the energy spacing between the state with the quan-
tum number m and the ground state with m = 3/2.

To calculate the occupancies of magnetic states, the
normalization requirement must be found. Note that not
all the impurity band states are localized in the vicinity
of the metal–insulator transition. Only the states in the
Coulomb gap can be considered localized with certainty,
and it is these states that contribute to the sum (9).
Therefore, the normalization requirement in question
has the form

(11)

E 3
2
---±

1
2
--- 9

4
--- 2g1

23
6
------g2+ 

 
2

2g2
2+

1
2
---

µ0H ,±=

E 1
2
---±

1
2
--- g1

13
4
------g2+ 

  µ0H ,±=

M µ0 mNm,
m

∑=

Nm N0 ∆E/kT–( ),exp=

Nm

m

∑ g0 E EF–( )2 Ed

Emin

Emax

∫ g0
∆3

12
------,= =
SEMICONDUCTORS      Vol. 38      No. 2      2004
where Emin and Emax are determined from the conditions
Emax = EF + ∆/2, Emin = EF – ∆/2, and ∆ is the Coulomb
gap width.

The parameter ∆ can be determined by equating the
density of states at the edges of the Coulomb gap to the
average density of states in the impurity band g0∆2/4 =

NGa/w, where w = e2 /ε is the width of the impurity
band, with the Coulomb gap disregarded; ε is the static
dielectric constant of Ge, equal to 16 [3]. The occupan-
cies calculated by Eqs. (10) and (11) for the tempera-
ture of experiment Tex are listed in Table 3.

The heat released within the sample is calculated
under the assumption that the magnetization in the ini-
tial field of 10 kOe is approximately retained when the
field decreases, changes its sign, and starts to grow up
to the critical value HC at which the reversal of magne-
tization occurs. At this point, the magnetization
changes by 2M, and the corresponding specific energy
∆Qcalc/mGe released in a sample is given by

(12)

where V and mGe are the volume and mass of the sam-
ple, d = 5.23 g/cm3 is the density of Ge, and the corre-
sponding abrupt change in temperature equals

(13)

The calculated values of ∆Qcalc/mGe and ∆Tcalc are
listed in Table 3.

Figure 5 compares the thus calculated ∆Tcalc with the
experimental ∆Tex. As can be seen, the coincidence is
adequate. In particular, the calculation accounts for the
observed maximum in the magnitude of the effect in the
range of concentrations N = 0.4–0.5NC. Thus, it is
shown that the reversal of magnetization of an ensem-
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Fig. 5. Change in sample temperature, ∆T, corresponding to
the abrupt change in magnetoresistance: (1) ∆Tcalc and
(2) ∆Tex.
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Table 3

NGa, 1016 cm–3 4.5 7.1 9.1 10.5 13.5

g0, 1026 eV cm–3 3.13 4.61 10.3 21.1 126

w, meV 2.14 2.5 2.71 2.84 3.09

∆, meV 0.52 0.50 0.36 0.26 0.12

, 1015 cm–3 3.62 4.74 4.03 3.26 1.71

Tex, K 0.45 0.46 0.4 0.44 0.43

N+3/2, 1015 cm–3 1.70 2.21 2.03 1.53 0.805

N+1/2, 1015 cm–3 0.966 1.27 1.06 0.87 0.456

N–1/2, 1015 cm–3 0.606 0.803 0.6172 0.546 0.286

N–3/2, 1015 cm–3 0.344 0.461 0.321 0.310 0.162

M(10 kOe), 107 eV G–1 cm–3 1.285 1.650 1.61 1.180 0.631

HC, Oe 600 740 830 740 750

C(Tex), 10–8 J g–1 K–1 5.47 5.84 3.84 5.11 4.77

, 10–10 J g–1 4.64 7.35 8.07 5.26 2.85

(∆T)calc, mK 8.5 12.6 21 10.3 6.0

g0

12
------∆3

∆Q
m

-------- 
 

calc
ble of localized holes in the impurity band can indeed
be a reason for the experimentally observed abrupt
changes in magnetoresistance that accompany hystere-
sis in moderately compensated Ge:Ga magnetized in
the field H @ HC.

It remains unclear why the carriers oriented by the
magnetic field retain their orientation when the mag-
netic field decreases to zero, changes its sign, and fur-
ther grows to HC. We believe that a ferromagnetic
ordering of spins occurs in the hole ensemble in the
vicinity of the metal–insulator transition. This is the
fundamental difference between p-type material with a
strong spin–orbit coupling and n-type material, in
which, according to ESR data [7], a local antiferromag-
netic ordering is observed near the metal–insulator
transition.
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Abstract—Crystals of CuIn7S11, CuIn11S17, and AgIn11S17 compounds are grown by planar crystallization.
Measurements of the Hall coefficient and electrical conductivity are used to determine the conductivity type,
resistivity, electron density, and the Hall mobility of charge carriers, which made it possible to classify the sub-
stances obtained as semiconductors. Photosensitive structures based on the compounds grown are fabricated for
the first time. Photoelectric parameters of solid-state surface-barrier structures and photoelectrochemical cells
obtained are determined, the features of band-to-band transitions are discussed, and the band gap of new semi-
conductors is estimated. It is shown that the structures developed can be used in photodetectors of natural opti-
cal radiation. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Detailed investigations of interaction in I–III–VI
systems, in addition to the rather well-known I–III–VI2
compounds, yielded data on the existence of a number
of new semiconductor phases. These phases have the
general formula I–IIIn–VIm, where n and m are natural
numbers [1–5]. Such phases provide an efficient way to
control the properties of semiconductors by varying the
ratio between atoms of a specified nature. Theoretical
analysis of interaction in these systems has shown that
the regions of stability of positionally ordered phases
emerge as the composition is varied when new semi-
conductor compounds with their own n and m indices
are formed [5]. Such substances, similarly to I–III–VI2
compounds [6, 7], may be promising for solving prob-
lems of modern optoelectronics and solar power engi-
neering.

In this study, which is part of this new area of
research, the problem of obtaining new I–IIn–VIm semi-
conductor compounds is solved for the first time. The
physical properties of these compounds are investi-
gated, and the methods for fabrication of photosensitive
structures based on them are suggested.

2. EXPERIMENTAL

Crystals of the ternary compounds CuIn7S11,
CuIn11S17, and AgIn11S17 were grown by planar crystal-
lization of a melt (a horizontal variant of the Bridgman–
Stockbarger method). Metal components, namely, Cu
(Ag) and In (of 99.9999% purity) in a quartz boat, and S
(of 99.99999% purity) were placed in different parts of
an evacuated quartz cell. Sulfur was taken in excess rel-
1063-7826/04/3802- $26.00 © 20197
ative to stoichiometry, which is necessary to provide the
vapor pressure over the melt up to 2.0 atm. The cell was
placed in a two-zone horizontal furnace with indepen-
dently controlled heaters. The temperature of the zone
with metal components was kept in the range 1370–
1400 K, depending on the compound. The temperature
of the zone with S was increased at a rate of 50 K/h to
700 K and maintained for 2 h. During this period, the
reaction between Cu (Ag), In, and S occurred. To com-
plete the reaction, the temperature of this zone was
increased at the same rate to ≈800 K and again main-
tained for 1 h. Then the melt was subjected to direc-
tional crystallization by decreasing the temperature at a
rate of 2–3 K/h to 1000 K. At this temperature, homoge-
nizing thermal treatment of the crystals grown was car-
ried out for 300 h. The crystals grown consisted of large
grains with a single grain as large as 15 × 8 × 5 mm.

The composition of the crystals grown was deter-
mined using chemical analysis according to procedures
suggested in [8–10]. Our results are shown in Table 1.

It can be seen that the calculated and experimental
data are in quite satisfactory agreement. The distribu-
tion of elements along the crystal is uniform within the
limits of the measurement error.

The structure and unit-cell parameters of the crystals
grown were determined using X-ray powder diffraction
analysis, which was carried out using a DRON-3M dif-
fractometer (CuKα radiation, Ni filter). The X-ray pow-
der diffraction patterns recorded from various parts of
the crystal corresponded to a cubic structure of the
spinel type.
004 MAIK “Nauka/Interperiodica”



 

198

        

BODNAR’ 

 

et al

 

.

                                                                                                                                                              
Table 1.  Results of chemical analysis of the compounds CuIn7S11, CuIn11S17, and AgIn11S17

Compound
Cu, at % Ag, at % In, at % S, at %

I II I II I II I II

CuIn7S11 5.27 5.30 – – 36.84 36.52 57.85 58.18

CuIn11S17 3.45 3.39 – – 37.93 38.10 58.62 58.51

AgIn11S17 3.45 3.54 – – 37.93 37.78 58.62 58.68

Note: The data in columns I correspond to calculation; in columns II, to experiment.

Table 2.  Electrical properties of crystals of the I–IIIn–VIm compounds

Compound Conductivity 
type

T = 300 K T = 77 K

ρ, Ω · cm n, cm–3 µ, cm2/(V · s) ρ, Ω · cm n, cm–2 µ, cm2/(V · s)

CuIn7S11 n 0.4 4 × 1017 40 2 2 × 1017 20

CuIn11S17 n 38 5 × 1015 40 4 × 103 3 × 1014 5

AgIn11S17 n 2 × 10–2 4 × 1018 30 – – –
3. RESULTS AND DISCUSSION

Investigations of kinetic coefficients were carried
out using homogeneous samples cut from the crystals
obtained (the samples were shaped like rectangular par-
allelepipeds with average dimensions 1 × 2 × 10 mm);
constant weak electric and magnetic fields were used.
Nonrectifying contacts were fabricated by welding thin
(~100 µm) platinum wires to the samples under an elec-
tric discharge. Typical results of measurements are
given in Table 2. It can be seen that all the crystals
grown by us are of n-type conductivity. Their resistivity
and carrier concentration vary over a rather wide range.
A decrease in the Hall electron mobility as the temper-
ature decreases to 77 K, which was observed for
CuIn7S11 and CuIn11S17 (Table 2), apparently indicates
that the carrier scattering is determined by static
defects. It follows from the correlation between free
electron concentrations for CuIn7S11 and CuIn11S17 at
T = 300 and 77 K that the electrical properties of these
compounds are determined by thermal excitation of elec-
trons from defect levels. The electrical properties of the
new compounds with the general formula I–IIIn–VIm
grown by us are given in Table 2. In general, these prop-
erties indicate that one can vary n and m values (based
on the example of CuInnSm and AgInnSm systems) in

Table 3.  Photoelectric properties of the surface-barrier
structures based on the I–IIIn–VIm compounds at T = 300 K

Compound R0, Ω "ωm, eV ϕ, eV δ, eV , V/W

In/CuIn7S17 160 1.23 0.82 0.27 1.0

In/CuIn11S17 800 1.24 0.82 0.26 0.1

In/AgIn11S17 75 1.57 0.82 0.60 2

Su
m

order to control the electrical properties of semiconduc-
tors that have constituent atoms of the same nature.

When investigating the contact phenomena of the
semiconductors obtained with n-type conductivity, we
found rectifying and photovoltaic properties of the
interface between thin layers of metal In (d = 1–3 µm)
and the natural cleaved surface of the I–IIIn–VIm
crystals. The parameters of the originally fabricated
In/(I–IIIn–VIm) surface-barrier structures are given in
Table 3. The measurements of steady-state current–
voltage (I–V) characteristics showed that the
In/CuIn7S11, In/CuIn11S17, and In/AgIn11S17 structures
possess rectifying properties. The forward direction
corresponds to a negative polarity of the external bias
applied to the crystals mentioned. The rectification fac-
tor (K) for these structures, which was determined as
the ratio between the forward and reverse currents, was
low (2–5) for voltages U ≈ 0.5 V. The forward portion
of the I–V characteristic for U > 0.3 V usually follows
the law

(1)

The residual resistances R0 for the structures fabri-
cated are given in Table 3. The cutoff voltages are U0 =
0.2–0.4 V.

When these structures are illuminated, a photovol-
taic effect with a positive photovoltage polarity at the
barrier contact is observed, which is consistent with the
direction of rectification. The highest magnitudes of the

voltaic photosensitivity  for the best surface-barrier
structures are given in Table 3. In the In/(I–IIIn–VIm)
barriers obtained, the highest photovoltage is observed
when the In-barrier contact side of these structures is
illuminated.

U U0 IR.+=

Su
m
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The spectral dependences of the relative quantum effi-
ciency of photoconversion η("ω) for the In/(I–IIIn–VIm)
structures at T = 300 K when they are illuminated from
the barrier contact side are shown in Fig. 1. It can be
seen that the spectral dependences η("ω) for these
structures are represented by peaked curves. A rapid
increase in the photosensitivity for the structures fabri-
cated starts with the photon energy "ω ≈ 0.9 eV, and the
long-wavelength edge of these spectra for "ω < 1.1 eV
(Fig. 2) follows Fowler’s law [11]. Therefore, this edge
may be attributed to photoemission. Extrapolation of
the η1/2("ω) dependences to zero (η ≈ 0) enables us
to determine the energy barrier height (ϕB) for the
In/(I–IIIn–VIm) structures. This height turned out to be
practically independent of the atomic composition of
semiconductors used for the fabrication of barrier struc-
tures (Table 3). The cause of this special feature
remains to be clarified, and this requires additional
research.

A second specific feature of the surface-barrier struc-
tures obtained should also be noted: the existence of an
abrupt short-wavelength falloff of photosensitivity,
which manifests itself when the structures are illumi-
nated both from the barrier contact side and from the
crystal side. The measurements carried out showed that,
for crystal wafers ≈0.1 mm thick, the energy position of
a short-wavelength falloff of η for the In/(I–IIIn–VIm)

103

102

10

1.0 1.5 2.0

10 meV

1

2

3

η, arb. units

"ω, eV

1.23

1.24

1.5

Fig. 1. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the structures (1)
In/CuIn7S11, (2) In/CuIn11S17, and (3) In/AgIn11S17 at
300 K. The barrier-contact side of the structures was illumi-
nated.
SEMICONDUCTORS      Vol. 38      No. 2      2004
structures obtained is almost independent of the illumi-
nation geometry. This circumstance enables us to
assume that the barriers obtained do not provide the
suppression of the effect of the surface recombination
of photogenerated pairs, which is apparently responsi-
ble for the short-wavelength falloff of η at "ω > "ωm.

The fullwidth at a half-maximum δ of the η("ω)
spectra is also given in Table 3. It can be seen that the
photosensitivity spectra with the broadest bands are
characteristic of In/AgIn11S17 structures. Along with the
solid-state surface-barrier structures based on the new
semiconductor compounds, the possibility of fabricat-
ing photoelectrochemical cells was also investigated
[12, 13]. Distilled water with an NaCl additive was used
as the electrolyte. The water was in direct contact with
the cleaved surface of the I–IIIn–VIm crystals, which
were provided with a nonrectifying contact. In order to
isolate the electrolyte from the nonrectifying contact,
the latter was coated with insulating lacquer. A sharp-
ened Pt conductor was used as the counter electrode of
the photoelectrochemical cell. The measurements of
photosensitivity of the H2O/(I–IIIn–VIm) cells were car-
ried out in modulated illumination (f ≈ 20 Hz) with non-
polarized radiation from the counter-electrode side

10

5

0
0.8 1.0 1.2

1

2
3

"ω, eV

η1/2, arb. units

Fig. 2. Dependences η1/2 – "ω for the In/Cu(Ag)InnSm sur-
face-barrier structures at T = 300 K. The notation of the
curves corresponds to Fig. 1.
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Table 4.  Photoelectric properties of the H2O/I–IIIn–VIm structures and energies of the band-to-band transitions for the I–IIIn–VIm
compounds at T = 300 K

Structures "ω, eV δ, eV Su, eV , V/W , eV , eV

H2O/CuIn7S11 2.4–2.8 ~1.8 21 8000 1.36 1.74

H2O/CuIn11S17 2.8–3.6 >1.1 19 5000 1.37 2.23

H2O/AgIn11S17 3.0–3.4 ~1.2 12 1900 1.83 2.48

Su
m Eg

in Eg
dir
[12]. All the photoelectrochemical cells obtained fea-
tured both higher rectification of the electric current
(K ≈ 20 for U ≈ 10 V at T = 300 K) compared with the
solid-state structures based on the same crystals and a
photovoltaic effect. A comparison of Tables 3 and 4
shows that the highest voltaic photosensitivity of the
photoelectrochemical cell is three to four orders of
magnitude higher than that of In/(I–IIIn–VIm) surface-
barrier structures. In this case, the absence of any deg-
radation of photoelectric parameters of the photoelec-
trochemical cell should be noted. Figure 3 shows the
spectral dependences of the relative quantum efficiency
of photoconversion η("ω) for photoelectrochemical
cells H2O/(I–IIIn–VIm) when they are illuminated from
the electrolyte side. It can be seen that these spectra differ
substantially from similar spectra for the In/(I–IIIn–VIm)
surface-barrier structures (Fig. 1). In fact, instead of a
short-wavelength falloff of η, an almost exponential
increase in the photosensitivity emerges in the
H2O/(I–IIIn–VIm) photoelectrochemical cells. This

1

2

3

103

1 2 3

102

10

1.55

2.1

1 meV

"ω, eV

η, arb. units

Fig. 3. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the H2O/Cu(Ag)InnSm cells
at 300 K. Illumination was from the electrolyte side. The
photoelectrode substance was (1) CuIn7S11, (2) CuIn11S17,
and (3) AgIn11S17. To exclude overlapping, the curves are
shifted in parallel with the ordinate axis.
increase corresponds to the slope S, which is deter-
mined from the relationship

(2)

Table 4 shows that the slope of the long-wavelength
increase in the photosensitivity spectra is higher for the
photoelectrochemical cells fabricated from the CuInnSm
crystals than for the cells fabricated based on the crys-
tals of the compound AgIn11S17. Based on the slope
magnitude according to [14], we may conclude that an
exponential increase in η in the case of CuIn7S11- and
CuIn11S17-based cells may point to direct band-to-band
transitions. The lower value S ≈ 12 eV–1 for the
AgIn11S17-based cells may be attributed to pseudodirect
band-to-band transitions, which are known for a series
of II–IV–V2 semiconductors with the chalcopyrite lat-
tice [15].

A pronounced short-wavelength falloff of η is
absent in the photosensitivity spectra originally
obtained for the I–IIIn–VIm-based photoelectrochemi-
cal cells. This should be considered as the main differ-
ence between these spectra and those considered for the
surface-barrier solid-state structures. The spectral
range of highest photosensitivity for the photoelectro-
chemical cells obtained is given in Table 4. The value
of δ for the H2O/(I–IIIn–VIm) cells estimated from the
η("ω) spectra is much larger than for the surface-bar-
rier structures. This fact, along with the high values of

, gives grounds to assume that the efficiency of sep-
aration and collection of photogenerated pairs for the
semiconductor/electrolyte barriers is much higher than
for the In/(I–IIIn–VIm) solid-state structures.

Spectral dependences η("ω) for the H2O/(I–IIIn–VIm)
photoelectrochemical cells plotted in the coordinates
(η"ω)1/2 – "ω and (η"ω)2 – "ω are shown in Fig. 4.
Assuming that these dependences are mainly deter-
mined by the processes of band-to-band absorption, we
can evaluate the character of band-to-band transitions
and the band gap for the compounds under consider-
ation based on the existing theory [16]. It can be seen
from Fig. 4 that a long-wavelength increase in photo-
sensitivity of photoelectrochemical cells (curves 1–3)
is linearized in the coordinates (η"ω)1/2 – "ω. This
enables us to assume that the long-wavelength edge of
η("ω) is governed by indirect band-to-band transitions
in the I–IIIn–VIm crystals. Accordingly, the band gap for
indirect optical transitions (Egin) can be estimated from

S δ ηln( )/δ "ω( ).=
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the extrapolation (η"ω)2  0. The results of this esti-
mation are given in Table 4. It should be noted that the
energy position of the short-wavelength falloff in the
η("ω) spectra for the surface-barrier structures agrees
satisfactorily with the value of Egin for the correspond-
ing compounds (Table 4). Therefore, the short-wave-
length falloff of η("ω) may be associated with an
increase in the optical absorption of the incident radia-
tion due to the emergence of indirect band-to-band
transitions in the I–IIIn–VIm compounds.

It can be also seen from Fig. 4 that the short-wave-
length part of the photosensitivity spectra for the pho-
toelectrochemical cells follows the square law (η"ω)2 –
"ω. Therefore, we may associate this specific feature
with the emergence of direct band-to-band transitions.
Accordingly, the energy of direct band-to-band transi-
tions (Egdir) for these compounds could be estimated
from the extrapolation (η"ω)2  0. The results of this
estimation are given in Table 4.

2 3
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"ω, eV

Fig. 4. Dependences (1–3) (η"ω)1/2 – "ω and (4–6) (η"ω)2 –
"ω for the H2O/Cu(Ag)InnSm cells at 300 K. The photo-
electrode substance was (1, 4) CuIn7S11, (2, 5) CuIn11S17,
and (3, 6) AgIn11S17.
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4. CONCLUSION

We ascertained for the first time that photosensitive
Schottky barriers and photoelectrochemical cells can
be fabricated using the crystals of I–IIIn–VIm ternary
compounds. The photoelectric properties of these struc-
tures were investigated, a conclusion was drawn con-
cerning the character of band-to-band transitions in the
electron spectrum of these materials, and their band gap
was estimated. It was shown that new photosensitive
structures can be used as selective and broadband pho-
todetectors of natural radiation.
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Abstract—Longitudinal and transverse electron mobilities in the lower miniband of a GaAs/Al0.35Ga0.65As
superlattice are calculated for the case of scattering by long-range potential of polar-optical phonons at T = 300 K.
Partial contributions to the mobility and effective relaxation time of different vibrational modes are analyzed.
The dependences of the mobility and effective relaxation time for scattering by both polar-optical and acoustic
phonons on the width of the superlattice quantum wells and on the temperature are studied. The calculation is
performed using the linearized Boltzmann equation. The scalar potential of polar optical phonons is calculated
in the model of dielectric continuum. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that, in GaAs/AlxGa1 – xAs superlat-
tices (SLs) composed of semiconductors with ionic
bonding, the main contribution to charge carrier scatter-
ing by lattice vibrations at room temperature comes
from scattering by the long-range potential of polar
optical phonons. This scattering mechanism and related
mobility for structures with isolated quantum wells
(QWs) were analyzed in numerous papers that dealing
with both the problem in general [1–9] and its specific
aspects [10–14]. However, there are practically no pub-
lications that address this problem for SLs consisting of
QWs [15–17]. Up to now the analysis of charge-carrier
mobility in SLs, which is governed by scattering by
polar optical phonons, has encountered considerable
difficulties, owing to the complex form of the vibra-
tional spectrum of the long-range potential for polar
optical phonons in SLs and to the inelastic character of
scattering.

In this paper, using a unified approach, we calculate
the longitudinal and transverse mobilities of nondegen-
erate electron gas in the lowest miniband of a symmet-
ric GaAs/Al0.35Ga0.65As SL in which both the QW
width a and the potential-barrier thickness b are equal
to 5 nm. The calculation of the mobility and effective
relaxation time at T = 300K is carried out taking into
account electron scattering by the long-range potential
of polar optical phonons. We analyze partial contribu-
tions to the mobility and effective relaxation time of
different vibrational modes of the long-range potential
of polar optical phonons. We also study the depen-
dences of the mean effective relaxation time and mobil-
ity for scattering by polar-optical and acoustic phonons
on the width of QWs in an SL and on the temperature.
The calculation of the effective relaxation time was car-
ried out using the linearized Boltzmann equation. The
1063-7826/04/3802- $26.00 © 0202
scalar potential of polar optical phonons was calculated
in the model of dielectric continuum.

2. METHOD OF CALCULATION

We calculated the longitudinal and transverse (with
respect to the symmetry axes of the SL) mobilities
using the linearized Boltzmann equation. Taking
inelastic scattering by phonons into account, we calcu-
lated the nonequilibrium part of the distribution func-
tion g(k); as a result, we obtained

(1)

where τi(k) are the desired functions, which are
referred to as the effective relaxation time and generally
depend on the wave vector k; f0(ε) is the equilibrium
Fermi–Dirac distribution function; E is the electric field
vector; v(k) = ∇ kε/" is the electron velocity;

(2)

is the electron energy in the lowest miniband of the SL
in the tight-binding approximation; k⊥  = (kx, ky, 0) is the
wave vector normal to the symmetry axis of the SL;
m⊥  is the transverse effective mass, whose value is
close to that of the electron effective mass for the mate-
rial of the QW; ma is the width of the lower miniband of
the SL; and d is the SL period. 

The effective relaxation time was calculated by
numerically solving the linearized Boltzmann equa-
tion; for a quasi-two-dimensional (quasi-2D) electron
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gas (i.e., for ∆ < k0T), the solution has the following
form taking into account Eqs. (1) and (2) [17]:

(3)

(4)

Here,

(5)

τ0 is the total electron lifetime in the state with the wave
vector k,

(6)

is the probability of scattering by phonons with energy
"ω, Nω is the number of phonons given by the Bose–
Einstein function, τ⊥ (ε) = τx(ε) = τy(ε), τ||(ε) = τz(ε), and

ε = ε(k⊥ ) = . It should be noted that, in the quasi-

2D approximation, the functions τi in the effective
relaxation time and the function τ0 depend only on the
energy of transverse electron motion. Taking into
account inelastic scattering by polar optical phonons
[the probability of this scattering is given by Eq. (6)]
and other scattering mechanisms described by the
relaxation times τj⊥ (ε) and τj||(ε) and integrating with
respect to the wave vector k', we can write Eqs. (3) and
(4) in functional form as

(7)

where (see Appendix I)

(8)

It is well known that, for III–V semiconductors in
the dielectric continuum approximation [16], the
modes corresponding to long-range potential of polar
optical phonons can be divided into two types, accord-
ing to the character of the scalar potential dependence
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on the coordinate along the SL axis. These modes are
referred to as guided, or G modes, and interfacial, or
I modes. The infinite number of guided modes are
degenerate in a frequency that assumes two values
equal to the frequencies of longitudinal polar-optical
phonons of the original semiconductor components of
the QW ωLa and of the potential barrier ωLb. The ampli-
tudes of G modes of frequency ωLa are nonzero only
inside the QW, whereas the amplitudes of modes with
frequency ωLb are nonzero only within the potential
barriers. Therefore, one may speak of G modes of QWs
and of potential barriers. The interfacial vibrations have
four modes, whose frequencies are close to the frequen-
cies of longitudinal and transverse polar-optical
phonons of the original semiconductors and have dis-
persion in the wave vector. In contrast to guided modes,
the amplitudes of I modes are defined over the entire SL
period. The probability of electron scattering by the G
and I modes of the long-range potential was calculated
using the approximate envelope wave function taken in
the form of the Bloch sum containing the ground state
wave functions of infinitely deep QWs,

(9)

where

(10)

In this approximation for the total probability of scat-
tering by all symmetric QW G modes of frequency
ωG = ωLa, the function w(q) in Eq. (6) can be analyti-
cally written as

(11)

where

α = aq⊥ /π, a is the QW width, 1/ε* = 1/ε∞ – 1/εs, and
V is the SL volume. The subscript a specifies the semi-
conductor material of the QW. 
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For scattering by I modes of frequency ω = ωλ(q),
the function w(q) is given by

(12)

where

(13)

Ω is the volume of the unit cell of the original III–V
semiconductor (it is assumed to be the same for the QW
and for the potential barrier); mA and mB are the masses
of the atoms in the unit cell; ωT and ωL are the frequen-
cies of the transverse and longitudinal optical phonons
in the original semiconductors; ϑ  = ϑλ(q) is a dimen-
sionless complex function (see Appendix II); and the
subscript i assumes two values: a for the QW and b for
the potential barrier. 

Taking into account the Umklapp processes and
using the approximation of the bulk phonon spectrum,
we obtain the following expression for w(q) [17]:

(14)
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Partial relaxation times averaged over energies for nondegen-
erate electrons interacting with the G and I modes of the sca-
lar potential of polar optical phonons at T = 300 K

Relaxation 
time G I1 I2 I3 I4 Σ V

〈τ ⊥ 〉 , ps 1.8 920 170 1.2 3.3 0.58 0.30

〈τ ||〉 , ps 2.4 1500 95 0.95 3.0 0.53 0.30

Note: Σ is the total relaxation time for scattering by all modes of
polar optical phonons and V is the relaxation time for scat-
tering by bulk phonons.
and Nz is the number of SL periods. Elastic scattering
by acoustic phonons was described using an isotropic
relaxation time calculated by the expression [17]

(15)

where cL = c11 + (c12 + 2c44 – c11) is the averaged value

of the elastic modulus for longitudinal acoustic vibra-
tions in the bulk semiconductor approximation for the
phonon spectrum and Dc is the deformation-potential
constant for the edge of the conduction band. In the
model of effective relaxation time and in the quasi-2D
approximation for the electron gas in the SL, the longi-
tudinal and transverse mobilities were calculated from
the expressions [17]

(16)

Here, 〈τ ⊥ 〉 , 〈τ ||〉 , and 〈m||〉  are the energy-averaged func-
tions of effective time for transverse and longitudinal
relaxation and electron longitudinal effective mass in
the lowest miniband,

(17)

(18)

where ρc = m⊥ /πd"2 is the 2D density of states in the
lower conduction miniband, Nc = k0Tρc is the effective
density of states, and m|| = 2"2/∆2d2 is the longitudinal
effective mass at the bottom of the miniband. For a non-
degenerate electron gas (n ! Nc), the expression for the
longitudinal effective mass averaged over energy
assumes a simple form:

(19)

3. ANALYSIS OF THE RESULTS 
OF NUMERICAL CALCULATION

The longitudinal and transverse effective relaxation
times and mobility of quasi-2D nondegenerate electron
gas in the lowest miniband of a GaAs/Al0.35Ga0.65As SL
were calculated for the following values of the parame-
ters: a = 5 nm, b = 5 nm, m⊥  = ma = 0.066m0, "ωLa =
36.23 meV, "ωTa = 33.27 meV, εsa = 13.18, ε∞a = 10.82,
"ωLb = 34.11 meV, "ωTb = 32.89 meV, εsb = 12.06, and
ε∞b = 9.82 [18]. According to the calculations of the
energy spectrum of the conduction band taking into
account the Kane nonparabolicity [19], this SL has a

τ⊥ ε( ) τ || ε( ) τ 2
3
---

acL"
3

maDc
2k0T

----------------------,= = =

2
5
---

µ⊥ e τ⊥〈 〉 /m⊥ , µ|| e τ||〈 〉 / m||〈 〉 .= =

τ⊥〈 〉
ρc

n
-----

∂ f 0

∂ε
--------– 

  τ ⊥ ε( )ε ε,d

0

∞

∫=

τ||〈 〉 1 n/Nc–( )exp–[ ] 1– ∂ f 0

∂ε
--------– 

  τ || ε( )ε ε,d

0

∞

∫=

1
m||〈 〉

-----------
∆ρc

4m||n
------------ 1 n/Nc–( )exp–[ ] ,=

1
m||〈 〉

-----------
∆

k0Tm||
---------------.=
SEMICONDUCTORS      Vol. 38      No. 2      2004



PHONON SCATTERING OF QUASI-TWO-DIMENSIONAL ELECTRONS 205
single miniband in a QW at 300 K. The second mini-
band lies at the height of the potential barrier with an
energy of 260 meV and is separated from the first mini-
band by 150 meV. An SL with such parameters can be
used as a photodetector of infrared radiation with a
wavelength of about 7 µm. The width of the lower mini-
band ∆ at this temperature is 9.4 meV. For an SL with
doped QWs with an electron density of 1014 cm–3, the
reduced Fermi level is –8.9k0T, and the average longitu-
dinal effective mass calculated by Eq. (19) is 1.8m0.
The effective times of longitudinal and transverse relax-
ation due to scalar potential of polar optical phonons
were calculated by numerically solving Eqs. (7) using
the sweep method and taking into account all I modes
and the even G modes of the QW. Energy conservation
in scattering was accounted for in the approximation
ωλ(q) ≈ ωLa, since the calculations show that the disper-
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Fig. 1. Temperature dependence of the electron mobility µ
for scattering by (1–3) polar optical phonons and (1'–3')
acoustic phonons; (1, 1') transverse mobility; (2, 2') longitu-
dinal mobility; and (3, 3') the data for GaAs.
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Fig. 2. Temperature dependences of the miniband width ∆
and of the average longitudinal electron effective mass 〈m||〉 .
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sion of I frequencies and the difference between the fre-
quencies of the interfacial modes are much smaller than
k0T. In the table, we list the partial effective relaxation
times averaged over the energies and the mobilities
controlled by the scattering by all the even G modes of
the QW and by the four I modes, calculated at T =
300 K. It follows from the table that the electron scat-
tering by polar optical phonons for the SL under con-
sideration at room temperature has a mixed character
because of the scattering by the interfacial I3 I4 modes
and by symmetric guided G modes of the QW. The total
relaxation time (Σ) due to mixed scattering by all
modes of the scalar potential of polar optical phonons
is almost two times greater than the value obtained in
the approximation of bulk (V) phonon spectrum [17]
and is also greater than the effective relaxation time for
scattering by polar optical phonons in the bulk GaAs
[20]; the latter time is equal to 0.39 ps. In Fig. 1 we plot
the temperature dependence of the mobility calculated
by Eqs. (16)–(19) for scattering by polar-optical and
acoustic phonons. When calculating the mobility, we
took into account the temperature dependence of the
miniband width, which, according to Eqs. (18) and
(19), is related to the temperature dependence of the
longitudinal effective mass (see Fig. 2). It can be seen
from Fig. 1 that the scattering by acoustic phonons is
the main mechanism of electron scattering by lattice
vibrations in an SL in the entire temperature region
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Fig. 3. Mean electron effective relaxation time 〈τ〉  as a
function of the QW width at T = 300K for scattering by the
modes of polar optical phonons: (1, 1') G mode; (2, 2') I3 mode;
(3, 3') I4 mode; (4, 4') relaxation time for scattering by all
modes of polar optical phonons (Σ); (5, 5') relaxation time
for scattering by bulk phonons (V); (6) scattering by
acoustic phonons; (1–5) transverse relaxation time; and
(1'–5') longitudinal relaxation time.
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below 300 K, whereas in pure GaAs at room tempera-
ture scattering by polar optical phonons (curve 3) is
more important than scattering by acoustic phonons
(curve 3').

In Fig. 3, the average effective relaxation time 〈τ〉
for scattering of electrons by polar optical phonons is
shown as a function of the QW width. The calculations
were carried out for T = 300K and for potential barrier
thickness b = 5 nm. It follows from Fig. 3 that the aver-
age effective times 〈τ ⊥ 〉  of longitudinal relaxation and
〈τ ||〉  of transverse relaxation, with allowance for total
scattering by polar optical phonons, increase with the
QW width (curves 4, 4'). The rate of increase in 〈τ ⊥ 〉  is
higher than in 〈τ ||〉 , which gives rise to an increase in the
anisotropy of the effective relaxation time. For small
QW widths, the main contribution to scattering comes
from the interfacial modes I3 (curves 2, 2'). With
increasing QW width, symmetric G modes of the QW
begin to play the major role in the scattering by polar
optical phonons.

4. CONCLUSIONS

From the numerical analysis of the results obtained
for the SLs under consideration, we may draw the fol-
lowing conclusions. (i) The reconstruction of the scalar
potential of polar optical phonons in an SL in the model
of dielectric continuum results in weaker scattering
compared to the approximation of the bulk phonon
spectrum. (ii) The relative role of scattering by acoustic
phonons at room temperature compared to scattering
by polar optical phonons is greater in SLs than in bulk
GaAs. (iii) Generally, scattering by polar optical
phonons has a mixed character due to scattering by
symmetric G modes of a QW and by interfacial modes
with frequencies close to the frequencies of longitudi-
nal polar optical phonons in bulk semiconductors that
form the QW and potential-barrier regions.

APPENDIX I

The functions of the transverse energy appearing in
functional equation (7) have the following form:

(A.I.1)

where

(A.I.2)

Gi
± ε( ) Nω

1
2
--- 1

2
--- f 0 ε "ω±( )±+−+

 
 
 

=

×
f 0' ε "ω±( )

f 0' ε( )
---------------------------Si

± ε( ),

S⊥
± ε( ) V

2π( )3
------------- k'w q( )d∫=

×
k⊥' k⊥

k ⊥
2

------------δk' k q±, δ ε' ε– "ω+−( ),
(A.I.3)

In the quasi-2D approximation, taking into account that
the function w(q) is even and periodic in qz,

(A.I.4)

we obtain the following expressions for S(ε):

(A.I.5)

(A.I.6)

where

(A.I.7)

APPENDIX II

According to the dielectric continuum model [16],
the scalar potential of polar optical phonons in a SL for
the G and I modes in normal coordinates has the form

(A.II.1)

where ρµ(z) is the specific reduced mass of the atoms in
a unit cell and λ is the vibrational mode number. The
function f(z) satisfying the Bloch theorem with the SL
period d is a solution to the Poisson equation

(A.II.2)
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is the high-frequency permittivity for III–V semicon-
ductors. For interfacial vibrations whose frequencies do
not coincide with the longitudinal optical-phonon fre-
quency of the bulk spectrum in semiconductors of the
QW and of the potential barrier, the function f(z) is a
solution to the equation

(A.II.3)

Over the SL period with the origin at the QW center,
this function has the following form:

(A.II.4)

The unknown amplitudes in (A.II.4) satisfy the system
of linear equations that follow from the boundary con-
ditions for the scalar potential and for the normal com-
ponent of the electric field at the heterointerfaces. The
condition for nontrivial solution of this system leads to
the following secular equation for the frequencies of
interfacial vibrations:

(A.II.5)

where

(A.II.6)

Equation (A.II.5) with respect to x is a second-degree alge-
braic equation; its roots can be found analytically; i.e.,

(A.II.7)

where

According to Eq. (A.II.6), two frequencies correspond
to each of the roots:
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Using (A.II.4) and (A.II.6), we can write the function
ϑ  = ϑλ(q) in Eq. (10) as

(A.II.9)

The solution of the system of linear equations for
amplitudes in the potential barrier region yields

(A.II.10)

(A.II.11)

After introducing the normal coordinates, we can write
the expression for the normalized amplitude A1 in the
form of an analytical function,

(A.II.12)

For symmetric guided QW G modes with frequency
ωLa and number m = 2n + 1, the normalized function
fmq(z) in formula (A.II.1) for the scalar potential has the
form (over an SL period)

(A.II.13)

It should be noted that, for the case of guided modes,
the function fmq(z) does not depend on the longitudinal
component of the wave vector and rapidly decreases
with increasing m.

In the approximation of the spectrum of bulk polar
optical phonons, the function f(z) has a single branch
and, according to formula (A.II.1), can be written as

(A.II.14)
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Abstract—The effect of In and Al on the properties of the AsGa defect complex (arsenic substituted for gallium
at a crystal lattice site) in GaAs-based quantum dots (QDs) was investigated using the nonempirical quantum-
chemical SCF–MO–LCAO technique. It is shown that an AsGa defect can exist in stable and metastable states.
Raising the indium or aluminum content in QD enhances the probability of AsGa defect formation in the stable
state; in case of In introduction, this effect is manifested more strongly. The activation energy of the transition
between stable and metastable states varies between 0.886 and 2.049 eV, depending on the QD stoichiometry.
The formation of an AsGa defect gives rise to two deep levels in the band gap. © 2004 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION

The formation of In(GaAs) quantum dots (QD) by
self-organized growth is accompanied by the genera-
tion of structural defects, which can affect the charac-
teristics of optoelectronic devices with quantum-confined
active layers [1–6]. One of these defects is an intrinsic
defect designated in the literature as EL2 [5, 7, 8]. It is
observed in both doped and undoped GaAs, and its con-
centration can be high.

In the literature there is no unanimous opinion about
not only the atomic composition of the EL2 defect, but
also its influence on the electronic and optical proper-
ties of crystals. It is pointed out that EL2 exhibits ther-
mal and optical metastability associated with the struc-
tural reconstruction of the defect [9, 10]. It is assumed
that the defect is an AsGa complex (an As atom substi-
tutes for Ga at a crystal lattice site) and its aggregations
with other defects in GaAs [11–13]. It has been sug-
gested [14] that the metastability of an EL2 defect may
be related to the transfer of an As atom from the lattice
site normally occupied by the Ga atom to an interstice,
with the formation of a complex including AsGa and a
Ga vacancy. The influence of the content of impurity
atoms capable of entering into the composition of
GaAs-based QDs on the EL2 characteristics has not
been studied.

This paper is devoted to studying the influence of In
and Al content on the properties of an AsGa defect in
GaAs-based QDs. The process of defect formation was
investigated using the nonempirical quantum-chemical
SCF–MO–LCAO approach (the self-consistent field
method, which represents each molecular orbital as a
linear combination of atomic orbitals). The computer
1063-7826/04/3802- $26.00 © 20209
simulation was performed in the cluster approximation;
i.e., a limited fragment was cut from the crystal lattice,
with the initial positions of atoms corresponding to
their positions at the sites of an actual lattice.

2. CALCULATION PROCEDURE

The parameters of the AsGa defect were calculated
using the GAMESS software package [15, 16]. The
basis set MINI was used, which enables one to calcu-
late the energy of chemical bonds and intermolecular
interactions in crystalline compounds quite precisely
[17]. A 26-atom fragment of crystal lattice of a GaAs-
based QD was chosen as a cluster model (Fig. 1). The
dangling bonds at the cluster boundary were satisfied
with hydrogen (30 atoms); this excluded distortions of
the electronic structure related to the effect of unpaired
electrons on the cluster surface. The boundary hydro-
gen atoms make it possible to approximately take into
account the interface between the QD and the matrix in
the modeling.

To model an intrinsic point defect AsGa, a Ga atom
at the lattice site (in the center of the cluster) was
replaced by an As atom. The length of the Ga–As bond
in the cluster was chosen as 2.44 Å, so that the lattice
constant was matched with the lattice constant of bulk
GaAs crystal, 5.65 Å. The effect of In or Al content on
the characteristics of such a defect was simulated by
replacing a part of the Ga atoms by Al or In atoms in a
specific percentage amount (from 10 to 40%).

To calculate the defect structure, a full gradient opti-
mization of the cluster geometrical parameters (bond
lengths, valence and torsion angles) within the first
004 MAIK “Nauka/Interperiodica”
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coordination sphere was done. This approach allows
one to determine the crystal lattice relaxation in the
defect region, taking account of the crystal field of the
environment.

3. RESULTS AND DISCUSSION

The calculation of the parameters of GaAs clusters
containing Al and In allowed us to reveal two minima,
which differ in energy, on the potential energy surface
of the system. It appeared that they correspond to two
relatively stable structural states of the AsGa defect in
the cluster, which hereinafter we will refer to as “sta-
ble” and “metastable.” Similar defect structures were
discussed in [18] for the case of undoped GaAs.

1

2

3

Fig. 1. A model of a 26-atom GaAs cluster. Atoms: (1) H,
(2) Ga, and (3) As.
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Fig. 2. The structure of an AsGa defect as obtained in the
calculation of GaAs, Al1 – xGaxAs, and In1 – xGaxAs clus-
ters: (a) stable, (b) metastable state.
Figure 2 shows the structures corresponding to sta-
ble and metastable states of an AsGa defect, and Table 1
lists interatomic distances r and charges q on atoms
incorporated into clusters: GaAs, Al0.1Ga0.9As,
Al0.2Ga0.8As, Al0.4Ga0.6As, In0.1Ga0.9As, In0.2Ga0.8As,
and In0.4Ga0.6As.

As is seen in Fig. 2, the lattice structure in the vicin-
ity of the defect is distorted when an As atom is substi-
tuted for Ga at the lattice site. When the stable state is
formed, all the AsGa–As bonds are slightly elongated
compared to the Ga–As bond, symmetrically in all
directions (Fig. 2a, Table 1). After relaxation of the
nearest environment, the AsGa atom remains at the lat-
tice site owing to the lower strength of the AsGa–As
bond in comparison with the Ga–As bond. In the meta-
stable state of an AsGa defect, three As atoms remain in
their places, and the fourth, which has a lowered coor-
dination number, is shifted toward the plane in which
the three Ga atoms bonded to it lie (Fig. 2b, Table 1).
The As atom replacing Ga is shifted toward the inter-
stice and is located just below the plane containing
three As atoms bonded to it. The metastable state of an
AsGa defect can be considered as a complex comprising
a Ga vacancy VGa and an interstitial As atom.

The analysis of the distribution of charge on atoms
in a GaAs cluster that models the defect-free lattice
shows that an As atom at a site is charged negatively
(−0.32 ). This means that an As atom accepts part of
the electron density from Ga atoms. In the metastable
state of an AsGa defect, the charge on the As atom is vir-
tually zero (q2 = +0.06 , Table 1), with As in a trivalent
state typical of its covalent molecular compounds.

With the formation of a defect, the distribution of
charges in a cluster is modified. In the stable state of an
AsGa defect, the As atom is at the lattice site; it forms
four As–As bonds. As is seen in Table 1, in this case the
As atom accepts a considerable positive charge q2 =
+0.35 ; in other words, a large part of the electron den-
sity is transferred from the AsGa atom to neighboring
atoms. This redistribution of the electron density can
give rise to deep donor levels in the energy gap of
(Al,Ga)As crystal; they can be related to the EL2 defect
[5, 7, 8].

One should note that the total charge of an AsGa
defect is nearly the same for stable and metastable
states, but its distributions between the atoms in the
defect region are substantially different in different
states. The addition of Al or In atoms to a GaAs lattice
does not significantly change the charges on atoms and
the structural parameters of the defect, neither in the
stable nor in the metastable state (Table 1). At the same
time, the energy parameters of an AsGa defect are
noticeably modified when the content of aluminum or
indium in a GaAs lattice increases.

The difference between the energies of stable and
metastable state ∆E and the activation energy Ea of the
transition from the stable to the metastable state of an

e

e

e
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Table 2.  The difference between the energies of stable and metastable state ∆E and the activation energy Ea of the transition
from the stable to the metastable state of an AsGa defect with different Al or In content in GaAs, AlxGa1 – xAs, and InxGa1 – xAs

GaAs Al0.1Ga0.9As Al0.2Ga0.8As Al0.4Ga0.6As In0.1Ga0.9As In0.2Ga0.8As In0.4Ga0.6As

∆E, eV 0.70 0.71 0.73 0.74 0.85 0.88 0.90

Ea, eV 1.05 1.86 1.86 0.97 2.05 0.89 1.84

Table 1.  Interatomic distances and atomic charges in relation to Al and In content for stable and metastable states of an AsGa
defect in GaAs, AlxGa1 – xAs, and InxGa1 – xAs

Compound

Stable state

interatomic distances, Å atomic charges, elementary charge units

r1 r2 r3 r4 q1 q2 q3 q4 q5

GaAs 2.60 2.59 2.60 2.59 –0.48 +0.35 –0.38 –0.39 –0.39

Al0.1Ga0.9As 2.60 2.59 2.60 2.60 –0.49 +0.35 –0.38 –0.39 –0.39

Al0.2Ga0.8As 2.60 2.59 2.60 2.60 –0.49 +0.35 –0.38 –0.40 –0.39

Al0.4Ga0.6As 2.60 2.59 2.60 2.60 –0.49 +0.35 –0.40 –0.40 –0.39

In0.1Ga0.9As 2.60 2.56 2.61 2.56 –0.40 +0.35 –0.38 –0.40 –0.50

In0.2Ga0.8As 2.63 2.54 2.55 2.55 –0.42 +0.35 –0.41 0.37 –0.51

In0.4Ga0.6As 2.63 2.54 2.53 2.58 –0.42 +0.36 –0.40 –0.40 –0.52

Metastable state

GaAs 3.46 2.43 2.43 2.43 –0.50 +0.06 –0.24 –0.36 –0.24

Al0.1Ga0.9As 3.46 2.43 2.43 2.43 –0.50 +0.06 –0.24 –0.38 –0.24

Al0.2Ga0.8As 3.46 2.43 2.43 2.43 –0.50 +0.06 –0.24 –0.26 –0.24

Al0.4Ga0.6As 3.46 2.43 2.43 2.43 –0.50 +0.06 –0.26 –0.26 –0.38

In0.1Ga0.9As 3.48 2.41 2.40 2.40 –0.50 +0.06 –0.23 –0.40 –0.24

In0.2Ga0.8As 3.50 2.40 2.39 2.39 –0.51 +0.06 –0.23 –0.40 –0.27

In0.4Ga0.6As 3.49 2.40 2.39 2.38 –0.51 +0.07 –0.29 –0.27 –0.40
AsGa defect are listed in Table 2 for different Al or In
content in GaAs, AlxGa1 – xAs, and InxGa1 – xAs. The
quantity ∆E characterizes the relative probability of the
formation of structures corresponding to stable and
metastable defect states in the crystal. As follows from
Table 2, the rise of Al or In content raises the probabil-
ity that an AsGa defect will occur in a stable state. This
effect is manifested more strongly when In atoms are
introduced into the crystal.

To estimate Ea, the structures of the corresponding
transition states were calculated. These structures were
defined based on the conjectured path of As atom trans-
fer from a site to an interstice (stable to metastable state
of the defect), taking the lattice symmetry into account.
Figure 3 shows schematically the displacement of an
As atom from the lattice site to an interstice, which cor-
responds to the transition of a defect from the stable to
the metastable state. For each of the clusters that model
different In or Al content in the lattice, the calculations
revealed on the potential energy surfaces extremal
points corresponding to the structures in which the As
atom lies in the plane of the three As atoms bonded to it.
The activation energy Ea was determined as the differ-
SEMICONDUCTORS      Vol. 38      No. 2      2004
ence between the total energies of the cluster at the
extremal point (transition state) and in the stable state.

It is seen from Table 2 that the introduction of In or
Al into a GaAs crystal lattice raises the activation
energy of the transition between the stable and the
metastable state of the defect. The nonmonotonic
dependence of Ea on In content may indicate the influ-
ence of In distribution in the crystal to the activation
energy. To obtain better estimation of the Ea depen-
dence on In content, is seems necessary to raise the num-
ber of atoms in clusters. For an Al content of 10–20%,
the activation energy remains virtually unchanged.
At the same time, the activation energy sharply
decreases at 40% Al, which may indicate a consider-
able modification of energy characteristics of the crys-
tal lattice in the defect region.

The limited size of the clusters used in the study give
no way of describing precisely the band structure of the
materials under study. Nevertheless, the contribution of
an AsGa defect to the electronic structure of the cluster
was estimated based on the calculated eigenenergies
and eigenvectors of the corresponding molecular orbit-
als. It appeared that this defect gives rise to two deep
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levels in the band gap, which qualitatively agrees with
the results of [14]. According to our estimates, the posi-
tions of these levels in respect to the top of the valence
band in undoped GaAs are ES1 = 0.40 eV, ES2 = 1.26 eV
for the stable and EM1 = 0.23 eV, EM2 = 1.32 eV for the
metastable state. The addition of In or Al only slightly
affects the positions of ES1, ES2, and EM1 levels, whereas
the energy EM2 decreases by 0.26 eV. At a 40% In/Al
content, only one level EM1 appears in the metastable
state of a AsGa defect.

4. CONCLUSION

The effect of In and Al content on the properties of
AsGa defects in GaAs-based QDs has been investigated
using the nonempirical quantum-chemical SCF–MO–
LCAO technique. It is shown that a AsGa defect can
exist in stable or metastable states, which differ in their
structural, electronic, and energy characteristics.
Increasing the In or Al content enhances the probability
that the AsGa defect will form in the stable state; this
effect is manifested more strongly in the case of In
introduction into a QD. The activation energy of the
transition between the stable and the metastable state
varies between 0.886 and 2.049 eV, depending on the
QD stoichiometry. The formation of an AsGa defect gives
rise to two deep levels in the band gap, whose positions
are also dependent on the introduction of In or Al.

As(q4)

As(q5)

As(q3)

Ems

∆E
Ea

Ets

Est

AsGa Asi

E

r

Fig. 3. Schematics of the defect transition from stable
(AsGa) to metastable (Asi + VGa) state: Est is the total energy
of the cluster in the stable state; Ets, the energy of the tran-
sition state; Ems, the total energy of a metastable state. The
sign × marks the position of the As atom corresponding to
the transition state.
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Abstract—Recently, the MOCVD method has been increasingly used in the fabrication of multiple quantum
well (MQW) devices, along with MBE technology. The authors’ experience in working with MQW photode-
tectors shows several differences between the devices grown by MOCVD and their MBE-grown analogues.
These are the stronger asymmetry of the current–voltage characteristic and high responsivity under normal inci-
dence of light without special input units. The authors believe that these distinctions are due to specific features
of the epitaxy process. The results of an experimental study of MQW photodetectors are presented, and the cor-
relation between their properties and the structural features related to MOCVD is discussed. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Until recently, in the published experimental studies
of photoconductivity in structures with multiple quan-
tum wells (MQW), these structures have been MBE-
grown. Our experience in studying MOCVD-grown
MQW structures shows that the photoconductivity of
these structures is characterized by several specific fea-
tures compared with those grown by MBE. These fea-
tures are the stronger asymmetry of the current–voltage
(I–V) characteristic and high responsivity under normal
incidence of light without special input units. We
believe that these features are related to differences in
the technologies of MQW growth.

We present the results of an experimental study of
MQW photodetectors produced by MOCVD and dis-
cuss their correlation with specific features of MQWs
that are caused by the epitaxy method.

2. SAMPLES

The structures under study were grown by MOCVD
on semi-insulating 〈100〉  GaAs substrates at a pressure
of 65 mm Hg and a temperature of ~700°C. The MQW
structures comprised 50 heterostructure periods with
50 Å-thick GaAs QWs and 450 Å-thick AlxGa1 – xAs
(x = 024) barrier layers. The wells were doped with Si to
a concentration of 1018 cm–3. The top and bottom contact
layers, which were 0.5 and 1 µm thick, respectively, were
doped to a concentration exceeding 1018 cm–3.

Experimental photoresistors were fabricated in the
form of mesa structures 400 × 400 µm2 in size from the
grown structures by chemical etching. No special light
input devices, such as diffraction gratings, were used.
1063-7826/04/3802- $26.00 © 0213
Ohmic contacts were fabricated by the deposition of
Au:Ge alloy through the photoresist mask and explo-
sive treatment of the deposited layer and its subsequent
firing-in. The contacts thus obtained were covered with
Ti and Al layers.

3. EXPERIMENTAL RESULTS

In the experimental investigations of the photoresis-
tors, I–V characteristics at different temperatures and
responsivity spectra were measured and the depen-
dences of the absolute responsivity at the peak of the
spectrum and the noise current on bias were deter-
mined. The data obtained were used to calculate the
photoelectric gain and the detectivity of the photoresis-
tors as functions of bias and temperature. The respon-
sivity spectra were recorded using a special stand based
on an MDR-41 monochromator. The absolute respon-
sivity was measured with a source of modulated light in
which a model absolute black body with a temperature
of 573 K served as the emitter. The modulation fre-
quency was 1200 Hz. The signals and noises of the pho-
toresistors were measured using a narrow-band ampli-
fier with a resonance frequency of 1200 Hz and band-
width of 200 Hz. During measurements, the samples
under study were placed in a pumped liquid nitrogen
cryostat, which enabled the samples to be cooled to
60 K. A cooled diaphragm mounted in front of the sam-
ple limited the field of view to an angle of ~25°.

Figure 1 shows the I–V characteristics of a photore-
sistor protected from the background illumination by a
cold screen. The right portions of the I–V characteris-
tics (positive bias) were obtained with the top contact of
2004 MAIK “Nauka/Interperiodica”
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the photoresistor negative, i.e., with the direction of
field coinciding with the direction of growth of an
MQW structure. The I–V characteristics of the studied
samples were distinctly asymmetrical. Note that higher
responsivity is observed with the top contact positive at
the same bias magnitude.

Figure 2 shows the responsivity spectrum recorded
with the top contact of a photoresistor positive. The
shape of the spectrum and the position of its peak do not
change significantly as the temperature varies within
the range 60–77 K, or bias, within 1–4 V.

Figure 3 shows the absolute responsivity of a photo-
resistor at the peak of the spectrum as a function of bias
for both bias polarities and different temperatures. The
dependences were calculated considering the coeffi-
cient of utilization of light emitted by the absolutely
black body, which was calculated by numerical integra-
tion of the responsivity spectrum (Fig. 2). Along with
the asymmetry of these dependences, it is worth noting
the magnitude of responsivity, which is several tenths
of A/W. Such a high responsivity was obtained in pho-
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Fig. 1. I–V characteristics of MQW photoresistors at tem-
peratures of (1) 78, (2) 70, (3) 65, and (4) 60 K.
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Fig. 3. Absolute responsivity of MQW photoresistors at the
peak of the spectrum as a function of bias. Curve numbers
as in Fig. 1.
toresistors without special devices for inputting light
normally incident onto the front surface of a photoresis-
tor. Figure 4 shows the dependences of noise current In

on bias for both bias polarities at different tempera-
tures. Based on these curves and using the known rela-
tion In = (4eIdg∆f)1/2 (here e is the elementary charge; Id,
the dark current; g, the photoelectric gain; ∆f, the fre-
quency band in which noise is recorded), we calculated
the dependences of photoelectric gain on bias, which are
shown in Fig. 5. The g value lies in the limits 0.5–0.6,
which is typical of photoresistors based on MBE-grown
structures and is an indication that the barrier layers in
the samples under study are of fair quality.

Figure 6 shows the dependences of photoresistor

detectivity  on bias at different temperatures. The

value of  was calculated based on the data
obtained in measurements of the absolute responsivity
and noise current (Figs. 3, 4).
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Fig. 2. Responsivity spectrum of MQW photoresistors.
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Fig. 4. Noise current in MQW photoresistors as a function
of bias. Curve numbers as in Fig. 1.
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4. DISCUSSION OF RESULTS

Based on the data obtained, we conclude that our
structures contain QWs that are not symmetrical. The
last assertion can be made, albeit based on the fact that
I–V characteristics and responsivity dependences on
bias are asymmetrical. Similar results were obtained for
MBE-grown MQW structures with wells that are inten-
tionally fabricated asymmetrical [1]. It was also shown
in [1] that, for the same magnitude of applied bias, in
the case when the external field is directed toward a
sharper interface of an asymmetric well higher respon-
sivity and higher currents are observed than in the
opposite case. The asymmetry of the well interfaces can
induce a difference in the coefficients of the above-bar-
rier reflection of carriers and, consequently, a differ-
ence in the photoelectric gain at opposite bias polari-
ties. Taking these data into account in the analysis of
dependences shown in Figs. 1 and 3, we can assume
that the initial barrier interfaces (i.e., the interfaces
between a QW and a barrier layer at the start of its
growth) are less abrupt than the final ones.

Now we turn to the anomalously high responsivity
under normal incidence of light without special input
devices. It is known that the responsivity depends on
two factors: photoelectric gain g and quantum effi-
ciency η. As mentioned above, g is not anomalously
high. An estimate of η from the relation for the photo-
resistor responsivity Rλmax = (e/hν)ηg, where hν is the
photon energy, gave η of more than 8%. Considerably
smaller η is obtained in standard MBE-grown MQW
photoresistors under normal incidence of light. The
high quantum efficiency also reflects on detectivity,
which was found to be unexpectedly high in compari-
son with the values typical of MQW structures without
light input devices (Fig. 6). A noticeable increase in the
quantum yield in MBE-grown MQW photoresistors
under normal incidence of light was achieved when the
structures were grown on substrates with an orientation
at which the effective mass tensor has nonzero off-diag-
onal elements. This means that the momentum of an
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Fig. 5. Photoelectric gain of MQW photoresistors as a func-
tion of bias. Curve numbers as in Fig. 1.
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electron interacting with the in-plane electric field of an
electromagnetic wave in QW has a nonzero component
normal to the layers of an MQW structure [2]. In our
case, all the substrates on which MQW structures were
grown had 〈100〉  orientation, which should not lead to
the effect discussed above. The high responsivity under
normal incidence of light in our MQW structures might
be explained by the influence of the lateral surface of
the photoresistor mesa as a kind of prism functioning as
an input device. However, estimates based on compari-
son of the lateral and front surface areas of the mesa
show that the observed responsivity of several tenths of
A/W can only be achieved if the lifetime of nonequilib-
rium carriers in MQW exceeds 10–8 s or the quantum
yield is higher than 100%. Noise measurements failed
to confirm either of these assumptions. Note also that
the back side of the photoresistor substrates, which
might scatter signal light and serve as an input device in
the case of inappropriate treatment, was polished.

To explain the result obtained, we stress the follow-
ing fact. A weak absorption of radiation under normal
incidence is usually observed in MBE-grown MQW
structures. These structures best conform to the model
of rectangular symmetrical wells, which underlies the
theory of the effect. However, no theory of this kind has
been developed for nonrectangular asymmetrical wells.
Meanwhile, as shown in [3], a deviation of the shape of
the well from symmetrical may strongly affect the
polarization dependence of light absorption in an
MQW structure. A strong deviation of the real shape of
QWs from the classical model is possible in MOCVD-
grown MQW structures. The asymmetry in the sharp-
ness of the well–barrier interfaces can be caused by
specific features of the MOCVD process. MOCVD is
characterized by a higher pressure of the gas reagents.
Their viscosity is higher than in MBE, which can give
rise to long transient processes in switching between
gas flows, and, consequently, to stronger deviations of
the shape of the well from rectangular and symmetrical.
Furthermore, as mentioned above, MOCVD is per-
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Fig. 6. Detectivity of MQW photoresistors as a function of
bias. Curve numbers as in Fig. 1.
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formed at above 700°C. At these temperatures, the dif-
fusion of silicon, the standard dopant for wells,
becomes significant [4]; i.e., the impurity distribution
profile is not localized within the well upon termination
of growth, regardless of the initial position of the dop-
ing region. In other words, the impurity is present both
in the wells and in barrier layers in all the structures
under study, irrespective of the place where it is intro-
duced. As a result, when it is cooled to cryogenic tem-
peratures the impurity within the barrier layers will be
ionized, because electrons will pass to levels in the
wells, and a built-in field will appear at the well–barrier
interfaces. Approximate estimates show that this field
value may be as high as 105 V/cm. Such a field could
deform the initially rectangular and symmetrical well
and, as a result, lead to considerable absorption of nor-
mally incident light. The possibility of such an influ-
ence of the electric field on mechanisms of light absorp-
tion in MQW structures was discussed in [4] and [5].
This effect will be much weaker in MBE-grown MQW
structures, because in this case the central part of the
well is usually doped, and the impurity has no time to
diffuse into barriers at growth temperatures of ~500°C.

The conclusions based on the above analysis of rea-
sons for the anomalously high responsivity and other
specific features of MOCVD-grown MQW photoresis-
tors are preliminary conjectures. Further study is neces-
sary to clarify the real reasons for the effects discussed.
5. CONCLUSION

Characteristics of MOCVD-grown MQW photode-
tectors were studied. The analysis of the experimental
I–V characteristics, dependences of the absolute
responsivity on bias, and responsivity spectra give
grounds to assume that wells in MQW structures are
asymmetrical. An unexpected result was the high
responsivity of MQW photoresistors under normal
incidence of light without any special devices for light
input. The possible reasons for the observed effects
were analyzed. Further study is necessary to establish
their physical nature and obtain detailed information
about the structural features of MOCVD-grown MQW
devices.
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Abstract—Hole states localized at acceptors in quantum wells are considered within the zero-range potential
model. The dispersion equation for holes is analytically derived taking into account the complex structure of
the valence band of symmetry Γ8. The results obtained are compared with the experimental dependences of the
binding energy of holes localized at A+ centers on the quantum-well width, and good agreement with the theo-
retical results is demonstrated. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Quantum structures containing impurities are exten-
sively studied not only in view of their promising appli-
cations but also because they have some new physical
properties. Indeed, both the potential of impurities and
the structure potential affect an electron or a hole local-
ized at a defect in a quantum well. In this case, the
structure potential, which diminishes the carrier-local-
ization region, increases the kinetic energy of a carrier
and leads to its delocalization in the well plane. The
impurity potential may also include several terms.
These are, primarily, the Coulomb part of the potential
(for charged centers) and the short-range part arising
from the mismatch between the impurity and lattice
atoms. In this context, the problem of determining the
binding energy and the wave function of a carrier local-
ized at a defect in a quantum well becomes rather intri-
cate and dependent on the chemical nature of the
defect. In principle, the dependence of the carrier bind-
ing energy on the well parameters and the defect type
makes it possible to identify impurities; for this pur-
pose, it is necessary to have the theoretical and experi-
mental dependences of the defect binding energy on the
heterostructure parameters.

In [1–3], we experimentally studied the binding
energy and the characteristic size of the wave function
for A+ centers in quantum wells of different width. The-
oretical analysis of shallow Coulomb acceptors in rect-
angular quantum wells was performed in [4–6], and the
hole binding energies were calculated numerically for
specific structures.

The aim of this paper is to calculate the spectrum of
an acceptor or an A+ center in a quantum well within the
zero-range potential method, which yields analytical
expressions for binding energies and wave functions.
It is shown that the results of the calculations are in
good agreement with the experimental data [1, 2].
1063-7826/04/3802- $26.00 © 20217
2. THEORY
In the zero-range potential model, the potential of a

defect is described by modifying the Schrödinger equa-
tion for a free particle. Namely, solutions to the
Schrödinger equation in the absence of attractive poten-
tial, which decay at infinity, are constructed. The attrac-
tive potential is taken into account by introducing the
boundary condition that determines the asymptotic
behavior of the spherically symmetric part of the wave
function near a defect [7],

(1)

where  is the angle-averaged wave function and α is
the coefficient describing the short-range potential.

In the case of a bulk semiconductor, where the
valence band has Γ8 symmetry, the wave function of the
ground state of a hole bound at the zero-range potential
also has Γ8 symmetry. Thus, the wave function of the
ground state can be divided into a spherically symmet-
ric part and a part containing second-order spherical
harmonics; the radial component of the asymmetric
part remains almost constant at r  0. Therefore,
when studying the acceptor states in cubic semiconduc-
tors, we must substitute the angle-averaged wave func-
tion ψ into boundary condition (1).

At the same time, in terms of the zero-range poten-
tial method, the wave function for the donor ground
state in a bulk semiconductor has only a spherically
symmetric part. Therefore, one can simply use the wave
function ψ in the boundary condition (1), e.g., as in [8].

The coefficient α depends on both the defect charge
and the chemical properties of the defect and the prop-
erties of the quantum-well material. In the zero-range
potential approach, this coefficient is a problem param-
eter. In this study, the parameter α was determined from
the best fit of the energy level position for the bulk
material to the experimental value and then used in the

ψ
r 0→ C

1
r
--- α– 

  o r( ),+=

ψ
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calculation of the energy-level position for the quantum
well.

Thus, in the zero-range potential method, the
Schrödinger equation can be written as

where H0 is the Luttinger Hamiltonian, Ψ0 is an arbi-
trary constant spinor, and r0 is the position vector of a
defect. In the spherically symmetric approximation,

where γ and γ1 are the Luttinger parameters, m0 is the
free electron mass, and J are the matrices of the
3/2 momentum.

It is convenient to perform calculations using a mixed
coordinate–momentum representation. We choose the
system of coordinates in which the OX and OY axes lie
in the plane of the quantum well and the OZ axis is per-
pendicular to the well plane. For convenience, we place
the origin of coordinates at the center of the well. Then,
the Schrödinger equation in the mixed representation
has the form

(2)

where q is the two-dimensional wave vector in the well
plane and z0 is the defect coordinate. The experiments
were performed with samples in which defects were
located at the centers of the wells. Hence, we consider
hereinafter only the case z = 0.

Since the Hamiltonian commutes with the time
reversal operator, it is convenient to use the Hopfield
method to find the wave function. In this method, sys-
tem of four equations (2) is reduced to the system of
two equations

(3)

where A and C are the constant components of the
spinor ψ0;  and  are the components of the wave

function corresponding to the 3/2 and –1/2 projections
of the momentum, respectively; and E is counted from
the bottom of the band gap.

We find the wave function for either of the two
regions of the quantum well separated by the plane z = 0.
The matching at z = 0 is performed using the boundary
conditions obtained by integrating the equations of sys-
tem (3) over the z coordinate in the interval (–0; +0).
At the well boundaries, the hole wave function is set
equal to 0 since we are considering the case of an infi-
nitely deep well.

H0ψ r( ) Eψ r( ) Vδ r r0–( )Ψ0,+=

H0
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2
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---–
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ψ3
2
---

ψ 1
2
---–
The calculations show that, after averaging over the
azimuthal angle, the hole wave function has the form

(4)

Here, the components  and  are given by the for-

mulas

(5)

where a is the well width, λ± = , κ+ =

, κ– = , and ml and mh are the effec-
tive masses of light and heavy holes, respectively. At
E < 0, the coefficients κ± are real and, at E > 0, they are
purely imaginary.

To find the energy levels and the coefficients A and
C, we have to use boundary condition (1), which char-
acterizes the potential. Therefore, the components 

and  should be transformed into the coordinate rep-

resentation and then averaged over the polar angle. It is
rather difficult to find analytical expressions for these
functions but, in order to calculate the energy levels, we
only need to know the asymptotic behavior of these
functions at r  0. Specifically, we must know the
behavior of the first two terms in the expansion in r, i.e.,
the coefficients at 1/r and 1. The parameter α in bound-
ary condition (1) is equal to the ratio of these coeffi-
cients averaged over the azimuthal angle.

First, we find the most important term at r  0. We
then subtract its Fourier transform from the initial func-
tion and find the next term.

It can be seen that the combinations (A = 1, C = 0)
and (A = 0, C = 1) determine the eigenstates of the sys-
tem. The two energies correspond to the two wave func-
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tions. The energies of the two states are determined by
the equations

(6)

Thus, in order to evaluate the position of the level
corresponding to the defect-bound state, we find the
coefficient α from the value of the binding energy. In
the case of bulk material, we use Eqs. (6) to find α at
a  ∞, and then the energies are determined from the
same equations at finite values of a. It should be noted
that, in real experiments, the energy of the transition
between the localized level and the first level of heavy
holes in the quantum well (Ehh = π2"2/(2mha2)) is mea-
sured rather than the binding energy.

3. RESULTS AND DISCUSSION

We performed experiments with the samples pre-
pared by molecular-beam epitaxy and selectively doped
with beryllium; the bulk hole concentration in GaAs
amounted to 1 × 1017 cm–3.

Each sample represented a set of ten GaAs quantum
wells separated by 20-nm Al0.35Ga0.65As barriers; the
well width varied from 7 to 18 nm. Stable A+ centers
were formed in quantum wells by the so-called double
selective doping method; i.e., both quantum wells and
barriers were simultaneously doped. Such an impurity
distribution leads to the capture of holes localized at
acceptors in the barrier regions by acceptors in quan-
tum wells, i.e., to the formation of A+ centers.

Photoluminescence spectra were measured from the
samples immersed directly in liquid helium. A glass
optical fiber was used to feed light from a He–Ne laser
to a sample and to output a luminescence signal. The
radiation was recorded by a diffraction spectrometer
and a photomultiplier in the photon-counting mode.

Excess electrons and holes excited by the pump
light, interacting with neutral acceptors, may form both
bound excitons and A+ centers. A typical photolumines-
cence spectrum of the structures studied [3] contains a
peak due to the emission from A+ centers and a peak due
to the recombination of excitons bound at neutral
acceptors. The heights of these peaks linearly depend
on the pump intensity. To separate the luminescence

α κ +
2 2 aκ+/2( )cosh( )ln 3κ–

2 2 aκ–/2( )cosh( )ln+




=

– a
3
2
--- λ2 aλ /2( )tanh λd
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peaks and find their exact positions, the spectra were
smoothed and approximated by Gaussian functions.

These peaks were identified by studying the temper-
ature dependence of the photoluminescence. This tech-
nique is based on the fact that the peak of bound exci-
tons rapidly disappears with an increase in temperature
due to the low binding energy of excitons localized at
neutral centers, whereas the intensity of radiative free-
electron–A+-center transitions decreases only slightly.
The activation energy of A+ centers was determined by
summing the energy difference between the emission
peaks of A+ centers and the peaks of bound excitons
with the binding energy of an exciton localized at a neu-
tral acceptor (the latter is known from the literature).

The accuracy of the measurements was affected by
the following factors: the dependence of the binding
energy on the position of the impurity center in the well
(which is especially strong for narrow wells); the devi-
ations of the parameters of the grown structures from
the specified values; and the instrumental errors. The
largest error is related to the deviation of the width of a
grown quantum well from the specified value. This
error was estimated by multiplying the derivative of the
A+-center energy with respect to the well width by the
characteristic deviation of the well size. The value of
the total error is indicated in Fig. 1.

Figure 1 shows the hole ionization energies for the
ground and excited levels calculated using Eqs. (6) for
different values of the parameter α. In the case of a bulk
material, the parameter α is related to the binding
energy as follows:

α 2E–
γ1 2γ+( ) 3/2– γ1 2γ–( ) 3/2–+

γ1 2γ+( ) 1– γ1 2γ–( ) 1–+
------------------------------------------------------------------.=
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Fig. 1. Calculated binding energies of the ground (E1) and
excited (E2) states of the A+ center as functions of the well
width, corresponding to hole-binding energies for the bulk
material equal to 5 and 7 meV. The details of the experiment
are described in the text. The dependences of E1 correspond
to a bulk binding energy of (1) 5 and (3) 7 meV; the depen-
dences of E2 correspond to a bulk binding energy of (2) 5
and (4) 7 meV; (5) experimental data.
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Here, γ and γ1 are the Luttinger parameters for the mate-
rial considered.

The curves in Fig. 1 refer to the following values of
the binding energies for the bulk material: E1 = 5 meV
and E2 = 7 meV. As can be seen, the results of the cal-
culation are in good agreement with experiment. Figure 2
shows the dependences of the characteristic sizes of the
hole wave function (1/κ+ and 1/κ–) on the well width for
the ground and excited states, at ionization energy E =
5 meV. The fact that κ+ and κ– are negative at some val-
ues of the well width indicates that the decay of the wave
function obeys the power rather than exponential law.

In [2] we estimated the size of an A+ center by ana-
lyzing the hopping conductivity. According to our cal-
culations [1, 2], the characteristic size of the wave func-
tion in quantum wells is 100 Å. This result is consistent
with the data of [2] (80 Å).

4. CONCLUSIONS

In this study, we showed that the model of the
A+ center with a zero-range potential describes well the

20015010050
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Fig. 2. Dependences of the characteristic size of the wave func-
tion of an A+ center on the well width for the (1, 2) ground and
(3, 4) excited states corresponding to a bulk binding energy
of 5 meV. (1, 3) 1/κ+, (2, 4) 1/κ–.
experimental data and makes it possible to take into
account the chemical nature of an impurity.
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Abstract—Transmission electron microscopy has been used to investigate the formation and modification of
the nanocrystalline silicon (nc-Si) phase in thin a-Si:H films. The films were produced by three different meth-
ods: plasmochemical deposition of a-Si:H, cyclic plasmochemical deposition with intermediate annealing of
layers 10–20 nm in thickness in hydrogen plasma, and plasmochemical deposition of a-Si:H with the annealing
of 40-nm-thick films in hydrogen plasma. In the films produced by cyclic deposition with intermediate anneal-
ing in hydrogen plasma and subsequent thermal treatment at 750°C for 30 min, the size of nanocrystallites does
not exceed the thickness of a layer deposited in a cycle. In contrast, in uniform films with similar thermal treat-
ment, crystallites may be as large as 1 µm or more. Models that account for the effects observed are suggested.
These models are validated by calculating profiles of hydrogen diffusion in a-Si:H film after annealing in hydro-
gen plasma and thermal treatment in vacuum. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Films of amorphous hydrogenated silicon (a-Si:H)
with nanocrystalline (nc-Si) inclusions nowadays
attract considerable attention [1–6]. This interest is due
to the high photosensitivity of a-Si:H〈nc-Si〉  films com-
pared with homogeneous hydrogenated films [1–4].
It is assumed that nanocrystalline inclusions partially
relieve mechanical stresses in an amorphous matrix,
thus opening the way to formation of less a strained net-
work with a lower concentration of weak bonds, which
is less subject to degradation. The great interest in films
containing nanocrystalline inclusions is also related to
the possibility of designing efficient light emitters in
the visible range [5–6]. However, mechanisms of the
influence of the size and volume fraction of nanocrys-
talline inclusions on the stability and photoelectric and
luminescent properties of films still remain unclear.
Up to now, the processes of nanocrystallite nucleation
and growth in amorphous a-Si:H films are poorly
understood, which means that one cannot control the
size and volume fraction of nanocrystalline inclusions
and thereby optimize the structure and properties of
a-Si:H〈nc-Si〉  films for various applications. This is
because the theory of nanocrystallite formation in an
amorphous matrix is still in its infancy [7, 8], and the
technology of nc-Si formation is based on experimental
data that depend on the equipment used.

Earlier [4, 9], we demonstrated the successful use of
a cyclic method for fabricating a-Si:H〈nc-Si〉  films with
improved photosensitivity and stability. The method
consists in periodic alternation of cycles of deposition
1063-7826/04/3802- $26.00 © 20221
of a-Si:H thin films and their annealing in hydrogen
plasma. A structural study of the films by transmission
electron microscopy (TEM) revealed that they have a
clearly pronounced layered structure with interlayer
spacing corresponding to the thickness of a layer
deposited in a single cycle (dark regions in the cross-
sectional TEM micrograph, Fig. 1). Bright stripes cor-
respond to a-Si:H regions that appear during the
annealing in hydrogen plasma and are characterized by
a higher concentration of hydrogen. These regions also

30
 n

m

Fig. 1. Cross-sectional TEM image of a-Si:H film produced
by cyclic deposition.
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contain crystalline Si inclusions with an average size of
4.5 nm and a volume fraction below 1% [9]. Based on
the analysis of the experimental data, we suggested a
model according to which hydrogen diffuses, during
annealing in hydrogen plasma in a deposition cycle, to
a depth smaller than the thickness of the layer deposited
in the preceding cycle. The alternation of deposition
and annealing results in a nonuniform distribution of
hydrogen and, consequently, leads to variation in the
energy gap Eg across the film thickness. Therefore, a-
Si:H films are graded band-gap structures with alternat-
ing hydrogen-rich and hydrogen-lean layers with band
gaps that are wider and narrower, respectively.

This paper presents the results of a TEM study of
how nc-Si inclusions are formed in a-Si:H films pro-
duced by plasmochemical deposition, cyclic plasmo-
chemical deposition with intermediate annealing of 10-
to 25-nm-thick layers, and plasmochemical deposition
with annealing of 40-nm-thick films in hydrogen
plasma, and how the film structure is modified by sub-
sequent thermal treatment.

2. SAMPLE FABRICATION 
AND EXPERIMENTAL PROCEDURE

Cyclic plasmochemical deposition of a-Si:H films
onto NaCl substrates fixed on a rotating substrate-
holder drum was performed in a diode HF (13.56 MHz)
system with a substrate temperature of 250°C, dis-
charge power of 40 W, substrate-holder rotational veloc-
ity of 4 rpm, and gas mixture (80% Ar + 20% SiH4) pres-
sure of 25 Pa. The substantiation of the selected depo-
sition mode and the specifics of a-Si:H film fabrication

100 nm(a) 100 nm(b)

(c) (d)100 nm

Fig. 2. TEM images of a-Si:H films produced in modes
(a) 1, (b) 2, and (c) 3; (d) electron diffraction pattern of
these films.
in a Kont vacuum system can be found elsewhere
[10, 11]. The annealing of layers in hydrogen plasma
was done at the same temperature of 250°C with
an HF discharge power of 150 W and a gas mixture
(80% Ar + 20% H2) pressure of 25 Pa.

Films produced in three different modes were studied:
(1) films of about 40 nm in thickness produced by

continuous plasmochemical deposition for 6 min (with-
out annealing in hydrogen plasma);

(2) layered films produced by cyclic deposition
(plasmochemical deposition of each of three 12-nm-
thick layers for 2 min, annealing of each layer in hydro-
gen plasma for 3 min) [2];

(3) films of 40 nm in thickness produced by contin-
uous 6-min plasmochemical deposition and annealed in
hydrogen plasma for 12 min.

An EM-125 electron microscope with 100 kV accel-
erating voltage was used in TEM and microdiffraction
studies of the film’s structure. Films were deposited
onto single-crystal NaCl then transposed to a copper
grid in distilled water. a-Si:H〈nc-Si〉  films on grids were
annealed for 30 min in vacuum at temperatures of 450
and 750°C.

3. RESULTS AND DISCUSSION
The results of the structural studies of the as-grown

films produced in modes 1–3 are as follows. Films
obtained in mode 1 were single-phase amorphous
(Fig. 2a).

Layered films (mode 2) contained a small (<1%)
volume fraction of nanocrystalline inclusions 10 nm in
size (Fig. 2b). Films produced in mode 3 contained nc-
Si with crystallites 4–5 nm in size; their volume frac-
tion was several percent (Fig. 2c). The electron diffrac-
tion patterns (Fig. 2d) of all the films were similar,
which indicates the domination of the amorphous phase
in the films and the small size of the crystallites
(no more than 10 nm).

To validate the suggested model of nonuniform dis-
tribution of hydrogen across the thickness of a layered
film (mode 2), we have calculated theoretically the
hydrogen concentration profile in a-Si:H films after the
annealing in hydrogen plasma in conditions of cyclic
deposition (250°C for 30 s). In the calculation of hydro-
gen diffusion, experimental data on the diffusion coef-
ficient from plasma and a solid source [12, 13] were
used. The calculated diffusion profile (Fig. 3) shows
that, during the annealing in plasma, hydrogen diffuses
to a depth of about 3 nm, which is much smaller than
the thickness of a layer deposited in a cycle.

To determine the variation in the hydrogen distribu-
tion across the film thickness in the course of film
growth and after thermal treatment in vacuum, we cal-
culated the diffusion of hydrogen from a finite solid
source, with effusion disregarded. Figure 4 shows the
calculated profiles of hydrogen distribution prior to
annealing and after thermal treatment in vacuum for 5 h
SEMICONDUCTORS      Vol. 38      No. 2      2004
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at 250°C and for 1 h at 450°C. The calculation shows
that the initial distribution remains virtually unchanged
after the annealing for 5 h at 250°C (i.e., in deposition
conditions). After 1-h annealing at 450°C, the hydrogen
concentration profile is partially broadened; however,
the nonuniform distribution of hydrogen, strongly
bound to Si, across the a-Si:H film thickness is still
retained. It is likely that the formation and growth of
nanocrystallites in a homogeneous a-Si:H film during
vacuum annealing proceeds more effectively, whereas
in layered films, the growth of nanocrystals is limited
by interfaces with increased content of hydrogen
between the layers.

This approach was confirmed experimentally. After
being annealed at 450°C, nanocrystallites 10–20 nm in

16
x, nm

CH, at %
100

20

0 1284

80

60

40

Fig. 3. Distribution of hydrogen concentration away from
the surface of a-Si:H film annealed in hydrogen plasma.
Ed = 0.5 eV, D0 = 4 × 1011 cm2 s–1, t = 30 s, and T = 250°C.

100 nm(a) 100 nm(b)

(c) (d)100 nm

Fig. 5. TEM images of a-Si:H films after their thermal treat-
ment at 450°C in vacuum: films grown in modes (a) 1, (b) 2,
and (c) 3; (d) electron diffraction pattern of these films.
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size that occupy several percent of volume are formed
in films of type 1 (Fig. 5a). In films of type 2, the
amount of crystallites increases to 10% of volume, and
their size, to 10–15 nm (Fig. 5b). In films of type 3, the
size of nc-Si also increases to 10–15 nm (Fig. 5c).

Raising the temperature of thermal treatment in vac-
uum further demonstrated that, after treatment at
750°C, the structures of the annealed films produced in
modes 1 and 2 differ dramatically (Fig. 6). The film
produced by continuous plasmochemical deposition is
polycrystalline and consists of rather coarse (1 µm and
more) crystallites (Fig. 6a). Analysis of electron dif-
fraction patterns shows a predominance of crystallites
with the normal-to-surface orientation of the [111] axis
in polycrystalline silicon films. At the same time, the

808080
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Fig. 4. Concentration profiles of hydrogen strongly bound
with silicon (1) after annealing in the deposition conditions
and (2) after thermal treatment at 450°C for 1h (Ed = 1.9 eV,

D0 = 10–4 cm2 s–1).

1 µm(a) 100 nm(b)

(c) (d)

Fig. 6. TEM images of a-Si:H films produced in modes
(a) 1 and (b) 2 after their thermal treatment at 750°C in vac-
uum; (c, d) electron diffraction patterns of these films.
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film produced with an intermediate annealing in hydro-
gen plasma contains nanocrystallites with a typical size
of 10–15 nm (Fig. 6b). After thermal treatment at
750°C, the content of the crystalline phase becomes
virtually 100% in both cases.

Thus, the average size of crystallites in layered films
after thermal treatment in vacuum at 750°C does not
exceed the thickness of a layer deposited in a single
cycle. This creates novel opportunities for controlling
the size and volume fraction of nanocrystalline Si
inclusions, which can be used in the fabrication of
luminescent films.

4. CONCLUSIONS

(1) Annealing in hydrogen plasma initiates the for-
mation of nanocrystalline inclusions in a-Si:H films,
with their size and concentration depending on the con-
ditions of film growth. Cyclic deposition of films
causes a nonuniform distribution of hydrogen across
the film thickness and stimulates the formation of
nanocrystallites.

(2) Calculations of hydrogen diffusion in a-Si:H
films show that only partial smearing of the layered
structure occurs during thermal treatment at 450°C,
while the nonuniformity of the hydrogen distribution is
retained. The growth of nanocrystallites in layered
structures after thermal treatment at 750°C in a vacuum
is limited by interfaces with increased hydrogen con-
centration, so their average size does not exceed the
thickness of layers deposited in a single cycle.

(3) An intense crystallization of silicon is observed
after the annealing of homogeneous a-Si:H films at
750°C for 30 min; as a result, a polycrystalline structure
is formed, with the crystallite size exceeding 1 µm. The
annealing of layered a-Si:H films in the same condi-
tions raises the volume content of the nanocrystalline
phase to virtually 100%, with an insignificant increase
in the size of crystallites (up to 10–15 nm).
ACKNOWLEDGMENTS

This study was supported by the program of the
Russian Ministry of Education “Fundamental Studies
in the Natural Sciences” (project no. T02-022-1424).

REFERENCES
1. C. Longeaud, J. P. Kleider, P. Roca i Cabarrocas, et al.,

J. Non-Cryst. Solids 227–230, 96 (1998).
2. V. P. Afanas’ev, A. S. Gudovskikh, O. I. Kon’kov, et al.,

Fiz. Tekh. Poluprovodn. (St. Petersburg) 34, 495 (2000)
[Semiconductors 34, 477 (2000)].

3. I. A. Kurova, N. A. Ormont, E. I. Terukov, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 35, 367 (2001)
[Semiconductors 35, 353 (2001)].

4. V. P. Afanas’ev, A. S. Gudovskikh, V. N. Nevedomskiœ,
et al., Fiz. Tekh. Poluprovodn. (St. Petersburg) 36, 238
(2002) [Semiconductors 36, 230 (2002)].

5. X.-N. Liu, S. Njng, L.-C. Wang, et al., J. Appl. Phys. 78,
6193 (1995).

6. T. Toyama, Y. Kotani, A. Shimode, and H. Okamoto,
Mater. Res. Soc. Proc. 557, 469 (1999).

7. T. Itoh, K. Yamamoto, K. Ushikoshi, et al., J. Non-Cryst.
Solids 266–269, 201 (2000).

8. Y. He, C. Yin, G. Cheng, et al., J. Appl. Phys. 75, 797
(1994).

9. V. P. Afanasjev, A. S. Gudovskikh, J. P. Kleider, et al.,
J. Non-Cryst. Solids 299–302, 1070 (2002).

10. V. P. Afanas’ev, A. A. Lyanguzov, and A. P. Sazanov,
Peterb. Zh. Élektron., No. 2, 7 (1995).

11. V. P. Afanas’ev, A. S. Gudovskikh, A. P. Sazanov, et al.,
Izv. Vyssh. Uchebn. Zaved., Mater. Élektron. Tekh.,
No. 4, 29 (1999).

12. P. V. Santos and W. B. Jackson, Phys. Rev. B 46, 4595
(1992).

13. W. B. Jackson and C. C. Tsai, Phys. Rev. B 45, 6564
(1992).

Translated by D. Mashovets
SEMICONDUCTORS      Vol. 38      No. 2      2004



  

Semiconductors, Vol. 38, No. 2, 2004, pp. 225–231. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 2, 2004, pp. 230–236.
Original Russian Text Copyright © 2004 by Markov, Seisyan, Kosobukin.

                                                              

LOW-DIMENSIONAL
SYSTEMS
Spectroscopy of Excitonic Polaritons in Strained 
II–VI Semiconductor Structures with Wide Quantum Wells

S. A. Markov, R. P. Seisyan*, and V. A. Kosobukin
Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, 

St. Petersburg, 194021 Russia
*e-mail: rseis@ffm.pti.spb.su

Submitted May 19, 2003; accepted for publication July 2, 2003

Abstract—Excitonic polaritons in ZnSe/ZnSxSe1 – x quantum wells, whose width exceeds the Bohr radius of
exciton, were investigated. From the reflection and transmission optical spectra measured at 2 K, the spectra of
optical density with several exciton absorption peaks were obtained by excluding the modulating effect of the
Fabry–Perot interference. A method of transfer matrices, which makes allowance for the existence of two exci-
tonic resonances in the quantum well that feature spatial dispersion and have almost identical frequencies, is
developed as applied to exciton–polariton transport in the structures under investigation. Excitons involving
heavy and light holes, whose subbands are split due to the strain emerging because of the lattice mismatch
between constituent semiconductors, were considered as the aforementioned resonances. It is shown that two
series of peaks in the absorption spectra belong to the levels of dimensional quantization of heavy and light
excitons in a wide quantum well. By fitting the theoretical spectra to the experimental spectra, the effective exci-
ton parameters are determined. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The properties of excitons in quantum wells (QWs)
depend heavily on the ratio between the Bohr exciton
radius aB and the well width a. If a u aB, we will refer
to QWs as narrow, and, if aB ! a, we will refer to them
as wide. The quantization of carriers (electrons and/or
holes) that form quasi-two-dimensional excitons is
characteristic of a narrow QW [1]. For a wide QW,
exciton properties remain largely the same as for corre-
sponding bulk semiconductor, but the motion of the
exciton as a whole is quantized [2, 3]. In this case, the
effects of spatial dispersion, which consist in the exist-
ence of additional waves of light and the need to con-
sider additional boundary conditions with allowance
made for exciton polarization, play a substantial role
[3]. The theoretical investigation of excitonic polaritons
in wide QWs (and in thin films [3–5]) started many
years ago [1, 2]. However, the number of experimental
studies remains relatively small. In this context, let us
note the investigation of GaAs-based structures with
a = 150–600 nm [6, 7] or CdTe-based structures with
a = 5–100 nm [8]. For structures with wide QWs based
on II–VI semiconductors, which possess a large strength
of the excitonic oscillator, research on electromagnetic
transport is of great practical relevance. However, this
research has so far been very limited in scale. [8, 9].

The purpose of this study was to investigate experi-
mentally the excitonic polaritons in periodic structures
that contain a small number of wide II–VI QWs. The
reflection and transmission spectra were measured for
ZnSe/ZnSxSe1 – x heterostructures that included several
identical supercells with ZnSe QWs. To interpret the
1063-7826/04/3802- $26.00 © 20225
spectra of the II–VI structures, a variant of the transfer-
matrix method is developed taking into account the
existence of two excitonic resonances with nearly equal
frequencies; each of these resonances has inherent
parameters of spatial dispersion. Based on this theory,
the dispersion relation and optical spectra of
ZnSe/ZnSxSe1 – x structures are calculated. It is shown
that the peaks in the absorption spectra are related to the
dimensional quantization of excitons that involve light
and heavy holes.

2. THEORY

A specific feature of ZnSe, similarly to many other
cubic II–VI semiconductors with a zinc blende struc-
ture, is the existence of twofold degeneracy at the cen-
ter of the Brillouin zone of subbands of heavy (J = 3/2)
and light (J = 1/2) holes [10]. As a result of this, free
excitons involving heavy (h) and light (l) holes should
exist in bulk semiconductors with degenerate hole sub-
bands [11]. It was shown theoretically that, due to split-
ting of the exciton into heavy and light excitons with
allowance made for weak exchange interaction, three
branches of excitonic polaritons emerge in the case of
ZnSe [12, 13]. Their existence was confirmed experi-
mentally [14, 15]. It is important that the existence of
two additional branches of excitonic polaritons call for
the use of two additional boundary conditions [12, 13]
rather than one condition, as usual [3–5].

These specific features of the exciton structure are
important if aB ! a; i.e., they should appear in quite
wide QWs. For strained II–VI heterostructures, the
004 MAIK “Nauka/Interperiodica”
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uniaxial strain, which is caused by the lattice mismatch
between the QW and barrier layers, may be the cause of
exciton splitting [1]. Thus, due to the compression (ten-
sion) of the crystal lattice during the pseudomorphous
growth of the heterostructure, the lattice symmetry var-
ies in strained semiconductor layers. The valence band
is shifted as a whole, the subbands of light and heavy
holes are split at the center of the Brillouin zone, and
the effective masses of electrons and holes vary. It fol-
lows from estimations of the variation in band parame-
ters [16] that the energy of splitting of heavy and light
excitons, which is denoted below as ∆e, is determined
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Fig. 1. ImKp(ω)/(k0 ) and ReKp(ω)/(k0 ) versus

(ω – )/  for bulk exciton polaritons in a semicon-

ductor with two exciton resonances  and  =  +

∆e/" for dimensionless damping parameter Γ/ωLT equal to
(a) 0 and (b) 2/3. Computations were carried out with the

parameters Γ(h) = Γ(l) = Γ,  =  = ωLT, "ωLT =

1.5 meV, M(h) = 0.7m0, M(l) = 0.5m0, and ε0 = 9.1 in for-
mula (1) and ∆e = 3.53"ωLT, which corresponds to ZnSe

with the components of the uniaxial strain exx = eyy = –10–3.
Numbers 1, 2, and 3 indicate the branches p of transverse
excitonic polaritons, and numbers 4 and 5 indicate the
branches of longitudinal excitons. The dispersion relation
for free excitons is represented by dashed lines.
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mainly by the splitting of hole subbands if strains are
small. Since the relative energy positions of subbands
of heavy and light holes depend on the strain sign [10],
∆e may generally be of both signs. The reason is that the
crystal lattice of one of the components of the hetero-
structure is compressed in the growth direction,
whereas the crystal lattice of the other component is
stretched. Henceforth, the strain splitting ∆e, as well as
the parameters of heavy and light excitons, are intro-
duced phenomenologically, and their experimental
determination is one of the purposes of this study.

We will take into account the existence of two elec-
tron resonances, which have almost the same energies,
for each wide QW using the following dielectric func-
tion of the QW material:

(1)

where ω is the frequency, K is the magnitude of the
wave vector, and ε0 is the background permittivity. In
our case, the index of the exciton resonance j takes the
values j = 1 for an exciton with a heavy hole (h) and j = 2
for an exciton with a light hole (l) (usually, only a single
resonance mode is considered [2–7]). For an exciton of

the jth type,  is the resonance frequency,  is the
frequency of the longitudinal–transverse splitting, Γ(j)

is the damping parameter, and M(j) is the translation
mass of the exciton. Taking into account (1), the solu-
tions of equations

(2)

(3)

(k0 = ω/c and c is the speed of light in free space) deter-
mine the dispersion branches Kp(ω) of excitonic polari-
tons in the QW material. Of these branches, three (p =
1, 2, 3) are related to the transverse modes that satisfy
Eq. (2) and two (p = 4, 5) are related to the longitudinal
modes that satisfy Eq. (3). As an example, the disper-

sion branches ReKp/(k0 ) and their damping

ImKp/(k0 ) for the case when the strain-induced

splitting |  – | = |∆e|/" is comparable with 
are shown in Fig. 1. Note that the dispersion branches
were calculated previously with allowance made for the
exchange splitting of this quantity [13]. It is significant
that, in the case of two close exciton resonances, the
number of normal waves of each type at a frequency
specified is greater by unity than the number of normal
waves existing in the case of a single resonance [3–5].
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Let us consider the propagation of excitonic polari-
tons in periodic structures with wide resonance QWs.
For this purpose, we will generalize the transfer-matrix
method [17] to the case of two exciton resonances that
exist in the QW and have nearly equal energies. We will
assume that the monochromatic electromagnetic wave
(polariton) propagates in the heterostructure along its
growth axis z normally to QWs. Within the nth barrier
layer (zn – 1 + a < z < zn) with the permittivity εb, the
electric field of the transverse wave is given by

(4)

where ey is the unit vector of polarization and k =

k0 . Constants appearing in expression (4) for the
field on both sides of the nth QW, which occupies the
region 0 < z – zn – 1 < a, are related to each other by the

transfer matrix :

(5)

Inside the nth wide QW, the electric field is
expressed by the formula

(6)

where  = zn and  = zn + a. The contributions of exci-
tons with the heavy and light holes to the total polariza-
tion field P = P(h) + P(l) that are induced by field (6) have
the form

(7)

Both fields (6) and (7) include transverse modes with
p = 1–3, whose dispersion relation Kp(ω) is determined
by Eq. (2).

In order to find the matrix , electric field (6)
should be matched to the field of type (4) at the bound-
aries of the QW using the Maxwell boundary condi-
tions and additional boundary conditions with allow-

ance made for exciton polarization (7). Two poles 

and  of function (1) exist (three solutions to Eq. (2)).
As a result, one additional Pekar boundary condition
P = 0 for the total polarization is insufficient to define
the constants in expressions (4) and (6). We overcome
this difficulty by representing the total polarization as the
sum of contributions made by two exciton resonances P =
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P(h) + P(l), for each of which we specify its own Pekar
boundary condition:

(8)

Such a generalization of additional boundary condi-
tions, which is the simplest possible generalization in
the case of two exciton resonances (compare [13]), was
previously applied to bulk excitonic polaritons in InP
subjected to uniaxial tensile stress [18].

The transfer matrix obtained from the boundary
conditions is expressed via the coefficients of reflection r
and transmission t of light by a single QW in the fol-
lowing way:

(9)

The form of these coefficients is determined by the
excitonic structure of the QWs. In this case, we have

(10)

where 1 + t = r. Here,

(11)

and each of vectors F and G have three components
(p = 1, 2, 3)

(12)

where εp ≡ ε(ω, Kp). The vector s is determined in terms
of the vector product

(13)

where the components of vectors c(j) are the quantities

 = χ(j)(ω, Kp) that appear in expression (1) and are
calculated for Kp(ω) with p = 1–3; the notation ||v|| =

 (v is an arbitrary vector) is used in the
denominator of expression (13).

Excitonic polaritons propagate through a periodic
structure (a superlattice with the period d = a + b, zn = nd)
that consists of N identical QWs. In the absence of
transfer of an exciton between the wells, the dispersion
relation for the polariton with the wave number q in
terms of transfer matrix (9) has the form cos(qd) =
(Λ11 + Λ22)/2 [17]; hence

(14)
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The quantities Req/k and Imq/k are shown in Fig. 2.

The condition "(  – ) = ∆e > 0 is taken into
account during the calculation. This condition means
that the built-in strain in the samples under investiga-
tion leads to the compression of the ZnSe layers in the
lateral plane. The peaks of the damping parameter
Imq/k correspond to the polaritonic special features in
the Req/k dependence. These special features are asso-
ciated with the energy levels of dimensional quantiza-
tion of excitons in QWs

, (15)

with l = 1, 2, …, which correspond to boundary condi-
tions (8).

ω0
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Fig. 2. (1) Req/k and (2) Imq/k versus (ω – )/  for

excitonic polaritons propagating along the axis of the
ZnSe/ZnSxSe1 – x superlattice, which consists of N = 15 ZnSe
quantum wells of a = 15 nm (d = 30 nm) in width. Calcula-
tions were carried out with the same parameters as for Fig. 1.
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Fig. 3. Experimental layout: (1, 2) lamps, (3) sample,
(4) cryostat, (5) semitransparent plate, (6) crossed slits,
(7) modulator, (8) monochromator, (9) amplifier, (10) pho-
tomultiplier, (11) coupling facility, and (12) computer.
Using expression (9) for the transfer matrix and the
previous results [17], we express the energy coeffi-
cients of reflection and transmission for the structure
consisting of N identical equidistantly positioned QWs
in the following way:

(16)

(17)

where q(ω) is determined by Eq. (14). Based on formu-
las (16) and (17), we define the optical density DN and
the effective absorption coefficient αN of the finite-
length structure by the formula [19]

(18)

Formulas (16)–(18) define the theoretical spectral
quantities that should be compared with the experimen-
tal data.

3. RESULTS AND DISCUSSION

To carry out the experiment, the structures with a
small number N of wide ZnSe QWs and ZnSxSe1 – x bar-
rier layers with equal widths a = b (d = 2a is the
period of the structure) were grown by molecular-beam
epitaxy. The structures were grown on an (001) GaAs
substrate at 295 K. Due to the growth conditions cho-
sen, the quality of QWs in the structures under investi-
gation was fairly high. After the substrate was etched
off chemically, the samples comprised thin films 0.5–
0.8 µm thick. Using samples in a free state enabled us
to avoid stresses other than those induced by the lattice
mismatch between the QWs and barriers. Optical
experiments were carried out for three samples with the
following parameters: (I) a = 15 nm and N = 15, (II) a =
30 nm and N = 9, and (III) a = 60 nm and N = 10.

The experimental layout is shown in Fig. 3. In the
experiment, the reflection and transmission spectra
were measured independently with the normal inci-
dence of light on the film. The light from lamp 1 was
focused on sample 3 in He cryostat 4. After passing
through the sample, the light was collected on crossed
slits 6, which enabled us to select a part of the image.
Then the light passed through modulator 7 and was
focused on the input slit of monochromator 8. From the
output slit of the monochromator, the signal was
directed to photoelectric multiplier 10 with an operat-
ing wavelength range of 300–800 nm. Then, the electri-
cal signal passed through the amplifier and coupling
facility 11 and was fed to computer 12 for processing.
As can be seen from Fig. 3, the reflection spectrum was
recorded from the sample side that was opposite to the
side illuminated during measurements of the reflection
spectrum. After passing through the lens, the light from

RN
r qdN( )sin

t qd N 1–( )( )sin e ikb– qdN( )sin–
-------------------------------------------------------------------------------

2
,=

T N
t qd( )sin
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lamp 2 fell on semitransparent plate 5 and on sample 3
after being reflected from the plate. After being
reflected from the sample, the light again passed
through semitransparent plate 5 and followed the same
path as during measurements of the transmission spec-
tra. The highest signal-to-noise ratio was provided by
the choice of the voltage supplied to the photomulti-
plier and by cooling the latter with the vapor of boiling
liquid nitrogen. The measurements were carried out
with the width of the monochromator slit set at 50–
200 µm, which corresponded to an optical width of a
slit of 0.3–1.0 Å (0.2–0.5 meV). The instrument-related
lineshape had a half-width of 0.2 meV.

The quality of the optical spectra measured was sub-
stantially different for various samples. Figure 4 shows
the most clearly pronounced spectra of reflection R and

2.902.852.802.752.702.652.60
"ω, eV

1

2

1.0

0.8

0.6

0.4

0.2

0

R, T, arb. units

Fig. 4. Spectra of (1) reflection and (2) transmission mea-
sured at T ≈ 2 K for sample I with N = 15 and a = b = 15 nm.
For convenience, the spectra are normalized to unity.
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transmission T measured for normal incidence of light
on sample I and normalized to unity for convenience. In
the resonance region of these spectra, Fabry–Perot
oscillations caused by the finite thickness of the struc-
ture are clearly seen. It should be noted that the inter-
ference peak in the reflection spectrum corresponds to
the interference minimum in the transmission spec-
trum. To obtain a spectrum of optical density (absorp-
tion coefficient) free of the modulation effect of Fabry–
Perot interference, the measured spectra of reflection R
and transmission T were processed. The optical density
was calculated from the formula [20]

2.852.842.832.822.812.80
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Fig. 5. (1) Spectra of optical density D measured at T ≈ 2 K
for sample I with N = 15 and a = b = 15 nm and calculated
dimensionless absorption coefficients (2) αNa for the super-
cell with N = 15 and (3) αa for the single quantum well with
N = 1 and a = 15 nm. The peak positions corresponding to
the levels of dimensional quantization of excitons of heavy
(H1, H2, …) and light (L1, L2, …) holes are indicated.
(19)
D

1 R–( ) 1 Rb–( )– 1 R–( )2 1 Rb–( )2 4RbT2++
2RbT

--------------------------------------------------------------------------------------------------------------------
 
 
 

,ln–=
where Rb = (  – 1)2/(  + 1)2 is the reflectance of
light from a semi-infinite medium with the permittivity εb.

In Fig. 5, curve 1 represents the experimental spec-
trum of optical density calculated from formula (19)
using the spectra shown in Fig. 4. The experimental
spectrum in Fig. 5 is compared with the theoretical
spectrum αNa calculated from formulas (16)–(18) with

εb εb
 the parameters corresponding to sample I (N = 15) and
to a single QW (N = 1). The parameters of excitons of
the ZnSe QW in function (1) were calculated by fitting
theoretical spectrum (18) to experimental spectrum (19)
so that the peak positions coincided and their shape was
similar. The absorption coefficient in Fig. 5, which was
calculated from formula (18), features many peaks,
Fitted values of parameters obtained for the ZnSe/ZnSxSe1 – x sample (N = 15, a = 15 nm)

, eV , eV M(h)/m0 M(l)/m0 , meV , meV "Γ(h), meV "Γ(l), meV

2.8086 2.8242 0.70 0.57 1.8 1.5 1.1 1.7

"ω0
h( )

"ω0
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which belong to the levels of dimensional quantiza-
tion (15) of heavy (H1, H2, …) and light (L1, L2, …)
excitons. The obtained values of fitting parameters of
excitons for sample I are listed in the table. The param-
eters for sample II differ insignificantly, whereas the
structure of spectra for sample III was insufficiently
clear for reliable fitting.

Let us discuss the results listed in the table and cer-
tain relevant estimates. The translation mass obtained
for the heavy exciton M(h) = 0.7m0 is within the range of
magnitudes M(h) found from various optical experi-
ments for the [100] direction in bulk ZnSe [14]. The
translation mass of the light exciton M(l) = 0.57m0 is
somewhat larger than for bulk samples [14]. However,
this mass is close to M(l) = 0.6m0 obtained by Lankes
et al. for a single wide QW [9]. As was already noted,

the energy-band structure with  <  corresponds
to the lateral compression of ZnSe QWs in the hetero-
structures under consideration. Using the model of defor-
mation potential [10], the strain exx = eyy = –2.9 × 10–3 is
found for sample I. This magnitude corresponds to

splitting of valence subbands  –  ≈ –∆e equal to

–15.6 eV and to the shift of the valence band δ  =
13.6 meV. For these experimental parameters for the

exciton Rydberg energy Ry* = Eg + δ   ∆e/2 –

" , we obtain a value of 17.2 meV, which practi-
cally coincides with the value of 17.4 meV known for
bulk excitons [21]. From a linear interpolation between
the band parameters of ZnSe and ZnS [22] for the
ZnSxSe1 – x solid solution, the value x ≈ 0.10 is found for
the samples under investigation. This corresponds to a
lattice constant of 5.65 Å, and the band gap of the bar-
rier layer Eg(ZnSe0.9S0.1) = 2.93 eV. The separate varia-
tion in background permittivities of QWs ε0 and barrier
layers εb showed that the difference between these per-
mittivities is insignificant.

In conclusion, let us discuss the damping parameters
of excitons "Γ(j) from the table, which considerably
exceed the values 0.2 meV [23] or 0.4 meV [15] known
for bulk excitons in ZnSe. According to the table, the

condition  < Γ(l) is satisfied for the light exciton.
This could cast doubt on the existence of a polariton, if
we interpret the value of Γ(l) as a true parameter of exci-
ton damping. For the heavy exciton, the parameters

listed in the table yield  u Γ(h), where

is the critical value of the parameter of dissipative
damping for a bulk exciton; if this value is exceeded,
the effects of spatial dispersion in the propagation of
polaritons vanish [24]. However, our experimental
spectra show that this is not the case: the multipeaked

ω0
h( ) ω0

l( )

Ev
l( ) Ev

h( )

Eg
v

Eg
v +−

ω0
h l,( )

ωLT
l( )

Γ c
h( )

Γ c
h( ) 2ω0

h( ) 2ε0"ωLT
h( )/ M h( )c2( )=
structure observed is caused precisely by the spatial
dispersion and associated quantization (13). These two
contradictions mean that the effective damping param-
eters Γ(j) given in the table are overestimated compared
to the true values. The probable causes of the observed
additional contribution to the width of exciton absorp-
tion lines are the radiation damping of excitons in QWs
whose width is smaller than the wavelength of light,
inhomogeneous broadening of exciton levels due to
exciton potential fluctuations, and so on. A similar situ-
ation was noted for the case when the exciton parame-
ters were determined from the spectrum of surface
excitonic polaritons [15].

4. CONCLUSION

For ZnSe/ZnSxSe1 – x periodic structures, which con-
sist of a small number of identical wide QWs, optical
spectra of reflection and transmission are measured at
2 K. Due to elimination of the modulation caused by
Fabry–Perot interference, optical density spectra with a
multipeaked structure are obtained. To interpret the
spectra of bounded superlattices, the matrix-transfer
method is developed taking into account two exciton
resonances that have almost the same frequencies; each
of these resonances possesses its own spatial disper-
sion. For heterostructures based on II–VI cubic semi-
conductors, such resonance states are the heavy and the
light excitons, which are related to hole subbands. The
latter have a slight strain-induced splitting due to the
lattice mismatch between the semiconductors. Based
on this theory, the series of peaks observed in the
absorption spectra are attributed to the levels of dimen-
sional quantization of motion for both heavy- and light-
hole excitons in wide quantum wells. In the context of
the formalism developed, the effective translation
masses of heavy and light excitons, as well as the
parameters of their longitudinal–transverse splitting
and damping in quantum wells, are determined.
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Abstract—Characteristic features of high-field electron drift in specific semiconductor structures were studied.
In these structures, the drift region with a relatively high resistivity is separated into several nanometer regions
by a corresponding number of low-resistivity inclusions of nanometer length. It is shown that the electron tem-
perature significantly decreases in the low-resistivity regions through which electrons drift, which ensures con-
servation of high electron mobility in the high-resistivity regions. As a result, the well-known effect of reduction
of the electron mobility is suppressed, and it becomes possible to attain relatively high (significantly exceeding
the saturation velocity) effective drift velocities of electrons. © 2004 MAIK “Nauka/Interperiodica”.
1. PRINCIPLE OF LOCAL COOLING

As is well known, the increase in the transconduc-
tance and operating speed of field transistors is one of
the main areas of development of microelectronic tech-
nologies. This goal can be attained by minimizing the
transistor-channel length using all the possibilities of
modern lithography and materials with high carrier
mobility; i.e., by using High Electron Mobility Transis-
tor (HEMT) technology. Modern technology provides
minimum channel length Lg ≈ 0.1–0.2 µm and maxi-
mum electron mobility µ ≈ 105 cm2/(V s) at T = 77 K
and µ ≈ 104 cm2/(V s) at T = 300 K in a 2D electron gas
at the GaAs/AlGaAs interface. With characteristic
operating voltages V . 1V, the limiting frequency fT =

 corresponding to these parameters should

amount to thousands of gigahertz, which would more
than satisfy the requirements for existing and future
transfer- and processing-data systems. However, the
Joule heating of electrons in strong electric fields
(~105 V/cm) in the channel reduces the effective elec-
tron mobility to µ ≈ 102 cm2/(V s) and, hence, the lim-
iting frequency to 150–180 GHz. At first glance, the
fundamental nature of the mobility reduction in strong
fields and the difficulties involved in significantly
reducing the channel length by increasing the lithogra-
phy resolution limit the operating speed of field transis-
tors to values of a few hundred gigahertz.

The above considerations refer to conventional tran-
sistor technology, i.e., to devices with uniform distribu-
tion of the gate parameters along the channel length.
Let us now assume that we can form a number of local
independent regions in the transistor channel with a
higher conductivity (and, accordingly, a higher electron
density n) compared to the average conductivity. In this

µV

2πL2
------------
1063-7826/04/3802- $26.00 © 20232
case, the channel will have the form of a succession of
alternating high- and low-resistivity regions of approx-
imately equal length l (about 20–70 nm). Obviously, as
follows from the current-conservation condition, the
electric field E in the channel of this transistor will
oscillate according to the ratio of electron densities;
i.e., the strong electric field E1 in the high-resistivity
regions alternates with the weak field E2 in the low-
resistivity regions (E1/E2 = n2/n1), as is shown qualita-
tively in Fig. 1. We now consider the specific feature of
the Joule heating of electrons in semiconductors that is
of interest in this context. Specifically, electrons are
heated to the quasi-steady-state temperature T = T0 +
µE2τ0 (T0 is the equilibrium electron temperature) dur-
ing the so-called energy relaxation time τ0 rather than
instantaneously. The energy relaxation time is defined

L Lg

E1

E2

φ

Fig. 1. Distributions of the potential φ and the electric field
E in the channel of a profiled transistor; dashed lines show
the corresponding distributions in a uniform channel.
004 MAIK “Nauka/Interperiodica”
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as the time during which drifting electrons pass the dis-
tance LT = µEτ0. It turns out that, if the electron density
n2 in low-resistivity inclusions is sufficiently high (n2 >
10n1), the following system of inequalities is satisfied:

 > l > . In this case, when electrons pass through
a high-resistivity region, they do not have enough time
to be heated to the high quasi-steady-state temperature

µ τ0 corresponding to the strong field E1 ≈ 2V/L.
Thus, the drifting electrons acquire only a fairly low
portion of thermal energy equal to 2V/5ν, where ν is the
number of low-resistivity regions in the profiled chan-
nel under consideration. At the same time, when pass-
ing through a low-resistivity region, electrons have
enough time to be cooled to low quasi-steady-state tem-

perature T0 + µ τ0, which only slightly exceeds the
equilibrium temperature T0. Thus, the motion of elec-
trons in a profiled channel with a strongly oscillating
electric field will be characterized by the relatively low
average electron temperature

with small (~V/5ν) oscillations (Fig. 2). This circum-
stance ensures conservation of high electron mobility
throughout the channel length, and, hence, a high average
velocity of the peculiar electron drift with intermediate
cooling of carriers along their path. The average velocity
of this drift may significantly exceed the so-called satura-
tion velocity Vs ≈ 107 cm/s. It is precisely this phenomenon
that is referred to in the title of this paper.

2. SIMULATION OF THE CHARACTERISTICS 
OF A MOS TRANSISTOR 

WITH A SECTIONED CHANNEL

In the previous section, we formulated the basic
concept of the possibility of significantly increasing the
transconductance and operating speed of a field transis-
tor by sectioning its channel with low-resistivity local
inclusions, providing an efficient cooling of electrons
and the corresponding increase in their mobility and
drift velocity. The quantitative estimates of the advan-
tages of the proposed structural modification of the
transistor channel reported in [1] were based on the
quasi-hydrodynamic (thermal) model of electron drift
[2] disregarding the thermal relaxation and the thermal
electron current. Nevertheless, these estimates reveal
the main feature of the so-called overshoot effect [3].
The above consideration was restricted to the case of a
constant average electric field, and only the ratio of the
maximum and minimum electric fields sufficient for
efficient cooling of carriers in low-resistivity regions
was analyzed. However, it is well known [4] that, in the
operating modes close to saturation, an electric field in
the channel of a MOS transistor is strongly inhomoge-
neous (increases from the source to the drain). Basi-
cally, the average electric field in the structure sec-

LT1
LT2

E1
2

E2
2

T T0 µE2
2τ0

V
5ν
------+ +=
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tioned by low-resistivity inclusions should have the
same degree of inhomogeneity. In this section, we
present a mathematical model for adequate calculation
of the current–voltage (I–V) characteristics of a sec-
tioned transistor, which takes into account the noted
spatial inhomogeneity of the average field and provides
corresponding test calculations of the I–V characteris-
tics. These calculations demonstrate the advantages of
the proposed sectioned structure, which include a high
average carrier velocity in the transistor channel and a
high transconductance.

We will consider a hypothetical transistor structure
(Fig. 3) whose channel is separated into N parts by spe-
cific low-resistivity regions formed by corresponding
local doping. The local-doping level and, accordingly,
the conductivity of the doped regions are assumed to be
quite high. In this case, we can disregard the voltage
drop across these regions and assume that the electrons
emerging from these regions are completely cooled
(i.e., cooled to the equilibrium temperature). We then
use the classical concepts of the electron drift in the
channel of a MOS transistor [4] in the form

(1)IL C0 µ VG φ–( ) φ,d

0

VD

∫=

T

Lg

µ

2eφ/5

T0

Fig. 2. Distributions of the electron temperature T and the
mobility µ in a profiled transistor.

L

DrainSource

Fig. 3. Schematic representation of the gate region of a sec-
tioned-channel MOS transistor.
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where VD is the drain potential, and the ultraquasi-
hydrodynamic dependence of the mobility on the
potential (proposed by us in [2])

(2)

where φ0 = 5T0/2 ≈ 0.065 V in the simplest case. On the
basis of (1) and (2), the following equation for each
high-resistivity region of the channel can be derived:

(3)

Here, as usual, I is the current density per unit channel
width; C0 and µ0 are the specific capacitance of the
oxide and the initial (weak-field) mobility, respectively;
VG is the gate voltage counted from the threshold value;
li is the length of the ith high-resistivity section; Vi – 1
and Vi are the potentials at the boundaries of the ith sec-
tion; and i = {1…n}. The boundary conditions for this
system of n equations are as follows: the potential at the
beginning of the first section is equal to the source
potential, i.e., to zero (V0 = 0), and the potential at the
end of the last section is equal to the drain potential
(Vn = VD).

We developed a very simple algorithm to succes-
sively solve system of equations (3), which consists in
the following. For a certain value of the current I, the
numerical integration of the first equation (i = 1) yields
the value of V1 that enters the second equation as a
parameter. The solution to the second equation yields V2,
and so on up to Vn = VD. Carrying out similar calcula-

µ µ φ( )≡
µ0

1 φ
φ0
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------------ φ0
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Fig. 4. Current–voltage characteristics of a sectioned
(solid lines) and conventional (dashed lines) transistors.
The gate voltage VG = (1, 1') 2, (2, 2') 4, (3, 3') 6, (4, 4') 8,
and (5, 5') 10 V.
tions for the corresponding sequence of currents, we
can plot the sought current–voltage characteristic I =
I(VG, VD).

The corresponding test calculation was performed
for a typical transistor structure with a channel of length
L = 0.95 µm divided into ten high-resistivity sections of
length li = 50 nm by nine low-resistivity inclusions of
the same size. The specific capacitance was assumed to
be equal to 3.5 × 10–7 F/cm, which corresponds to an
oxide thickness of 10 nm. The initial mobility µ0 was
assumed to be equal to 700 cm2/(V s), which is a typical
value for an n-type inversion layer in Si (φ0 = 0.2 V cor-
responds to this value of µ0). In this case, Eq. (3)
acquires the form

(4)

where i = {1…n}, the dimension of I is A/mm, and the
voltage and potential are measured, as usual, in volts.
The results of the numerical solution of system (4) for
the characteristic values of the gate voltage VG = 2–10 V
are shown in Fig. 4. For comparison, the calculated
I−V characteristics of a conventional MOS transistor
with a uniform channel of the same length (0.95 µm),
which correspond to the equation

(5)

are shown by the dashed lines in Fig. 4. It can be seen
that the current in a transistor with a sectioned channel
significantly exceeds the current in a conventional
structure. Figure 5 shows the dependences of the
transconductance on the gate voltage,

which demonstrates the extremely high transconduc-
tance of a structure with a sectioned channel compared
to a conventional transistor with a uniform channel.

3. ANALYSIS OF THE RESULTS 
AND THE LIMITING POSSIBILITIES 

OF SECTIONING

We now return to the initial system of equations (3)
in order to solve it analytically with corresponding sim-
plifications and derive the corresponding formula,
which will make it easier to understand and qualita-
tively analyze the features of high-field electron drift in
a spatially inhomogeneous structure with low-resistiv-
ity sections.

I 5
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For this purpose, we will use the current-conserva-
tion equation corresponding to expression (1)

(6)

as the initial equation. Let us replace the variable (φ – Vi – 1)
under the root sign in (6) with its quantitative estimate
α(Vi – Vi – 1), where α is a fitting coefficient of about
1/2. The quantity α(Vi – Vi – 1) corresponds to the aver-
age electron temperature in the ith high-resistivity
region and, therefore, to the averaged local mobility

(7)

Then, assuming that the electric field dφ/dx only
weakly changes within one high-resistivity region, we
will replace Vi – Vi – 1 in expressions (6) and (7) with

:

(8)

After this procedure, expressions (6) and (8) are trans-
formed into 

(9)

where Ei = . 

If we assume that the active high-resistivity regions
have the same length li = l0 ≈ 50 nm, the only thing to
do is to integrate (9) over φ from 0 to VD and over x from
0 to Nl0. One can easily see that expression (9) can be
integrated in quadratures, but, in this case, the general
expression containing hyperbolic functions is too awk-
ward to be used in subsequent qualitative analysis.
Hence, instead of integrating, we will first write out the
asymptotic solutions to (9) corresponding to two limit-
ing cases.

(1) For low currents,

(10)

which coincides with the well-known expression from
the theory of the ideal MOS transistor.
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(2) For high currents,

(11)

Matching solutions (10) and (11) according to the less-
than-least rule, we obtain the resulting approximate
expression for the current–voltage characteristic

(12)

where the evident relation 2Nl0 = L is used; L is the
lithographic channel length (from source to drain).

The shape of the current–voltage curves corre-
sponding to Eq. (12) is similar to that of the relevant
dependences obtained by numerical integration (see
Fig. 6); in this case, the quantitative correspondence is
obtained at a quite realistic value of the fitting parame-
ter α ≈ 0.63.

The value of the approximate formula (12) derived
here for the current–voltage characteristic of a sec-
tioned transistor lies in the fact that this formula makes
it significantly easier to interpret the physical interpre-
tation of the effect under consideration, specifically, the
ultrafast electron drift. Formula (12) clearly demon-
strates that cooling in low-resistivity regions signifi-
cantly (by a factor of N) reduces the “heating” poten-
tial: VD  VD/N, which, respectively, expands the ini-
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tial portion of the characteristics responsible for the
initial weak-field mobility µ0 and reduces the decrease
in µ0 due to the heating at higher voltages by a factor

of . For the case under consideration, this effect
leads to values of the effective drift velocity of about
5 × 107 cm/s, which are almost five times greater than
the saturation velocity in n-type inversion layers of con-
ventional MOS transistors. Formula (12) also shows
that the effective reduction (by a factor of 2 in our case)
of the “electric” channel length (which, accordingly,
doubles the value of the drawing electric field) plays a
no less important role in the acceleration of electrons.
In addition, formula (12) makes it possible to estimate

N
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Fig. 6. Comparison of the current–voltage characteristics
obtained by numerical analysis (dashed lines) and by using
approximation (12) (solid lines). Designations 1–5 are the
same as in Fig. 4.
easily the characteristic number of sections N ≈ αVD/φ0
at which the decrease in the mobility due to heating of
the electric field is suppressed almost completely. In
this case, the I–V characteristic of the sectioned transis-
tor under study transforms into the I–V characteristic of
an ideal transistor with a halved channel length. It is
clear that a further increase in N will not significantly
improve the obtained ideal curve with extremely high
transconductance. Obviously, high values of transcon-
ductance suggest high operating speeds.

4. CONCLUSION

In our opinion, the results of this study clearly and
convincingly demonstrate the advantages of the highly
promising concept that we have proposed. These results
should stimulate the search for specific technical solu-
tions for the practical implementation of the proposed
concept.
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Abstract—Results of an experimental study of SiC p–i–n diodes in a switch for the 3-cm range were studied
in a slot line. The isolation ensured by the switch was found to be 18.5–23 dB at a control current of 100 mA.
Comparative estimates of the series resistance of Si and SiC p–i–n diodes at 10 GHz and of their low-frequency
differential resistance were made. © 2004 MAIK “Nauka/Interperiodica”.
It is known that, owing to its unique electrical
parameters, silicon carbide is a promising material for
power electronics [1]. However, the still high density of
defects in epitaxial SiC structures is delaying the begin-
ning of industrial manufacture of high-current devices
from this material. At the same time, microwave
devices, which have small geometrical dimensions,
exhibit characteristics close to those predicted theoreti-
cally, and this circumstance has led to the swift devel-
opment of SiC-based microwave devices.

In this study, the operation of a switch based on a
SiC p–i–n diode was for the first time analyzed at fre-
quencies of ~10 GHz. 4H-SiC p–i–n diode chips with
mesa structures 60, 80, and 100 µm in diameter were
soldered onto a 0.6 × 0.8 × 2 mm3 gold-plated copper
holder. The technology of chip fabrication was
described in detail in [2].

The study was carried out in a specially designed
measuring chamber based on a slot line at microwave
frequencies f = 9–10 GHz (3-cm range). The character-
istic impedance of the line at the place of diode inser-
tion into the microwave transmission line was 95 Ω. An
additional capacitor was connected in series with the
diode. Its capacitance was chosen in such a way that it
ensured a series resonance in the frequency range f = 9–
10 GHz. Since the reactances cancel out at the reso-
nance frequency, the slot line is actually shunted by the
low resistance of the forward-biased diode. In this case,
the shunting loss resistance of the diode can be found
from the known relation [3, 4]

where Lf is the isolation; W, the characteristic imped-
ance of the transmission line; and Rg, the loss resistance
of the forward-biased diode at microwave frequencies.

Figure 1 shows how the loss resistance of the diode
at microwave frequencies Rg depends on the control
current for four SiC avalanche transit-time diode chips

L f 1 W
2Rg

---------+ 
  2

,=
1063-7826/04/3802- $26.00 © 20237
(sample nos. 8, 16, 18, and 21) and a commercial sili-
con p–i–n diode for the 3-cm range. It can be seen that
the loss resistance of forward-biased SiC diodes (If =
100 mA) is approximately two times that for the silicon
p–i–n diode. It is worth noting the weak dependence of
the loss resistance on the control current. For example,
with a control current varying from 1 to 100 mA (by
two orders of magnitude), the loss resistance Rg
changes by approximately a factor of 3 (from 5.4 to
1.7 Ω for the silicon p–i–n diode and from 8.6 to 3.6 Ω
for the SiC avalanche transit-time diodes).

It follows from the data presented that the loss resis-
tance of SiC p–i–n diodes at microwave frequencies is
within 3.6–6.4 Ω at a current of 100 mA and 5–8.6 Ω
at 1 mA.

Figure 2 shows for the same diodes the dependences
of the differential resistance Rd at low frequency on for-
ward current. It can be seen that the low-frequency dif-
ferential resistance is approximately half the loss resis-
tance of the diodes at microwave frequencies of 9–

1
2
3
4
5

10

8

6

4

2

0
1 10 100

If, mA
1000

Rg, Ω

Fig. 1. Loss resistance of diodes at microwave frequencies
vs. forward current. SiC diode nos.: (1) 8, (2) 16, (3) 18, and
(4) 21; (5) Si p–i–n diode; the same for Fig. 2.
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10 GHz, which agrees with the known data [5]. It is
noteworthy that, with a current varying from 1 to
100 mA (by two orders of magnitude), the differential
resistance at low frequency changes by a factor of 30,
and the loss resistance at microwave frequencies, by
only a factor of 3.

The table lists the results of measurements of the
isolation ensured by the switch at a resonance fre-
quency of 9.6 GHz, with SiC p–i–n diodes and a com-
mercial silicon p–i–n diode used as switching elements.

It follows from the data presented that a switch
based on a commercial silicon p–i–n diode ensures
much higher isolation (28.6 dB), which is due to its
lower series loss resistance.

The problem of the insertion loss of the switch (loss
in the unactuated state) was disregarded, since the
structure capacitance of the SiC diodes under study was
absolutely unacceptable for the 3-cm range (several
picofarads), which led to high insertion loss (3 to 10 dB).

100

1

0.1
1 10 100

If, mA
1000

Rg, Ω

10

1
2
3
4
5

Fig. 2. Low-frequency differential resistance of diodes vs.
forward current. Sample numbers of SiC diodes: (1) 8,
(2) 16, (3) 18, and (4) 21; (5) corresponds to a Si p–i–n diode.

Measured isolation losses

Sam-
ples

SiC p–i–n diodes Si p–i–n 
diodes8 16 17 18 20 21

Lf, dB 20.4 22.3 18.5 23.0 19.7 20.6 28.6

Note: If = 100 mA, f = 9.5 GHz.
It should be noted for comparison that a switch based
on a commercial silicon p–i–n diode with a structure
capacitance of 0.2 pF is characterized by a loss of
0.5 dB, i.e., is an order of magnitude lower.

The results obtained in the study of SiC p–i–n
diodes at microwave frequencies led to the following
conclusions.

(1) The loss resistance of the SiC diodes studied at
frequencies of 9–10 GHz is 2–3.5 times that for a com-
mercial Si p–i–n diode intended for operation in the
same frequency range.

(2) The values obtained for the series loss resistance
of SiC diodes make it possible to develop on the basis
of a slot line a switch for the 9- to 10-GHz range, with
an isolation of 18.5–23 dB, whereas a switch based on
the silicon p–i–n diode considered above ensures much
higher isolation (28.6 dB) in the same frequency range.

(3) On the whole, the possibility of using SiC p–i–n
diodes as microwave switches was demonstrated for the
first time. These devices have advantages over Si-based
devices because of their higher working temperatures
and better radiation hardness. However, to create a
switch based on SiC p–i–n diodes, which would ensure
the same isolation as that in Si diodes, it is necessary to
make the differential resistance of the SiC diodes a fac-
tor of 2–3 lower.

This study was supported by INTAS (project 01-603)
and NATO (project SfP-978011).
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Abstract—Nonlinear generation of the difference mode in an injection semiconductor laser is studied.
A design of laser based on an InGaAs–GaAs–InGaP heterostructure is suggested; this design provides for the
presence of two modes in 1 µm region and the initiation of the difference plasma mode in the ranges 15–35 and
45–80 µm. It is shown that the power of the difference mode generated by 10-W short-wavelength modes in a
100-µm-wide waveguide at room temperature can be ~1 µW. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Semiconductor lasers operating in the medium and
far-infrared (IR) regions attract considerable interest in
view of their high potential in the field of communica-
tions, gas analysis, and spectroscopy applications. Cas-
cade medium-IR lasers capable of room-temperature
operation have been successfully implemented [1],
while the generation of far-IR lasers based on cascade
structures has been achieved only at cryogenic temper-
atures [2]. The operation range of far-IR lasers based on
a p-Ge structure [3, 4] is also restricted to cryogenic
temperatures. An alternative approach to obtaining
medium- and far-IR radiation, which may provide
room-temperature lasing, is to make use of nonlinear
effects. For example, the difference mode can be gener-
ated in a two-mode short-wavelength laser by using the
electronic nonlinearity in a three-level quantum well
(QW) [5] or the nonlinear properties of a semiconduc-
tor material of the active region [6].

In order to attain effective nonlinear generation, the
phase-matching condition should be satisfied, which
presents a difficulty in a medium with normal disper-
sion of the refractive index, since the phase velocity of
the nonlinear polarization wave is lower than that of the
difference mode. According to [6], the phase-matching
condition can be met by using the fundamental short-
wavelength mode ω1 and a side mode with ω2 > ω1. In
this case, the interaction between 10-W high-frequency
(of ~1 µm) modes induces the difference mode at
~10 µm with a power of 100 µW for the absorption
coefficient ~10 cm–1. However, for longer wavelengths,
the difference mode is less compactly localized in the
vicinity of the active region and the conversion effi-
ciency is lower.
1063-7826/04/3802- $26.00 © 20239
One minor shortcoming of the method suggested
in [6] is the small factor of overlap between the nonlin-
ear polarization wave at the difference frequency and
the waveguide mode being excited. This smallness is
due to two reasons. First, the nonlinear polarization at
the difference frequency is proportional to the product
of the near orthogonal modes, and this fact changes the
polarization sign in the direction across the layers at the
scale of the high-frequency width of the waveguide
layer. Second, the spatial period of changes in the dif-
ference mode in this direction considerably exceeds
that in the polarization wave. Furthermore, the parame-
ters of the dielectric waveguide suggested in [6] are
very sensitive to the configuration of the structure, so
that even a small variation in the thickness of layers
may decrease the output power by several orders of
magnitude. The latter circumstance stems from the fact
that, in such a waveguide, the phase-matching condi-
tion is met for a single separate mode only.

In this study, we suggest meeting the phase-match-
ing condition using an alternative method based on the
properties of the long-wavelength plasmon waves in
doped semiconductor crystals. An advantage of this
method is that the phase velocity of the difference fre-
quency wave can be readily controlled by varying the
permittivity, which is attained by doping. The second
advantage is that the low-frequency difference mode is
generated by two fundamental high-frequency modes,
ω1 and ω2, and the overlap factor for the difference
mode is not small (the high-frequency modes are not
orthogonal). The third benefit of the method suggested
is the possibility of realizing a situation where the
phase-matching condition is met for a number of adja-
cent modes. In this case, the power is a slowly varying
function of frequency and the output power is not very
004 MAIK “Nauka/Interperiodica”
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sensitive to variations in the structure parameters. The
results of our calculations indicate that, under the
phase-matching condition and at the high-frequency
modes generated with a power of 10 W in a 1-µm
region, the difference mode can be generated with a
power of ~1 µW in the ranges 15–35 and 45–80 µm in
lasers with a 100-µm-wide waveguide.

2. RETARDATION OF MODES 
IN A PLASMA WAVEGUIDE

Plasmon modes exist at the interface between media
with permittivities εa and εb of opposite signs. In the
simplest case of the material contact, the propagation
constant of the difference mode ω = ω2 – ω1 is defined
by [7]

(1)

To retard the mode, i.e., to make k appreciably higher
than the propagation constant in material a, ka =

ω/c, requires the permittivity εb to be comparable
in absolute value to εa. Therefore, no metal can be used
as a medium with negative permittivity, since |εb| @ 1
and k ≈ ka in this case.

By appropriate doping of semiconductors, one can
obtain a material with negative permittivity of a given
magnitude in the IR spectral region. A simple estimate
of the contribution of the plasma of free carriers and
optical phonons to the permittivity is provided by the
Drude formula, which is applicable both to n- and
p-type semiconductor materials [8–10]:

(2)

where ε0 and ε∞ are the low- and the high-frequency
permittivities of undoped semiconductor material, ωTO

is the transverse optical-phonon frequency, Γ is the fac-
tor of the phonon-induced attenuation of the wave, γ =
q/m*µ is the factor of wave attenuation due to the free-

carrier absorption,  = 4πnq2/m*ε∞ is the squared
plasma frequency, n and m* are the density and the
effective mass of the charge carriers, and q is the ele-
mentary charge. The values of Γ and ωTO were taken
from review [8], and the value of γ was determined
from the data on the mobility as a function of the dopant
concentration [11]. The absorption spectrum calculated
on the basis of formula (2) is in good agreement with
the experimental dependences [8] with the exception of
multiphoton effects, which have only a slight influence
on the absorption.
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3. CALCULATION OF THE DIFFERENCE 
MODE POWER

In the case when the laser structure is grown on a
(001)-plane substrate and the high-frequency modes
have TE polarization, the nonlinear polarization in
GaAs is normal to the plane of layers and the TM mode
is generated at the difference frequency [6]. The coor-
dinate dependence of the magnetic field strength in the
thus generated wave Hy can be determined from the
equation

(3)

Here, the z axis is directed along the crystallographic
direction [001] and ε(2) is the nonlinear susceptibility.
The coordinate dependences of the electric field ampli-
tudes in high-frequency modes A1 and A2, as well as the
difference between their propagation constants kx = k2 – k1,
are determined by solving the wave equation with a
particular refractive-index profile. The electric field
component of the difference mode Ez and its power P
are defined by expressions

(4)

and

(5)

where Ly is the width of the laser-diode stripe contact.
The table lists the parameters of the InGaAs–GaAs–

InGaP heterostructure. In order to generate short-wave-
length modes by two spectrally spaced wavelengths,
the active region should include InGaAs–GaAs QWs of
two types. The waveguide for short-wavelength radiation
is formed by sandwiching the narrow-gap GaAs between
the wide-gap InGAP emitter layers with a lower refrac-
tive index. The following expressions for the refractive
indices of GaAs [11] and InGaP were used:

(6)

The heavily doped GaAs layer, which forms the plasma
waveguide for the difference mode, also serves as a
contact n-type layer to the structure grown on semi-
insulating gallium arsenide.

The effective refractive index of the difference
polarization wave neff = (k2x – k1x)/(ω2 – ω1) is defined
by the “high-frequency” structure of the laser and is
almost independent of the plasma waveguide design.
According to Fig. 1, the effective refractive index
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Characteristics of heterostructure layers

No. of layer Material Thickness of the 
layer, µm

Doping Mobility,
cm2/(V s)type concentration, cm–3

1 Au 1 – – –

2 GaAs 0.1 p 1 × 1018 156

3 InGaP 0.6 p 5 × 1016 64

4 GaAs, 2 QWs 0.8 n 3 × 1016 6556

5 InGaP 0.6 n 5 × 1016 755

6 GaAs 2 n 5 × 1018 2917

7 GaAs – n 5 × 1016 6111
shows a weak linear dependence on the photon energy
of the plasma wave and is approximately equal to the
group refractive index of the high-frequency modes.

We calculate the medium- and far-IR permittivity of
InGaP under the assumption that half the TO phonons
in the solid solution are taken such as they are in InP
and the other half, as in GaP; i.e., we disregarded the
variations in interatomic distances compared to those in
the binary InP and GaP compounds. The total permit-
tivity was calculated as the average of those for InP and
GaP. In reality, the material of solid solution is inhomo-
geneous: it consists of ordered and unordered phases in
which even the band-gap widths are considerably dif-
ferent. We failed to find any references to studies on
refractive index in this context.

It should be noted that, in order to reduce the losses,
the concentration of dopant was lower than usual. The
resulting large valence-band offset in the InGaP–GaAs
system gives rise to a potential barrier to holes and,
thus, inhibits the injection of carriers into the active
region. This circumstance causes the formation of a
3-nm-thick layer enriched with holes with a typical
concentration of 4 × 1013 cm–2 at the heterojunction.
However, estimates show that this layer makes no sig-

1
2
3

4.4

4.3

4.2

4.1

0.05 0.10 0.15 0.20

neff

"ω, eV

Fig. 1. The effective refractive index for the difference
polarization wave vs. the photon energy for the GaAs cen-
tral-layer thickness of (1) 0.2, (2) 0.5, and (3) 1 µm. The high-
frequency mode with longest wavelength λ1 = 1 µm is fixed.
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nificant contribution to the absorption and the effective
refractive index for the plasma modes and, hence, can
be disregarded in the following calculation.

The calculated difference-mode power is shown in
Fig. 2. The spectral dependence of power features a
number of resonance peaks. With the exception of the
peak with the shortest wavelength, all peaks are related
to the anomalous-dispersion regions that are present in
InP and GaAs. As the doping level of the plasma
waveguide increases, the resonances shift to shorter
wavelengths. Despite the fact that only two fundamen-
tal short-wavelength modes are required to obtain non-
linear polarization, the resulting powers turn out to be
an order of magnitude lower than those attained in the
10-µm region in [6]. This fact is attributed to an apprecia-
ble increase in the free-carrier absorption as one proceeds
to the far IR spectral region: for example, even in a lightly
doped semiconductor, losses at a wavelength of 50 µm are
more than 20 times higher than those at 10 µm.
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Fig. 2. The difference mode power vs. the wavelength in
heterostructures with different parameters: (1) in accor-
dance with the table, (2) the electron concentration in layer 6
is n = 2 × 1019 cm–3, (3) the electron concentration in layer 7

is n = 1 × 1014 cm–3 and layer 6 is 0.8-µm-thick.  =

1.7 × 10–8 cm/V, Ly = 100 µm, and λ1 = 1 µm.
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Because of the high absorption coefficients, the res-
onance peak in the surface-wave power spectrum is
fairly broad. Specifically, in a structure with the param-
eters listed in the table, the surface-wave power
decreases only by half within the wavelength range 50–
70 µm. This means that the output power only slightly
depends on the parameters of the system in a wide
range of values.

On the one hand, the phonon absorption exerts a det-
rimental effect in the range ~40 µm inducing a dip in
the generation power. On the other hand, due to the
anomalous dispersion in the long-wavelength region
adjacent to the peak of the photon absorption, the
refractive index is considerably increased as compared
to its high-frequency value. As a result, the velocity
required for phase matching is attained even at a
smaller fraction of the wave located in the heavily
doped material (Fig. 3), which leads to a certain reduc-
tion of the effective mode loss factor and increases the
lasing power.

Furthermore, by using a semi-insulating substrate
instead of the doped one and increasing, by appropriate
choice of the parameters, the fraction of IR radiation

20
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z, µm
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Re(n)

Im(n)
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Fig. 3. (a) Spatial profiles of the absolute value of the mag-
netic field strength in the difference mode generated at
(1) 20 and (2) 58 µm (the amplitude of high-frequency
modes is shown in arbitrary units by dashed line); (b) the
real and imaginary parts of the refractive index n at the
wavelength 58 µm (the layers are numbered in accordance
with the table data).
propagating in the substrate, one can reduce the effec-
tive mode loss and raise the peak power of generation
to 4.5 µW (Fig. 2). At the same time, the resonance
shifts to the shorter wavelengths (~48 µm) and the gen-
eration peak narrows substantially.

CONCLUSION
The suggested design of semiconductor injection

laser provides for the output power of ~1 µW in the far-
IR region at room temperature. Only the fundamental
short-wavelength modes in a 1-µm range are used to
obtain nonlinear polarization. The phase-matching con-
dition is met due to the slowing down of the long-wave-
length IR radiation in a plasma waveguide. The gener-
ation power is only slightly dependent on the system
parameters in a wide range of their values.
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PERSONALIA

   
Vitaliœ Ivanovich Stafeev 
(on his 75th birthday)
Vitaliœ Ivanovich Stafeev was 75 on his last birthday
(January 1, 2004); in addition, 50 years have passed
since the beginning of his scientific, teaching, and orga-
nizational activity. Stafeev is a prominent scientist, pro-
fessor, doctor of science (physics and mathematics),
honored scientist of the Russian Federation, and recip-
ient of State Prizes of the USSR and a State Prize of the
Russian Federation. He has made an outstanding con-
tribution to the development of semiconductor physics,
semiconductor electronics, microelectronics, and pho-
toelectronics.

Stafeev was born January 1, 1929. After graduating
in 1952 from the physicomathematical faculty of
Kazakh State University in Alma-Ata, he was assigned
to the Ioffe Physicotechnical Institute of the USSR
Academy of Sciences and worked there until 1964. In
1964, he was appointed the director of the Research
Institute of Physical Problems. In 1969, he transferred
to the Research Institute of Applied Physics (now, the
State Scientific Center NPO Orion) and still works
there at present.

Stafeev is a founder of a scientific school. His pupils
include more than 20 doctors of science and several
dozen candidates of science. He is an author of more
than ten monographs and of several hundred scientific
papers and inventions. His most important achieve-
ments include the following:

(i) Theoretical and experimental studies of long-
base diodes. These studies led to the discovery of mech-
anisms of internal amplification of signals and to the
development of internationally recognized new devices,
e.g., magnetodiodes, injection-based photodetectors,
and diodes with S-type characteristics.

(ii) Studies of properties of hot charge carriers in
semiconductors. These studies led to the development
of lasers operating in the far-infrared region of the spec-
trum and fast-acting modulators of infrared radiation.

(iii) Development and investigation of photodetec-
tors, including injection-based photodiodes for the
ultraviolet region of the spectrum on the basis of III–V
compounds.

(iv) Development and investigation of semiconduc-
tor analogues of neurons and the circuit and system
engineering based on these analogues. These studies
were performed before similar publications dealing
with neuron networks appeared in foreign journals.
26/04/3802- $26.00 © 20243
(v) Studies of molecular films (the Langmuir–
Blodgett films) and of the feasibility of using these
films in microelectronic devices.

(vi) Research in the field of phase transitions and
nucleation of condensed phases (including biological
media).

(vii) Prediction and discovery of a new physical
phenomenon (i.e., injection-related heat transport in
structures with p–n junctions) and the use of this phe-
nomenon in a novel class of semiconductor-based cool-
ing devices.

(viii) Initiation and management of research and
development in the field of narrow-gap semiconductors
in the Soviet Union: organization of research and
advanced development; organization of All-Union spe-
cial symposia, workshops, and schools; and foundation
of an affiliated branch of the Research Institute of
Applied Physics in Baku (now, the Institute of Photo-
electronics, Academy of Sciences of Azerbaijan).

The following scientific achievements of Stafeev
were awarded State Prizes:

(I) Development of technology and organization of
production of both the new microphotoelectronic semi-
conductor CdHgTe and photodetectors (including pho-
todetector arrays) based on this compound and
designed for operation in the 3–5 and 8–12 µm spectral
regions for modern thermal-imaging systems (2000).

(II) Development of the scientific basis and technol-
ogy and also organization of commercial production of
magnetoresistve sensors (1982).

(III) Discovery and investigation of a new class of
materials, specifically, zero-gap semiconductors
(1976).

Stafeev was awarded a medal “for devoted work”
for his scientific activity that was related to the first
nuclear submarine (1958–1959) and initiated the devel-
opment of high-power semiconductor electronics in the
Soviet Union.

He was awarded a Lebedev medal for outstanding
achievements in the field of applied physical optics.

Stafeev made an outstanding contribution to the
foundation of the Research Center for Microelectronics
at Zelenograd. He was a founder and the first director
of the Research Institute for Physical Problems; the
chairman of Interdepartmental Coordination Council
004 MAIK “Nauka/Interperiodica”
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on Microelectronics; an initiator of the publication of
Mikroélektronika, a collection of scientific and techni-
cal papers; an organizer and the editor-in-chief of the
22nd series of the journal Voprosy Oboronnoœ Tekhniki,
Mikroélektronika (Issues in Military Technology,
Microelectronics); a founder and the first head of the
basic microelectronics department at the Moscow
Physicotechnical Institute; and the chairman of the
Microelectronics Section in the Council for Semicon-
ductor Physics at the Presidium of the Academy of Sci-
ences of the Soviet Union.

Stafeev was a member of the council of experts on
the Committee for the Lenin and State Prizes of the
Soviet Union, a member of the council of experts on the
Supreme Attestation Commission, and a member of the
editorial boards of the journals Fizika i Tekhnika Polu-
provodnikov and Radiotekhnika i Élektronika.

Academician Zh.I. Alferov

Professor L.E. Vorob’ev

Editorial board of the journal
Fizika i Tekhnika Poluprovodnikov

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 38      No. 2      2004
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