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A method is proposed for constructing the separation phase diagrakesfHe solid solutions

on the basis of precision measurement of the pressure jump due to phase separation at
constant volume. The technique is implemented on high-quantity samples of the solid solutions,
making it possible to obtain reliable and reproducible experimental data with no appreciable
manifestation of hysteresis effects. The line of phase separation constructed from the experimental
data is compared with the results of various theoretical approaches describing phase
separation in solid solutions of helium isotopic mixtures. It is found that good agreement with
experiment is observed only for the Edwards—Balibar model, which is an extension of

the theory of regular solutions to take into account the differences of the crystal strugtcpes

and bcg of the phases existing in the system. Z00 American Institute of Physics.
[S1063-777X00)00112-7

1. INTRODUCTION lium, to their isotopic mixture. In that approach the excess

o ) ) . free energy of a mixture is a more complicated function of
The first information about the line of phase separation.qncentration than i):

of *He—*He solid solutions was obtained back in 1962, si-

multaneously with the observation of this first-order phase 9o=A(P)X(1—x)(1+&x). 3)
transition in measurements of the specific He@ihe phase ¢
separation temperaturd,s was determined from the The eccentricitys appears in expressia) on account

anomaly in the temperature dependence of the specific heg} the peculiarities of helium quantum crystals: the large
during a rapid first cooling of the samples, and it was shownyifference of the molar volumes dHe and*He, which is
that the values obtained can described in the model of reguyy,e to the appreciable difference of the amplitudes of the
lar solutions, according to which zero-point motion. This circumstance gives rise to an asym-
2T (1—2x) metry of the line of phase separation. No analytical expres-
S:C—, (1)  sion describing the phase diagram was given in Ref. 2.
P*In(1x—1) The asymmetry of the phase diagram predicted in Ref. 2
was confirmed experimentally in Ref. 4 in the concentration
egionx<0.3, for which no data was given in Ref. 1. Here
he values ofT ;s were determined as the inflection point on

wherex is the concentration of the mixture, afiq is the
critical temperature, which corresponds to the maximum o{

the §eparat|on curve and depends on the preg3uapro- the temperature dependence of the change in pressure in the
cessing of the data of Ref. 1 gave the value 0.38 KPat .
crystal due to phase separation as the sample was cooled.

=34.1 bar. As compared with the theory of ideal solutions, . !
. " . The asymmetry of the line of phase separation was subse-
the model of regular solutions additionally takes into account ) . )
uently confirmed for other concentrations as well, in Ref. 5

the excess thermodynamw functlops; in particular, the exceﬁ%om measurements of the thermal conductivity of the crystal
free energy has a simple quadratic dependence on the con- .
S and in Ref. 6 from pressure measurements.
centration: _ '
However, it was later established by careful x-ray
ge=AP)X(1—X), (2)  studied®that the eccentricity iri3) is extremely small, hav-
ing a values~0+0.01, and the asymmetry observed previ-
where the coefficienf\ is independent of temperature and is ously in the experiments of Refs. 4—6 was attributed to the
a function of the pressure in the crystal. In this approximapresence of hysteresis in the determinatiomgf, the non-
tion the line of phase separation is symmetric about the corequilibrium nature of the samples, and the influence of the
centrationx=0.5. bce—hep transition.
Another approach to the theoretical description of the  This last circumstance was investigated in detail by
line of phase separation was proposed by Mdllinis based Edwards and Balibat,who did a numerical calculation of
on the application of the Nosanov variational quantumthe separation phase diagram on the assumptionstidl

theory? which was developed for pure isotopes of solid he-but with allowance for the different crystallographic struc-
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tures of puréHe and*He (bcc and hcp, respectivélat low To prepare high-quality samples, the grown crystal was
pressures. The results of the calculation explained the olannealed near the melting temperature and then subjected to
served asymmetry of the phase diagram, agreed well with theepeated temperature cycling below the phase separation
existing experimental data, and have been subsequently cotemperaturgthis process is described in detail in Ref.).12
firmed by new experiments in the left-hand part of the phasénalysis of the experimental data showed that after several
diagram!%1! cycles of growth and dissolution of the bce inclusions in the

In the present paper we again address the question ditp matrix, the quality of the crystal improved substantially,
the equilibrium phase diagram for the phase separation ds is evidenced by the practically total absence of hysteresis
3He—*He solid solutions, for the following reasons: effects (the values of the phase separation temperatures of

1. Considerable progress has been achieved recently the initial sample on cooling and heating agreed to within 10
the growth of high-quality crystals of two-phasele—*He  mK), the decrease of the pressure in the sample, the small
solid solutions, making for reliable and reproducible resultsand reproducible values obtained for the time constants for
in the study of the kinetics of the phase transittdThere-  the growth and dissolution of the inclusions, and the propor-
fore it is advisable to study the thermodynamic properties otionality of AP to the corresponding change in the concen-
the system on the same samples. tration of the solution in accordance with E@). The AP

2. Here we propose a new method of constructing theneasurements were made under stepped cooling and heating
phase diagram, based on precision measurement of the prex-the crystal, during which, as was shown in Ref. 12, the
sure in the crystal. time dependence oAP within each step can be approxi-

3. The pressure and concentration of the mixture studiedhated by an exponential function. The primary experimental
were chosen such that the initial sample had a hcp structuréata pertaining to the characteristic valuesAd? are pre-
while the phases formed after separation had different strucsented in Fig. 19 of Ref. 12.
tures — a concentrated bcc phase and a dilute hcp phase.

This circumstance makes it possible to elucidate the influ-

ence of the different crystal structures of the separated \ETHOD OF CONSTRUCTING THE PHASE DIAGRAM

phases on the phase diagram and to compare the results with

those obtained in the framework of the Edwards—Balibar A relation between the experimentally measurable pres-

approach and the Mullin model. sure jumpAP upon phase separation and the corresponding
concentration of the solutiof@t some fixed temperatyrean
2. SALIENT FEATURES OF THE EXPERIMENT be obtained from the conservation laws. If the solid solution

under study occupied a volumsg prior to the phase transi-

~ We investigated a mixtureowith an initidHe concentra- o “anq ater phase separation formed a concentrated phase
tion in the gas phasg,=2.05%, from which a crystalline volume v, and a dilute phase of volumey, then the
sample was grown by the capillary-blocking method, so tha(/olume conservation law gives

all of the experiments were done at constant volume. The

sample was a disk 9 mm in diameter and 1.5 mm thick, and Vo=vctvqg- ()
t_he pressure in the crystal prior to the start. of phase separgne |aw of conservation of the amounts3fe and*He can
tion was 35.98 bar. The thermal relaxation time of thepg \yritten in the form of a lever rule:
sample under the conditions of this experiment was

estimated to be short, several tens of seconds, so it was not V¢ _ Xo~ X4

necessary to use a sinter heat exchanger in the measurement vq4 X.—Xq'

cell.

Phase separation was registered by measuring the pres-
sure in the crystal by means of a capacitive sensor, whicwhere xq, X4, andx, are the concentrations of the initial,
provided a resolution in the pressure measurements ®f dilute, and concentrated phases, respectively, and where the
Pal?® The excess pressure due to the phase transition deumbers of moles of the the substance contained in each of
pends on the concentration of the initial mixttirand is  these phasesy,, v4, andv., are expressed in terms of the

(6)

Vet vg=vg, (7)

given by corresponding molar volumég,, V4, andV. as
0.4x(1—Xx) Vo Vg Vg
AP—V—X, (4) Yoy YAty Vet (8)

whereV and y are the molar volume and compressibility of If the pressure in the solution Band becomeP + AP after

the solid solution. Unlike Refs. 4 and 6, where the phasghase separation, then to a first approximation we can write
diagram was also constructed on the basis of pressure mea- N

surements, in the present study the phase separation tempera- v (P+AP)~V,(P)+ —OAP=V0(1—XA P), 9

ture was determined not from the kink on the temperature JapP

dependence of the pressure but from the pressure (WP where y= — (1N,)(3V,/dP) is the compressibility of the

(see the next Sectipna procedure that improved the accu- crystal. After substituting expressi®8) into (5) with (6)—(8)
racy and reliability of the measurements and made it postaken into account, we obtain

sible, using a single sample, to obtain information about the
separation phase diagram over the whole range of concentra- A p— 1 Xo(Ve—Va) T (XcVa—XaVe) . (10)
tions less tharx,. X X Vo(Xe—Xq)
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We now use the known relation between the molar vol-
umes of a solution and the pure componénts, 36.063 |

Vo=XoV3+ (1=X0) V4= aXo(1—Xo);

P, bar

V=XVt (1-Xc)Va— aXo(1=X); 11
Va=XgVa+ (1= Xg)Va— axg(1-Xa), 36061
where the parametexr=0.4 cni/mole. Then, substituting
(11) into (10) and taking into account that at a fixed tempera-

tureX+Xd:1,Weget PR S| I |.|.|.1.|.|.1
’ 30956728 30 32 34 36

_ a(Xg—Xc) (Xo—Xqg)

V
XVo FIG. 1. Typical kinetics of the change in pressure in the sample over the
The maximum pressure jumppP,., will be observed, ac- course of a single temperature step. The two-phase crystal is initially heated
. . S ' from 81 mK (He concentrationx=0.001%) to 108 mK x=0.02% 3He)
cordlng.to(lz), as the solid solution is cqoled from the phase_ 4 ihen cooled from 108 to 81 mK.
separation temperatuig,s to T=0. In this casex,=1 and
xq=0, and

AP (12

the determination of the concentration was not more than
Xo— 1)Xo. (13)  +10°% at low ®He concentrations, and: 10 2% at high
concentrations.
If we denote the pressure jump corresponding to a tempera-
ture T in the phase separation region A®(T), then the
relative change of the pressure has the form

AP = —
max_m(

4. LINE OF PHASE SEPARATION. COMPARISON WITH

THEORY
AP = (Xo=Xe) (Xo=Xa) ~ XO_Xd, (14) The values obtained for the equilibrium concentrations
APmax  (Xo—1) Xo Xo of the dilute phase on the line of phase separation are pre-

sented as a function of the temperature of the crystal in Fig.
2 and Table I. It is seen from Fig. 2 that the experimental

(14) can be used to describe the left branch of the line off&t@ obtained on cooling and heating agree with each other

phase separation in terms of the experimentally observeW'thin the experimental error limits at temperatures below
pressure jumps: ~150 mK, which, as we have said, attests to the absence of

hysteresis effects.
AP AP(T) At temperatures above 150 mK the difference between
Xd(T):XOT- (19 the data obtained on cooling and heating is greater than the
e errors in the determination of the concentration and measure-

The values ofA P(T) were measured as the sample wasment of the temperature. As is seen in Fig. 2, the points
cooled in the two-phase region in small temperature stepgbtained on cooling lie systematically lower than the points
(10-15 mK down to the lowest temperature used, at which
the formation and growth of the new phase was practically
complete. An analysis showed that the pressure jump corre-
sponding to the change in temperature from the onset of
phase separation te 80—90 mK can be taken as equal to
AP hax- [ 2 5

Analogous measurements ®dP were also done during a « 200r a
stepped heating of the two-phase crystal, making it possible & !
to compare the corresponding points on the phase diagram —
obtained during cooling and heating of the sample. Figure 1
shows the typical variation of the pressure during one step,
as the inclusions grow and dissolve. Although the time con- 100k
stants characterizing the two processes are very difféfent,
the pressure changkP of the two-phase crystal, as can be
seen in Fig. 1, turns out to be practically identical on cooling 0 ] 5
and heating. X %

This means that the quality of the crystals was such that ’
hysteresis effects are essentially absent. Since the workirgG. 2. Left branch of the line of phase separatiorfide—*He solid solu-
formula (15) for constructing the phase diagram has only oneions (molar volume 2Q.27 cfimole). Exper‘imental points: on cooliqg of
temperature-dependent parameta®(T), the points ob- the crystal_(]), on heatlng (), on overheating of the cryst_al in th.e single-

. . . . phase region(*). The solid curves are calculated according 10— the

tained during heating and cooling have turned out to be closgangarg theory of regular solutiofigg. (1)); 2 — the Edwards—Balibar
to each other. According to estimates, the absolute error imeory (Eq. (19); 3 — the Mullin theory?

i.e., in deriving(14) we have made use of the assumption
that x.~1 at sufficiently low temperatures. Thus formula

250

M

150}
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TABLE I. Concentration and phase separation temperature of dilute solid
solutions of*He in “He at a molar volume of 20.27 &mole. 140
Temperature, mK Concentration, kle
Cooling E 120}
187.0 1.66 -
180.3 1.42 <
165.4 0.66 100}
158.5 0.45
147.8 0.31 80
136.1 0.21 y ' ' '
1458 0.324 25 30 35 40 45 50
137.9 0.208 P, bar
128.8 0.119

FIG. 3. Difference between the free energies of the metastable hcp and

1311 883? stable bce phases 8He as a function of pressure.

Heating
108.4 0.028 ge=A"X(1-x)+xA3, (16)
126.2 0.125 : : :
141.8 P and for solid solutions with the bcc structure
145.8 0.29 = APX(1—X)+(1—X)A,. 1
156.3 0.40 ge ( ) ( ) 4 ( 7)
167.7 0.57 The parameterd; andA, in (16) and(17) describe the
;gi-g g-gg difference between the free energies of the metastable and
218.9 e stable pure phases:
2478 205 As(P,T)=g(P,T)~g5(P,T),

18
A«(PT)=g(P,T)~gi(P.T). 18
As was shown in Ref. 9, taking into account the differ-

ences of the crystal structures of the phases formed in the

obtained on heating. This circumstance is a consequence gf separation dHe—*He solid solutions leads to an in-
the growing role of hysteresis effects as the temperaturgrease ofT,. as compared to the value given 16%). In
ps :

approaches the phase transition. particular, at smalk the expression for the phase separation
The absence of hysteresis effects at low temperat“ret%mperature now becomes

can apparently be attributed to an increase in the rate of

relaxation to equilibrium as the temperatyo®ncentration _AN1-2x)+Ag
is lowered, on account of the increase in the diffusion coef- PST In(1/x—1)
ficient of the®He quasiparticles, the value of which in dilute
solid solutions of3He in “He is governed by impurity—
impurity scattering and is inversely proportional to the

(19

The parameterda; andA, in Ref. 9 are expressed in terms
of the corresponding molar volumes and pressures. In par-
ticular, if the phonons and nuclear spins are neglected, we

concentratiort? btain the follow o foff.
We also note that our results agree with the analogoug tain the following expression faks:
data obtained in a previous stuflpf the line of phase sepa- Mg
ration by the NMR method, within the experimental error ﬁ:VS_V3:5V3' (20
limits stated in Ref. 10. . )
The experimental data presented can be compared withich gives

various models describing the phase diagrams of solutions. P , 0 o 1 0

Curvelin Fig. 2 shows the phase separation temperafyge A= Loﬁv3dP =(P=P3)| 8V3+ 5 B(P=P3)|, (21)

calculated in the theory of regular solutions, according to 3

formula(1). As we mentioned in the Introduction, in such an where 8= 1.24X 103 cm®/(mole- atm), and the parameters

approach the phase diagram should be symmetric abOlEig and 5V2 were obtained from the experimental datéor

x=0.5 and, as follows from Fig. 2, is in poor agreement withpure *He by extrapolation tar=0: 6V3=—0.09 cni/mole

the experimental results. atPJ=102.9 bar. The values obtained fivg are plotted as a
The use of the model of regular solutions to describefunction of pressure in Fig. 3.

solid solutions of helium isotopes, as was proposed by The other parameter of the theory appearing in #&§),

Edwards and Balibat,requires the introduction of correc- A", was determined in Ref. A"=0.76 K. Then the phase

tions to take into account the difference of the crystal strucseparation line constructed in the framework of the theory of

tures of the phasehere hcp and bgcThen the excess free regular solutions with allowance for the difference in crystal

energyg. as given by expressiai2) should be supplemented structures is shown by the cunZin Fig. 2. It is seen that

with another term to take into account the differences in thehis approach gives a good description of the experimental

structure of the crystal: for solid solutions having the hcpdata both for cooling and for heating at temperatures below

structure 150 mK, where there are no hysteresis effects.
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At temperatures above 150 mK, however, the points obeurve differs considerably from the curve calculated in the
tained on heating are in better agreement with the calculatedsual theory of regular solutions, with only the excess ther-
curve, apparently because of the more rapid establishment afiodynamic functions taken into account.
equilibrium in that case. In this regard we note that the last The asymmetric model of Mullin, which takes into ac-
experimental point, corresponding to the maximum conceneount only the difference in the molar volumes of the pure
tration (represented by an asterisk in Fig, B known to be components also gives poor agreement with the experimental
elevated in temperature because an appreciable rate of disstata. We have shown that the experimental results are de-
lution of the 3He inclusions in the immediate vicinity of the scribed well only in the Edwards—Balibar approach, in which
phase separation temperature of the initial solution could béhe theory of regular solutions is supplemented by allowance
obtained only with a comparatively large overheating of thefor the fact that the phases arising on separation have differ-
sample. ent crystal structures.

The comparison of the experimental results with the dif-
ferent theories would not be complete without consideringE-mail: rudavskii@ilt.kharkov.ua
the asymmetric model of MulliAi.Reference 2 shows only
the result of a numerical calculation, according to which this
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5. CONCLUSION
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It is shown in a phenomenological approach that the symmetry space btummof the

paramagnetic phase in compounds of the TBGrtype arises as a result of a structural phase
transition from a close-packed paraphase with space gmadm. It is found that the real

magnetic orderings in compounds of the Th&ly type is described by transition parameters
belonging to a single direction, along the line joining the points of maximum symmetry

in the Brillouin zone of thd 4/mmmgroup. It is shown that the variations of the modulus of the

wave vector are a consequence of a change in the dopant concentration. The spatial

dependence of the order parameter in the incommensurate phases is obtained for the corresponding
universality classes. @000 American Institute of Physid$1063-777X00)00212-1

INTRODUCTION and atT =40 K the former compoun@JPd,Si,) undergoes a
magnetic phase transition to a commensurate phase with

Neutron-diffraction studies of the structures of com- wave vectorq=(0,0,1)*. In these structures the modula-
pounds with variable composition have shown that, in spitg;, g one-dimensional(of the longitudinal spin wave

of the fact that the symmetry space group of the crystal req; q\y) tyne) 1 Later neutron-dislocation studies revealed a
mains unchanged over a rather wide temperature interval, t quence of modulated magnetically ordered phases in

magnetic ordering in the crystals undergoes a sequence Pd,Ge, at temperatures belo®y,~135 K, and at 80 K the

phase transitions OL the paramagnetic—incommensurateg, o yector of the modulation has the commensurate value
commensurate type* The neutron-diffraction results

: : : " = ke=3/4)23 1t h howtt that th itu-
show* that in crystals with variable composition, the wave 9= (0, 0.ks=3/4)" It has been showtt that the substitu-
. . tion of Fe for only 2% of the Pd radically alters the magnetic
vector of the magnetic structure varies as the dopant concen-

tration x is varied over the interval €x=<1. As a rule, the Strr:ijlztut;;oé]gprﬁ% g:ﬂgtttrsltoefr'?ﬁe'tins dp:c: dggcc))lrjr?'c-)rl?#;,at
wave vector of the magnetic structure varies along a definit Y P P

direction in the Brillouin zone corresponding to the space <5?;| KP'S a phaseGW|tL1 quagrgt|cln30du_lftlon, the com-
group of the structure, and a change in the magnitude of thBOUN UPch of€.0)2G& has a "simple” antiferromagnetic

wave vector occurs between the highest-symmetry points dihase below 65 K. The concentration dependence of the tem-
the Brillouin zone. This circumstance indicates that the symPeratures of the phase transitions from the paramagnetic to
metry group of the wave vector is lowergd. the incommensurate phasé,) and from the incommensu-
These isostructural compounds are treated in terms dte to the commensurate phase) was studied in Ref. 7.
the concept of a paraphase, according to which the phase th4tWas shown that increasing the dopant concentration has
exists in reality is represented as being the result of a sligheractically no effect onTy(x), whereasTc=Tc(x) in-
distortion of a hypothetical high-symmetry structufne  Creases, reaching 110 K. In addition, as« increases, the
paraphase™® neutron-diffraction studies of the structures of Magnitude of the modulation wave vector changes, the
the compounds UR&i,, UPd,Ge,, URh,Si,, and URRGe,  change ing occurring along a definite direction of the Bril-
show that these crystals have a structure that is common #§uin zone.
intermetallic compounds of the ThgSi, type? In the para- In a theoretical description of the magnetic phase transi-
magnetic phase these structures have space déopnm tions in crystals with variable composition one can use the
It is known that the magnetic ordering in these isostructurafnalogy with the Landau theory of phase transitions for
compounds is due to the uranium atoms, and in \$®dand  ferroelectric semiconductofsin that case, essentially, the
UPd,Ge, crystals an incommensurate phase appears. It hagoefficients of the thermodynamic potential acquire a depen-
been shown experimentally that UM, UPd,Ge,, and dence on the dopant concentration. Analysis shdwrsat the
URD,Si, have antiferromagnetic ordering below tempera-magnitude of the modulation wave vector and the tempera-
tures of 150, 140, and 137 K, respectively, with the waveture existence region of the incommensurate phase become
vectors of the magnetization lying along tlkeaxis of the functions of the dopant concentration. For examplex as
tetragonal body-centered lattice. The wave vectors of thereases, the temperature interval in which the incommensu-
modulation in the compounds UBSi, and UPdGe, are  rate phase exists becomes narrower and ultimately vanishes.
g=(0, 0,0.662-0.010c* and gq=(0, 0, 0.748-0.010c*, In addition,q goes to zero with increasing concentratian

1063-777X/2000/26(12)/7/$20.00 874 © 2000 American Institute of Physics
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This means that Qn order—_order transition S_hOU|d. be Obresponding to the points (ojf is greater than or equal to the
served on the—T diagram, viz., a ferromagnetic—antiferro- dimension of the irreducible representations of the grGigp
magnetic transition. corresponding to th& andH points. The irreducible repre-

The anaIyS|§ given above makes it possml_e 10 undergeniations of the grougs, corresponding to the internal
stand the genesis of the structures and magnetic phase tran

o . . . . ) . points of the Brillouin zon not sati the Lifshitz
sitions in crystals with variable composition. This paper |spo s ol e ou one do not satisfy the Lifs

devoted to a concrete analysis of the sequence of magnet‘f@nd't'on' Since a Landau analysis is based on knowledge

phase transitions of the paramagnetic—incommensurate2 the free energy functional, which is made up of a complete
commensurate type and of the possible changes of the pha&ional basis of invariants and determines the universality

diagram of the structure as the dopant concentration is inclass, the change of the wave vectpdue to the change in

creased. dopant concentration causes a change in the universality
class. As applied to real structures with variable composi-

SEQUENCE OF MAGNETIC PHASE TRANSITIONS tion, this last statement means that for different values of the

IN TETRAGONAL STRUCTURES dopant concentration the magnetic orderings in the structure

can be substantially differefit.

In the theory of phase transitions the necessity of repre- Th wudv of th i . f th d
senting some structures as being derived from higher- us a study ot the Ssymmelry properties ot the order

symmetry structures is due, as a rule, to the following twoParameter relating the degenerate and derivative structures
circumstance§. First, if a reversible transition between Makes it possible to understand a number of physical prop-
phases with degenerate and derivative structures is actualfties that would otherwise seem accidental.

observed, then it is necessary to establish the order parameter The phases of symmetiy//mmmand P4/mmmcorre-

in order to determine the free energy functional, with whichsponding to real tetragonal structures can arise as a result of
one can calculate the anomalies of the thermodynamic funca phase transition from a paraphase with symmetry space
tions. Second, in those cases when only one phase, whoggoupIm3m.® Here the transition from the paraphase to the
structure can be represented as being derived from a degegyrresponding superstructure is described by an order param-
erate structure, is actually observed, a study of the symmetyier that transforms according to the irreducible representa-

properties of the order parameter relating the degenerate arllgn of the groupm3m belonging to the poinkg = (0, 0, 2

denv_atlve structgres ef‘ab'es one to understand a nqmber (%f/na) (a is the lattice parameter of the cubic cell of the
physical properties which would otherwise seem accidental,

From the standpoint of the genesis of the structures 0Paraphase, and is the ratio of the volumes of the unit cells
crystals with variable composition, it should be noted that inOf the tetragoqal st.ructure and paraphadéne sFar of the
the general case the symmetry of complex compounds whos&Ctorks contains six rays, and the corresponding order pa-
structure is derived from a close-packed structure having ong2meter transforms according to a six-dimensional irreduc-
of the space groupB§,, O;, or O} for the paraphase, is in ible representatiorr;(kg) induced by a totally symmetric
reality lower than the symmetry of the analogous structuresmall representation of the group of the wave vedyr
made up of identical spherésn a theoretical treatment one =4mm. The phases of symmetid/mmm and P4/mmm

can always introduce a purely geometric characteristic — a@yrise for odd and even values=3, when only two rays of
order parameter — that describes some particular lowering are active(e.g., k(" and —k{), i.e., only two, conjugate

of the symmetry. We stress that by definition the order pa'components of the order parameter are nonzero.

rameter_is a purely crystallo_graphic concept that enables One \ve stress that the vectlay, characterizes a lina which
to describe the symmetry difference between the probablll%eglins at the Brillouin zone centér and ends at the vertex

density of the charge or current distribution in the degenerate 3 .
and derivative structures. ﬁ The groups of the wave vectors corresponding tolthe

As we know? it is assumed in a symmetry analysis of andH points are the samém3m. Thus thel’ andH points
magnetic structures that any magnetic structure can be réiave the highest structural symmetty)3m, and on the line
garded as being the result of a magnetic phase transitiod the symmetry is lowered tomm Since the lineA is
from some initial phase. Consequently, the Landau theory oihternal to the Brillouin zone, a six-dimensional irreducible
phase transitio’€ can be used in a symmetry analysis of representation of the group3m corresponding to the line
magnetic structures. In particular, the Landau theory enable& is passive, and consequently the phase transltin8m
one to predict the general features of the phase diagram on.|4/mmm in the general case takes place through an
the concentration—temperature plane for structures with varincommensurate phase.
able composition. - Let us consider the structure with space groédmmm

~ Let the pointsI" andH of the Brillouin zone have the i the paramagnetic phase. In the Brillouin zone the line
highest structural symmetﬂyo. This means that the group of characterized by a vectdr,,=(0,0,2um/ ), begins at the
wave vectord” and H is the space group,. Let the wave center ky,=(0,0,0) and ends at the poirks = (0,0,

vector g define the line joining thd” andH points. In this 412
case the symmetry grou, of the wave vector is lower m/7).""" The groups of the wave vectoks, andk;s are the
same and have the total symmetry of the structuse,

than the symmetry of th€ andH points and is a subgroup ;
of Gy. It is clear that the points of the directignare internal = |4/mmm The groupG  of the wave vectokois 14mm
points of the Brillouin zone. Thus the dimension of the irre- The irreducible representations of the small groédmm of
ducible representation of the symmetry space g@yxor-  the vectork=(0,0,k) is presented below:
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Iimm E c, 6, ©, o, o C, c, rates the change in the thermodynamic potential of the elec-
tron subsystem due to the interaction of the matrix and dop-
A 1 1 1 1 1 | 1 1 i is i i i
1 ant atoms. Assuming tha&i(») is invariant with respect to
4, . ’ 4 4 - . . the same symmetry transformations, we can write
B a 2 b 4 7, 6
1 1 1 1 1 -1 ~1 -1 -1 Eg(n):EO+§77 (Z)"l‘z?’] (Z)+€77 (2)
B, 1 1 -1 - 1 1 -1 -1 T T
p 10 -1 01 04001 0-1 9 O0f t5 () 5 (") S ()" 2
01 9-10-1 0110 _4 o9 1 0 -10,

Consequently, the thermodynamic potential functional is rep-

Consequently, the space groug/mmm has four two-
resented by the expression

dimensional and one four-dimensional irreducible represen-
tations corresponding to the wave vectoy,=(0,0,2um/ _
7,). The space group4/mmm has eight one-dimensional ‘I>=af ®(z)dz,
and two two-dimensional irreducible representatidg,, 0

A29! Blg! BZgr EQI A1u1 AZU! Blur BZU! and Euv which where

correspond to the Brillouin zone centérSince the group
[4/mmmis a symmorphic group, the irreducible representa-
tions I4/mmm corresponding to the point,;s=(0,0,7/7,)

are given by*

N X ,
Dy.i({BIb}) =exp(—ikyh) T, + 5 (02 + 57 (n)2, 3)

— @ B 0% o
@(2)257/2+Z7l4+g776+ 5 (7 )?

where b is a reciprocal lattice vector, andl with a=ag+ma, B=Bg+mb, y=y,+my’, =6,
(S [Alg ,A2g !Blg y Bzg ,Eg 1A1u lAZU y Blu 'BZU , Eu] + m5,, )\ = )\0"’ m)\ ’, andX:XO+ mX’ .

It can be shown by a direct calculation that the two-  The equilibrium phases of the system are determined
dimensional7,(kys) and four-dimensionats(kys) irreduc-  from the condition of minimum thermodynamic potential.
ible representations of the space grddgmmminduced by  Thus we obtain for the initial paramagnetic phase
the representation&, andE are also contained in the mag-
netic representation. The decomposition of the pseudovector 7=0 ®=0. )

representationry, in the irreducible representations of the | the commensurate antiferromagnetic phage=0 and,

groupl4/mmmbhas the form hence,
Tov=Aog®Eq. a , B, ¥
- - =S 7+ 7t 20, (5
Below we discuss the sequence of magnetic phase tran- 2 4 6

sitions from the incommensurate phase which are associated d h i giti find that
with the one-dimensionalDy ., and two-dimensional and from the minimization condition we find tha

74(K45) irreducible representations of the groupgmmmand — B+ (B2—4day)V2\ 12
which correspond to the vectorg=(0,0,7/7,) and q ne==* 2y )
=(0,0,2rul/7,) contained in the magnetic representation.

The L group in the case of the one-dimensional irreduciblewhich implies that

representatiorD, _, consists of two matrices, namelyl) 6aBy— B2+ (B2—day)?

and (—1). In accordance with the condition of invariance, & =— 5 _ (6)
the thermodynamic potential functional is expressed as 24y
1 (de In the incommensurate phase we obtain from Euler’s
‘DOZHL ®y(2)dz, equation an equation foy(z) and find the minimum ofb:
where AN = 89" = x[ 90"+ n(n' )21+ an+ Bn+ yn°=0. o
&)0(2): C;O 2(z)+ i 774(z)+ 5 ,76(z)+ _(,7 )2 This last equation can have periodic solutions with dif-

ferent periodsd. The equilibrium period is determined by

o the conditiond®/6d=0, which takes the form

+2(

7+ ()2, M )

_ L _ o Ny — g#ﬁ-— =5 (')

d is the period of®y(z), and a prime denotes a derivative

with respect taz.* a . B .\
We supplement the thermodynamic potential with an ad- +t5 7+ 7 7'+ 3 7°=0. (8)

ditional term characterizing the enerdy, of the electron

subsystem of the dopant atoms incorporated in the structur€ondition(8) can take a different form if it is integrated over

Then the termmE, (m is the dopant concentratipmcorpo-  z from zero tod and substitute the expression for.
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|2+ stm 2 xn a1z ©

In the sinusoidal regime of the incommensurate phase, where
7n—0, we obtain the following in a first approximation, us-

ing the standard expansions:

7=poCOSqxX), po= Hao= )
—Fo 1 0_—1
3B+2x93
2 2
B PoX b
A=%| 1+ g5 ] @07y
S _ 2
PB=——, =_(ao—a)2. (10)
2\ 2(38+2xq})

Consequently, the modulation wave vector is a function of

temperature and dopant concentration.
By making the substitutio?=(7')?, we obtain an ex-
act solution of equatio8):

N _d?z (dz\?| &_
_ R . __7722
8 dy? \d7p 2 2
a B
+§7]2+27]4+67]6:q}. (11)

If the solution of this equation is known, the function
n=n(z) can be found from the relation

f [Z(n)] Y2dp=2—2,. (12
We seek the solution in the form
2
_X 4 E 2., B"A\o
Z=gyen+ AL B (13

where the unknown constants go,, andg; are dimension-
less.

To determinec, gg, andg; we substitutg13) into (11)
and obtain the following equations:

3c(c—1)+8vy=0,

29,(5c—4)=46c—4,
. (14)
9o(2—3c)=2(91~ 69, * @),

B*N?go(29,— 9)

d=
2)(4

Equation (12) has a real solution only foZ>0. The
interval of values for whichz>0 must be bounded, since

otherwisen would reach infinite values. As a result, depend-

ing on the sign ofy and the number of real roots of the
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P8 kD
x°c(1+k9)

k2:1_ Vl_CgO/ZQE
1+1-cgo/2g?

where snpz, k) is a Jacobi elliptic function with modulus
andp is the wave vector.

II. For x<0, if go<0 the polynomialZ(#) has only two
real roots. There is a single region in whigh-0, and after
some manipulations, Eq12) gives

n=psnpzKk),

(15
Ba1

(1K)

2_

88\ k%g;
n=pcn(pz k), p2=—X2C ,
__ —12 (16)
1 c
o\ Fo L 1i(1_if2>)
X 2 29]

whereg; =g, /(1—2k?) and, henceBg,;>0. Here cnpzKk)
is a Jacobi elliptic function. It should be emphasized that the
phases corresponding to solutions | and Il are separated by a
line of Lifshitz points determined by the equatigr+0.

[ll. For <0, Bg,<0 the polynomial(#) has four real
roots. In this case we find from E¢l2) that

A B9
= d Zyky 2:_ PERCNE
n=pdn(pz,k), p (2K
(17)
02— B91 K2 2V1-cgo/zd}
x(2—k?)’ 1+1-cgy/29?

Since the elliptic function dmfz, k) >0, this incommensurate
phase in magnets has a nonzero average magnetization.

The temperature dependence of the paramlet@=<k
<1) in phases |, I, and lll is determined by direct substitu-
tion of solutions(15)—(17), respectively, into Eq(9). The
value k=0 corresponds to the temperature of the transition
from the paramagnetic phase to the incommensurate phase
(Tn), and k=1 corresponds to the transition temperature
from the incommensurate to the commensurate phagg. (

In addition, Eq.(9) determines the temperature interval in
which the incommensurate phase exists. Because of the con-
centration dependence of the coefficients of the thermody-
namic potential, the temperature interiigj— T depends on

m, becoming narrower am increases. It follows from the
explicit form of the solution15) and(16) that the magnetic
moments in phases | and Il are ordered antiferromagneti-
cally. In phase Il the ordering is ferromagnetic.

It should be emphasized that because the coefficients of
the thermodynamic potential are functions of the dopant con-
centration, there can be a succession of phases I, I, and Il
on thex—T diagram. Moreover, the commensurate phase de-
termined by functional(3) is antiferromagnetically ordered.

In this case the magnetic cell is doubled in the commensurate
phase.

Let us consider the two-dimensional irreducible repre-
sentation of the space grolg/mmmuwhich corresponds to

equationZ(#n) =0, there are three possible cases of interestthe vectorq= (0, 0,k;), specifying an internal point of the

I. For x>0 andBg,<0 the polynomialZ(») has four
real roots. From Eq(12) we find

Brillouin zone®’ This irreducible representation clearly
does not satisfy the Lifshitz condition, and the phase transi-
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tion in the system is therefore described by a two-component
order parameter, and the thermodynamic potential functional A
contains a Lifshitz invariant.

Let us assume that the structure is uniform in the direcwhere¢ is a constant of integration.
tionsx andy; then the thermodynamic potential functional is  After the substitution
a one-dimensional integral along thelirection. 2 _

From symmetry considerations we express the thermo- S(e)=(¢")%,  cosdp=t (24
dynamic potential functional as Eq. (23) can be written in the form

A[8(1—1t?)S(1)S"(t)—8tS(t)S' (1) —2(1—12)(S'(1))?]

1 k
¢'¢" - §(<P”)2} —5 (@) +2ypPeos4e=¢, (23

1 (do
F= —f f(z)dz
dJo

k
_ = 6:2_
where 25(0+27P t°=¢. (25)

~ (20} Bo , We seek the solution of equati@@5) in the form
f(2)= 5 p*+ 7 p*+ yop® cos 8p— dop*e quatieBs)

S(t)=A+Bt. (26)

+ %p2(¢’)2+ %pZ((P")Z, (18 By direct substitution we find
(¢')?=A+Bcos 4p, (27)

andp and¢ are the amplitude and phase of the order param-
eter. where A= —k/16\, B=(W/6\)Y2, w=2yp8. The solution

When (18) is taken into account, the expression for the©f equation(20) has the form
thermodynamic potential becomes

@ dt
a b z=f _—. (28
Eq=Eo+ §p2+ Zp4+Fp80058cp—Ap2<p’ o (A+Bcos4)"?
The intersoliton distance is determined by the expression
k'’ N
4+ — 20 1 2+ 20 2. 19 2
5 P (@) 5 p(e") (19 20= 2K (K)ds, 29
Now the thermodynamic potential functional can be written ' S '
as where the soliton width is given by the expression
Pt f "2 d T (30)
== z)dz, =,
dJo " g(A+B)12
_a, by 8 a2 HereK (k) is the elliptic integral of the first kind.
H(z)=Zp"+ 7 p "+ yp~cOS8p—dp7p The incommensurate phase described by solut8)
‘ \ with k(P,T,m)<0 will be called incommensurate phase Il.
+ 2 p2(0")2+ = p2(e")?, (20) Let us d_eterm!ne the sglutpn of equatid@2) for
2 2 k(P,T,m)>0; to a first approximation, we shall assume that

where a=ag+am, B=By+bm, y=yo+Im, &=8, Nk is small. Then the phase of the order parameter is deter-

+mA, N=rg+m\’, andk=koe+mK'. mined as the solution of the one-dimensional sine-Gordon
The harmonic solution representing the incommensurat§4ation
phase isp=kx, and from the equilibrium condition on the ke"+ 16yp® sin 4¢ cos 4p=0. (31
thermodynamic potential we obtain . . _
5 L 52 The first integral of this equation has the form
ko=1, p°=Z(ap—a), ap=--. (21) k :
K B K 5 (@) +2yp°sindp=p, (32

Minimization of the thermodynamic potential functional _ _ . _
(20) with respect to the phase leads to an Euler equation ofthereu is a constant of integration. After making the sub-

the form stitution g(u) = wsirfu, whereu=4¢, we write the solution
(V) 6. of equation(32) as
N —ke"—16yp° sin 4¢ cos 4p=0. (22
1/2
Before solving Eq(22), let us remark that on the phase 7= E(E) f%L_ (33
diagram of the system described by the functiof24), the 412 o [w—g(u)]¥?

line of Lifshitz points is determined by the equation
k(P,T,m)=0, whereP is the pressure. Consequently, the be called incommensurate phase I.

) o : Z _
line of Lifshitz points separates phases wi(P,T,m)=0 In the commensurate phase the expression for the mag-

and k(P,T,m)>0. Let us first determine the solution of . . . ;
. . . netic moment in thath unit cell of the crystal in terms of the
equation(22) that describes the incommensurate phase for : . : .
; magnetic moment in the first cell is
which k(P,T,m)<0.

The first integral of equatiof22) has the form M,=M,explik-t,)+M;exp —ik-t,).

The incommensurate phase described by solutg3 will
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It follows from this expressionzthat2 in. the cgshafll n=psn(pz k) and »=% cn(pzk) and a phase with ferro-
=M/2(my+ipmy), (my-my) =0, mi=mj, with an elliptic-  magnetic ordering of the typg= pdn(pz, k). The commen-

ity parameteip# 0, the magnetic moment surate phase that corresponds to these phases is antiferro-
M ,=M[m; cogk-t,)—pm, sin(k-t,)] magnetically ordered, and the magnetic cell is doubled.
) o o The thermodynamic potential functional made up of in-
describes an elliptical helix in space. ~ variants of the irreducible representation of the group
If we setp=0_, then we have a structure of the spin- | 4lmmm corresponding to the wave vectiy,=(0,0,2u 7/
wave type, for which 7,), Which is contained in the magnetic representation, con-
M,=Mm, cogk-t),. tains a Lifshitz invariant. Minimizing this functional leads to

. . . two different solutions, which correspond to different incom-
For my| |k this last expression describes an LSW structure P

. ) .“mensurate phases. On the phase diagram these phases are
and form, Lk it describes a TSW structure. The change in P b g P

volume of the maaneti Ilin th mmensurate oh iseparated by a line of Lifshitz points.
oume ot e magnetic ce € commensurate pnase 1S = yye note that in magnets the physical reason for

determined by a commensurate value of the wave vector, the appearance of Lifshitz invariants is the relativistic

inco?rietr?srrlﬁstfturzzsvew?;h d;‘;:&?ﬂgg'ite?ﬁg rreelg'ln?onn of theDzyaloshinskii—Moriya interactiofi For a functional with a
P y Lifshitz invariant a solution of the LSW type arises in the

E(k) 1 1 -1 )32 case when the ellipticity parameter is equal to zero and the
k a cr 1+b(1-T/Ty) (L=T/T) % magnetic moments are directed along the modulation wave
vector.

whereE(k) is the elliptic integral of the second kind=<tk Furthermore, the size of the temperature interval in

sl,_anda, b, _andc are certain parameters of the thermodY'which the incommensurate phase exists in these compounds
namic potential. It is clear that as the dopant concentrauoraependS on the dopant concentration. The magnetic ordering
increases, the. temperature region in which the incommenSLbrepends on the magnitude of the modulation wave vector,
rate phase exists becomes narrower. and as this magnitude changes so do the magnetic symmetry

groups in the commensurate phases. For example, a doubling
CONCLUSIONS of the magnetic cell of the commensurate phase is observed
in crystals of UWPdy & o)2Ge. In the compounds

The tetragonal structure with space grotymmm . .
which is the magnetic symmetry group of the paramagnetiéJ(Pdi*XFe‘)zGez the volume of the magnetic cell in the

phase, arises as a result of a structural phase transition froﬁ%)mmensurate phf_ise.'s quadrupled. For a detailed compar-
the close-packed paraphase with space groupm. The son of the results it will be necessary to carry out precision

transformation properties of the order parameter describinﬁ)(p.er"’nem.S to refine the mterrelatlonshlp between. the mag-
the structural phase transitidm3m— |4/mmm are deter- etic ordering and the magnitude of the modulation wave

mined by the six-dimensional irreducible representation of/éctor as a function of the dopant concentration in these

. families of compounds.
the group Im3m corresponding to the wave vectde
(0, 0, 2r/na), while the |4/mmm phase arises for odd The author thanks Professors V. A. Aksenov and V. P.
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zero. The lineA is characterized by the vectkg, the group
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Investigations of the critical current versus temperature and applied magnetic field are carried out
for granular MoN films. All samples display a two-stage superconducting transition and

can be treated as a percolating network of SNS contacts with a Josephson coupling between grains.
The temperature behavior of the critical current for the films studies is the same as the

I.(T) dependence for a SNS junction in the diffusive limit. The value of critical current in a
magnetic field is governed by the pinning of Josephson vortices20@ American Institute of
Physics[S1063-777X00)00312-1

1. INTRODUCTION junction in the diffusive limit. The microscopic supercon-

The study of ducti i f it ducting parameters estimated from fitting the experimental
€ study of superconducting properties ot honunitorm, (T) curves coincide with ones obtained by independent

high-resistance filmg has attracted a great deal of _attentioﬁﬁethods. In contrast with.(T), the magnetic field depen-
recef?t_'y due_ to the d_|scove_ry of the superconguctor-lnsuIatoaence of the critical currerﬁt ca:nnot be described on the basis
transitional in two-dimensional2D) systemsl._‘ prever, of the theoretical models developed for single or multiple
anOther rema_rlgqble featurg of these materials is connect S junctions. We suggest that the transition of the oN
with f[he possibility of formmg a regular granular structurg. ranular films to the resistive state under the action of cur-
The interplay between microstructural disorder and spati ent in an applied magnetic field results from the start of the

modulation of the superconducting order parameter allows u ux lines' motion rather than from the switching of the Jo-

(o treat these T“"’?‘e”f""s as a network of JolsephS(_)n Jlmcuo'%%phson junctions. Therefore the value of the critical current
that are very similar in Bi- and Tl-based anisotropic high-

4 is determined by the pinning force of the Josephson vortices
superconductors. The granular nature of these objects y P g b

. . . . owing to the magnetic interaction with the grains.

clearly plays a major role in their superconductivity, and an
understanding of the behavior of spatially nonuniform con-

i ) . - . 2. EXPERIMENTAL PROCEDURE
ventional superconductors is essential for establishing wh|cﬁ
properties of the cuprates might follow simply from their The MoN, films were prepared on AD; substrates by
geometry and microstructural inhomogeneity. Even thougtihermal evaporation in a vacuum chamber with a base pres-
the superconducting properties of granular films have beesure of 6.% 104 Pa. A Mo strip (0.25x2X85 mm) was
studied for a long time, the physical nature of this effectused for the evaporation. The deposition of the films was
continues to be a matter of controversy. carried out with the following technological parameters. The

In this paper we propose a new method for the preparacurrent was about 50 A, the output power waS0 W, the
tion of granular MoN films, which can be treated as a per- nitrogen pressure was around £0Pa, and the substrate tem-
colating network of superconductor-normal metal-superperature during the deposition was350 K.
conductor (SNS contacts with a Josephson coupling be-  The deposited films have a thickneds-200 nm. An
tween grains. The main peculiarity of the studied films is thex-ray diffraction analysis showed that a hexagonal MoN
occurrence of a two-stage transition from the normal to thephasé (a=b=(0.572+0.001) nm,c=(0.560+0.005) nm
long-range superconductirigoherent state. It is shown that is formed in about 90% of the film volume. On the other
the observed linear dependence of the transition temperatuhand, the low value of the critical temperatdrgof 5.0-6.5
to the phase-coherent state on the residual resistance can Keshows that the prepared films have a nonstoichiometric
explained in the framework of the proximity-effect model for concentration of nitrogen and their composition is repre-
the superconductor-normal met&8N) system. The tempera- sented as Mol The average grain size estimated by high-
ture behavior of the critical curreint for the films studied is  resolution electron microscopy turned out to {i2)~100
very similar to thel . (T) dependence obtained for a SNS nm. The geometric dimensions of the samples were set by a

1063-777X/2000/26(12)/5/$20.00 881 © 2000 American Institute of Physics
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resistance. A better agreement between the experimental and
theoretical data is observed by fitting with=25 nm, as is
seen in the inset of Fig. 1. If it is assumed, according to Ref.
7,thatL=0.3(D), where(D) is the average grain size in the
film, (D) turns out to be about 83 nm, which is of the same
order of magnitude as the data obtained by electron-
microscopic analysis. The observed linear dependence of the
ratio T./T., on the residual resistance suggests that our
samples are very similar to a composite In—}rfim with an

20 40 60 80 100
04f Po,REEM

021 island microstructuré.
[ On the other hand, one can obtain a similar linear-like
0L— 40 45 50 55 60 65 behavior of T,/ T, versus resistivity from Kresin’s theoret-
' ’ T K ' ' ical modef of the proximity effect for strongly coupled su-

perconductors. Let us consider the film as a SNS proximity
FIG. 1. Superconducting transition curves for Moflms with different sandwich system, where the grains @eand the grain
values of the residual resistivigy, [1Q-m]: 6.2 (1); 30.2(2); 19.8(3); 62.4 ndari If the thickn f the normal m width
(4); 27.5(5); 86.1(6). The inset shows the dependence of the ratiéT b?f[Jh da eg\lb t 3 t .C. ess ﬁ t tf} oth a hEtahe :jt th
on py. The solid and dashed lines are theoretical curves obtained by usin? € grain boun arigss smaller an the coherence leng
Egs.(1) and(3), respectively. or the boundaries, the superconducting critical temperature
for the whole SNS system can be described by

photolithographic model to have a width of 0.325 mmand a  Tc¢= Teo( T Tco/2yU), 2
length between voltage contac_ts of 3.65 mm. The reSiS_tan%herea=nNLN/nSLS, ny andng are the electron density of
was measured by the conventional dc four-pr_obe techniqueg;tes of the normal and superconducting layers,Landnd
A voltage drop of 1uV/cm served as the criterion for choos- | 16 the Jayer thicknesses, respectively. For a granular film
ing the c.r|t|clal current. The applied mggnetlc field was aI—l_N corresponds to the widtlv of the grain boundary, as
ways .malntalned perpendicular to the film surface and to th?nentioned, and. s to the average grin sizD). In case of a
direction of the transport current. nearly ideal SN contacty=w., Where w. is the average
phonon frequencyequal to the Debye frequency in this
3. RESULTS AND DISCUSSION mode). y=0.577 is Euler's constant. Taking into account
Figure 1 shows the resistance curves of the supercorihat the resistivity is inversely proportional to the electron
ducting transition for Mol films with different values of the ~density of statesp=1/(en) where ¥=vZ1/3 is the elec-
residual resistivityp, measured at 10 K. It can be seen thattron diffusion coefficient ¢¢ is the Fermi velocity and- is
all the films with py>6.2 uQ)-m have a two-stepped shape the mean free time between collisions of electjpiEs). (2)
of R(T)/Ry, WhereR, is the resistance before the supercon-can be simplified to
ducting transition. Therefore, the transition of the films to the
superconducting state is carried out in two stages. The first ¢ _ 4, Pos iln
superconducting state occurs inside the grains at a high tem- T, PoON (D)
erature, Ty, and a long-range phase-coherent supercon- . L : .
Sucting stact(:a is formed a?a IO\?verF:emperatJrg, Unforrt)u- wherep_os Is the re_S|st|V|ty of the grains, aneby is that of
nately, we have not observed any relation between the valutge grain boun.dan.es. . .
of the residual resistander sheet resistanc®;=pq/d) and This equation is formally equivalent to E(L), since the

the temperature positions of the two superconducting trans,—oga”thm'c ter!’” n Eq(3) |s.n.egat!ve.|n sian. The value of
tions, such as is very often found in disordered thin fifihs. the electron diffusion coefficient is little different between

However, the difference between the first and second resis(‘1rain and grain boundary in a covalent compound of the type

tance stepsTo andT.) depends directly on the total resis- con5|dereq, .and “’Wx_.l whenx<<' 1 If we also assume
tivity of the film. that _the minimum metallic coznductlvny of_ the grain bound-
The disorder-induced depressionTqf is in good quali- ary 1s {(?a"zed asr”““.zo'0$ /ia according to MOH and
tative agreement with the percolation description ofaweakl)%oveh’ we can estimate the V'?'“e qfONzgmi"z.lSG
coupled random 2D network of Josephson junctions. Usind‘Q'm’ wherea is the crysta_l Iatltllce con_stant. W'th’c.
the theoretical results for a percolating network ofm350 K andTco=5 K for our films;™ the ratio of the grain

Josephson-coupled grains, together with the temperaturé?—ounoIary width to the average grain size/(D), IS estl-
dependent BCS energy gap, one can Write maFed to be a_lbout 0.1. Therefore, the_average Wldth_ of the
grain boundaries turns out to be 10 nm in our case. This is an

T 0.32%p, absolutely reasonable value for the films deposited at a low
T =L T @ temperature. Consequently, the prepared MdhNn films

c0 can be treated as a percolating network of SNS contacts with
where Ty is the superconducting transition temperature ofa Josephson coupling between grains.
the grain andT, is the depressed transition temperature of »
the grain boundary as mentioned abolés the characteris- 3.1. Temperature dependence of the critical current
tic length of the microstructure morpholo@groportional to Figure 2 shows the temperature dependence of the criti-

the grain sizg and w#/4e*=6.45 K) is the quantum of cal current for the Mol film with py=30.2 uQ)-m at differ-

()

2.72Tc0>

We




Low Temp. Phys. 26 (12), December 2000 Prokhorov et al. 883

L experimental dependence df./T., on py and Kresin's
ey T modef for the SN proximity sandwich, we expect that the
0.1t temperature behavior of the critical current of the films can
’ be described in the framework of the approaches for SNS-
type Josephson junctioni®:2° The critical current is written

10

8 0.01¢ as
’ ' ' ' L
0 02 04 . 06 0.8 IC(T)=AIC(0)exp( — _N) , (4)
6 N
<EI wherel(0) is the critical current at zero temperature, and
- A~12/m7 for T<T, andA~1-T/T,atT—T.. For the nor-
- mal layer in a SNS systen¥, is replaced by the normal

4 metal coherence lengttéy="r%ve/27kgT (in the ballistic
limit Ly<<l, wherel is the impurity scattering lengthor
VA Z127kgT (in the diffusive limitLy>1). Because the re-

5 sistance of the grain boundary is larger than that of the grain
itself, it is reasonable to assume the diffusive limit for our
case. Using the well-known expression for the supercon-
ductor coherence length,£(0)=(&l)Y2 where &,

0 . . =0.18vp /kgT,, one can write Eq(4) in a form that is

2 3 T K 4 5 more convenient for fitting the experimental data:
’ 12
FIG. 2. Temperature dependence of the critical current for a MibiN with IC(T) - _ l ex;{ _ 0.5y l ) (5)
po=30.2 uQ)-m at different values of applied magnetic figld]: 0 (1); 0.1 |c(0) Te £(0) Te ’

(2); 0.2 (3); 0.3 (4). The inset shows the logarithmic dependence of

1.(T)/1,(0) on the reduced temperature T/T.. The dashed line corre- . . . . .
sponds to the Ambegaokar—Baratoff expression, the solid line is calculated Itis seen in the inset of Fig. 2 that better agreement with

for the model of a SIS junction with a suppressed superconducting energ§he experimental data is provided witl /£(0)=2.5. In our
gap, and the dotted line corresponds to the model of a SNS junction in thease L y=w, the width of grain boundary. Therefore, the
diffusive limit. value of the coherence length estimated from the temperature
dependence of the critical current is equalé®)=4 nm.
This is in the same order of magnitude as the value calcu-

ent values of applied magnetic field. ThgT) behavior dis- lated from the expression for upper critical magnetic field,
plays a fundamental deviation from the Ambegaokar—Hc2(0)=do/2mE*(0)=0.69(dHc,/dT|r)T,, where ¢ is
Baratoff (AB) expression developed for the case of the ideathe magnetic flux quantum (2.87.0 ** T-m?). The mea-
superconductor—insulator—superconduct®!S) Josephson sured value ofl chldTITc for our films was=3-3.5 T/K,
junction, | (T)Ry=mA(T)/2tanhA(T)/2T).}2 Ry is the leading to&(0)=6—-7 nm.
normal resistance of the junction, andqT) is the supercon-
ducting energy gap. A better agreement between the experi-
mental data and the AB model can be obtained by using a L .
. 3.2. Magnetic-field dependence of the critical current
severely depressed value of the superconducting energy gap
as a fitting parameter. The dashed line in the inset of Fig. 2 is It is well known that in a SIS system, the Josephson
plotted with a value oA (0)=1.7&gT,, while the solid line  current as a function of magnetic field shows a Fraunhofer
requiresA(0)=0.1&gT,. It is worthy of note that the de- pattern* However, in the case of a Josephson medium con-
crease in the energy gap of the Josephson junctions has aisting of SNS junctions in whicN is a 2D normal metal on
ready been observed experimentally. For example, the erthe mesoscopic scale, the dependence of the Josephson cur-
ergy gap obtained for highz layered superconductors from rent on magnetic field is expected to be not so simple. The
measurements of the intrinsic Josephson effdéstabout a  Fraunhofer oscillations of the critical current have not been
factor of two smaller than that determined from tunnelfhg observed even in the stacked intrinsic Josephson junctions of
or spectroscopy measurements. However, even thoughBi,Sr,CaCyOg, s layered highT, single crystalé:** Figure
such an energy gap suppression is predicted in the theoreticalshows thd .(B) difference for the Mol film measured at
works %" this problem is far from being totally understood. different temperatures, which does not display any manifes-
On the other hand, the small value of the energy gap sugation of oscillatory behavior.
gests that the transition temperature for the phase-coherent Two theoretical approaches have been used for explana-
superconducting statéhe second step on the resistancetion of the magnetic-field dependence of the critical current
curves in Fig. 1is lower thanT,,, an effect which has not in spatially nonuniform superconductors connected in a sys-
been observed experimentally. We are proposing that theem of Josephson junctions. The first of them is based on the
strong deviation of the experimental data from the AB ex-solution of a Hamiltonian that is formally the same as for an
pression in our case results from another physical cause. XY disordered ferromagnet in 383:** The second one sug-
Taking into account the good agreement between thg@ests the pinning of the Josephson vortices by microstruc-
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[ ® T=20K
i L ® T=27K
[ A
v
=)
o
=
2.0K =3
27K 0.1
B, T
1 L 1 N 1 " 1 N 1 " | "
0 0.5 1.0 1.5 2.0 25 3.0 FIG. 4. Dependence df.(B)/I;(0) on applied magnetic field for a MgN
B, T film with pg=30.2 u)-m. The solid line is the theoretical curve based on

the Josephson vortex pinning model, the dotted line corresponds Ythe
FIG. 3. Dependence of the critical current on applied magnetic field for amodel, and the dashed line indicates the dependene@/B5 The cross
MoN, film with po=30.2 u{)-m at different temperatures. symbols represent the experimental data for the intrinsic Josephson junc-
tions of Bj,Sr,CaCyOg_; from Ref. 4.

tural inhomogeneities, and the value of the critical current is:ZCng(l)/Z/)\ BY2 where the magnetization oM=(H,

determizggg by the driving force necessary for flux line —B)/[47(2x2—1)]; \ is the London penetration depth, and
motion:= . . « is the Ginzburg—Landau parametéiTaking into account
For the system of a Josephson junction network, thenat the elementary pinning force has to decrease proportion-

magnetic field dependence of the critical current can be deg|ly to the drop in the order parameter according to the rise

scribed by® of the field?’ the final expression for.(B) is simplified to
1(B)/14(0)=0.821— y5*sinys)¥?By/B, (6) 1(B)  am | by P2 B |2
¥5= 2T AN (B/Bo), 1(0) «d ( E) “He "
whereBy is the first critical magnetic field, andl and\ ;. can Figure 4 shows that the theoretical curve is in good

be treated as a correlation length for the phase-coupled junegreement with the experimental data practically in the
tions and a penetration depth, respectively. Unfortunatelywhole range of magnetic fields. A fitting to the experiment
Eq. (6) is not able to describe well the experimenitglB),  allows us to estimate the values of the Ginzburg—Landau
especially in the low magnetic field range, as seen in Fig. 4parameter k=70, and the upper critical fieldd .,=10 T,
Moreover, the fitting parameter obtainé€®,=0.25 T, is too  which coincide with those obtained from an analysis of the
large for our films. (dHc,/dT[r) data for these films.

Because of the growth mechanism and the tendency 10 For comparison, we also show in Fig. 4 the experimental
form the so-called columnar texture of the grains, the grainegyits for the stacked intrinsic Josephson junctions of a
boundaries of the prepared MoIms are arranged perpen- g sr.caCy0Og, 5 single crystaf? It is seen that the mag-
dicularly to the plane of the substrate. Consequently, a 2[jetic field behavior of the critical current is described by a
network of Josephson junctiofgrain boundarieswith a 2D power law (.~1/B1%, as well. However, the pinning
array of Josephson vortices can be formed. The rather smajiechanism has a more exotic nature and is connected with

size of the grains (D)<\;), whereX;=(¢o/2moi ) the collective pinning phenomendh.
=10 um in our case is the Josephson penetration depth,

allows us to assume that the interaction between Josephs%rc”wMARY
vortices leads to the formation of a flux-line lattice. The dy-

namics of such a system can be described by the pinning We have developed a new method for the preparation of
theory. Since the Josephson vortices do not have normaranular MoN films that can be treated as a 2D network of
cores, in contrast to the Abrikosov vortices, the mechanisnSNS Josephson junctions. It was shown that the temperature
of the flux-line pinning is governed by the magnetic interac-dependence of the critical current can be described in the
tion, and the grains play the role of the pinning centers. Inframework of the SNS junction model in the diffusive limit.
this case the critical current is expressed byB) For an explanation of the superconducting transport proper-
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Two different approache@resented in the literature as alternative approximatitmshe

problem of carrier-induced ferromagnetism in the system of disordered magnetic ions of a diluted
magnetic semiconductor are analyzed. They are based on a self-consistent procedure for the
mean exchange fields and the RKKY interaction. Calculations in the framework of an exactly
solvable model are carried out, and it is shown that these approaches stem from two

different contributions to the magnetic susceptibility. One stems from the diagonal part of the
carrier-ion exchange interaction and corresponds to the mean field approximation. The

other one stems from the off-diagonal part of the same interaction and describes the indirect
interaction between localized spins via free carriers. These two contributions can give rise to
different magnetic properties. Thus the aforementioned contributions are complementary

and not alternative to each other. A general approach is proposed and compared with different
approximations to the problem under consideration. 2@0 American Institute of
Physics[S1063-777X00)00412-4

INTRODUCTION Since for Mn-based DMS6) ;| <0 while ®,, >0, the FM
o phase transition can take place@f, >0, |.

In recent years there has been a substantial increase of anqiher approach to the problem under consideration
interest in stl_Jdles qf carrier-induced ferromagnetism in diy 55 developed in Refs. 5 and 6, where the carrier-ion ex-
luted magnetic semiconductoSMSs). A number of works  change interaction was treated in terms of a self-consistent
(see Ref. 1 and references thejepresent proof of the oan field approximatioMFA). The indirect LeL interac-
existence of a ferromagnetic transition in the DMSon goes not appear in this approach, but the free-carrier

Pby_-ySyMn,Te, induced by the strong exchange interac-¢qnginytion to the thermodynamic potentials was taken into
tion of the Mn ions with band holes. A ferromagnetic phase,.count in the MFA. As a result, this theory predicts a tem-
transition has also been found mdoped DMS quantum perature shif®, in the Curie law:

wells? Carrier-induced ferromagnetism was observed in the

DMS (Gag _,Mn,)As with x of a few percent, where holes X 1xT—0 —0Oye. )
are associated with the Mn ions in these structdres.
To describe the transition to a ferromagnéf®/) phase Now we would like to emphasize that the values calcu-

induced by free carriers, all of the authors of the aforemenlated for the temperature shif3,,, and @y under some
tioned works used similar approaches: the role of band camdditional(but common enoughassumptions coincide with
riers was reduced to the induction of indirect interaction be-each other for 3D, 2D, and 1D electron ga$dis coinci-
tween localized spins through electrordioles (LeL  dence can lead to the spurious conclusion that the MFA and
interactior), known in the physics of metals as the RKKY LeL (or RKKY) interaction considered in the Curie—Weiss
(Ruderman—Kittel-Kasuya—Yosiglanteraction* The mag- field approximation are of an identical nature. This paper
netic ions were considered as a subsystem separated from thews attention to the fact that free carriers still cause a sig-
electrons(holeg because of a small free-carrier contribution nificant contribution to the thermodynamic potentials even
to the total magnetization of the system. A consideration offter the LeL interaction is taken into account. This contri-
magnetic ions with the RKKY interaction in terms of the bution treated in the MFA is not identical to the Ldbr
Curie—Weiss field permits one to incorporate in it the spin—RKKY) interaction. This last statement becomes clear if we
spin interactions caused by other mechanighls interac-  take into account that the Le(RKKY) interaction appears
tion). The latter mechanisms are assumed to result in a tenafter partial diagonalization of the interaction Hamiltonian
perature shift®,, in the Curie law for the magnetic with respect to space quantum numbéte electron wave
susceptibility without free carrierg,” '«T—0, . Thus, the vectorsk in the case of the RKKY interactionwhile the
electrons(holes change this dependence by the additionalMFA approach® uses only the diagonal part of the interac-

shift @ ¢ (Ref. D: tion and therefore does not depend on the spatial configura-
tion of the magnetic ions. It is therefore possible to imagine
X xT—0,, -0, (1) a physical situation in which the MFA contribution exceeds

1063-777X/2000/26(12)/4/$20.00 886 © 2000 American Institute of Physics
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the RKKY contribution to the magnetic susceptibility. Thus tion is hp=ny, +n,_; G =JIxu is the effective exchange
the main result we want to prove below can be reduced to théeld of magnetic ions acting on electronss N,/N is the
statement that, generally speaking, the static magnetic sufaction of magnetic cations in the crystal,, and N, are
ceptibility depends significantly on bof - and® , . their concentration and total number, ahNg is the total
The structure of the paper is following. First we illustrate number of cations in the crystal.

our approach with a model allowing exact statistical calcula-  Since value ofG, is infinitesimal atT>T. (T. is the
tions. Then we consider a more realistic system that is reFM phase transition temperatyir@nd B— 0, the square root
lated to the experimental situation in Refs. 1—3. We concludén Eq. (4) can be expanded in the small parame®@y (AE)?
with a discussion of the general approach to the FM phasap to the first nonvanishing term. We will also assume that
transitions in DMSs and compare our approach with theonly the lowest energy band=1 is filled, i.e., AE>KT.
works devoted to this problem. Then the energy spectrum assumes the following form:

_ _ 2
MAGNETIC SUSCEPTIBILITY IN EXACTLY SOLVABLE E=Nee1+NeGLTet wmNmu — NG/ (4AE). ®)

MODEL For brevity, we introduce the total concentration of electrons

The Hamiltonian of our model is similar to that applied Ne="b-1 and the average projection of electronic spins
in the aforementioned works and comprises a sum of local=(n" —n")/2(n" +n"); the electronicy factor is assumed
ized spin moment$LSMs), electrons, and their interaction tO be equal to zero.

Hamiltonians: There are two possible courses of further action. The
first one(following Refs. 1-3 is to restrict consideration to
H=Hn+HetHem, @ the magnetic ions only. This restriction means consideration
where of only the last two terms in Eq5). The second waf is to
. consider only the first three terms. Note that last term in Eq.
Hm=0mueBZ;S;=wnM ; (5) is just the contribution to the energy from the LeL spin—

spin interaction induced by the band electrons, becﬁfse

. ocEjj,SJZSQ, while all the rest of the terms are due to the
Hem= = (I/No)Zp br koAb’ (M) @y i b7 k.o electron and LSM energies with the diagonal part of their
HereSiZ is the Z component of thgth LSM spin, while interaction. We consider a third approach that takes into ac-

M =%;S,, j=1,... Np; Ny, is the number of LSMs in count the full energy of the syste(d).

the systemg,, and w,=gusB are, respectively, the LSM For ma}gnetlc .suscep.tlbmty calculations we need the par-

g factor and Zeeman splitting in the fiel; w, is band fition function. This function has the form

electron Zeeman splitting in the fieRl Three quantum num-

bers can be assigned to the electrons: band nuimbietra- Z=J J Un, (M)Uy (Mg)e EKTdMgd M, (6)

band quantum numbek, and spin projectiono= *1/2;

ap ., anday . are the creation and annihilation operators;and can be immediately calculated with the help of &9.

J is the carrier—ion exchange interaction constant; the norThe projections of the total LSM spiré =Nu and the

malization factorN, equals one-half of the number of elec- band electron#1z=N,o are introduced in E¢(6). Beyond

tronic states in each of bands andA, . is an interband magnetic saturation, the statistical weidh(M) is given

_ + .
He=2p ko(ebt @e0) Ay k b k.05

transition matrix element. by a Gaussian distribution in the thermodynamic limit
The structure of Hamiltoniari3) is similar to that in  Nm— %, Ne—> (Ref. 7).

Refs. 1-3 and 6. The differences lie both in the dispersion of 2s+ 1N,

the band carriersg, =€y, Which corresponds to flat Un(M)= eM/Ag) (7)

bands, and in the lack of intraband exchange scattering. The (mAg)*?

exchange scattering between barfdand b’ is taken into whereA ¢=2/35(S+ 1)N. Equation(7) is also applicable for

account by thg matrix elemen o ) band electrons witls=1/2 if the electrons obey Boltzmann

If we restrict ourselves to only two electronic barliis  gasistics. Such an approach is evidently realized in the limit
=_1_,2, the @agonahzguon of the .Hamlltoman becomesNe<No' Thus, the partition functiorz is calculated by
trivial. The eigenenergiel are determined by the repopulat- straightforward integration in Eq(6) with the aforemen-

ing of electrons within bands=1 and 2 as well as by the {joned assumptions. After some algebra we arrive at the fol-
normalized values of the ion spin projectiops=M | /N,,. lowing final result:

For simplicity we assumé,, ,» = 1. Thus the energy per unit

volume reads: vl , O ®_f,,F
Ep=ny(e+82)/2+ (G + @) (Nys — Ny ) = (NLAE/2) Xo = Xo, T T2
GL)Z 12 with
X[ 1+ — + 0N (4

AE o o Logrg % Ne.
The minus and plus signs correspondtel andb=2; AE el e ( ) AE N,
is the energy interval between these bamgs; andn,_ are o (8)
the concentrations of electrons with spin projectiors - iS(SJr 1)3202n,n
+1/2 and—1/2 in the bandb, the total electron concentra- MF™112 oimtel o




888 Low Temp. Phys. 26 (12), December 2000 Yu. G. Semenov and S. M. Ryabchenko

where o =2/35(S+ 1)(gug)?n,/T is the paramagnetic Then the diagonal part of the operatdg,, should be
susceptibility of noninteracting LSMs, arfdl, is the volume  written in the form of the Zeeman energy of the LSMs in the
of the unit cell. effective fieldB,=JQy0./gnug and added to the Zeeman
Calculations in the framework of the approach of Refs.term of the magnetic HamiltoniaH,,. We should empha-
1-3 reproduce the resul8) but without the last term size here thaB, is similar to the Knight field in nuclear
(Oye/T)2. This term appears as a contribution of free car-magnetism. The LSMy-factor shift induced by the fiel&,
riers to the thermodynamic potential due to the diagonal parhas recently been observed in DMSs.
of the carrier—ion exchange interactibhy,, (3). One can see One more standard step is the transformation of the
that the diagonalization procedure does not remove this terngpin—spin interactions i, to the energy in the Curie—
and therefore the LeL interaction can never take it into acWeiss fields. It is well known that such an approach reduces
count. the thermodynamical treatment of interacting spins to con-
Another approact? treats the interactiohl ., in the first  sideration of isolated spins with an effective temperature
order of perturbation theory only. As a result, the last term inT4=T— 0. The paramete® =0, +0 . is determined
Eq. (5) does not appear, and theref@g, =0 in Eq.(8) for by both the LL and the LeL interactior&q. (9)].
our model. It is interesting to note that, in spite of the ex-  As a result, the free energy can be presented in terms of
treme simplicity of the model under consideration, the ex-the electronic and ionic parts onl§:
pression for®,,z in Eq. (8) reproduces the result of Ref. 6 _
obtained in terms of self-consistent exchange fields for a F=Feo(oe) + Fn(B+3I000e/Gmus, T—0), (10
more realistic situation. whereF(B+B.,T—0) is the contribution of noninteract-
One can see that expressi@ for O ¢ is neither quan- ing (isolated spins subjected to the uniform magnetic field
titatively nor qualitatively similar td® ., . It permits one to B+ B, at the temperaturd —©. Note that Eq.(10) takes
make the following general statement. For problems of maginto account both diagonéhe termB,=J(y0./gmus) and
netic phase transitions, magnetic susceptibility, magnetizaeff-diagonal (the term® ) parts of the carrier—ion ex-
tion, etc., it is important to simultaneously take into accountchange interaction. The electronic spin polarizatieg is
the contributions of both the magnetic ions and electron subfound by minimization of the functiondll0). Then, substi-
systems to the thermodynamic potentials despite the negltution of the expression fow, obtained in this manner into
gible magnetization of the free carriers. In doing so, it is alsd=q. (10) completely determines the thermodynamic charac-
important to take into account both the diagonal and off-teristics of the system: the magnetizatibh,=—dF/JB,,;
diagonal parts of the carrier—ion exchange interaction. Thenagnetic susceptibilityxa,az—aZF/aBi, a=x,y,z; and
omission of any of the aforementioned terms in the Hamil-the temperature of the magnetic phase transitign
tonian leads, generally speaking, to significant inaccuracy or  The specific form of the free energy functior(ab) de-

even to qualitative changes. pends on the aforementioned and many other peculiarities of
our system. As an illustration, we consider now the most

GENERAL APPROACH TO CALCULATION OF CRITICAL popular case of a degenerate electron gas in a simple isotro-

TEMPERATURE pic and of a semiconductor. We consider the magnetic tran-

sition temperaturd@ . on the basis of the previous results:®

We now present a porrect .c_onsu.jeratlon of the prOblenEquation(lo) permits one to obtain the following equation
of spontaneous magnetic transitions induced by band carriets, ihe critical temperature point:

in DMSs. We choose the Hamiltonian in a form similar to
(3) but incorporate the LL spin—spin interactidty, be- (Ter)c—One=0. (11)
tween the LSM in the magnetic patt,, and the intraband Here O, is given by the corresponding formulas of
exchange scattering between Bloch electron states in the ifzefs 2 and 6 andTi)o=Te— 0, — Oruxy , Where® o
teractionH ., (Ref. 8. In such a case the intraband exchange=®RKKY for the specific case considered. The parameter
scattering generates the LeL interaction. To calculate th%)RKKY coincides with® - only under the assumptions men-
magnetic susceptibility with the help of the modified Hamil- +i51ad in the introduction to this paper. The paramégr
tpnian (3), we shall carry .out thg appro>_<imate Qiagonaliza—shomd be taken from experimer®  =—T,, where T,
tion of Eq. (3) by elimination of its off-diagonalin k and - ¢ ¢orresponds to the antiferromagnetic LL exchange inter-
k) components by the canonical transformation mettiod  4ction realized in the majority of experimental situations for
the second order of perturbation theory. As a result, the efpp g (see Ref. 15 and references thejeiwe can thus
fective LeL spin—spin interaction operator assumes the formyp-in T,=20,c—T,. If one takes into account only self-
o consistent exchange mean fields or RKKY interactions, the
HLeL:2 Jei(Rj j1)S -5, (9 value of T, is determined by a different expressiof
I =0\e—To. This difference can be important in the predic-
whereR; ;. is the radius vector joining the pairs of magnetic tion of conditions for the realization of carrier-induced fer-
ions at the crystal lattice sitgsand j’. The structure of the romagnetism in different experimental situations.
indirect interaction9) is similar to the Hamiltoniamd, , so
they can be combined. The specific formJgfi(R; ;-) in Eq.
(9) depends on the degeneracy of the electron'y#se in-
fluence of magnetic field! the effect of casual anisotropy, We have shown that neglecting the electronic contribu-
the structure of the energy band of the semiconductrd  tion to the free energyl0) leads to a substantial lowering of
the dimensionality of the systefn. the predictedr . value despite the consideration of the indi-

CONCLUSION
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Si/Sh 458 36 heterojunctions withp-type conductivity exhibit an electron overheating effect.

An analysis of the damping of the amplitudes of the Shubnikov—de Haas oscillations upon a
change in temperature and applied electric field yields the temperature dependence of the
electron—phonon relaxation timgpt= 10 8T"2's. © 2000 American Institute of Physics.
[S1063-777X00)00512-0

Two-dimensional electron system@nversion layers, loss time on the overheating temperature was found, and it
delta layers, heterojunctions, and quantum wellve was concluded that the main channel of electron energy loss
unique properties in that, on the one hand, the charge carrieis the emission of acoustical phonons.
in them have a two-dimensional character of their motion  In this study we have realized the electron overheating
and, on the other hand, this two-dimensional state is realize€ffect in Si/Sy ¢/5&, 36 heterojunctions containing implanted
in the bulk of the semiconductor, i.e., the phonons interactindporon, which led to g-type conductivity. The samples were
with the carriers are three-dimensional. Information aboupbtained by molecular beam epitagy/BE)." The conduct-
the electron—phonon interaction in inversion layers, deltdng region had a width of 0.55 mm, and the distance between
layers, and heterojunctions at low temperatured (K) can-  the potential contacts was 2.25 mm. The mobile charge car-
not be obtained from the behavior of the quantum correctionger concentratiom was 2x 10 cm™?, and the Hall mobility
to the conductivity due to the weak localization and electror@f the carriers was-12000 criv~'s".

interaction effectgsee, e.g., Refs. 1),7since at such tem- At low temperature$0.35-2 K the heterojunctions ex-
peratures the dominant inelastic relaxation process iibited pronounced SdH oscillationtsig. 1). Naturally, as
electron—electron scattering. the temperature was raised, and also as the current flowing

mined by studying the electron overheating effetn the ~ SdH oscillations fell off. The electron temperatuifg under
electron overheating effect the electron temperafiyeex- conditions of high current flow can be determined from a
ceeds the phonon temperatuFg, under the influence of a comparison of the change in the amplitude of the SdH oscil-
high electric field(curreni or of other, “heating” factors. lations under the influence of current and under the influence
The transfer of excess energy from the electron to the phd?f temperature. We carried out such an analysis for three
non system, even under conditions of strong elastic scattefX(rema in the magnetic field interval 814 kOe. Figure 2
ing, is governed by the time,. Therefore the problem of shows the change in the amplitude of the SdH oscillations
determiningr,,, experimentally reduces to finding the value with quantum numbers=5,6,7 as the temperature and cur-
of the overheating of the electron gaF = (T,— T, under rent are varied. From a comparison of the curves one can find
conditions of high current flow. To realize the electron over-Te a_f_r:eachlspec;ﬁed valu: of tlhelcur;efnt. he data for th
heating effect it is necessary to ensure the free escape oI € Valug Olrep, Can be calcu ated from the data for the
phonons from the conducting layer into the surroundinge ectron overheating effect with the use of the heat l;alance
crystal(i.e., to provide good acoustical coupling of the Con_eqluatlog,_whlch _f;lssulmes '_[hat thel tele::r':rlcal powtefli 7
ducting layer and the crystalThis requirement is manifestly released In a unit volume 1S equal to the amount of energy

satisfied for inversion layers, delta layers, and heterostruct-ranSferreOI by the electrons to the lattice per unit time:

tures.
The electron overheating effect has been analyzed previ- g2,— f TEM_ (1)
ously with the use of Shubnikov—de Ha@dH) oscillations Toh Tepn(T)

for inversion layers on silicah'®and for Si/Sj ;Ge, 5 hetero-

structures witm-type conductivity*® In the cited papers the If it is assumed thatr;,= TP and that the electronic
falloff of the amplitude of the oscillations with increasing heat capacityCo(T)= T, then it follows from(1) that'?
applied electric field was used to find a relation between the

electron temperature and the rate of loss of the excess energy E2g— ﬂ(Tp+2_Tp+ 2 @
by the electrons; in Ref. 11 the dependence of the energy p+2° ¢ ph /-

1063-777X/2000/26(12)/4/$20.00 890 © 2000 American Institute of Physics
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FIG. 1. Shubnikov—de Haas oscillations at various temperatlré]: 8T ' )
0.334(1), 0.619(2), 0.834(3), 0.984(4), 1.281(5), and 1.5146) (a) and at 0 1 2 3 4 5 6 7 8
various current$nA]: 100 (1), 1000(2), 1790(3), and 3000(4) (b). I IJA

FIG. 2. Change in the amplitude of the SdH oscillations with quantum

. numbersy=>5 (1), 6 (2), 7 (3) upon changes in temperatu@® and current
Under the conditionT.>T,, one should observe a depen- ().

denceT,xE?(P*™2) Figure 3 shows the experimental depen-
dence ofT, on the applied electric fiel& (pointy together
with the relationT . EY? (continuous curvg which approxi-

mates the experimental data quite wetkcept for the points ) , 6 )

at smallE, for which the conditionl > T, is not satisfiegl (kTe)™=(KTpn) ™+ ;(eE) D Teph, )
Thus we arrive at the preliminary finding that the expongnt

in the relatiom-;p},z aTP is equal to 2. where D is the electron diffusion coefficient, arfel is the

We attempted to find the temperature dependencelectric field that leads to heating of the electrons. This rela-
Tepn(T) directly from the experimental data presented abovetion is obtained from Eq4) with the electronic heat capacity
Let us assume that in the steady statg, in (1) corresponds and conductivity expressed in terms of the density of states
to a certain temperatufk,,, that characterizes the electron— v,.: C.=(7%3)k?v4sT and c=e?vyD. For two-dimen-
phonon interaction under conditions of electron overheatingsional electronsvys=m*/(7%?), D=(1/2Zr, and the
Then from(1) we have Fermi velocityv = (#/m*)(2mn)Y2. The elastic scattering

time can be determined from the formuRi'=ne?s/m*.
_ (3)  For the effective mass we take the vame =0.242n, (mg
2 Teph(Tepn) is the free electron massobtained from an analysis of the
SdH oscillations. The electric field in a conducting channel
of lengthL and widtha can be found from the values of the
current | and the resistance per squaR,: E=IR/L
E2g =IRy/a (sinceR=RpL/a). For Ty, one should take the
TeTon="7— Tepr( Tepn)- (4)  temperature of the crystgin our caseT ,,=0.37 K).
¥ eph From calculations based on E&) we obtained the tem-
Since the value of is unknown for our objects of study, we perature dependence of,, (Fig. 4. We assumed, as in
must turn to the relatidf Refs. 15 and 16, thalep,=1/2(Tput+ Te). The temperature

Te+ Tph Y

E20=(Te—Tpn

For Tepn=(Te+ Tpn)/2 EQ.(3) implies the following relation,
which was first given in Ref. 13:
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dependence,,(T) presented in Fig. 4 can be approximated 0.4 0.6 08 1.0
at temperatures above-0.4 K by a power law: 7¢py, Teph > K

=10 8TP, wherep~2. o
Let us discuss the possible causes of a temperature dEI-G' 4. Temperature dependence of the electron—phonon relaxation time

1 -2 . . . Teph found from the decrease in amplitude of the SdH oscillations with
pendencere;, < T°. For three-dimensional conductors in the , 2nwm numbers=5 (A), 6 (V), and 7 ©) under the influence of a
“clean” limit one should havergT® (Refs. 17 and 18 current,
while for strong disordering, in the “dirty” limit, the theory
predicts a weakening of the electron—phonon interaction and
the appearance of a temperature dependence of the forplied to the heterostructures studied here, since in them the
re’plhocIT“, where | is the mean free path of the elec- two-dimensionality is inherent to the electron system, while
trons 192 (the transition from the “clean” to the “dirty”  the phonons remain three-dimensional.
limit corresponds to a transition from the inequaliy In our view, the temperature dependt%nzt;}g}ch2 ob-
>1 to the inequalityg, <1, so that in the latter case the tained in this study is due to the two-dimensional nature of
mean free path of the electrons is shorter than the wavelengthe electron system. In heterojunctions, as a result of the
of a thermal phonon =27/ qp,=27As/KT, whereqynis  discontinuity of the bands at the heterointerface and the ap-
the phonon wave vector argds the phonon velocity pearance of internal electric fields, a potential vielhich to

Our experimental dependena:g,lhocT2 is very often ob-  a first approximation is triangular in shapis formed in
served for thin films in an analysis of the behavior of thewhich the motion of the electron®r holes in the direction
quantum corrections to the conductivity due to weak localtransverse to the welblong thez axis) is quantized, while in
ization and electron interaction effectsee, e.g., Refs. 16 the plane of the interfacexy) the motion remains free. The
and 21-2% or in the analysis of experiments on electron electrons occupy size-quantization levédabbandsand are
overheatingsee, e.g., Refs. 15 and 26-2%he appearance described by the dispersion relation
of a temperature dependence of this kind for films can be

2 2
attributed to modification of the phonon spectrum in thin 8:M+8i_ (7)
films. Let us clarify this statement. The timeg,, is deter- 2m
mined by the Hashberg functiona?(w)F(w) in the fre- At low temperatures the absorption or emission of
quency region corresponding to the energy of thermalhonons is accompanied by a change in the electron momen-
phonons: tum component®, ,p, . At high temperatures, intersubband
) (0)F(w) transitions can occur. According to Ref. 33, ol >kT,
Teph™ 47'rf dwm. 6) =8m<W (whereW= w2%2%/(2md?) is, in order of magni-

tude, the ground-state energy of the size quantizasi@ithe
For a quantized phonon spectrum the density of states is speed of sound, amdlis the characteristic width of the well
linear function ofw, i.e.,F(w)>w. In that casdwith allow-  the electron—phonon scattering processes are quasielastic
ance for the weak dependence @fon w) it turns out that and are characterized by a temperature dependﬁgajgeT.
T;plhOCTZ. An analogous result was observed in an analysis ofAn estimate ofT, for our objects(for s=9x10° cm/s3* d

the possibility that shear wavesvaves of the Love type ~100 A) gives a value~40 K. At low temperatures T
with an unusual dispersion relatianxq*? can exist in a <T,) a situation can arise in which the wave momentum of
film—substrate systerit. We might also point out Refs. 12 a thermal phonong;=kT/(%s), is sufficient to change the
and 32, in which a dependenc:g;)lhoclT3 was obtained in the electron wave vector by the maximum valukg2 since at
“dirty” limit for the case of a two-dimensional phonon spec- lower temperatures one has<2kg, and only small-angle
trum. Accordingly, in the “clean” limit one would expect a scattering of the electrons is possible. The temperaiyre
dependence of the forngpimTz. However, these variant ex- separating these regions corresponds to the conddipn
planations of the beh<'1vi0fgp}1c>cT2 cannot be directly ap- =2kg. In the region of partial inelasticityT>T,) an elec-
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Based on a study of the low-temperature optical spectra®f Retivator ions in %SiOs,

Gd,Si0;, and Ly SIiCy crystals, it is shown that the parameters and character of the crystal-field
splitting of the'D, and®H, terms of the impurity ions are substantially different in

crystals belonging to different crystallographic types. I55¥0; and Ly, SiOg crystals a
pseudosymmetry effect is observed in the splitting of thg term for ions localized in
inequivalent cation sites. The activator ions nonuniformly occupy the inequivalent cation

sites as their concentration is increased. At high concentrations of activator-dnsi( %9 the
optical absorption spectra exhibit spectral lines belonging to dimers of activator ions.

© 2000 American Institute of Physid$1063-777X00)00612-5

1. INTRODUCTION In connection with the aforementioned features of the

. . . lattice structure of oxyorthosilicates, it is of considerable im-
Y,SiO; (YSO), Gd,Si0; (GSO, and LySiOs (LSO) . ; : "
are crystals of the oxyorthosilicate cldssA rather large portance to elucidate the relations governing the splitting of

number of rare-earth impurity iorp to 10 at.% can be the terms of the B impurity ion under the influence of the

. . . : .., crystalline field in crystals having different structural types
mt;o(;jucec(jj_mtotthhe Ctat'op S|t|es %f YStO :‘SO’?_";‘nﬁ_ GSO Wlth'and also to determine the essentials of how the optical spec-
out degrading the structural and optica quatityhis prop- tra transform as the concentration of activator ions is in-
erty of oxyorthosilicates gives them an advantage over othe

tall triced. F le, probl th optical creased
crystafiine matrices. -or example, problems V\."H optica In this paper we show that two Pr optical centers form
quality are well known for the laser crystal £;:Ti*" start-

) X : i . inYSO, LSO, Is, [ h -
ing at only 0.1 at. % activator iorfs The high isomorphic in YSO, LSO, and GSO crystals, corresponding to the sub

. . stitution of the activator ions into the two inequivalent cation
c_apacny of YSO.’ LSO, and GSO crystgls_ IS extremely attrac'sites. In YSO and LSO crystals a pseudosymmetry effect is
tive for developing new laser and scintillator materials. In

thi d1th fvator | Foand PP f particul observed in the splitting of thD, term into Stark levels for

. ;S re%ﬂ_g Oe ac L\r/]a o'lr. '0?5 ea;n ted Sreé?@ particular o pa+ jons localized in different cation sites. It is found
Interest. oxyorthostiicates activated by IONS A€~ that as the activator concentration increases, a nonuniform
efficient scintillators which have been recently been

. . . occupation of the inequivalent cation sites of the YSO lattice
developed:”*° The P?* ion provides multifrequency laser P g

: . occurs.
generation under IR pumpirfy.

The YSO, LSO, and GSO crystals are of different struc-
tural typest? This is reflected, in particular, in differences in
their unit cell parameters: YSOaE14.43 A, b=10.41 A, The optical absorption and luminescence spectra of the
c=6.733 A,8=122.13°,v=856.1 &), LSO (@=14.33 A,  crystals were recorded on an automated spectrofluorimeter
b=10.32 A, c=6.671 A, B=122.3°,V=833.8 &), GSO constructed on the basis of an MDR-23 grating monochro-
(a=9.16 A,b=7.09 A, c=6.83 A, 3=107.58°,V=422.9 mator. The luminescence spectra were excited by a fre-
A3). It is also known that the unit cell of these crystals hasquency-tunable organic dye laser. The luminescence quench-
two inequivalent cation site's? ing kinetics in the samples was recorded by a technique of

For example, in the YSO crystal one of the sites is atime-correlated counting of single photons.
distorted octahedron in which the Y-—0O distance varies inthe The YSO, LSO, and GSO crystals were grown by the
range 2.21-2.33 A? The second site has a coordination Czochralski method. In the LSO and GSO samples the acti-
sphere with an additional, seventh oxygen ion drawn intovator ion concentration was 0.3 at. %. In the YSO crystal the
it.2 For the second type of cation site the Y—O distanceactivator ion concentration was varig6.3, 0.6, and 1.8
varies in the range 2.15—2.39'&.thus the inequivalence of at. %).
the cation sites is due to different coordination numbers with  Low temperatures were attained by means of a helium
respect to oxygen and different distances from the rare-eartbptical cryostat. The crystals were immersed in helium
ion to the ligand-? vapor.

2. EXPERIMENTAL TECHNIQUE

1063-777X/2000/26(12)/5/$20.00 894 © 2000 American Institute of Physics
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Energy , 103 cm‘1 FIG. 2. Fragments of the luminescence spectra upon the selective excitation

of the two types of F¥" optical centers in the LSO crystal.
FIG. 1. Fragments of the absorption spectra of LSO, YSO, and GSO crys-
tals in the region of the optical transitioAll ;< D, of PP impurity ions
atT=77 K.

The dividing of the spectral lines into groups and the
identification of each spectral line were based on a study of
the luminescence spectra under selective excitation and of

We investigated a spectral region containing opticalthe temperature dependence of certain lines in the absorption
transitions involving the Stark components of tH2, and  spectrum(Fig. 1). For example, the spectral lines and 8
3H, terms of the P¥" ion.}~13 This choice was made be- vanished when the crystals were cooled to 5 K. Selective
cause of the relative simplicity of interpretation of the spec-excitation of each of the spectral lines belonging to a single
tral lines. For example, the spectral lines due to optical trangroup gave rise to identical luminescence spedfig. 2).
sitions between the Stark components of the tethgs 1P, Excitation into spectral lines belonging to different groups
and ®H, are strongly mixed, making their correction inter- (Fig. 1) gave rise to two types of luminescence spe(fig.
pretation difficult!'12 2). The highest-frequency spectral line in the luminescence

Figure 1 shows fragments of the absorption spectra ofpectra of both types were resonantly coincident with spec-
YSO, LSO, and GSO crystals containing®Prions. The tral line 1 or ¥ (Fig. 1). The frequency intervals separating
spectral region corresponds to the interval in which the opspectral linesa and 8 from line 1 (Fig. 1) was precisely
tical spectra of Pr™ impurity ions are observed=** For  coincident with the frequency intervals between the two
YSO and LSO crystals one can distinguish two groups ofspectral lines lying below line 1 in energy in the lumines-
spectral lines with considerably different widths. The speccence spectruniFig. 2). Consequently, the spectral lines
tral lines of one of these groups are labeled by just a numbegand 8 are due to absorption from the two lower, thermally
and the other by a number with an asterisk. Each group corpopulated Stark components of the tethh,.
sists of five spectral lines. The spectral lines broaden mono- It has previously been proposédhat the spectral line
tonically as their number in the sequence increases. Sudfue to the second Stark component of tBe term is hidden
behavior is ordinarily observed in rare-earth ions for spectrainside spectral line 1Fig. 1). Selective spectroscopy of the
lines belonging to the same multipfét. optical spectra in the YSO crystal has made it possible to

The indicated groups of spectral lines belong to twogive a complete interpretation of the line in the absorption
Pr* optical centers. The different optical centers are formedspectrum of the second tyEig. 1).
as a result of the substitution of Prions in two inequiva- In the luminescence spectra of the YSO, LSO, and GSO
lent cation sites:? Each of the five spectral lines is due to an crystals also contain spectral lines with temperature-
optical transition between the lower Stark component of thalependent intensities. For example, for LSO at 77 K the
3H, term and the five Stark components of fiiz, term. In  luminescence spectrum of the first type contains a spectral
YSO, LSO, and GSO crystals the degeneracy oftihgand  line y (Fig. 2 that vanishes at a temperature of 5 K. This line
2H, terms of the Pt ion is completely lifted by the crys- is due to the luminescence from the second, thermally popu-
talline field, since the point symmetry of the two cation siteslated Stark component of tH®, term. The frequency inter-
is extremely low!? vals separating the spectral lines 1 gnih the luminescence

3. EXPERIMENTAL RESULTS AND DISCUSSION
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TABLE |. Parameters of the splitting of thkD, term in reference to the TABLE Il. Parameters of the splitting of théH, term in reference to the

spectral lines 1 and*1(their frequencies are indicated in parenthgses spectral lines 1 and*1(their frequencies are indicated in parenthgses
Splitting parameter, cimt Splitting parameter, cmt
YSO LSO GSO YSO LSO GSO
type | type Il type | type Il type | type Il type | type Il type | type Il type |
0(16529.2 0(16477.3 0(16521.7 0(16466.9 0(16657.9 0(16496.7 0(1652) 0(16469.3 0(1652) 0(16469.3 0(16652.8
59.6 364 66 373.7 42.1 43.8 89.7 174.7 72.5 178.5 27.7
224.9 667.9 202.2 688.4 248 248.7 143.6 274.8 135.8 261.3 82.8
501.2 948 498.2 951.7 525.9 940

801.3 1071.5 801.8 1091.4 621.8 1056.7

crystal an interpretation of the spectral lines is given only for

the luminescence spectrum of the first type. For comparison
spectrum(Fig. 2 and the spectral lines 1 and 2 in the ab-the parameters of the crystal-field splitting of the, term
sorption spectruniFig. 1) are the same. relative to the spectral lines 1 and &re given in Table II.

The features of the luminescence spectra noted above, The kinetics of the quenching of the emission in the
together with the clear connection between the temperatud@minescence spectra of both types was investigated under
dependence of the spectral lines in the absorption spectrugelective excitation of optical transitions belonging to differ-
(Fig. D and in the luminescence spectrfig. 2), make it  ent optical centeréFig. 1). The kinetics of the luminescence
possible to find the values of the splitting of tH2, and®H, quenching was identical for the spectral lines corresponding
terms of the P¥" impurity ions under the influence of the to the same type of luminescence. The shape of the lumines-
crystalline field in YSO, LSO, and GSO crystals. The resultscence quenching curves for the first and second types in
of the analysis are summarized in Table |, which gives therSO, LSO, and GSO crystals containing 0.3 at. % praseody-
values of the splitting of théD, term for the two optical mium ions is well described by a single-exponent power law
centers, relative to the spectral lines 1 arfd(Eig. 1). The  (Fig. 3. The time constants for the quenching of the lumi-
character of the splitting of théD, term is substantially nescence of the first and second typesTat77 K are as
different for ions occupying the inequivalent cation sites. Infollows: 7,=108 us, 7,=145 us for YSO; r,=64 us, 7,
the YSO and LSO crystals, which belong to the same crys-
tallographic typée:? the energy parameters of the splitting of
the 1D, term and of the Stark components are similsee el
Fig. 1 and Table)l It is clear that the Stark components of -
the term are uniquely related to the corresponding spectral -
lines. For the first type of optical centers the spectral lines 1 -
and 2 are separated by a minimum energy interva&0 N
cm L. Spectral line 3 is adjacent to them. Then, after a sub-
stantially larger intervak~290 cm', come spectral lines 4
and 5(Fig. 1). For the second type of optical centers in YSO -
and LSO crystals, lines*4and 5 are separated by the small-
est energy interval. Lower in energy is the spectral lifie 3
Then, after an interval of~300 cmi, come the spectral
lines ¥ and Z. In a qualitative sense, without maintaining =
the same frequency intervals, a quasi-reverse order is ob- S
served for the splitting of th&D, term in the YSO and LSO e’
crystals. This effect is similar to the splitting of tRB term -
of the impurity ion TP in ligand fields with tetrahedral and -
octahedral symmetr{?*® In the case considered in the -
present study one can speak of a quasisymmetry effect, since |
the inequivalent cation sites have extremely low point sym-
metry.

Unlike the YSO and LSO crystals, in GSO the spectral L
lines for the two optical centers are grouped by type: 1-2-3
(1*-2*-3*) and then 4-54*-5*) (Fig. 1). i iy

In Ref. 13 a complete interpretation is given for all nine i
lines in the luminescence spectrum of the YSO crystal, cor-
responding to optical transitions between the lower Stark
component of théD, term and the nine Stark components efl L .
of ®H,. For the LSQ(Fig. 2) and GSO crystals there is as yet 0
reliable information only for three of the spectral lines,
which correspond to the analogous optical transitions to the g, 3. Kinetics of the luminescence quenching in the two types of lumi-
three lowest Stark components of tte, term. For the GSO  nescence spectra in an LSO crystal containing 0.3 at. ¥ iens.

Type ll

PA)

1 L 1 L 1 s 1 1 1
100 200 300 400 500
Channel No. (0.2 us/channel)




Low Temp. Phys. 26 (12), December 2000 Malyukin et al. 897

=82 us for LSO, andr;=39 us, 7,=50 us for GSO. The 24
ratio of the time constants for the quenching of the lumines-

cence of the first and second types was 1.3 for each crystal. . FARY

A comparison of the splitting parameters of the teriBs Luminescence ;4\ 15K
(Table ) and®H, (Table Il) shows that the second type of 201 ‘/
Pr3* optical centers is subjected to a stronger perturbation by I

the crystalline field. Itis as if the time constant for quenching @«

of the luminescence of the second type in this case shouldbe € 16} f !
smaller, since it is knowh'* that for electric-dipole optical 5

transitions within thef shell of rare-earth ions the parity- ©

forbiddenness is lifted by the crystalline field. In our case, 2

however, and important role is played not only by the am- & 1.2r

plitude but also by the symmetry of the crystalline field in %,

the region of localization of the impurity center. Apparently,
for the second type of optical centers the contribution of the 0.8
odd harmonics in the expansion of the field of the ligands is
smaller than for the first. It is the odd harmonics of the crys-
talline field that lift the forbiddenness of the electric-dipole
optical transitions within thé shell*** 0.4
As expected, increasing the concentration of Pacti-
vator ions in the YSO crystal lead to a broadening of their A
optical spectra. The integrated area under the two spectral ohtl ) . ) , ) RAc*
lines 1 and 1 increases in proportion to the increase in the 16.47 16.50 16.53 16.5
total concentration of impurity ions. However, the integrated
area of each of the lines 1 and thanges in different ways:
the integrated area of the spectral line 1 grows in proportiomrG. 4. Fragments of the absorption spectrum of a YSO crystal containing
to 1:2.2:6.5 while for line 1 this ratio is 1:1.6:3.2. Conse- the highest concentration of activator iofis8 at. % at different tempera-
quently, the impurity ions occupy the inequivalent sites oftU"®s:
the YSO crystal in a nonuniform way. As the concentration
of activator ions increases, additional spectral lines with gjpes not contain a spectral line resonantly coincident Wwjth
concentration-dependent intensity appear in their optical ab(1:ig. 4.
sorption spectra. In the case of the highest concentration of | the general case the dimeric states are described by a
activator ions, the spectral line$; and &, appear in the wave function of the formp=a,(t) @1+ a,(t) ¢, (Wherep,
optical spectrum near the spectral lines 1 and(&ig. 4.  and, are the wave functions of the states of the monomers;
Essentially, the spectral lin®, merges with the spectral line 3, (t) anda,(t) are complex functions of timelf the rela-
1 at high temperature. It is clear that the spectral lifieand  tive phases,(t) anda,(t) beat randomly with a frequency
o, are of an identical nature. On account of the appreciablgyreater thanVyy/7, then the dimeric states are destroyed.
broadening of the spectral line 1, the lid® is less pro-  Since the scattering of phonons on impurity centers is one of
nounced(Fig. 4) Let us therefore analyze the causes of thethe causes of disruption of the phasesa@(t) and az(t)’
appearance of the spectral lig. The frequency interval increasing the temperature of the crystal leads to a decrease
separating the high-frequency spectral satellite from lihe 1 in the intensity of the spectral ling, (Fig. 4). For a similar
is 8.9 cni'. We did not observe any line in the lumines- reason the dimeric states do not form if the initial states are
cence spectrum that would be resonantly coincident With  subjected to strong nonradiative relaxation. This applies to
(Fig. 4. the Stark components of tH®, term, which lie above the
The concentration dependence and temperature depefietastable state in energy. Therefore, dimeric states do not
dence of the intensity; suggest that the spectral lifg is  form for the Stark components associated with the spectral
due to absorption by dimers of activator ions. Indeed, thdines 2, 3*, 4*, and 5 (Fig. 1).
activator ion concentration of 1.8 at. % is quite high, and  |n Ref. 13, in the selective excitation of luminescence of
activator ions can occupy two adjacent equivalent cationhe first type in the region of the optical transititid ;— P,
sites'’ As a result of the dipole—dipole interactioVdy)  the spectral line "L (Fig. 1), which belongs to the lumines-
between identical activator ions, two dimeric energy stategence of the second type, was observed. Direct laser excita-
form.!® Depending on the relative orientation of the dipole tion of the optical centers of the second type was ruled out.
moments of the optical transitions of the interacting ions, theConsequently, electronic excitation was transferred from the
optical spectrum of the dimer can manifest both states simulfirst type of optical center to the second. The mechanism
taneously or only one of theff.In our case a dimeric energy responsible for the transfer of electronic excitation energy
state appears above the state of the isolated ion. Conseemains unclear. We therefore made a detailed investigation
quently, the dipole moments of the optical transitions of theof the luminescence spectra in YSO crystals with different
interacting ions are directed precisely antipardifeAs a  concentrations of activator ions. At=5 and 77 K the lumi-
rule, the upper state of the dipole is subject to strong nonrarescence spectra of the first and second types did not contain
diative relaxatiort® Therefore, the luminescence spectrumspectral lines that could belong to the other type of lumines-

Energy , 103cm™1
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An attempt is made to calculate the absorption spectrum oBtpease of solid oxygen with
allowance for the absence of long-range magnetic order in it. It is shown that the

correlational character of the spin orderingArO, leads to a substantial change in the spectral
function describing the electronic spectrum of this cryocrystal and, as a consequence,

results in a loss of the fine structure of the corresponding optical absorption bands, which become
broad and structureless. @000 American Institute of Physid$$1063-777X00)00712-X]

INTRODUCTION tween nearest-neighbor molecules aligned along the three-
fold symmetry axis is taken into account and in which the

As we know(see Part Ill of Ref. J, the G molecule, sign of the intramolecular “spin—axis” coupling constant
owing to its unfilled outefvalenceg electron shelltwo elec-  A__, is specified(as positive, 8-O, can be treated as a set
trons in a twofold degenerate, orbital), has, according to of weakly coupled hexagonal planes with three magnetic
Hund’s rule, an uncompensated electron spin in the elecsublattices® Here the angles between neighboring spins of
tronic ground state. As a result, unlike the majority of otherdifferent sublattices are- 27/3, and the magnetic properties
extremely simple cryocrystals, the intermolecular interactiorof the system as a whole are isomorphic to the well-known
in solid oxygen is largely determined by the valerex- XY model and can be described in the framework of that
change component, which makes for a collinear orientationmodel. Although the three-sublattice magnetic structure of
of the G, molecule and also for spin ordering in its high- B-oxygen (sometimes called the Loktev structuneas ac-
temperature monocliniex and rhombohedral3 modifica-  knowleged and had been studied in a number of pajseses
tions (T<T,z=23.8 K andT,;<T=<T,z,=43.8 K, where e.g., Refs. 14-18the final answer to the question of its total
T,z andTg, are the temperatures of the magnetostructuramagnetocrystalline symmetry was given only relatively
aB and By transformations, respectivély recently'®2°

While the crystal structure ofv-, B-, and y-O, are It was shown®?° that the ground-state energy of the
known and have been fairly well studiédee, e.g., Refs. 2 Loktev structure is degenerate with respect to any uniform
and 3, in regard to the magnetic order this can be said onlyotations of the spin vectorS, in the basal planen(is the
abouta-0,, which is a two-sublattice biaxial antiferromag- vector of a site of the planar latticdt is known that for such
net (AFM),>* the easy axis of which lies along the mono- a case the continuous degeneracy in the 2D system causes
clinic axis of its lattice. The high-temperature cubigphase destruction of the long-rang@lipolan order in the system
is paramagneti¢PM); this phase also lacks collinearity of at all T#0, which is formally expressed as the fact that
the axes of the molecules. As to the magnetism of ghe (S,)=0, or
phase, the available information about it for a long time re-
mained of a contradictory nature. On the one hand, many
experimental(in particular, spectral results indicate that
B-oxygen should be classified as a paramagnetic sytém.
On the other hand, the temperature dependence of the statihere( . ..) denotes a mathematical averaging, dridare
magnetic susceptibility explicitly attests to the AFM ordering the spin projections. Indeed, the absence of an average spin
in B-O, (Refs. 8 and § as has been independently con- corresponds to paramagnetism, but the nonzero spin correla-
firmed by the presence of a pe@beit strongly smeargdn tion functions(1) at short distances argue in favor of order-
the neutron-scattering spectrdfii!? ing, at least of a short-range nature. Moreover, this order can

This contradiction was to a certain extent eliminated bybe organized in such a way that the magnetic symmetry of
one of the present authors, who showed that to a first aphe system on the whole at any finite temperature is lower
proximation in which only the strong AFM exchange be- than the symmetry of the true PM st&felt is this type of

(ShSk)—0, [n—m|—e, (1)

1063-777X/2000/26(12)/9/$20.00 899 © 2000 American Institute of Physics
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ordering, which is called correlational ordering and isplicity, we take into account only one-electron excited states
characterize®f by its own order parameter, that is realized in of only one type, then the excitonic spectrum of such a mag-
B-0,. netic crystal can be described by the Hamiltohi#n

What we have said is clearly sufficient to warrant a sepa-
rate treatment of those properties of {ighase of solid @ H=HsmT Hrest Hexchs (2)
which are governed by the magnetic subsystem. First among \yhich
these should no doubt be the electrof@xcitonio properties

and the optical spectra corresponding to them. Ae

Experimental studies of these spectra, the most Hsm=~ TnE Sﬁa ®
completely of which are those of Prikhotko and ‘
co-worker§22-24and Eremenko and co-worket&>26dem- is the operator of the intramolecular single-particle states,

onstrated convincingly that while the absorption bafals ~ Which corresponds to the model of an oriented gas in the
both the mono- and bimolecular natures the « phase are theory of molecular exciton,

discrete, with a highly developed fine structure that is pre- {

served practically without visible changes all the wayTto Hies= — = E on oy 1, (4)
=T, this fine structure literally vanishes after th@ tran- Ny« ¢ P
sition, these bands becoming very smeared. Completely (a#B)

structureless contours of the absorption bands are also chag-the operator representing the resonant interaction between
acteristic ofy-O,, which, however, can be explainéat least  electronically excited molecules, and
in principle) as being due to the characteristic orientational

disorder of the molecules in this modification. The radical H :ﬂ S s s, (5)
transformation of the electronic spedtrat the a3 transi- e 2, Pap atPap
tion, which is expressed in an abrupt change in the shape of (a#p)

the bands, cannot be attributed to its monoclinic distortiong tne intermolecular exchange interaction operdtan.Egs.

nor to critical broadening of the spectral linewidths, which (2)(5) the following notation was used is the energy of
occurs only in the immediate vicinity of the transition he excited electronic state of the moleculend J are the
point?”?®In our opinion this transformation is a direct con- yesonant and exchange integral for the nearest neighbors
sequence of a change in the character of the magnetic ordgbm gifferent sublattices, separated by a vegigp, S, is

in the system. This is not so much because of the change %e spin operatorg, is a pseudospin operator, which, in

the type or, equivalently, the wave vectQ,,, of the planar distinti ii . b ith
magnetic structur¢for example, from two sublattices with istinction t0'S, , specifies transitions between states wit

Q@ = (x/\3,7) to three sublattices withQC) =(2x/ different multiplicities(in this case, between the ground trip-
S IN129 me it mag let S=1 and the excited singl8=0), anda, 8 (=1,2,3) are

V3,27/3)]%° as it is a result of the loss of long-range order '€t =~ * _ » ante,

the indices of the magnetic sublattices. In Hamiltoni@h

and its transformation into correlational order with the prop- Y .
erties in(1). Contributing to this, of course, is the increasing & Nave dropped the Hamiltonian ‘?f the eafsy,/,-plane_magnetlc
two-dimensionality of the magnetic subsystem of the oxygerf"SOtOPY. %h'gh is given by the "spin—axis” coupling op-
cryocrystal upon transition from the to the 8 phase and the eratorAS,a(Sna) in the moleculgwhere the axisf is along

easy-plane naturéfor the structures of these phases the  the molecular axjsand does not contribute directly to the

rather strong intrinsic magnetic anisotropy of the @ol-  optical properties we are interested in. - _
ecule, which, as we have said, holds the spin of the molecule The operatorso,, obey the following commutation
in the basal plane of these phases. relations:

Below, for the example oB-O,, we attempt to calculate i K oqoral ok 1.
the optical spectrum in the region of the one-exciton transi- ["na’(’mﬁ]_[snaismﬁ]’
tion of a crystal having correlational magnetic ordering. C )

[o-i'la ’Sm ]: | 5[1 m

B a’B

| (6)
€ikiOn,»
2. SPECTRUM OF ELECTRONIC EXCITATIONS OF

B-OXYGEN where g, is the Kronecker delta, anel, is the completely

antisymmetric unit tensor.

In AFM insulators, the excited states corresponding to  Hamiltonian (2) is written in the laboratory reference
transitions(one- and two-centgmf electrons inside the un- frame, but for the physical system under study, whose mag-
filled shells of PM ions(molecule$ are small-radius states, netic structure by assumption has three spin sublattices, the
or Frenkel excitons. Complete and detailed studies of thguantization axis of each sublattice being directed at angles
spectra of these excitations have been carried out essentialty 120° to one another, it is convenient to use proper frames
only for the simplest case, that of crystals with two magneticthat take this circumstance into account. We choose an ori-
sublattices possessing long-range ortiet? The intermedi-  entation of the coordinate system in the laboratory frame
ate phase of solid Qis an example of a different kind of such that theX and Z axes specify the plane on which the
magnetic structure, the excitonic spectrum of which, as far aaverage magnetization lies, while theaxis explores the
we are aware, has not been calculated everi fe0. direction perpendicular to ifi.e., along the threefold axis of

To investigate it, let us limit consideration to a model the rhombohedrgn The transition to the proper axes of
crystal whose molecules, like,Ohave a twofold degenerate quantization for the physical situation under study is effected
outer shell containing two electrons. If, for the sake of sim-by the matrix
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cose, 0 sin @n, only the operatorﬁna(O) andB; (0), in afirst approxima-
0 1 0 % tion (a calculation of the energy bands of noninteracting ex-
) citons and magnonglo not contribute and can be omitted;
~SiNen, 0 COSen, the same is also true for the operat@s (—1) andB,

f “plane” rotations that takeo, =(a{f ' 0.: ,oﬁ) and ((j— 1)_. The d;atailst o{hthe tranzformaf[i.onts_ from t:g pseu-
: . o @ ospin operators to the second-quantization operdtas

&a=(S§Q,SIa,SﬁQ) Into U”az(aﬁa’a'?a’a’%a) and Sh, the E)ransirt)ion operatorare set for?h in Ref. 1. P
= (S5, .S7..S5,) while preserving the commutation relations |y the stated approximations the Hamiltonian of free
(6); it is assumed below that the proper axis for each spirelectronic excitations moving along an AFM insulator whose
is g - spin subsystem corresponds to the quasiclassical approach

Making the transformatiori7) and substituting the cor- does indeed take the standard form:
responding operators into Hamiltonia@ and (5), we ob-

tain the following expressions for the latter: ~ Pn,tp,
g exp Hyes— Hiow=— = 2 B, Bn_+p cosz—ﬁ,
napaﬁ 2p 2
_ { 4 (a#p)
Hies= nEpaB [(U'n O'n WP, B+0'n On, +p B) (11)
(@h) where the operatorB, and Bn,, corresponding t&s,=1,
XCOS(‘PHQ_‘inpaB)”L‘Tr?a"r:]ﬁpag can now to a good approximatiqsee Refs. 31-33be as-
¢ ¢ ¢ ¢ sumed to be Bose operators. In Efl) we have dropped the
H(h, 00, 40,57 00,00, 0, nonresonant terms, which in the investigatexcitor) region
: ) of the spectrum give a vanishingly smatt¢?/Ae; Ref. 33
X Si - ; 8 o ’
N(en, %a“’aﬁ)] ® contribution to the energy.
Without restricting the generality we assume that the
Hoor= 5 E [(5§ o 5+s§| S +p ﬁ) angles of rotation of the spins of each sitg, are related to
Ta:,gf the rotation anglep,, which characterizes the cell as a
, whole, in such a way thap, =¢@,+27(a—1)/3. This al-
X oS n, = @n,+p,,) TS0 SH 4p,, lows us to consider both a system with long-range=0)

der, for whiche, — =27w(a—B)/3, and a system

Sf +s¢ gt or @n, ‘Pna+paﬁ

Sh oot IS0t 00) without it, when

Xsi - , 9
n((Pn“ (Pn“+p“3)] ( ) Pn, (Pna+Pa/3:zw(a_ﬂ)/3_v¢napaﬁ+ s

the mean-field structure of which, as one can readily verify,

is analogous to the Hamiltonian of tB€Y model. This is

most clearly seen in the quasiclassical approximation, i

The first case admits calculation of the excitonic spec-
rFrum in the three-sublattice magnetic structure@D, by

s _ _ direct diagonalization of Hamiltoniafll). Assuming that
hich it d the®’ =(S )=s (cf. Eq. (1), wh
which 1t 1s assume .~ (Sy,)=s (cf. Eq. (1), where @n,~ @n,+p,,= +2m/3 and transforming to thk represen-

£, 7
the average refers to the the_laboratory fraraad <S”a> tation, we obtain the exciton Hamiltonian of a hexagonal
=0 (Ref. 39, as a resuI'F of which the operat(®) takes on plane in the forrfl
the standard form for this model:

Js* Hex=Hsut Hex=A22, BBy,
HexchﬁHexch Cog ¢ — @ +p ) (10 & & K
2 na'paﬁ a a Fap
o 2SS [1(KBLBeh 12
- — .cJ,
As to the pseudospin operators, a similar approximation 4% a7p [7(0)BaBrg ]

for them (or some sort of nontrivial averagésannot be
introduced, since they describe transitions between the
ground (triplet) and excited(single} states. One can, how-
ever, simplify expressio®) substantially by taking the fol- o . _
lowing circumstance into account: the operatonsfa which is brought to diagonal form by the transformation

3
y(k)— 2dkx(@2 cos\/_k ate |

=2""%(o} *ia)) andof, can be representddee Refs. 1 B, (k) 1 1 1\ /By

and 33 by the creatiorB,, (S7) and annihilationB, (S;) B,(K) LN PR Bio | |

operators for excitations at each suble$glk= +1,0 of the B.(K) 312 1 g2 B

ground spin multiplet. Among these it is important to con- 8 e ¢ ks

sider only the lowestin the proper framesublevel, with e=exp(2mil3). (13)

S,=1, since the other twoX,=0 andS,=—1) are just

spin-excited states, the electronic transitions from which inn Eq.(12) we have used the notati@s 3 for the number of
one way or other involve the participation of spin excitationsnearest neighbors belonging to another magnetic sublattice,
(magnong which can be neglected in a calculation of theanda for the lattice constant of the triangular lattice. Direct
excitonic bands. Here the componenﬁa, which contains  substitution of(13) into (12) gives
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¢, are even slightly different, then expressid) indicates

Hex= kyﬂ;m %(k)B;(k)Bu(k); that the simplest form of conservation law is violated, and it
is no longer the case that only the itinerant states wWith
e1(k)=ea(k)=Ae—tzRey(k); (14)  =Q can be excited; consequently, the spectrum should lose
tz it 5-function-like character. As we knoygee, e.g., Ref. 33
godK)=eg(k)=Ae+ E[Rey(k)Jr \/§ Im y(k)]. for calculating the line shape at finifeit is more convenient

to use the Matsubara Green functions, which, as applicable
Thus the excitonic spectrum of th&phase consists of three to (17), can be determined by the expression
bands ofA andE symmetry, the last two being degenerate.  ~ [\ y_G (n r+
For the region of small wave vectork-(@<1) we easily find A7) =CelN 7+ )

from (14) that =—(B(n,7)€*(MB*(0,00e o)
1 k2 ~GH(n, ) Do N, 7), 18
SA(k):AS_tZ(l_Zkzaz :ASA"F -, ex( ) cor( ) ( )
A where
(15 (0) ¥
tz 1 k2 Gex' (N, 7)=—(B(n,7)B"(0,0) (19
ee(K)=As— = | 1— —k%a? | =Aeg+ , i L . .

2 4 mg is the purely excitonic Green function for tlestates in the
where Az =Ae—tz and Asg=Az—tz/2 are the energies coordinate representation (s the imaginary timeg=1/T),
of the states corresponding t&=0, and mj=mg/2 and
=2hza® are the effective masses of tAeand E excitons. Deod n, 7) = (& ¢n(Ne1¢0(0)) (20)

is the spin correlation function, the form of which must be

chosen from physical considerations. The factorization of the
If there is no long-rangdincluding 2D order in the total Green functior(18) is approximate and corresponds to

system, it becomes impossible simply to find the energy oheglecting the last term in the Hamiltonid8); that term

the excitonic excitations. One can, however, find the spectralescribes the mutual conversion of spin and phase fluctua-

density (spectral functiop describing, in particular, the ab- tions and can be assumed to be unimportant in the long-

sorption spectrum in the region of an excitonic transition.wavelength approach used here.

For this it is necessary to calculafgee Ref. 38the exciton Since the desired Green functi¢i) is represented by a

Green functionGgy. product, its frequency—momentum representation is trans-
The explicit expression for the Green function is deter-formed into a convolution:

mined by the form of the operat®¥(t) of the interaction of

3. INCLUSION OF THE CORRELATIONAL ORDERING

. L . . * 2
B-0O, with an incident electromagnetic wave with frequency . _ d°p (0)/ ¢
» and wave vectoQ. Since in the @ molecule all of the Gex(K,1Q2n) Tm:z_w (zw)zeex(p"ﬂm)DCOF
lowest one-electron transitions are dipole-forbidden as a con- _ .
sequence of the intercombination forbiddenness, to make X(k=p, iQy=1Qp), (21)
them allowed it is necessary to invoke the spin—orbit inter{ynere
action. Taking the latter into account leads to the following
expression fotV(t):! O 10 1o 1
GOk, Q) s (22
_ + 4J(Qn-wt) X _ i Z
W(t)_% herr€ (on,—ioy )+he, (160 s the Fourier transform of the functiofl9), in which

4. . ) o Q,=27Tn is the Matsubara Bose frequeneyk) is given
wherehg is the effective amplitude of the magnetic field of ;, (15), and

the wave with a polarization rotating in the basal plane. Then

using (7) and the transformatiof13), we easily find from . B 0. —ige
(16)?h(a'2 - ’ Deod 0, €2n) = fo dr2 &7 g0, 7) (23

is the Fourier transform of the functig0).

While the expression fc@f;;)(n,r) can be reconstructed
from its known Fourier transforn22), only the asymptotic
Eh;—ﬁe—ith gndenBl (n)+h.c. . (17) behavior is.known for the functiocor(n,_r) [e.g., rela.tions

n of the type in(1)]. Its space—time behavior is determined by
the structure of the spin ground state of the system. In par-
ticular, for the quasiclassical 2KY model(10) the form of

W(t)=hlge @D donden(B/ +eB,,+e2B ) +h.c.
n

It follows from this expression that iB-O, light excites only
- ca<
2:151 (\a,;i\;el:ec::’r?g;«r?er?t of‘)tf?: %irlljirlzf[eiss t:;?;ﬁgs l)aly ‘r‘Ti]tztrgv'vn,.the correlation functiori20) is given by the functiof?
— right- or left-polarized — wavéthis will allow us to drop a r
the excitonic subband index below). Deodr)= (F ex;{ - f—g(T)) (24)
At T=0 the absorption spectrum should then have a ma
narrow (in the limit, 5-function-like) peak corresponding to which corresponds to static magnetic spatial fluctuations
the frequencyw=¢e¢(Q)~eg(0). Butif T#0 and the angles with a correlation lengtté,, T) given by*®

TI2mds?
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o), T<Tgkr; Knowing (28), we can attempt to write a more general
Emad T)= (25 henomenological form thai24) for the correlation function
4 aexpb/yT—Tecr),  T=Texkr, gf the spin g1‘Iuctuations, starting from its frequency—
wherea, as above, corresponds to the lattice paramétey, Momentum representation. Indeed, let this correlation have
some constant, and gy~ (7/2)Js? is the Berezinski- the form[cf. Eq.(28)]
Kosterlitz—Thouless transition temperature, which for theDmag(q1iQn)
given XY model is related to the dissociation of vortical spin
excitations. ForT<Tgky these excitations are bound into Donnoég
airs, so that,(T<T =00, and the correlations fall off = 2 2 2 2 o
glgebraically.rxg(the t:rzgerature is raised, however, the vor- T[Cm39q2+ Cmaggmag(T)+Q”+2FmadQ”|]
tices depair, leading to an exponential damping of the correin which ¢, g andI’ 54 are the magnon velocity and damp-
lations, and the temperature dependencé,@f has the very ing constant(recall that in view of the continuous degen-
characteristic forn{25). eracy the spectrum gB-O,, on the assumption that it has
Since theaB transition is not only magnetic but also long-range magnetic order, contains a Goldstone spin
structural, one is apparently unjustified in assuming that thenod€’). Then, taking the inverse Fourier transform with re-
temperatureTgt (even under the assumption that such aspect to frequencies, one can easily obtain an expression for
transition exists in the magnetic system @foxygen itself  the retarded Green function corresponding26):
can have anything in common with,;. Most likely the DRr(q fo0)
temperatureTgkr (<T,p) is of a more abstract arbitrary ~ "™

character, specifying the point at whiéhad Texr) =2 for [t“lerma@?‘, Cohal”> T mag Cramad T)

(29

the thret_a-sublattiC(_—:- structure_. Of course, the temper'a'_t&ge o o Fzmag_ e (30

has a direct physical meaning, and heégT,z), which t* e Tmad,  Chadl™<I'fag— Chadmad T)

may or may not obey relatio(®5), is finite, and on further

increase inT this length decreases, so thdt,.{Tg,) _

<§mag(Ta,B)- l_‘magEFmag_ \/Fzmag_ Crznanz"' fr?wgg(-r)](>o)
The Fourier transform(22) for the correction function

(24) gives the expression

where

We note that this function, which takes into account the tem-
poral dynamics of the spin correlations, agrees with the cor-
relation function proposed in Ref. 38:

ex;{ _Fmagt_ #Q(T) . (31)

r

Xex;( a §mag(T)) Expressiong30) and(31), however, are not physically iden-
tical; in particular, the first of them indicates that the rate of
decay of magnetic correlations dependsgort is minimum
for =0 and reaches its maximum valug.,,, when
Coadl®>T Fag~ Conafmad T)- This dependence means that at
large distances the spin correlations do not “feel” the vortex
a,—at X m ., (26) excitations, and in this sense the form(29) is phenomeno-

0" Enad logically the most general, regardless of the concrete struc-
in which Jo(x) is the Bessel function of order zerb(x) is  ture of the ground state of the disordered magnetic sub-
the gamma functiorf; (a,b;c;z) is the hypergeometric func- system(we can mention in this connection that for the 2D

. 2m F o
Dcor(q,'Qn):5no7aT’2"Jszfo drrl leﬂjszjo(qr) R

DR (r,t)= -

2w @OanT)
_pm  Cmad D)
T T 1+ e

22
X( 1 0?4

I'2a)F

tion, and we have introduced the parameter XY model one ha¥ a T— Tgyr) =0).%® We also note that
the greatest contribution to the sum over frequencig2in
T 17T is from the term withn=m, which directly corresponds to
a=1- A7) =1l-3 Toxr (27 taking the static correlation functiof28) into account.

SinceF(a,b;c;2) in (26) is a slowly varying function of the  , , - ATION OF THE SPECTRAL DENSITY FOR
variable z, we assign that variable the valze=1 (which £y~ itons

corresponds tg— ). In that case
As we know, the excitonic absorption spectrum is

_ D Erad ) |° directly determined by the excitonic spectral function
Q)= 0 a
Deod Qi n)_anoT 1+ g2 4T d A (Q,w), which is proportional to the imaginary part of the
ma Green function®
2a-1 (28)
_AaT(a) (2)2Y 1
Do=Fii—w)la A Q.0)= = —IM Gey(Q +i0), (32)

We emphasize that the use of the argumeatl in the hy-  with
pergeometric function ensures a physically important corre- .
spondence: fo&,,1(T)=0 expression28) is the exact Fou- Gex(Q,iQn):f dwp_‘eX(—Q’w)’
rier transform of the correlation functiai24). - i~ w
(33
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= AQ(p,w) 1 = dQ d?
(0) . _ ex ' _ = . e p
Gy (P,iQ)) ,ﬁwdw—iﬂn—w . A Q,w)= 7TDosmmﬁm Q sgnﬂf (2m)?
By analogy we can define the corresponding spectral func- B[QZ—(Q—p)Z—g’Zg(T)]
tion X 8(w—&(p)) 5

. [Q2—(Q—p)?— 2T
Aco 6.2) = = —IM Do q, 2 +i0), (34) (39)

where we have used expressid$) and (37). After doing

with the integration over frequency, we arrive at the expression
o A Q)
Duafaify= [ an 2l @5 AelQuo)
— 0 |Qn_Q
05 [ 22 s s(p) - (40)
It is easy to show that if the correlational ordering is not = of . olw—e(p 2 .2 o
taken into account, one has (2m) [((Q=P)"+&mad T)]

which, after integration over the angle and the variaifie

(0) — —
Aex (K,0)=d(w=e(k)) (36) (the latter removes thé function and the use of the identity
and, in particular, fol" =0 (the dynamic case in the ab-
. 9 1-z a l-«a
sence of damping F a,l—a;l;T)=F(§,T;1;1—ZZ), (41)
Docﬁchg . . .
Aol d,Q)=— Tsm(wa) can be cast into explicit form:
a—1
- —a I'a) 2 1 a l—a
X[Q2— 2 07— Cladmad D] _ a -
madd magfmag( A Q,w) T1-a) | m*a? D“/ZF 5 5 1
X O[O = Coodl?— Coradmad T) 15N,
4Q%(w—Ag)/2m*
37 - 5 O(w—As), (42
where 6(x) is the step function.
Substituting representatiori83) and (35) for the “par- ~ Where
tial” spectral functions intg21) and summing over frequen- 2 1 2 olw— A
cies, we find that the total spectral dengiBp) is expressed D=| As+ Q —w+ ) + (0—4e) ,
by the integral 2m* 2m* .4 T) M* &rad T)
(43)
Ae(Q,w)= fﬂcdﬂ Y — oo and we have used the_ notati¢tp).
The spectral density of the forrf#2) corresponds to a
42 Green function of the nonpole forfii;in particular, forT
XJ P A9 (D, Q) A(Q—p,w—Q). <Tgkr, When &,2(T)=0 and the magnetic order corre-
(27)? sponds to algebraic order, we have
(39 1
We note that in the given form, formul@8) takes into ac- Gex(Q )~ (w_As_QZ/zm*)Zafl' (44)
count both the static spin correlations, which can be de-
scribed using only the correlation functio28), and the dy- We see from(44) that such behaviofsee Eq.(27)] is

namic spin corrections, which are contained only in its morewholly determined by the parameter# 1. ForT=0, when
general form(29). Below we consider the two cases — static =1, we recover the standatgole) behavior of the Green
and dynamic — separately, since each of them is of definitéunction, which corresponds to the presence of long-range
interest. This is because, e.g., the first of them admits aarder in the system and to &function-like [see Eq.(36)]
exact analytical investigation, while the second, being closespectral densit\.(Q,w)=A(Q,w).?
to the real situation, requires the use of numerical integra- It is interesting to note that the nonpole character of the
tion. Green function of the electrons in the theory of superconduc-
tivity means that the electrons exhibit non-Fermi-liquid be-
havior. For excitons this is manifested, as we shall see be-
We have said above that the dynamic correlation funciow, in a strong smearing of the spectral line. It is also
tion (29) goes over to its static counterpd@d) if only the  possible that the nonpole forfd4) can affect the collective
terms corresponding to=0 are taken into account if29) behavior of a gas of excitons of a higher density, but that
or the terms withn=m are included in the surt2l) for the  question is beyond the scope of this paper. Nevertheless, the
Green function. This same result can be arrived at formally ifaforementioned broadening effect duedtes 1 cannot in it-
in (38) after a shift of the the integration variable— () self lead to the observed loss of the structure of the optical
+ o, the substitution() —c,,{) is made and the limic,,,,  bands at theaS transition; that can be achieved only by
—0 is takert® Then expressiofi38) is brought to the form invoking a finite magnetic correlation length.

4.1. Static correlations
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It is appropos here to call attention to the fact that on
account of thed function in (42) the excitonic states in the
frequency regionw<<Ae have no spectral weight; in this
caseA.,(Q,w) exhibits a jump at the poinb=Ag, but this

jump is eliminated in the more realistic dynamic case.

4.2. Dynamic correlations

As we have said, expressigb4) also describes dynamic
corrections, provided that after introducing the shifts

—Q+o and p—p+Q we omit taking the limitcy,,g—0

and use the spectral functigB5), which corresponds to the
most general forni29) of the spin correlation function. As a

result, we obtain

1 1

DoC 2mag
Aed Q)= — dQ

d’p [ (Q+p)?
Xf (277)25(

eQ/T 1_e(ﬂ+m)/T

X1m

[C2ad®+ Coamad T) — Q2+ 2iT o]

Expression(45) can also be simplified if, as above, we re-
move thed function (by integrating over anglesand do the
integration over the “energy” variablp?/2m*. We thereby

arrive at the final result

1 T(a) 2\t
27TTF(1_CL’) m*a2

AeX(Q!w): -

* 1 1
XJ dQ

X(Q,w,0)0(Q+w—Ag),

where we have used the following notation:

(Q,w,Q)=Im| (w_—a,—ib)) *F
- Wy — wW_
X3 "aytib—w_ /|
Q2 1/2
W= ( TVo+Q+As|;
2m*
1 [ Q2 1 | J0)

5. ANALYSIS OF THE RESULTS AND CONCLUSION

eQ/T 1—dQtelT

———1]; b= .
Cr2r1ag gﬁnag{”) m*crznag

(45)

(46)

(47
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FIG. 1. Transformation of the excitonic spectruxp,(Q=0,0—Ag) when
only the static magnetic fluctuations are taken into account, for different
émag: © (1), 2a (2), anda (3); ais the lattice constant of the magnetic
lattice, and the frequency is given in units of the width of the excitonic
band, W=1/2m*a?, and is measured from the bottom of this band. The
value of the parametesr was assumed constant and equalatQT gkT)
=7/8.

the a phase has just such a form throughout its entire exis-
tence region in temperatuisee, e.g., Figs. 17.4-17.6 and
18.5-18.7 of Ref. L

The transition to the8 phase from thex phase causes
these lines to become so smeared that they lose all visible
structure, transforming into broad asymmetric bands with a
relatively abrupt long-wavelength wing and an extended
short-wavelength wingsee Fig. 17.6 of Ref.)1

A similar qualitative form is exhibited by the spectrum
described by expressiof#2) (we note that forQ=0 this
expression simplifies substantially, since the hypergeometric
function goes to J, which is shown in Fig. 1. Indeed, even
algebraic order is sufficient for the short-wavelength wing of
the excitonic line to reach 2—3 widths of the excitonic band.
In that case, however, the pronounced spectral feature remi-
niscent of a broadened asymmetric line is preserved. It van-
ishes completely in the case of finig.{ T), when the spec-
trum acquires the form shown in Fig. (Eurves2 and 3),
where no structure of any kind appears but the long-
wavelength absorption edge remains abrupt. Approximately
the same shape is observed for the IR spectrum of a crystal
containing heavy impuritie$:

This edge becomes smeared when the damping of the
spin correlations with time is taken into account. ThHeae
Fig. 2) the shape of the band shape calculated numerically
according to formuld46) practically coincides with the ob-
served shapes of the one- and two-exciton absorption bands
of B-0,, where they all have a similar structure: relatively
abrupt red wing and a rather long violet tail. Thus the dy-
namic spin fluctuations in a medium with correlational order-
ing indeed lead to the form of the excitonic absorption spec-
trum observed in theB phase of oxygen and can be

As we have said, the absorption spectrum for free exciconsidered responsible for the radical change in the absorp-
tons has a&-function-like form, which, when the interaction tion spectrum that occurs in this crystal at #g transition.

of the excitons with the low-frequency Bose-type excitations

Our results pertaining to the method of taking into ac-

(phonons and magnonss taken into account acquires a count the absence of long-range spin order and its influence
characteristic structure. At sufficiently low temperatures iton the spectrum of quasiparticles might have a more general
consists of a main line and accompanying fine-structure linesignificance. One can in fact give examples for which the
corresponding to the simultaneous excitation of an excitorcorrelational ordering can be important. One such example is
and one, two, etc. Bose excitations. The optical absorption ahe recently discovered effect wherein behavior of this kind
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hand, to the superconducting 2D condenéatnd, on the
other hand, to the magnetic subsystghe spins of the CGif
ions), which in the metallic phase do not have long-range
order. A generalization of the approach developed above to
the aforementioned case of magnetic superconducting sys-
! tems with correlation lengths of different natures and, ac-
2 cordingly, different orderings, which obey conditions of the
type (1), will be done separately.
3 We are grateful to V. P. Gusynin for numerous consul-
tations about the method used in this study and to M. A.
(') ; Ivanov for a discussion. V. M. L. thanks Prof. H.-J. Jodl and
0 V. G. Storchak for interest in this study and for encourage-
FIG. 2. Transformation of the excitonic spectrug,(Q=0,0—Ae) with ment and support. We- WOUl_C! ?.lSO like to tha-nk the referee
allowance for dynamic magnetic fluctuationS— £yae=10a, y=0.01W; for extremely constructive cr|t|C|sm.that led to improvements
2— £pag=2a, y=0.09V; 3— £.~a, y=0.IW. Herew anda givenin 1N the exposition of the results. This study was supported in
the same dimensionless units as in Fig. 1. part by the Swiss National Science Foundati@COPES
Project 7UKPJ062150.00/1
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The features of the temperature behavior of the lattice constant and the coefficient of thermal
expansion of silicon crystals are analyzed in the bond-charge model. The coefficient of
thermal expansion and the Gmisen factor for the natural isotopic composition are described to
reasonable quantitative accuracy. The influence of the isotopic composition on the value of
the lattice constant is discussed in detail. 2000 American Institute of Physics.
[S1063-777X00)00812-4

1. INTRODUCTION In the present paper we discuss the features of the

change ina and o over a wide range of temperatures for

Cons_lderable attention is now being devoted tP the Stud%rystals of silicon, the base material for modern electronics,
of chemically pure and structurally perfect semiconductor,

. . ) . . " and examine the role of the isotopic composition.
single crystals with different isotopic compositions. There It should be noted that the temperature dependence of
have been many papers on the study of such semiconducto[rl,%se

. . - . . . lattice parameters in silicon is nonstandard. First, the
as diamond, germanium, and silicon. Highly isotopically N~ alues of the partial Cneisen factor (1) characterizin
riched samples of’C, "%Ge, "°Ge, and?®Si have been syn- P ¥ 9

thesized(see, e.g., Refs. 135 f[he dependence of the phonon mode frequenei@$ (the
As the isotopic composition of the components of themdex l. labels the phonon mod)asn the yolume are percep-
tibly different at low and high frequencies, and at high tem-

compounds is varied, effects which are linear in the mass ratures the low-fr nev val re noticeably different
difference of the isotopes appear, and there are also e1‘fecﬁse atures the low-frequency values are noticeably ditiere

proportional to the parameter of the mean-square deviatio om the mean _va!ues. B_ecause of the features of the dy-
of the atomic massed# other words, there are effects of first namic .|nteratom|c |nt.eract|on,.the factq(l) for transverse
and second ordexsThe first-order effects can have an ap- 2coustical Gmodes is negative in sig(see, e.g., the
preciable influence on the static and thermodynamic prope@onograpﬁ and the review). Second, the characteristic
ties, and the effects of both orders are manifested importantlgequenc'es for the transverse acoustical and longitudinal op-
in the features of the behavior of the kinetic parameters angC@ modes are substantially different. On the temperature
optical spectrasee, e.g., Refs. 638 scale their units correspond to values close to 200 and 700 K.
The influence of the isotopic composition on the lattice W& Note that the Debye temperaturg equals 625 K. The
constanta and coefficient of linear thermal expansianhas ~ Maximum frequencylof the spectrum is 743$ee, e.g., the
been studied in a number of papers. Experimentally the de€xPerimental papet$™). .
pendence of the lattice parameteon the composition was Analysis of the behavior of the parametea¢T) and
examined for diamond crystals in Ref. 1. For germanium thex(T) for Si have been carried out in the quasiharmonic
temperature behavior of the lattice constantas studied in ~ Gruneisen—Mie approximation, in which one considers the
Ref. 9, and the coefficient of thermal expansion was investidependence of the lattice parametieon the temperaturg.
gated in Ref. 10. In the case of silicon the correspondindecall that in a harmonic crystal lattice the phonon mode
measurements have not been made. The dependence of ffeguenciesw(l) are determined for a fixed atomic configu-
parametera on the composition and temperature for C, Ge,ration and do not depend on temperature. In reality, because
and Si was analyzed in Ref. 11 using the density functionaPf anharmonicity, the interatomic interaction energy and the
method, and in Ref. 12 the coefficiea(T) was calculated related dynamic force parameters and frequenei@$ actu-
for the natural isotopic composition. The agreement with ex-ally do depend on the volume and @nin a quasiharmonic
periment was only qualitative. Previously we have investi-approach the potential energy is expanded to second order in
gated the behavior of the linear coefficient of thermal expanthe dynamic atomic displacements, but some parts of the
sion of the Ge lattice with the use of the bond-chargeanharmonic effects are taken into account through assump-
model*® tions about the dependenceabdn T and the dependence of
Studies of the influence of the isotopic composition onw(l) ona(T).
the thermal conductivity of germanium and silicon have also  Since for silicon the mean masses of systems with dif-
been carried out >141° ferent isotopic compositions deviates only slightly from the

1063-777X/2000/26(12)/8/$20.00 908 © 2000 American Institute of Physics
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mass corresponding to the natural composition, in determin-  The free energy of the crystal is the sum of the ené&tgy

ing the behavior o&(T) and«(T) we consider only effects of the static lattice, in which the atoms occupy equilibrium

which are linear in the mass difference of the isotopes. Th@ositions, and the vibrational energy, of the atoms:

theory contains the mean values of the atomic maddes,

the values of which are varied. In other words, the problem is FV,T)=E(V, T)+F,(V,T). @

treated in the virtual crystal approximation. The vibrational energ¥, in the quasiharmonic approxi-
The case of natural isotopic composition corresponds tenation is defined asee, e.g., Refs. 6 and 7

an effective mean mass of 28.0855. Masses of 28, 29, and 30

correspond to maximally enriched samples. Here, in relation g — holl) +kgT> In 1—exp( - wn

to the crystal with natural composition, the samples s T2 I kgT

and the samples dfSi and®°Si can be regarded as consist- Bl

ing of “light” and “heavy” isotopes. =kgT, In| 2 sim( @ )) ] 2)
Concrete calculations were carried out using the micro- I 2kgT

scopic bond-charge model. This model, which was devel, gq (2) the index! labels the vibrational modes=f,j,

oped in Refs. 20, is based on the premise that the electrqpyeref is the quasimomentum ards the polarization of the

charge which is concentrated at the center qf the Cr_‘em'c%honon modekg and# are Boltzmann's and Planck’s con-

pond can be treated as a dynamic quan't|ty mfluen_cmg theiants. The frequencies(l) in Eq. (2) depend on the vol-

mFeratomlc bqnd. Essentially, the effectlve dynamic COUyyme, on the temperatuf® and on the masses of the atoms.

plings that arise between nearest-neighbor charges on the,. crystals whose unit cell contains atoms of just one ele-

bonds due to the motion of the atoms in the transverse dir€Gqen with any isotopic composition, the following relation

tion is stronger than the dynamic coupling between an atomyq|qs for a specific modkin the linear approximation in the

aqd its ne|ghbo_r!ng charge on thg bonds. The application qfsotopic mass difference:

this model to silicon(germaniun is motivated by the fact

that it can describe the large flat part of the dispersion curve  dIn wZ(1)

for transverse acoustical phonof@nd the rest of the spec- WZ -1 )

trum as wel). ) ]
In Ref. 21 the bond-charge model was generalized to th&5€€ Appendix whereM.=2;c;M; is the value of the mean

case when the crystal is strained by external stresses. It w&a2ss of an atom, and and M; are the concentration and

found that in the strained quasiharmonic lattigeith dis- ~ Mass of isotope. . . .

placed atomisthe force parameters appearing in the dynamic_ When the crystal is strained, the atoms occupy new equi-

matrix are altered. The case of hydrostatic pressure was cofiPrium positions. This changes the enery and frequen-

sidered. Experimental data on the values of the partiahGru €1€S @(1). In this paper it is assumed that the change in

eisen factors at the high-symmetry poirts X, and L for volu_me as a result of the stra!n is |sotrop|c._ For a crystal w_lth

transverse and longitudinal acoustical and optical mode§UPIC Symmetry, we can write the equation of state, with

(they were found from optical experimentwere used to allowance for(1) and(2), in the form

refine the parameters of the model. The values(@j were dE, 1

calculated for the symmetric directions. P+ v = vzl y(De(l), (4)
In the present paper the results obtained in Ref. 21 are

used to determine the frequencied) and the partial factors where y(l) is the partial Graeisen factor for théth vibra-

v(1). To the author’ knowledge, this is the first time that thetional mode. This factor takes into account that the frequen-

behavior of the lattice parameta(T) and of the coefficient cies of the different modes depend on the volume in different

of thermal expansiom has been studied for Si crystals with ways. The factoe(l) denotes the contribution of each mode

different isotopic compositions. to the thermal energy. Thus
In Sec. 2 the basic relations fa(T) and a(T) are set
: - : dw(1)/oQ 1
forth for crystals whose unit cell contains atoms of a single N=———" e()=ho)|n)+=]. (5)
element. In Sec. 3 the universal dependences of the param- w(1)/Q 2

etersa(T) anda(T) on M. are discussed. In Sec. 4 the case
of silicon is analyzed in the framework of the bond-charge
model. Attention is devoted primarily to a discussion of the
coefficient of thermal expansion and the Geisen factor,
since for these quantities there are expezr?i’mental data availlfearly the same values for all the modes, then in pladé)of
ablg for the natgral isotopic cpmposm@fﬁ. Then the be- we can write the Gieisen—Mie equation of statd:

havior of the lattice parameter is discussed for single crystals

Here n(l) is the Bose—Einstein factor. We note that the
quantity =,v(l)e(l) is the pressure of noninteracting

phononspyy,.
If it is assumed that the partial Graisen factors have

of the natural and enriched compositions. dEs E,
P+W=7v, Ev:ZI £l. (6)
2. UNIT CELL VOLUME, THERMAL EXPANSION, AND
GRUNEISEN FACTOR IN THE LINEAR APPROXIMATION IN In the case of normal pressure we canRetO.
THE ISOTOPIC MASS DIFFERENCE. BASIC RELATIONS Let us assume that we know the parameters of the crystal

Let us consider the equation of state relating the statat the temperaturd,=0. By definition, V(T)=NQ(T),
variables: the temperatuie volumeV, and pressur®. By  where(} is the volume of the unit cell of the lattice. L&X,
definition, P= — (JF/dV)+, whereF is the free energy. be the volume of the cell at the temperatdig=0. We ex-
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pand the terms on the left- and right-hand sides of(Bgin ~ assumed that the renormalization of the bulk modulus due to
a series in powers ofl— (). To a first approximation we the dependence &1 onT can be substantial. The question of
keep the linear term on the left and ignore the volume dethe anharmonicity of the phonon modes requires a special
pendence ofy(l) andw(l) on the right. As a result, we find analysis.

that to a first approximation the change in volume of the cell  Together witha(T), we consider the integral Gneisen
Q—Q, as a function of temperature is given by an expres{actor y(T). By definition it is given by®

sion of the form
T QaB; QaBy QO (&pph)
AQ 0-0, 1 y(T)= = =—|—F
C C, C,\aT
G- g " 3gg > YDe) Qo=0(To), p

(7)  To a first approximation we get
where Bo=Qo(9°Es/3Q7)q, is the bulk modulus of com-
pression aff =T, ?’(T):Z 7(|)C|(T)/E| Ci(T). (14)
The volume differenc@& () can be expressed in terms of

the differenceAa=a—a,, wherea anda, are the unit cell We note that the functiory(T) is the weighted mean of the
parameters at # T (with allowance for the distribution of corresponding contributions of the individual modes.

(13

the atomic vibrationsand T= T, (without allowance for the Let us consider two crystals with mean masbgsand
zero-point atomic vibrations According to Eq(7), Ma=M.+AM. The relative change in the coefficient of
Aa  AQ 1 thermal expansionA a(T)=a(M¢)—a(M,), in the case
A=— === > y(De(l). (8) |AM[<M,, can be written, according to Eqd.1) and(14),
dp 390 38000 | as

When the isotopic composition of the lattice is changed,
P position atlic 9 Aac~aD(M,)+a®(My), (15)
the mean mass, generally speaking, varies in a continuous
manner. Therefore we define a differential parameter of thgvhere

form
slna aD(My)=a(M )( Arve | AC ) (16)
fa:((ﬂnM ¢ ¢ V(Mc) CL(MC) '
M=M,
y Aye(T)=y(Mc1) —y(My),
d
= 6008, Z y(Hle()—T Z(T 9 AC(T)=C_(M¢1)—CL(My),

where M, is the mass in the case of the natural isotopic@d

composition. In addition, let

R(M¢)
se(l) 1 a(z)(Mc)Ia(Mc)(W—l>, R=Q¢By. (17
s()=T—=Sha()Z(x' (1), (10) el
Here
! ! ' / ﬁ(])(l)
20x)=| coshx’ = 2o X D= T Ny > el

2 -
We go over to a description in terms of the coefficient ofa( '(Mo)~— a(MC)pM_C’ p= 2B MM
thermal expansiom(T) for the cubic crystal lattice. Using - (ClS)
Eq. (8), we obtain(see, e.g., Refs. 6 and )13
P Aa 1 ap 1 Let us briefly discuss relatif)r(SS)—(_18). First, the char-
a(T)= —=— ZFeh >y (1HCy(T), acter of the dependence afe{") on T is governed by the
dT ag B T  3Q0Bg difference of the phonon spectra of the crystals with masses
11 M. and M. If the partial Grmeisen factorsy(l) on the
whereC,(T) is the contribution to the heat capacity from the whole do not differ appreciably from some average values,

Ith vibrational mode: then the first term in parentheses in E6) can be ne-
( ) glected. In the general case both termg,. andAC,, are
C(T)=—==kgx®(Hn(H[n(1)+17], important. Second, for silicon the factpr=2x10"2, and
the parameteAM/M . can amount to a few percent. Thus in
fo(l) relative units the change in the volume of the unit cellat
x(=—~— (120 =0 due to variation of the isotopic composition amounts to
B

~10°. Concrete estimates show that in the case of silicon
Expressiong7)—(11) are given in the first approximation the terma(? can be neglected in comparison wi®).
of the theory. We note that in the next approximation it is We note that in the case of high temperatufesTp/2
necessary to take into account the change in volume and bulkr, is the Debye temperature
modulus due to the thermal expansion and also the anhar-
monic contributions to the phonon pressure and the corre-

1 1
—x2()— —— x4
sponding renormalization of the bulk modulus. It is usually X (01, (19
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, 1 1, 1,
Z(X (|))%§X(|) 1—3—0X (|)+ %X (|) , (20)
1 1
cl(T)~kB[1—l—2x2(|)+2—mx4(|) . (22)

We substitutg19)—(21) into the expressions fdis (8),
f, (9), anda (11). As a result, we find that fof >Tp/2 the
lattice parameters and f, and the parametera and y
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By virtue of (25) we obtain for the change in volun@) a
universal relation of the form

AQ(T)= MCO/MCAQCO(T’). (26)
Similarly,
ao(T)=ag (T'). 27

We note that a relation analogous(&6) holds for the lattice

should be extremely weakly dependent on the isotopic comParameteis (8).

position.

Relations of a universal type are conveniently used in an

We call attention to the fact that in the classical limit for @nalysis of the isotopic composition. Specifically, if the data
T>Tp the sum partition function can be replaced by an in-for the natural composition are known, then one can simply

tegral,
H(Q,pq, ---
Z—f ex;{— kaT

Un)

dp;...duy, (22

where the Hamiltonian functiol of the system depends on

the atomic momenta and displacements. The fattoan be
written in the form of a product of two integralg andl,.

determine theoretically the values of the parameters for en-
riched compositions and compare the values obtained with
the corresponding experimental results.

4. COEFFICIENT OF THERMAL EXPANSION, GRU NEISEN
FACTOR, AND LATTICE PARAMETER FOR SINGLE-
CRYSTAL SILICON. THE RESULTS OF NUMERICAL
CALCULATIONS FOR THE NATURAL AND MAXIMALLY

The first of them is due solely to the distribution over the gnrICHED COMPOSITIONS

atomic momentum componentshe expression for which

contains the kinetic energies of the isotopes and their

massegand is easily evaluated; = (27M KkgT)N2. Impor-

Using the results obtained in the previous Section, we
now investigate the behavior of the lattice characteristics

tantly, |, is independent of the volume. The second integral@s(T) (8) andf, (9) and of the coefficients(T) (11) and

|, is determined by the form of the potential energy of the¥(T) (14) for silicon single crystals. We consider the case of
dynamic interatomic interaction, i.e., the force parametershatural composition, with three types of isotopes with a
Since the force parameters depend on the values of th@ean mas#l,=28.0855, and the maximally enriched com-

atomic coordinatesand interatomic distancgsthe integral
I, varies with the volume. Howevdr, does not depend on
M. . By definition

F,=—TInZ=—T(nl;+Inl,). (23

Consequently, the derivative’k,/9Q)q  is also indepen-

positions with masses of 28, 29, and 30.

Specific calculations were carried out in the framework
of the microscopic theory — the bond-charge madelve
note that the values of the frequencied) calculated in the
framework of the bond-charge moéeland the Born—
Karman theor§®?® are practically coincident over the entire

dent of M. Thus in the case of classical statistics the valuegrillouin zone. The following values were used for the pa-
of the lattice constant and coefficient of thermal expansiof@Meters appearing in thetheory: elast2|c constagt
are insensitive to the isotopic composition. It can therefore=5-4310 A, and bulk moduluB,=0.998< 10*? dyn/cnf.

be asserted that the changeaifT) and«a(T) on variation of

The results of the calculations are presented in Figs.

the isotopic composition is a macroscopic quantum effect. 1-5.

3. UNIVERSAL RELATIONS FOR THE ISOTOPIC
DEPENDENCE OF THE LATTICE PARAMETERS

Let us consider the theoretical curves and experimental
data for the temperature dependence of the integrah-Gru
eisen parametey(T) (14) and coefficient of linear thermal
expansiona(T) (11) for silicon single crystals of natural

Let us establish how the characteristics of the lattice of &0mposition. They are presented in Figs. 1 and 2, respec-
virtual crystal whose unit cell contains atoms of only onetively. A comparison of the calculated and experimerital

element depend on the isotopic composition.

data fory(T) anda(T) shows that the microscopic theory is

We label the parameters for a particular isotopic compojn_ reasonable quantitative agreement with experiment over a
sition by the subscript,. For an arbitrary isotopic composi- Wide range of temperatures.

tion we use the subscrigt We consider the expressidn)
for the change in volume as a function Bf Differentiating
v(T) with respect taM, and using(3), we can see thag(l)
is independent oM.. The following quantity forT<Tp

We note that the dynamic properties of silicon and ger-
manium are very similar. An analysis of(T) for Ge is
given in Ref. 13. We call attention to the fact that the depen-
dence of the coefficient of thermal expansi@non T is in

does depend on the mass of the crystal, through the depefany cases dictated by the temperature behavior of the lat-

dence ofw(l):

EL(1.T)=wg(h| n| )] L 24
(LT =wc(h)|n T |2 (24)
According to Eq.(3), oc(1)~M_ ¥?. Hence
Eo(1.T) = M, /MEc (1T, T'=T\Mc/M.
(25)

tice heat capacitf, . This is explained by the fact that the
partial Grineisen factorsy(l) characterizing the volume de-
pendence ofu(l), as a rule, differ only slightly from some
average values. For silica@nd germaniumcrystals, how-
ever, the values ofy(l) at low and high frequencies are
substantially different. As a result, the behavioradfT) for
Si is largely determined by the integral ®risen factor
v(T) and not by the heat capaci, .
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FIG. 2. Temperature dependence of the coefficient of linear thermal expan-
sion « for M,=28.0855; A — results taken from Ref. 22D — data of
Ref. 23.

FIG. 1. Temperature dependence of the integraln@isen factory for
silicon in the case of the natural isotopic compositi@:— experimental
results obtained in Ref. 22 — data of Ref. 23.

For germaniunt? unlike the case of silicon, the agree-
ment with experiment foly and « is only qualitative. It may 7 ~ .
be that the experimental values of the partial facte(ty that ~ through a minimum. Foff>Tp/2 the factorag(T) varies
were used in Ref. 21 are in need of refinement. linearly with temperature.

Figure 3 shows the results of calculations of the param- ~ Let us give the values o at four temperaturesT
eterag(T) (8) in the case of the natural composition. Also = 4-2, 140, 300, and 800 K, where the respective values are
plotted are the quantities ax10°=0.1721, 0.1695, 0.1894, and 0.3649. Consequently,

a, is larger at 800 K than at 4.2 K by approximately 0.002.
The results of the calculations for the differential factor

32 y(f.e(,j). 28) fa=(dIna(M)/dInM)y_(9) are presented in Fig. 4. In the
3Boap f entire interval interval this quantity is mainly determined by
the contribution for the optical modes. The corresponding

verse () and longitudinal {) acoustical and the opticabj ~ Modes are an order of magnitude smaller and to a consider-

branches. For the longitudinal acoustical and for the opticafPle degree cancel each other out. The presence of a contri-
branches the factor?xj are positive in sign. For the trans- bution from the transverse modes leads to a nonmonotonic

erse acoustical branches the sign & is negative(the variation of f, with T. At T=80 K the factorf, passes
v ) u ica ) ] '9 t! gativ ~ through a minimum, and then in the classical temperature
negative sign of, is explained by the fact that as the dis-

g limit, as we have saidf,,— 0. According to the calculations,
tance between atoms decreases, the forces of attraction go,yd- falls off in absolute value by approximately a factor of

erning the corresponding transverse modes increase Mof§ as the temperature increases in the interval 0-800 K.
rapidly than the forces of repulsipnin absolute value, is  The finite values at higi are due to the existence of high-
larger thana, . The contribution of the partial factar, for  frequency modes in the phonon spectrum of silicon. For
the optical branches is the determining factor. We emphasize Tp/2 the factorf, varies asT 2.

that because the partial Greisen factors alternate in sign Let us give the values of, at four temperaturesT

and because of the features of the phonon spectrum in the4.2, 80, 300, and 800 K; the respective values fye
temperature interval =4.2—-300 K, the lattice constant de- X 10°=—0.8703,—0.8877,—0.5834, and— 0.2554.

pends weakly on temperature. At=140 K a, passes

- 4
& (T)=——
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FIG. 3. Plots ofES(T) andaj(T) for the natural composition; the latter
describes the partial contributions corresponding to the transy&rsend
longitudinal (2) acoustical modes and the optical mod@&s Curve4 is the

total factora,.
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FIG. 5. Temperature dependenceadM ) — a(M,) for the cases of heavy
and light isotopesM =30 (1), 29 (2), 28 (3). For the light isotopes the
values of A« are enlarged by a factor of 10 in comparison with those for
the heavy isotopes.

The variations of the lattice constant with isotopic com-
position are described by the relation

c M n
Tnfa(T)an(T)- (29)
From this relation we find that at=300 K, in going from
the natural composition to the maximally enrich&8i the
lattice constant increases by2x 10~ %a,. At the same time,
in going from 28Si to 3°Sj the lattice constant decreases by
3.8xX10 %a,. If the temperature is comparatively low,
~0-100 K, then the corresponding changes in the lattice
parameter are one-and-a-half times larger.

We note that, according to Ref. 11, for silicon at 298
K the factorf,=—0.533x 10 3. This value is close to that
obtained by us. For diamond the experimental valsef,
=—1.826x103, i.e., it is of the same order of magnitude as
for Si. However, in the case of diamond the phonon spec-
trum does not contain anomalous transverse acoustical
modes, and, furthermord,;=1860 K. For this reason the
factor f, for C also turns out to be considerably larger than
for Si at the same temperature 298 K.

Figure 5 shows curves characterizing the scale of the
isotope effects fow(T) in absolute units over a wide tem-
perature interval. First, relatidid 1) was used to calculate the
values ofa(T) for crystals with the natural isotopic compo-
sition. Then the universal relatid27) was used to calculate
the corresponding values for the maximally enriched crys-
tals. The curves represent plots of the quantiiyy,
=a(M.)—a(M,) versusT, where M,=28.0855 andM,

a(T)—ay(M)=
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=28, 29, and 30. We recall that in relation to the crystal withexpansiona, and integral Groeisen parametey for single
the natural isotopic composition, thé&Si and the?%3%j  crystals of silicon in the quasiharmonic approximation on the
samples can be regarded as consisting of “light” andbasis of the microscopic bond-charge modét We have
“heavy” isotopes. shown that the experimental data f@(T) and y(T) can be
The values corresponding to the light and heavy isotopedescribed to reasonable accuracy in the framework of the
have different signs. The curves are nonmonotonic and haveond-charge modét We have determined concrete values
two extrema afl,;~58 K and T,,~190 K. In the high- for a(T). In the linear approximation in the isotopic mass
temperature region under consideration the isotope effect ralifference we have considered the influence of the isotopic
mains finite because the optical modes are still not comeomposition on the lattice constaa(T). We have found
pletely “frozen out.” values of the parameted (n a(T)/dIn M)Mn. We have studied

The behavior of the curves is described by formlé).  the changes in the factar(T) upon variation of the isotopic
We note that the values &fC./C (M) have the same sign composition. We have compared the corresponding values
throughout this temperature interval: negative for the lightfor crystals of the highly enriched and natural isotopic com-
isotope and positive for the heavy. The second termpositions.

Ayc/y(M¢) changes sign at temperaturgég~65 K and The author is grateful to S. M. Stishov for helpful advice

T,~120 K. ForT<T, and forT>T, the two terms have the and to D. A. Zhernov and A. V. Inyushkin for assistance in

same sign and nearly the same order of magnitude. In thgjs study. Valuable and constructive comments from the ref-
interval T,<T<T,, on the contrary, the terms {i6) are of  gree are also gratefully acknowledged.

different signs.

In view of what we have said, let us consider the ex-
trema on theA a(T) curves. At a temperaturg,,~190 K
the main contribution td\ « is from optical modes. In this
case there is a mutua[ enhancement of t_he rer_10rma_1_|izations Consider two crystals having different isotopic composi-
dye to to the changes in the mean mass in the mtegrarl_—Gru tions. We denote these asandcl. Let
eisen parametethere the contributions of the longitudinal
and transverse optical modes are of the same sigd in the IMc—M¢y|/M=]AM|/M<1. (A1)
lattice heat capacity.

At a temperatureT ,;~58 K the main contribution to We shall assume that the eigenfrequenaig¢l) and the
Aa is due to the acoustical modes. The contributiongyto Orthonormalized polarization vectoe§(k|1) (k labels the at-
from the longitudinal and transverse acoustical modes pai@ms in the unit cejl are known for a virtual monatomic
tially compensate each other. Ne@p, the termsAC,/ crystal of masdVl.. We are to determine the isotope shift of
C.(M,) andAy./y(M,.) are again of the same sign. How- the frequencies on going over to the compositidn
ever, in comparison with the previous case, the role of the We note that in an approximation linear in the mass
term Ay./y(M,) is less importantbecause of the partial difference of the isotopes, generally speaking, the local sym-
compensation of the contributions of the longitudinal andMetry properties are not altered and the degeneracy is not
transverse acoustical branches lifted. In reality, even in the linear approximation &M a

We note that the values of the extrema differ strongly,Static displacement field arises around the isot6p&%ut in
sinceAa, is proportional toa,.. The value ofe, increases standard crystalgin distinction to quantum crystaglghese
with increasing temperature, and the ragig( T )/ ao(Tmi) displacements are proportional to an additional small param-
is close to three. eter(u?)/a® ((u?) is the mean square value of the dynamic

For semiconductor crystals with two chemically differ- atomic displacementsand can be neglected in the problem
ent atoms in the unit cell and with anomalous behavior of théinder consideration. Thus in the framework of perturbation
Grineisen parametefi.e., like that in silicon one can in theory one is actually considering a nondegenerate case.
principle determine experimentally the partial contributions It is known that calculation of the eigenvalues to a defi-
to Aa, of the acoustical and optical modes. For this it isnite order of smallness relative to the perturbation requires
necessary that the masses of the atoms of the components igowledge of the eigenfunctions to the next lower order. The
substantially different. Then as the isotopic composition ofthange in the eigenvaluésquare of the frequengyipon a
the atoms of the compound within each sublattice is varied iryariation of the isotopic composition is to a first approxima-
the given situation there will be an appreciable change irfion equal to the corresponding diagonal element of the en-
either the acoustical or optical part of the phonon spectrun€rdy of the perturbation with respect to the unperturbed
For example, for the CsCl crystal, which has the zinc blendé&tates:
structure and anomalous behavior of the thermal expansion, Aw?(l)

— Cx
( AN )C—E 2 e

6. APPENDIX

it is predominantly the cesium atoms that vibrate in the

acoustical part of the spectrum. As a result, changing the Ka k' o
isotopic composition of the cesium will primarily affect the ,
AD,,(KK'|f)
low-temperature part of thA«(T) curve. — e’ (K'|). (A2)
C

5. CONCLUSION Here®® ,(kk'|f) is the dynamic matrix of the crystal, and

We have analyzed the features of the temperature depeand «’ are Cartesian indices. The matrix is given by a
dence of the lattice constaat coefficient of linear thermal relation of the form
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The anomalous low-temperature field evaporation of atomic complexes @¢ltheface of single-

crystal tungsten is investigated by the methods of field ion microscopy. It is shown that as

the size of the close-packed atomic islands decreases, the tangential rate of evaporation at 21 K
increases by 2—3 orders of magnitude. The experimental results can be used to reveal and
investigate atomic relaxation effects at steps on faces with low Miller indices. A method is
proposed for determining the subatomic displacements of atoms on the steps as the size

of the islands decreases. The observed relaxation effects can be described in a consistent manner
in a model of linearly distributed surface forces. The observed size relaxation effect is

treated as a response to an increase in the energy of the elastic stresses as the diameter of the
atomic islands decreases. @00 American Institute of Physid§1063-777X00)00912-9

INTRODUCTION ration was determined on the basis of a comparison of the

The low-temperature evaporation of metals in high elec_successwely obtained images of the evaporating surface of

tric fields underlies the high-resolution methods of field ionthe negdle-shaped tung;ten single c.rysFaIs. _
) o During the evaporation the electric field was maintained
microscopy, mass spectroscopy, and a number of promising

vends in e ranotechnloyfNeasrements of he TS %% 248 9L 0" S TR0 e Durn e e
threshold electric field and rate of evaporation at temper pevel of the best-imga e field (4610° Vicm). At such fields
tures far below the Debye temperature can reveal the contri- g i '

. : S an ionization barrier is created near the surfapeeventing
bution of quantum effects in the vibrations of atoms on . . . .
. the residual gas atoms, which are characterized by relatively

atomic steps:® In the present paper we show that the previ- T . . . .
. . low ionization potentials, from reaching the investigated part
ously observed anomalous low-temperature field evaporation . -
X 7 : . of the sample. Thus the ultrahigh-vacuum conditions and the
of atomic complexés’ can be used to reveal and investigate

X X . presence of a field ionization barrier prevented the residual
atomic relaxation effects on the steps of faces with low o .
R . . . gas atoms from striking the surface under study. The migra-
Miller indices. Steps are a little-studied but important ele-> .
. . tion of residual gases adsorbed on the surface of the shank of
ments of surface morphology, having a substantial influenc ] . L :
) . . e sample, which was not shielded by the ionization barrier,
on the occurrence of chemical reactiénsurface dif-

g . T . . was insignificant, at least at 21 K, and likewise did not lead
fusivity,? desorption kinetic$? the formation of technically R : ;
: . to contamination of the investigated part of the sample.
interesting surface nanostructurésind so on.

EXPERIMENTAL TECHNIQUES RESULTS AND DISCUSSION

We investigated the kinetics of field evaporation of the  Figure 1a—1e shows a series of ion-microscope images
(211 surface of tungsten in the temperature interval 21-7&f the (211) face, obtained at 21 K during field evaporation
K. Needle-shaped samples having a radius of curvature at thef a single atomic layer of a sample with a radius of curva-
tip in the range of 6—50 nm were prepared by the electroture near the tipR=25 nm. The maximum radius of the
chemical etching of 99.98% pure tungsten wires. The studiesvo-dimensional atomic complexéslands was 2.1 nm(a),
were carried out in the two-chamber field ion microscope aand the minimum was 1.7 nifd). The experimental depen-
Kharkov Physics and Engineering Institute, with the sampleslence of the evaporation rate/dt on the mean radius of
cooled by liquid hydrogen and nitrogen. In the case of hy-curvature(r) of the atomic complex is shown in Fig. 2
drogen cooling the residual gas pressure was’1Ra. Ex-  (curve 1). When in the course of the field evaporation an
periments at intermediate temperatures were done on thsland reaches a certain minimufaritical) radiusr., the
ultrahigh-vacuum atom probe field ion microscope at thetangential evaporation rate increases anomalously by 2—3 or-
Hahn-Meitner-Institut in Berlin at a pressure of the activeders of magnitude. As in the case of the anomalous low-
gases below 10 Pa. Helium at a pressure of (1-2) temperature field evaporation of atomic complexes on the
X 1072 Pa was used as an imaging gas. The rate of evapd110) face® the evaporation of complexes @tr, occurred

1063-777X/2000/26(12)/4/$20.00 916 © 2000 American Institute of Physics
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FIG. 2. Dependence of the evaporation rate on the mean radius of the
b atomic island:1 — experimental curve2 — calculated curve obtained in
the approximation of a rigid, unrelaxed lattice.

as a collective process. Unlike the field evaporation of the
(110 face, however, the anomalous increase in the rate of
evaporation of the islands was observed over the entire in-
vestigated range of values of the radius of curvature of the
samples, 6—50 nm.
Despite the absence of a consistent model of the thermal
c activation and quantum-mechanical processes governing the
evaporation of metals in high electric fields, for a quantita-
tive analysis of the formation of the atomic topography of a
surface in the course of field evaporation the problem is cus-
tomarily treated geometrically, in particular, by the “shell
model.”*? It is assumed that the atoms to be imaged by the
ion microscope are located within a hemispherical shell
0.05-0.1 lattice parameters thick on the surface of the
sample. The evaporation process is modeled as an inward
d displacement of the shell along an axis into the sample. At-
oms are evaporated when they are displaced outward from
the shell. The geometric model not only gives a satisfactory
description of the atomic topography of the surface of ideal
crystals but also permits one to analyze subatomic displace-
ments on the ion-microscope images of dislocations, grain
boundaries, twins, and other lattice defects. The accuracy of
determination of the local subatomic displacements by
means of one of the modifications of the geometric model —
the method of indirect magnification — reaches 0.006 nm in
e the direction normal to the surfatg@Curve2 in Fig. 2 shows
the dependence of the tangential evaporation rate on the ra-
diusr of the atomic step, according to a calculation by the
indirect magnification method. According to that method, in
the approximation of a rigid unrelaxed lattice for atomic is-
lands withr <R the tangential evaporation rate is given by

FIG. 1. lon microscope images of an atomic island at the center ¢ dr/dt=dp, Ke( R/2r)Y2, (1)
face of tungsten, obtained in the course of field evaporation at 21 K imme-

diately after removal of the previous atomic layarand after various times

[min]: 6 (b), 12(c), 18(d), and 24(d). The arrows indicate the centers of the wheredy, is the interplanar distance, aid, is the normal

atomic complexes of maximurga) and minimum(d) sizes. rate of evaporation. In accordance with the experimental
data, curve2 in Fig. 2 was calculated foR=25 nm, K,
=5.5x10"% atomic layers(211) per second, anddy
over a time equal in order of magnitude to the mean lifetime=0.129 nm. It follows from Fig. 2 that the increase in the
of a single atom on th€11) step forr>r.. For this reason tangential evaporation rate with decreasing size of the atomic
the evaporation of two-dimensional islandsratr. in the islands according to the geometric model without relaxation
investigated temperature interval 21-78 K can be regardeid substantially more gradual than the experimentally ob-
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served effect and becomes appreciable only at island raddisplacements of surface atoms. We know of no published
much smaller tham, . data on the experimental study of size-dependent relaxation
Quantitative agreement with the experimental data carmffects on the surface of metals. Meanwhile, they have been
be achieved in the framework of the geometric model for aanalyzed with the use of a surface relaxation model proposed
relaxed lattice, on the assumption that the value of the atomiby Marchenko and Parshifiwhich satisfactorily describes a
displacement, on steps in th¢211] direction is a function number of fine morphological effects on the surface of a
of the radiug. In this approximation, for atomic islands with wide class of solids — from cryocrystafsto refractory
r<R the change of the relaxation displacement of the atomsnetals® The authors of Ref. 14 showed that relaxation can
on the steps in the direction normal to the surface in thébe treated as a response of the subsurface layers to the action
course of the evaporation process is expressed by the relatiafi rows of linearly distributed forces oriented along the
atomic steps. The interaction of the steps on the surface is the
result of a superposition of the elastic stress fields and, con-
AU,(r)=dp(1=Ket) —r3(t)/(2R), (2 sequently, is of a long-range character. It is easy to show that
in the framework of this model the energy of a circular step

) o ) of radiusr, treated as the interaction energy between all of
evaporation of the previous complex. That instant corre-

sponds to the maximum value of the radius of the atomic ~ W;(r)=(1—v?)B(f2—2)/(2rE), 3
complex,r=rq (Fig. 13, and the size-dependent part of the

component of the displacements normal to the surface is davhere E is Young’s modulus,v is Poisson’s ratios is a
fined asAU,(r)=U,(r)—U,(r,). coefficient of the order of unityfs and f; are linearly dis-

A calculation of the size dependence of the componentributed surface forces of local tension and normal pressure.
of the atomic di5p|acement3 normal to the surface{Zﬂhl) It is difficult to determine the values tWi(r) because of the
steps according to formulé?) shows that a decrease in the lack of data on the surface forcds. However a recent
radius of the atomic islands is accompanied by an outwar@nalysis of the interaction of steps on the surface of
displacement of the atoms of the steps. The value of th@latinum® showed that the modulus of the ratfg/f, is
displacement corresponding to the critical radius of the isgreater than unity, and thus, according to form8a one
land,r,=1.9 nm, is equal to 0.021 nm, or 16% of the inter- would expect a mutual repulsion of the steps, independently
planar distancel,;;. Thus an analysis of the kinetics of the Of their signs.
|0W_temperature evaporation of tl’(éll) face of tungsten In addition to the force interaction of the steps there
shows that the decrease in the radius of the islands in thghould also be an entropic repulsion due to the restriction on
course of the evaporation is accompanied by an increase #ie number of possible configurations of the steps. The con-
the height of the atomic steps. Within the limits of accuracyfigurational repulsion should lead to an increase in the free
of the method of indirect magnificatibhthese values are energy of the stepped surface. However the entropic repul-
independent of temperature in the investigated intervaion of surface steps usually becomes noticeable only at
21-78 K. The observed size relaxation effects on the atomigomparatively high temperatures. The displacement of the
steps of the islands are characterized by a high reproducibiftoms on the steps as the size of the island decreases should
|ty An anomalous growth in the rate of |0W_temperaturebe treated, in the framework of the model of Ref. 14, as a
field evaporation on reaching the critical radius was observegesponse to an increase in the energy of elastic stresses. In-
in all of the experiments donémore than 18). In control ~ deed, the nature of the atomic relaxation and the configura-
experiments done in the u|trahigh-vacuum atom probe ﬁe|di0n of the elastic strain fields are determined almost entirely
ion microscope, no features attributable to a change in thBy the atomic displacements of the first surface Iaydihus
vacuum conditions were observed in the kinetics of the lowihe size relaxation effect observed in the present study leads
temperature evaporation of tungsten. This confirms the corfo & decrease of the displacement of the first atomic plane
clusion that the field ionization barrier is effective in prevent-into the crystal, lowering the density of surface forces and
ing residual gas atoms from reaching the investigated part dhereby compensating the growth of the energy of the steps
the sample. The authors could not find any published data os the size of the atomic islands decreases. This effect can
the measurement of the relaxation of atoms at steps on tHday an important role in the nucleation and growth of crys-
faces of metal surfaces. At present there are only data on tHals from the gas phase, heterogeneous catalysis, and other
displacement of the atoms on the fadémraces with low processes on nanostructured surfaces.

Miller indices®® It should be noted that the value of the

size-dependent part of the component of the atomic displace-

ments normal to the surface on the stepl,(r), observed  ~oncLusiONs

in this paper, is close in modulus to the values of the atomic

relaxation determined previously by the methods of low-  The application of the indirect magnification method of
energy electron diffraction and computer simulatibior at-  field ion microscopy, which makes it possible to achieve
oms on terraces of th@11) face, but the displacements had subatomic resolution, for analysis of the atomic morphology
the opposite sign. of the surface and the kinetics of low-temperature field

Thus the anomalous growth of the rate of low- evaporation has made it possible for the first time to obtain
temperature field evaporation can be described quantitativelypformation about the relaxation processes occurring on
with allowance for the size dependence of the relaxationahtomic steps of close-packed faces.
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The oscillatory features of the atomic relaxation on coherent twin boundary in tungsten are
studied by the methods of molecular dynamics. A nonmonotonic character of the variation of the
atomic density in the near-boundary region is established. It is shown that the relaxation

near twin boundaries can be described satisfactorily in the framework of a continuum model of
linearly distributed surface forces. @000 American Institute of Physics.

[S1063-777X00001012-4

Mechanical twinning is an important form of low- son, in the present study we use the methods of molecular
temperature plastic deformation of metals with the bcc lat-dynamics to study the atomic structure and displacement
tice. The development of high-resolution methods of fieldfield of atoms in the core of a coherent twin boundary in
ion and transmission electron microscopy and computemetals with the bcc lattice. A near-boundary atomic relax-
simulation has yielded substantial progress in our underation of the oscillatory type was observed, and it was shown
standing of the features of the atomic structure of coherenthat this sort of relaxation can be described in the framework
twin boundaries:? Particular attention is being paid to the of the continuum theory of elasticity.
study of the structure of twin boundaries, since such bound- The model crystallite had a bcc lattice containing 1385
aries can be regarded as the simplest example of speciatoms interacting with one another and with 5540 image at-
large-angle grain boundariésThe introduction of the con- oms. As the interatomic potential we used the Johnson cen-
cept of a twinning dislocation by VladimirsRihas served as tral pair potential determined for tungsten in Ref. 7. The
a starting point for the development of a dislocation modelinfluence of the medium was modeled by the boundary con-
for twinning. Twinning dislocations compensate the devia-ditions at the external surface. For this, elastic forces propor-
tion of the twin boundary from the symmetric orientation, tional to the displacement and viscous forces proportional to
which localizes the disruption of coherence at monatomidhe velocity of the surface atoms were specified. Cyclic
steps. These steps in a long-wavelength treatment are corbeundary conditions were imposed at the faces normal to the
plete grain-boundary dislocations with Burgers vectors equablane of the boundary. As the initial structure we took an
to the translation vector of the displacement shift completaunrelaxed mirror-symmetric structure for the twin.
lattice of superpositiofsof the misoriented lattices of the We found that the “energy” width of the twin boundary
matrix and twin. The objects of study in the continuum is substantially greater than the structural width. The atoms
theory of twins were macroscopic pileups of twinning dislo- lying a distancer greater than one lattice constamtaway
cations, found in equilibrium in an crystal stress field andfrom the central atomic plan211} have an energy that is 5
with the drag forces of the crystal lattice. The Peierls relief oforders of magnitude above the 10eV/atom background
the lattice forces governing the mobility of the twinning dis- that arises on account of the approximate character of the
locations was determined as a result of a microscopic treapotential and the presence of small atomic displacements due
ment by the methods of molecular dynamics. A theoreticato the insufficiently complete relaxation of the structure. For
analysis of the structure of the twin boundaries on the basia<r<?2a the energy of the atoms exceeds the background
of the continuum theory of dislocations made it possible toby 2—3 order of magnitude, and for-3.5a the atoms have
describe the basic features of the mechanical twinningssentially the background energy. The character of the de-
processes. cline in energy is described satisfactorily by a dependence

Meanwhile, the theoretical treatment of the phenomenowW=Wyexp(-r/ry), wherer is the decay parameter for the
of superconductivity localized near symmettitislocation-  energy, equal to 0.85 A. In accordance with the results given
free) twin boundaries is largely based on the assumption thain Ref. 6, the average values of the normal streb3(oyy
there exists a rather extended near-boundary region chara¢-oy,+ d,,) increased with decreasimgreaching a value of
terized by increased values of the electron—phonon intera®.1lu whereu is the shear modulus. The maximum values of
tion constanf:® The presence of elastic stresses of a nondisthe stress corresponded to positions of the mutually repelling
locational origin is also evidenced by the results of anatoms in the planes closest to the plane of the boundary.
analysis of the near-boundary strain field of the twins. Ina  As a result of relaxation a displacement of t{&l1)
microscopic determination of the elastic stress fields in thetomic planes normal to the boundary occurred. There was
neighborhood of twins and symmetric grain bounddffes no rigid shift in the direction normal to the axis of misorien-
one observes some features which cannot be described fation, and so the mirror-symmetric configuration was pre-
terms of the continuum theory of dislocations. For this rea-served. It follows from Fig. 1 that the near-boundary relax-
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FIG. 1. Relaxation of the atomic planes near a coherent twin boundary iff|G. 2. Oscillations of thg112) interplanar distances near a symmetric twin
tungsten. boundary:1 — continuum model2 — calculation by the molecular dynam-
ics method.

ation of the atomic planes has an oscillatory character. ThwhereP; is the value of the force per unit lengti,is Pois-

oscillatory displacements of the atomic planes decays exp&on’s ratio, anct is Young's modulus.

nentially into the interior of the metal. An analogous charac-  The rows of linearly distributed forces fae-L cause a

ter of the displacements of the atomic planes has been olhiform compression of the crystal. At the same time, as

served in the neighborhood of certain special SymmetriéO"OWS from the results of a computer simulation, at these

boundaries in metals with the bcc and fcc lattiéés. distances from the twin boundary all components of the
The origin of the oscillations of the interplanar distancesStress tensor go to zero. To ensure that the stresses equal zero

in the neighborhood of special grain boundaries in somét largez it is necessary to subtract from the displacement

cases is due to the features of the local bending of the atomféeld created by the system of parallel line forces those dis-

planes in the neighborhoods of the cores of grain-boundarplacements that give rise to a long-range stress ffeld:

disloca_tionsz. In the framework qf the dislocgti(_)n model of P(1+0) sinh(2)

relaxation one can obtain a qualitative description of the den- U,= SrE coshZ) —cog X)

sity oscillations and the grain-boundary coalescence of

atomic planes. However, there are no structural grain-

boundary dislocations present at the twin boundary consid- —2(1—U)|n[COSKZ)—COS(X)]], 2

ered in the present pap&3 {112} 70.32°[110] nor at other

symmetric commensurate grain boundaries with a high denvhereX=2mx/L andZ=2=z/L.

sity of coincident sites. Analysis of the features of the stress At the boundary under consideratiopd {112} the dis-

field in the neighborhood of a twin boundary allows one toPlacements of the atoms of tith (112 plane can be repre-

replace the complex pattern of interaction of adjacent cryssented in the form

tallites by periodic rows of parallel line forces for describing  x, —x=ja/2[110]. 3)

the strain field. Linearly distributed forces are localized ] ] ]

along the(111) directions, which have the maximum pack- The local values of the_ interplanar dlstances_ betweertthe

ing density at the twin boundary and are characterized by agnd the {+1)-th atomic layers was determined from Egs.

increased stress levélip to 0.1x). Here the adjacent crys- (2) and(3) asdi=d+(U;,,—U;). Curvelin Fig. 2 shows

tallites are treated as elastic continua bounded by the plarfd® dependence of the interplane distandd) on the dis-

of the surface. The distandebetween the lines of applica- t@nce away from the twin boundary, expressed as a number

tion of the forces along theaxis for this type of boundary is of atomic layers, according to a calculation in the continuum

equal to the lattice period in the direction normal to the axisMdel. Also shown for comparison are the results calculated

of misorientation. The forces®,, uniformly distributed PY the method of molecular dynamiésurve2). The model

along the misorientation axig are directed along theaxis of linearly distributed forces is of a semi-microscopic char-
normal to the boundary. acter, since it contains the phenomenological paranteter

The linearly distributed forc®, acting on the plane of the value of which cannot be determined in the framework of
the surface bounding the elastic half space generates a strdfff theory of elasticity. For this reason the value Ry,
field® which is needed for calculating the absolute values of the
distances between atomic layers, was determined from a best
X2 ) fit of the calculated and experimental curves. It follows from

—-20+1

2P(1t0) 2
T mE x2422

Fig. 2 that the periods and phases of the oscillations deter-
mined in the computer simulations agree with those calcu-
lated in the continuum model. The character of the damping
: 1) in both cases is close to exponential. At comparatively large
distances from the boundaryl, falls off as zexp(—2z/zy),
wherez, is the damping parameter. However, the damping
=0, rate of the oscillations in the computer simulations was ap-
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In the stress-relaxation regime the dynamic strain agingA) in single crystals of the

substitutional solid solutions of substitution In—Pb with 6 and 8 at. % Pb is investigated at
temperatures of 77-205 K. It is determined how the DSA-related post-relaxation hardening
depends on the duration of the stress relaxation, the rate of change of the stress at the end

of the relaxation, the temperature, the concentration of the alloy, the flow stress, and the degree
of deformation. It is shown that the DSA kinetics is described by an equation of the

Harper type with an exponent of 1/3 and a low value of the activation energy for the process
(0.3-0.34 eV, which makes for a low temperature for the onset of DSAO(17 T,,,

whereT,, is the melting temperatureand is indicative of a pipe character of the diffusion. It is
assumed that the obstacles to the motion of dislocations in these crystals are impurity
complexes, the strength of which increases during DSA as a result of the pipe diffusion of
impurity atoms along dislocations. @000 American Institute of Physics.
[S1063-777X00)01112-9

INTRODUCTION and the impurity concentration on the parameters of the

DSA. The DSA kinetics in In—Pb alloys has substantially

At sufficiently low temperatures the diffusion of impuri- different behavior from that predicted by a theory in which
ties in a solid solution is difficult, and individual impurity individual impurity atoms diffusing from the bulk of the
atoms create local static potential barriers for the motion OErysta| are assumed to segregate on individual dis|0ca{i6ns_

dislocations-* As the temperature increases, an importantrhe results argue in favor of a pipe mechanism of diffusion
role in the development of plastic deformation comes to beyf the impurity atoms.

played by processes related to the diffusion mobility of the
!mpur.mes.1 f‘The_dlfoSlon of dissolved atoms toward mov- | oo poo e oo
ing dislocations increases the effective resistance to their
slip. This effect, which has been given the name “dynamic ~ We studied single crystals of In—Pb substitutional solid
strain aging” (DSA),>8leads to such specific features in the solutions with 6 and 8 at. % P{the solubility limit of Pb in
kinetics of plastic flow of alloys in the active deformation In is ~12 at.%. The techniques of crystal growth and
regime as the Portevin—Le Chatelier efféghstable or in- sample preparation are described in detail in Ref. 14. Single
termittent plastic flow:? crystals having 4001] axis after growth were transformed

One of the macroscopic manifestations of DSA is theby twinning to an orientation with an axis close[t0] (the
post-relaxation effect, which will be the subject of this paper.twinning occurred at a stress which is a factor of 20 smaller
This effect consists in the elevation of the flow stress uporthan the yield stress for slip
repeated loading of a sample after stress relaxation and is Samples with dimensions of 65X 15 mm were de-
detected as the presence of a “yield poirit>*3 formed by compression along th&00] direction at a rate of

It should be noted that DSA, which is directly related to ~10"* s71 in the interval 77—-205 K(in this temperature
diffusion processes in the alloy, can be observed at rathénterval the post-relaxation effect was especially pro-
low temperature§ ~(0.1-0.2),, (T,, is the melting tem- nounced. The plastic flow was realized through slip, as
perature of the alloy®!® whereas the bulk diffusion is acti- twinning was geometrically forbidden. The aging experi-
vated only atT=(0.4-0.5,,. The causes of the low- ments were done at a fixed temperature in the stress relax-
temperature onset of DSA are discussed below. ation regime(a static strain aging schefie Under these

To elucidate the concrete mechanism of DSA and forconditions the dislocations execute only small displacements
understanding the nature of plastic deformation in alloys, iwith a decaying velocity and so provide only an insignificant
is important to study the kinetics and to determine the padeformation of the sample; 0.1%. After the sample is held
rameters of the process. In this paper we study the DSAn the stress relaxation regime for a specified time interval
kinetics under conditions of stress relaxation in single crysthe straining machine was again engaged and the straining of
tals of In—Pb solid solutions and investigate the influence othe sample continued at the previous rate. Starting at a de-
the flow stress, the degree of deformation, the temperaturégrmation of ~1-2%, upon repeated loading of the sample

1063-777X/2000/26(12)/9/$20.00 923 © 2000 American Institute of Physics



924 Low Temp. Phys. 26 (12), December 2000 L. S. Fomenko

(degree of deformatignhad only an insignificant effect on
the post-relaxation hardening. This interval amounted to ap-
proximately 5% and began at the deformation corresponding
to where the deformation curve goes out to the minimum
hardening coefficientsee Sec. 2.4 for detaljls

To determine the dependence of the DSA parameters on
the value of the flow stredslegree of deformatigrwe used
the following procedure. Along the whole deformation curve
we measured the value of the post-relaxation hardening at
two alternating fixed relaxation duratiobsandt, (see Fig.
;t2 1b). The durations; andt, were chosen so thd} corre-
; i sponded to the transition to the saturation region of the ef-
£>0 £€=0 €>0 fect, andt, was a factor of 8 shorter thap. Each flow stress
o; (degree of deformatior;) at which theith stress relax-
ation was carried out was placed in correspondence with two
b values of the post-relaxation hardening. One of these values,
X the parameted oy (the superscript indicates the number of
Ac 1'”) the stress relaxation episode, and the subscript corresponds
to the relaxation duratioty or t,), actually corresponded to
a given stressgdegree of deformatiognwhile the other value
Ao}, was taken as the arithmetic mean between the preceding
Y (Aos ') and succeeding o, ') values. Then for each
chosen flow stress; (degree of deformatior;) there are
two pairs of points: Ao),t;) and (Aob,t,). Solving the
system of two equations of the type (h) (see below, we
find the parameter& o5, @ndt, corresponding to the given
flow stresso; (degree of deformation;).

>—>
a
= >

€ ot

FIG. 1. Schematic illustration of the parts of the deformation cuities 2. EXPERIMENTAL RESULTS
regime of active deformation with a constant rate 0) and the relaxation
curves (é=0) in the coordinates of stressversus the time (a) and stress
o versus total deformatiom,, of the sample—machine systefi). Ao, The data obtained on the dependence of the post-
Aoy, Aoy ', Adt™t, Ad) are the values of the post-relaxation hardening reaxation hardening\o on the duratiort of the stress re-
(the subscript indicates the duration of the stress relaxatjao,t,, and the - - .
superscript is the number of the stress relaxation epjsode laxation are well described by the equation
Ao=Aomd1—exd — (t/ty) ], D

2.1. Influence of the duration of the stress relaxation

following relaxation a yield platform or yield point appeared, and in the early stages of the process, fett., by the
after which the deformation continued with the initial hard- power-law function
ening coefficient, as can be seen in Fig. 1. The observed A= Atl3 @
effect was characterized by the value of the post-relaxation ’
hardeningAo. This quantity is equal to the difference be- where Ao, is the value of the hardening at-o, A
tween the stress corresponding to the tip of the yield point oeAgmax/tg/S, and t, is the characteristic time. Figure 2
yield platform and the stress at the start of the relaxationshows theA o-(t) data obtained for the In—6 at. % Pb alloy at
The post-relaxation hardening increases with increasing holgt= 120 K in comparison with the curves calculated accord-
time of the sample in the stress relaxation regiithe dura-  ing to Egs.(1) and(2). Each point on the\ o (t) plot corre-
tion of the stress relaxatignAo,>Ao if t,>t; (see the sponds to an individual experiment on stress relaxation with
diagram in Fig. 1a In this study we have obtained the de- 3 durationt and a final deptt o, (t) = o, (0) — o, (t), where
pendence oA o on the duratiort of the stress relaxation, the  (0) ando,(t) are the values of the stress at the beginning
rate of change of the stress at the end of the stress relaxatieihd end of the relaxation. From theo,(t) plot shown in
(—o,), the temperatur&, the value of the flow stress, and  Fig. 2 it is seen that the relaxation depth remains practically
the degree of plastic deformatieanof the sample. constant A o, <0.4 MP3 for t=30 s. This indicates that the
To avoid scatter due to the specific defect structure obbserved post-relaxation effect cannot be explained by strain
the different samples, the entifes(t) curve was obtained hardening in the course of the stress relaxatmdeed,
on the same sample. No fewer than 15—20 experiments wittvhen the relaxation curves go to saturation the dislocations
stress relaxation of different durations were carried out. Owin the crystal are practically immobile, and strain hardening
ing to the strain hardening, the value of the flow stress didloes not occur. At the same time, the value of the post-
not remain constant. To minimize the distortions of therelaxation hardening continues to grow by the law in &g,
Aco(t) curve from these circumstances, the measuremenia agreement with the hypothesis that the observed effect is
were made in a deformation interval in which the flow stressdue to a DSA process.
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FIG. 2. Influence of the duratiorof the stress relaxation on the value of the '6, > MPa/s

post-relaxation hardeninyo (@) and on the relaxation deptho, (O). A

crystal of In—-6 at. % PbJT =120 K. The straight linel corresponds to the FIG. 3. Dependence of the post-relaxation hardening on the rate of

equationAo=At"?, curve2 to Ao=Aopad1—exd —(tt)" ]} for the fol-  change of the flow stress at the end of the relaxatiew(). Crystal of the

lowing parameter valuesi o= 1.02 MPat,=864 s,A=0.1 MPas". alloy In—6 at. % Pb,T=150 K (@) and 170 K (O). The slope of the
straight lines(representing a least-squares fit to the dataresponds to an

exponentn in the power lawA o= B(—b’r)n equal to 0.31 @) and 0.33
(0).

2.2. Influence of the rate of change of the stress at the end

of the relaxation

According to commonly accepted ideas, the aging of anly be kept in mind that the characteristic time determined
dislocation occurs at the time when it is stopped in front offrom these relations is larger than the actual time by a factor
an obstacle. The aging time is equal to the waiting tige  of (B/A)3/N.
for thermal activation of the dislocation for overcoming of
the barrie?® The waiting time increases with decreasing

rate of stress relaxation according to the Jaw 2.3. Influence of temperature

ty=N/(—0,), 3) Starting from theAo(t) curves obtained for different
temperatures, we determined the temperature dependence of

whereN is proportional to the density of mobile dislocations. the DSA parameters, namety(T), Ao .(T), and A(T)
If the density of mobile dislocations remains constant OVelsing Eqs(1) and (2)_’ Lo ’ '

the course of the relaxation, then it would be more correct to The characteristic timé, and the maximum hardening
analyze the dependence of the post-relaxation hardening ngt . = . ~cocoiac the temcperature was loweFegs. 4 and
on the duration of the stress relaxation but rather on the rat n}aﬁe paramete found from the initial slope of the
of change of the flow stress at the end of the relaxation Ac(t) curves varies nonmonotonically with temperature,

(—0,).° The rates ¢ o,) measured in our experiments cor- exhibiting a maximum af ~130-140 K(Fig. 6).
responded, as a rule, to short tintest,, so that the equa-
tion describing the beginning state of DSA was valid:

Ao=B(-a,) 3 (4) 10*

impurity concentration, and the flow stre@egree of defor- 107 -
mation.

Obtaining the dependendes(— o,) over a wide inter-
val of rates of change of the stress is complicated by the fact
that it is difficult to measure< o) values lower than 10*
MPa/s. Only forT=150 K do theAo(—o,) curves show a 10' -
deviation of the experimental data from relatiof) in the
region of small o) (see Fig. 3 It follows from a com-
parison of Eqs(2) and (4) with allowance for Eq(3) that 10" [~
under the particular conditions of the experiment on In—Pb

L . . . 4 5 6 7 8 9

alloys that the waiting time,, for dislocations stopped at 3 -
obstacles is proportional to the duratibof the stress relax- 107/T,K
ation, SpeCIflca”yIWN (A/B) Nt. From here an ,anaIySIS of FIG. 4. Temperature dependence of the characteristic tiimrecrystals of
the dependence of the post-relaxation hardening on the dys_g 4t % pPb ®) and In—8 at. % Pb®). In region1 the deformation
ration of the stress relaxation seems within reach. It musturves are smooth, while in regi¢hthey are intermittent.

|
1
i
whereB is a quantity that depends on the temperature, the , !
]
|
|
|
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FIG. 5. Temperature dependence of the maximum hardexing,, divided FIG. 7. Influence of the flow stress on the value of the post-relaxation

by the impurity concentration, in crystals of In—6 at. % Pb®) and In-8 hardeningA o for relaxation durations; =60 s (@) andt,=480 s ©O) and

at. % Pb Q). on the maximum hardenin§yo .., (l); crystal of In—-6 at. % Pbi+ — the
deformation curver(e); T=125 K.

In the temperature interval 115-130(kegion1 in Fig.
4) thet.(T) curves for both alloys can be described approxi-

mately by a single expression: two alloys (Fig. 5). It is seen in the figure that when the

temperature is reduced from 205 to 115 K the maximum
te=tcoeXp(AH/KT), (5)  hardening increases by more than an order of magnitude.
S - The plot of Ao, {T)/cC is well described by an exponential
where the activation energyH~0.3 eV. At temperatures function with an activation energy/=0.057 eV. This value

T=140 K (region2 in Fig. 4) one observes a marked weak- . L . .
. ._.can be interpreted as the binding energy of a dislocation to
ening of the temperature dependence of the characteristic

time and a large error in the determinationtgf For this an impurity atom(see below.

same interval(150—-205 K the deformation curves begin

to have a are jumplike charactefthe Portevin—

Le Chatelier effegt 2.4. Influence of the flow stress  (degree of deformation )

Unlike the characteristic time, the maximum hardening ) .
is proportional to the impurity concentration, so that a uni- 1 he value of the post-relaxation hardening correspond-

fied temperature dependence of the maximum hardening pérpg to thg same relaxation time varies gonsiderably along the
unit impurity concentrationA o,.,/c, was obtained for the deformation curve. We therefore obtained and analyzed the

dependence oA o on the flow stresgr and deformatiore
for two temperatures, 115 and 125 K. The following values
6 of the duration of the stress relaxation were chosgn:
=180 s,t,=1440 s aff=115 K, andt,=60 s,t,=480 s at
4t T=125 K. Figure 7 shows a plot dio (o) obtained atT
=125 K for the alloy In-6 at. % Pb. Also shown here is the
corresponding deformation curve. There is typically a sharp
increase inA ¢ in the initial stage of deformatiofup until
the start of the steady plastic flow with a nearly constant
strain hardening coefficientwhich as the deformation de-
velops gives way to a falloff oAo to roughly the initial
level. A similar plot of Ao (o) was obtained af =115 K for
the alloy with 6 at. % Pb. For the alloy with 8 at. % Pb the
decrease oA o is not as strong, so that the maximum value
reached falls off by 20—-25% instead of the 40—45% in the
alloy with 6 at. % Pb.
Y R E B B The values estimated for the ;train aging paramdters
4 6 8 10 12 14 andAamaX by the procedure dgscrlbed above also vary sub-
3 4 stantially along the deformation curve. The behavior of
107/7,K Aohax qualitatively repeats the behavior dfo: growth on
FIG. 6. Temperature dependence of the coeffickem Eq. (2) divided by the part of theu(e) cu_rve up to the start OT the steady plastic
the lead concentration in crystals of In—6 at. % Pb®) and In-8 at. % Pb oW, and a falloff with further deformation of the sample
(0). (Fig. 8. In the interval of deformations from 5 to 15% prac-

A/s, MPa /s

0.8 1
0.6 |
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FIG. 9. Influence of the degree of deformatioron the value of the char-
. L . . L . ! acteristic timet. in alloys with 6 at. % Pb[(J,l) and 8 at. % Pb©,®) at
0 100 200 300 400 temperatures of 115 K{,O) and 125 K @,®). The straight lines repre-

1

c/s MPa sent a linear approximation of the experimental points for the corresponding
> deformation intervals.
25 | o o, m—115K ©
© om o, e —125K
% 20 . o o oo son to assume that it is due to a DSA process. This is also
" o om % indicated by the Portevin—Le Chatelier effect, which is mani-
D I5r- . N fested in the temperature interval 150—205 K in the active
* p

deformation regime. The results will be analyzed in terms of
the known models for DSA.

The first quantitative model of DSA, the impurity drag
model proposed by Cottréllconsiders the interaction of mo-

max
)
Ega
Se
O%
H
..
A
o g
a

Ac
k
(o]
[ ]
a

0 S T RN B BT bile impurities with continuously moving dislocations. In the
0 5 10 15 20 25 framework of this model: JLit was shown that dislocations
g, % with velocities not exceeding a critical velocity are sur-

rounded by impurity atmospheres that are dragged by the
FIG. 8. Maximum hardeningh oma divided by the lead concentrationy  dislocations; 2the drag force exerted on a dislocation by the
versus the flow stress divided by the lead concentratian(a,b) and versus impurity atmosphere was analyzed as a function of tempera-
the deformatiore (c). The unfilled symbols are for the In—6 at. % Pb crys- t d the disl ti locity) Bhe int | of velociti
tal, the filled symbols are for In—8 at. % Pb. Ure and the diSiocation VEIoc y) IS INteval Or VEIOCILES
corresponding to a negative velocity sensitivity of the drag
force (because of a decrease in the size of the impurity at-

tically independent of the deformatiofsee Fig. 8¢ The Mosphere as the dislocation velocity increassas deter-
characteristic time behaves in a complicated way on the iniMined. The unstable motion of dislocations in this velocity
tial part of the deformation curve and at large degrees ofnterval might be the cause qf the mstablll'ty of the plastic
deformation(Fig. 9). However, one can discern a consider- flow of the crystal(the Portevin—Le Chatelier effectThe
able interval of deformationgrom 5% to 15% at 115 K and Cottrell model was able to explaln qualitatively the experi-
from 5% to 23% at 125 Kin which t, remains practically mental tgmperature_ an_d velpcny erendence pf the critical
constant. In that region of deformations the characteristideformatione, beginning with which the plastic flow be-
time does not depend on the concentration of the alloy bufomes intermittent. However, the.model does not preqm an
varies substantially with temperature. The activation energyfluence of the alloy concentration o, or on DSA in
calculated according to formuk®) for the region in which ~ 9eneral, and the calculated valuessgfare many orders of
the characteristic time is independent of the degree of defofMagnitude greater than the values observed experimefitally.

mation is approximately equal to 0.34 eV, which is close to [N for this reason, a number of other models have been
the value given previously. proposed to explain the effects due to DSA and which occur

in a region of temperatures that is low in comparison with
the characteristic temperatures for bulk diffusion processes.
3. DISCUSSION These models have nevertheless used some ideas developed
The measured dependence of the value of the pospy Cottrgll,.primarily thgt of taking into account the role of.
relaxation hardening on the duration of the stress relaxatioﬂonequ'“.brlum vacancies formed asa result of the plastic
and temperaturkEgs. (1), (2), (4), and(5)] indicates that the eformation pf the crysta_l gnd which correspond to growth
process is of a diffusional nature. The post-relaxation effecf’f the bulk diffusion coefficienD:
is not observed in pure indium, and its value increases with
increasing impurity concentration, so that there is every rea- DxC, exp(—Q,/kT), (6)
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whereC, is the concentration of nonequilibrium vacancies, efficient, which is proportional to the nonequilibrium con-
andQ,, is the activation energy for migration of the impurity centration of vacancies formed in the plastic deformation
atoms. In addition, Cottrell and Bilby solved the problem of procesgsee Eq(6)].>® Hence it is important in principle in
the segregation of point defects on a rectilinear edge disloehoosing a specific DSA model to obtain and analyze the
cation and obtained an expression for the increment of thexperimental dependence on the flow stigegree of defor-
linear density of impurity atoms on a dislocation over thematior) for each parameteh o, and t, individually, and

course of the aging timg, :* not for the total quantityAc. We note that such separate
dependences have been obtained before only for In-Sn al-
ACxc(Dt,)?R (7)  loys, in a previous paper by the autHdr.

In In-Pb alloys the maximum value of the post-
In solving this problem, Cottrell and Bilby took into account relaxation hardening increases in the initial stage of defor-
only the drift flux of the impurity atoms. Because the flux mation (up to ~3-5%),upon a transition from the elastic
due to concentration gradients was neglected and boundapart to the stage of steady flow. At such deformations the
conditions treating a dislocation as an ideal sink for impuritypost-relaxation yield point is not very clearly expressed, and
atoms were used, E§7) describes only the early stages of the strong change of the hardening coefficient is indicative of
the segregation of dissolved atoms on dislocations. The latef sharp change in the rate of plastic deformation, which
stages of the process are well described by the semiempiricaiakes it hard to interpret the results. At deformations of 5%

Harper equation® and higher,A o, €ither changes slowly or decreas&sg.
80), which is at odds with the model concept.Such be-
AC=ACd1—exd — (t,/to)?°]}, (8)  havior of Ao, allows one to rule out forest dislocations as

a possible type of obstacle whose strength changes during
which at aging times,<t. goes over to the Cottrell-Biloy DSA and suggests impurity atoms instead. This is also sug-
equation. We note that Cottrell and Bilby’s expressi@nis  gested by an estimate, based on the value of the activation
still widely used today. volume v, of the density of obstacles that must be overcome

The modern DSA models®!’~%! (these are listed in by the dislocations in a thermally activated manner. For ex-
Table | for conveniengeproceed from the idea of intermit- ample, for the alloy with 8 at. % Pb &=115 K one has
tent (jumplike) motion of the dislocations during the defor- ~1072° cm?®, from which we find that the density of ob-
mation process, as is characteristic for thermally activatedtacles is approximately equal to®@m~2, which is too
plastic deformation. Here it is assumed that the DSA occurgarge for the density of forest dislocations at the yield stress.
not at the time of the actual motion of the dislocations butthe given value of the activation volume also suggests that
during the waiting timet,, for thermal activation at local - the obstacles that change their characteristics during DSA are
obstacle_s. F_or_thi; reason these m_odels are often called stafig: individual impurity atoms but their complexes, as is
modglé in distinction to the dynamic model of Cottrell. AC- characteristic for highly concentrated alloys. If the main ob-
cording to the static models, the aging process consists Qfiacles were individual impurity atoms, then the value of the
s!tfrer at.declr.egsetm the dltsta:\cdg t:etwsen o::)stémtmagdtr}e activation volume at the given concentrations of lead would
Jsiocaton Jne a1 & consian, fisocaon aUengIaGe: b several orders of magniuce smaler

. . . . The value of the characteristic time remains constant
strength of the obstacles in front of which the dislocations . : 0 0
. over a wide range of deformations, from 5% to 15%, as can
are stopped, at a constant distance between tteatels

15 1421, and 2127 1 s obstates for te moton 0% 561 106 % i caes e norequibun veeer,
of dislocations, single impurity atoms or their complexes piay P P

models 1.1-1 45891718 3nd also “forest” dislocations deformatio_ns.
Emodels 21 anf2)§,6,7,19—21 Analysis of column 5 of Table | shows that the DSA

It follows from an analysis of column 6 of Table I that kinetics is governed by the kinetics of the migration of im-

the experimental dependence of the DSA parameters on tHi!Mty atoms toward the dislocatioridependence odC on
value of the flow stresédegree of deformatiorcan serve as (€ aging time The kinetics of the DSA process in In—Pb
the deciding factor in the choice of a specific DSA model@/0ys is described by an equation of the Harper tjfge.
(more precisely, of a specific type of obstacldeed, ac- D], Whlch at short times goes over to an equatlop of the
cording to Refs. 6 and fmodels 2.1 and 2)2A 0 (and also Cottrell-Bilby type[Eq. (2}]. A feature of the results is that
Ao When the Harper equation holdiicreases linearly the power-law exponent in Eqél) and (2) is not equal to
with increasing flow stress if the main obstacles that changé/3. as would follow from the solution of the Cottrell—Bilby
their strength during DSA are forest dislocations. Such d@roblem of the segregation of impurity atoms from the bulk
dependence is a consequence of a deformation-inducedf the crystal[see Eq.(7)], but is a smaller by a factor of
growth in the number of obstacles, i.e., forest dislocations. Iftwo. The same feature was observed earlier by the author in
on the other hand, the obstacles are impurity atoms, whos®@—Sn alloys® and by other investigators in copper* and
concentration remains constant during the deformation, thealuminunf?# alloys in experiments on the study of the de-
Ao ey Should not depend on the value of the flow stresgpendence of the rate sensitivity of the flow stress on the
(degree of deformationin that case, however, the influence value of that stress. The two-dimensional Cottrell-Bilby
of the degree of deformation can be manifested through aroblem reduces to a one-dimensional problem if the diffu-
dependence of the characteristic titgeon the diffusion co- sion of impurity atoms is of a pipe rather than a bulk
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Model No. Authors Type of obstacles Model of DSA Kinetic lawr(t) Aco(e) or Ao(o)
1.1 McCormick Impurity atoms Decrease of the mean distanbrétial assumptions: Determined by the
(1972 4; between impurity atoms alongl. Ac=Ao;*=AC, dependence
Beukel the dislocation line at a fixed 2. ACoxc(Dt,,)%® of the bulk diffusion
(19795 5, (1982 8 strength of the obstacles (Cottrell-Bilby equatioi coefficient ong, Acce™,
Result:Ag=c(Dt,)* Result: A gocg?™3
1.2 Malygin Impurity atoms See model 1.1 Initial assumptions: Determined by the
(1982 17 (the kinetics of the 1.Aoc=Ao;xAC, dependence of the
process is considered 2. AC=ACd1—exd —(t,/t)?]} bulk diffusion
for long aging times (Harper’s equation coefficient
ACmax:C exp(W/kT), One, Doxe™
te% (ACmay/C)¥3D. Result:teocs ™™,
Result: A0 may IS
Ao=Aoydl-exd—(t,/19**]},  independent of
whereA o e~ ACaW/b®
1.3 Neuhaser, Clusters of several Effective strength of Initial assumptions: Determined by the
Flor (1978 9 (~10) impurity atoms the obstacles increases 1. SAGy*=ACH, dependence of the
on account of a 2. Aox 5AGy, — SAGy,, pipe diffusion
rearrangement of their 3. ACxc(Dgty)P. coefficient one
atomic structure near Result:
the dislocation core AgocDY[(ogyn/0)7—1]
1.4 Schwarz Isolated impurity atoms Strength of the obstacles Empirical expression tc is independent o
(1982 18 or groups of them increases at a fixed inferred from measurements (in the case of pipe
distance between them of the internal friction: diffusion), Ao pax is
Ao=Aom[ 1—exp(—t,/t)], independent ot
wheret.=vg exp(—AH/KT)
2.1 Sleeswyk Forest dislocations Strength of the obstacles Initial assumptions: Acxoyxo
(1958 3; increases owing to a 1. A In K4<AC, The relation is a
Mulford, Kocks redistribution 2. Ao=Aoy*x04AC, consequence of the
(1979 6; (by pipe diffusion 3. ACocc(Dgt,) % dependence of the
Wycliffe, of impurities near the (Cottrell-Bilby equation dislocation flow stress
Kocks, Embury points of intersection of Result: Ao oyc(Dgty,) o4 on the density
(1980 7 mobile dislocations of the forest dislocations:
with forest dislocations g% pt?
2.2 Springer, Forest dislocations See model 2.1 Initial assumptions: Aoxoyro
Schwink (1991 (the one-dimensionality 1. A In K4cAC, The relation is a
19; Kalk, of the pipe diffusion is 2. Ao=Aoyxay4AC, consequence of the
Schwink (1995 taken into account 3. ACoxc(Dgty) 3 dependence of the
20; Schwink, (equation for dislocation flow
Nortmann two-dimensional stressoy on the
(1997 21 diffusion). density of the

Result: A oo g4 (D gt,,) 2

forest dislocations:
og* p1/2

Notes o is the flow stressA o is the DSA contribution to the flow stress; is the frictional stresgthe contribution to the frictional stress due to the
interaction of the dislocations with impurity atojnd o is the DSA contribution to the frictional stress; is the dislocation flow stregshe contribution to
the flow stress due to the interaction of mobile and forest dislocatidns, is the DSA contribution to the dislocation flow stregg;is the waiting time of

a dislocation for thermal activation at an obstackC is the change in concentration of the impurity atoms along the dislocationdimethe atomic
concentration of the solutiorD is the bulk diffusion coefficientD4 is the pipe diffusion coefficients is the deformation\W is the binding energy of a
dislocation and an impurity atondA G, is the DSA-related change in the free enthalpy of activat&xG,, and SAGy, are the DSA-related changes in the
free enthalpy of activation in the stress relaxation regime and in the regime of active deformation, respeeti&rgm and (— ;) are the rates of change
of the flow stress at the beginning and end of the stress relaxatjofi; and y are constants, withy= a8~0.5, according to the data of Ref. AH is the
activation energy for pipe diffusiong is the attempt frequencysq is the effective strength of an obstacle.

nature'® In that case the kinetics of the process can be dethe alloys studied here the experimentally determined activa-

scribed by Eqgs(1) and(2) with n=1/3. The kinetic behavior

tion energy(0.3-0.34 eV turned out to be a factor of 2

of the value of the post-relaxation hardening found in thislower than the activation energy for the diffusion of Pb im-
study may be an indication that pipe diffusion of impurity purity atoms in In (0.59 e\},%* apparently because of the

atoms is realized in In—Pb alloys.

occurrence of DSA in the region of the dislocation core. This

The main parameter that determines the temperature reonjecture agrees with the established kinetics of post-
gion in which the DSA effect is manifested and the rate atrelaxation hardening. The twofold decrease of the activation
which it occurs is the activation energy of the process. Foenergy and the twofold lowering of the exponent in the
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power law(1) as a result of the pipe diffusion make for a low Finally, the question of the physical meaning that can be
temperature for the onset of DSA in In—Pb alloys attached to the activation energyH determined from the
(~0.17T,). to(T) curve[see Eq.(5)]. According to model 1.4 and the

Analysis of the regularities of the DSA effect on the ideas set forth above and in the the author’s previous pdper,
basis of the modern models presented in Table | shows thalhe characteristic time is uniquely determined by the diffu-
the most probable mechanism for the DSA in In—Pb alloys ission coefficient, so thatH has the meaning of the activation
a local rearrangement of the structure of the obstacles in thenergy for pipe diffusion. At the same time, according to
stress field of the dislocations stopped in front of them. Theother modelgdsee model 1.2 the characteristic time depends
obstacles for the moving dislocations are apparently comnot only on the diffusion coefficient but also on the maxi-
plexes of impurity atoms. A rearrangement of the structuranum concentration of impurities on the dislocation. In that
of the impurity complexes leading to an increase in theircase, for calculating the activation energy for diffusion, one
strength is facilitated by pipe diffusion along the the dislo-must use the relatioA(T). For In—Pb alloys the activation
cations. These ideas correspond to models 1.3 and 1.4 energy determined in this way is approximately equal to 0.1
Table I. However, there are important disagreements beeV in the temperature interval 115-130 K, which is too
tween our results and these models. For example, the kineticsnall for the energy of migration of the impurity atoms. A
of the DSA in In—Pb alloys differs from the first-order kinet- final clarification of all the questions touched on here will
ics used in model 1.4. It also differs from the DSA kineticsrequire further investigation. Apparently, both the current
observed in crystals of brassefgr which the exponent in theoretical ideas and the DSA model are in need of further
the power law(2) is close to 0.5; the kinetics in the region of development.
long relaxation times was not investigated in Ref. 9.

The temperature dependence of the maximum hardeningoycLusions
obtained in the present study cannot be explained in the
framework of the existing theoretical ideas. Th@ q,(T) 1. The dependence of the post-relaxation hardening on
curve is only qualitatively described by the equatidns the duration of the stress relaxation, rate of change of the
stress at the end of the relaxation, temperature, impurity con-

A= (W/Db*)AC ay, (9 centration, degree of deformation, and the value of the flow
AC, =€ eXpWIKT), (10) stress has been obtained for In—Pb alloys with 6 and 8 at. %

Pb in the temperature interval 77—205 K.
whereW is the binding energy of the dislocation to an im- 2. It has been shown that the dependence of the post-

purity atom, andAC,,, is the maximum concentration of relaxation hardening on the duration of the stress relaxation
impurities on a dislocation. The quantitative discrepancy liess described by an equation of the Harper type, which at
in the fact that when the value of the lead concentration irshort relaxation times goes over to an equation of the
the alloy under consideratige.g.,c=0.08) and the experi- Cottrell-Bilby type. The exponent in the power law in these
mentally determined value of the binding energy of a dislo-equations is equal to 1/3, which indicates that the diffusion
cation with an impurity atom\(=0.057 eV are substituted of impurity atoms along the dislocations is of a pipe charac-
into (10), one obtainAC,,,, 1, which is absurd. If the one ter.
solves the inverse problem, i.e., that of determining the con- 3. For T=115-125 K and deformations in the interval
centration of impurity atoms by starting from the experimen-5—-15% the characteristic time is independent of the degree
tal dependenca o,,,,(T) and Eqs(8) and(9), then it comes  of deformation and lead concentration. The activation energy
out to be equal to 2X%10™°, which is about three orders of of the DSA process is estimated to be 0.34 eV. This quantity
magnitude lower than the impurity concentration in the al-can be interpreted as the activation energy for pipe diffusion.
loys studied. 4. The maximum post-relaxation hardening is propor-
The behavior of the characteristic time in the region oftional to the lead concentration and reaches approximately an
small and large degrees of deformation and at temperaturegder of magnitude as the temperature is lowered from 205
above 140 K remains uncle#Fig. 4). It is possible that the to 115 K.
deviation of the experimental data from relati@) is due to 5. A comparison with the modern theories of the DSA
an intensification of DSA already in the stage of constantsuggests that in In—Pb alloys the main obstacles to the mo-
rate deformation. There may be an effect due to annealing afon of dislocations with an interaction that varies in the
nonequilibrium vacancies, as a result of which their conceneourse of the DSA are complexes of impurity atoms, and the
tration is lower than it should be at the degree of deformatiorDSA process itself reduces to a local rearrangement of the
achieved! As the temperature is raised there is an increasstructure of the obstacles in the stress field of the dislocations
ing contribution to the DSA from bulk diffusion, which as a stopped in front of them.
result of the higher activation energy occurs at a much  The author is grateful to S. V. Lubenets, V. D. Natsik,
slower rate than the pipe diffusion. On the whole, under cons. N. Smirnov, and L. V. Skibina for a discussion of the
ditions of a superposition of two DSA mechanisms, one ofresults of this study and for constructive criticism. This study
which is governed by pipe diffusion and the other by bulkwas supported in part by the Swiss National Science Foun-
diffusior® (see also models 1.1 and 1.4 in Tabjethe  dation.
kinetics of the DSA will be governed by the slower process
if the two processes give an additive contribution to the hard; o .
. . . . E-mail: fomenko@ilt.kharkov.ua
ening of the crystaf and the fast process is relatively rapidly

Ysingle crystals of highly concentrated In—Pb alloys with an axis along the
exhausted. [100] direction cannot be grown by the Bridgman method in knock-down
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graphite forms. As a result of twinning of the alloy at the neck between the!*A. van den Beukel, J. Blonk, and G. H. van Haastert, Acta Me34ll 69

seed and sample a reorientation of f#60] axis of the seed to thg01]
axis of the sample occurs.
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The possible form of the absorption spectrum of thphase of oxygen in polarized light is
analyzed by proceeding from the known crystal structure of this phase20@ American
Institute of Physicg.S1063-777X00)01212-3

1. The optical spectra of the equilibrium low- — for the nearest and next-nearest neighbors, and between
temperaturer, 8, and y phases of solid oxygen have been the planes — for the nearest neighb¢sse Fig. 1] should
studied long and presumably well both experimentafly undoubtedly reflect the existing spatial anisotropy of the lat-
and theoreticall{® (see also the collective monograph of tice in this phase. Here, however, one can see no reason for
Ref. 6. The most unusual and interesting of these have beethe a-phase magnetic structure to charigend it should be
the bimolecular electronic spectra of the antiferromagnetic conserved, as is confirmed by experim@it. other words,
phase(having a monoclinic structur€2/m and existing be- we shall assume that the spins of the molecules are directed
low T,z=23.8 K), which have revealed a rich polarized fine along the “former” monoclinic axiswithout loss of gener-
structure. This fine structure has been described qualitativelglity, we denote this as thie axis in 6-O,, by analogy with
and quantitatively by proceeding from the concepts of Frenthe @ phasg.
kel biexcitons — bound states of two molecular excitons or 3. Since the lowestA; and'Y ; states of the @mol-
small-radius excitons. |ru.o2 the Optica| absorption lines ecule are dlpole and intercombination forbidc(and the first
corresponding to biexcitons are doublets and are polarized ifif these is also forbidden in the magnetic dipole approxima-
its basal(i.e., ab) plane. Further development of the theory tion), the intensity of the absorption of all the condensed
has shown that the characteristic doublet splitting also acPhases of oxygen is governed by bimolecular transitions, the
companies exciton—magnon absorption w0, even e€ffective oﬂoole moment of which is given by the
though it does not contain bound states of excitons and ma@xpressmﬁ
nons. 1

In recent years spectroscopic technique has come to be pfg_— fg + + _
used intensivelysee Refs. 7-9for studying the compara- Pef 2n%1,3 n,mgBn,(1)Bm,(9)(1= dap). @
tively recently discovered high-pressure phases denotetl by
and e, a description of which can be found in the review Where ﬂ';imﬁ is the effective dipole moment of the two-
article by Fréman® It is therefore of interest to examine the particle transition of molecules located at sites and
distinctive features of their optical spectrum. In this commu-m and belonging to magnetic sublatticasand 3, B,fu(f)
nication we examine the polarized properties of éhehase, is the creation operator for an electronic excitatién
the structure of which has been reliably established. (zlAg,lzg) on moleculen,, (if f=g, then the dipole mo-

2. As was shown in Ref. 1(see also Refs. 8 andiGhe  ment of the pair is nonzero only when the intramolecular
application of pressure ta-O, affects mainly the intermo- vibration is taken into accoutit The presence of the Kro-
lecular distances in thab planes and causes an interplanarnecker delta in Eq(1) provides for the lifting(at T=0) of
shear deformation. The growth of the latter as the pressure ihe intercombination forbiddenness for pairs of molecules
increased leads to a structural transition from the monoclini¢rom different magnetic sublattices.
to the orthorhombic systefimmm which is a natural struc- In calculating the absorption spectra®fO,, in the sum
ture that is just thed phase. Since ther phase is a two- (1) we previously took into account only the nearest neigh-
sublattice collinear antiferromagnetic insulator with a finitebors from oneab plane, since for a light wave with polar-
interplane interaction of exchange origin, and this interactiorization E||[ax b] the spectrum did not possess any polariza-
is small because of the weakness of the monoclinic distortiotion properties and was therefore insufficiently informative.
in this phasé) it would seem that this interaction could only The properties of the orthorhombig phase specifically re-
increase as thé phase is approached. In such a case there iquire taking interplane pairs of moleculéscluding from
no need to assuma priori that the magnetic properties of different magnetic sublatticegto account in(1) in addition
the orthorhombicé phase are quasi-two-dimensional, al-to the intraplane pairs. This, in turn, entails the appearance of
though the actual exchange paramefémnsthe basal planes two types of interacting molecules and, consequently, the

1063-777X/2000/26(12)/3/$20.00 932 © 2000 American Institute of Physics



Low Temp. Phys. 26 (12), December 2000 V. M. Loktev 933

| Ella
|
I | W
| Ellb
|
| |
| | -
. &
A | |
Ellc’ : '
A
w

FIG. 1. Unit cells: the monoclinic cell with two molecules and the ortho-

rhombic with four molecules — the magnetically order@®,. The num-  F|G. 2. Qualitative form of the biecitonic absorption spectrum of the
bers label the neighbors from the sarfieand 2) and nearest3) basal  phase in the fiel® of a light wave of frequencys.

planes; the arrows indicate the direction of the spins of them®@lecules.

Neighbors of the type& and3, as representatives of the dipole active pairs

(including the nearest molecules from different magnetic sublajtiaes . . . .

connected by heavy lines. In the monoclinic cell®0, (unlike a-0,) the  the form of the single- and bielectronic absorption spectra of

relation |c'| = (c?— a%4)Y2 holds. 5-O, will be done in a separate paper. We note only that the
experimental study of single crystals of tAgphase of oxy-
gen in polarized light would make it possible not only to

possibility of the appearance of two bimolecular bounolcheck the concepts stated above but, more importantly, to

states. differina by the bindina enerav in the pair. The eXci_determine the parameters of the exchange and resonant inter-
' 9y 9 gy par. actions for this phase and to refine the spectrum ofdhe

tonic character of the “partial” single-particle excitations phase in the polarizatio|[ax b].

leads to an additior_1a| o biexci@oﬁi@ — splitting .Of the The author expresses his sincere gratitude to H-J. Jodl
two-particle absorption lines, which become polarized alonq=0r calling his attention to this problem and to A. P

the principal axes _of thg lattice. The.value of the sphttmg forBrodyanski, L. Ulivi, M. Santoro, and Yu. A. Framan for a
both bound and dissociatéd.g., exciton—magnorstates is helpful discussion of the structure of the crystalline phases of
determined completely by the widths of the exciton bands P Y P

! oxygen and the transformation of its optical absorption spec-
ﬁ:gg”b%geinam?t;ﬁz c:ﬂiﬁ}iﬂ%?;g&gg?fﬁg zggt?o.n\?(/:eex-tra under external pressure. The author would also like to
citation moves ingsuch a wav that it does not leave the su thank Prof. A. Jezowski for the financial support that enabled

y im to participate in the CC-2000 Conference, where the

lattice in which it arosé.™ spectra of thed phase in unpolarized light were presented
4. Because there are three principal axash, andc’) in P P P 9 P '

the 6 phase, it would seem that there should also be three

absorption lines, as is observed in body-centered lattites.”E-mail: vioktev@bitp.kiev.ua , ,

However. 5-O, is a face-centered structure. and therefore it For e-0O, the situation is not yet completely clear. Its structure is consid-
y O™\JI2 - )

is cl ithout lculati that th b f bi ered to be monoclinicA2/m), but the point symmetry and orientation of
IS clear even without a calculation tha € number or biex- the molecules has not yet been established. In this regard it can be noted

citonic lines should in principle equal four — two each for that there has as yet been no investigation of the possibility that the role of
theab andac’ planes(see Fig. 1 In fact, one can easily see the quadrupole component of the intermolecular interactid@?/r® (Q is

that in the poIarizatiorEHa there will be one(intraplane the wave vector, and s the interatomic distang¢én solid O, increases on
biexciton excited, with wave vect@=~0, in the polarization compression. At small distancest can be comparable to or even greater

. . . . than the exchange interactionJexp(/a)/r, and that would inevitably
!
E”C there will be a different onémterplane, and in the cause rotations of the molecules. Of course, we are talking only about a

polarizationE||b there will be both of thesésee Fig. 2. The tendency, since the approach of the molecules due to the external pressure
total energy of each of the doublets will, of course, be dif- degrades the applicability of the multipole expansion for describing the
ferent. for it is determined by the relative values of the vec- intermolecular interaction. Even when this is taken into account, however,

fg . . the very old hypothesis of Ellis and Knedsee Ref. 6; this hypothesis has
tors Tnum, for the neighbors from the same and different oo ewly resurrected in Ref) fhat stable @ complexes are formed

planes, while the component in each doublet will be deter- does not yet seem convincing and sufficiently well founded. Moreover, in
mined by the ratiose(+ b)2/(a— b)2 and (b+ C’)2/(b— C')2 a crystal one should speak of a spin—Peierls transition.

. . . . . IHere it is appropos to note that as one follows the line of transitions
!
if |C | is understood to mean the mterplane distafses Fig. B— a— &, the rhombohedraB phase is actually quasi-two-dimensional,

1) As to the bieXCitor_]iC splitting, it shoulq, g?nerally spegk- but not so much because of the relative smallness of the interplane ex-
ing, be the same, since for both biexcitonic doublets it is change between Omolecules as because of the crystalline and magnetic
determined by the widths of the one-exciton bands. This structure of3-O,, which is such that the main contributions to the inter-
does not apply to the dissociated states, the doublet Splittih(f'ane interactior(i.e., the exchange fieldrom different molecules com-

h . _ pletely compensate one another. Thus on average the planes are exchange
of _the polarized bands of which, as we have said, Ir"CIUd(—Z‘S“free,” or frustrated’® The frustration is lifted only by weak
anisotropy of the magnon bands and, hence, can be somenteractions? In the « phases a two-sublattice structure arises on account

what different in the doublets. A systematic examination of of the decompensation of the exchanges from different neighbors, which in
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the monoclinic structure become inequivalent. The formation of three sub-"H.-J. Jodl,Abstracts of Third International Conference on Cryocrystals
lattices in B8-O, is in essence a trivial solution of the “frustration prob-  and Quantum CrystajsSzklarska Poreba, Poland, July 28-August 4, 2000,
lem” for each of theab planes. However, for the Ising model on a planar  p. 30.
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JAt the same time, because of the higher symmetry of the lattice in the (1999; Phys. Rev. Lett83, 4093(1999.
_ortho_rhombic phase as gompareg to the monpclinic phase, one of_the spias_ Medvedev, A. P. Brodyanski, Y.-J. Jod|, M. Santoro, and F. A. Gorelli,
nvariants becpmes fOI’b.IddeﬁS)fS fo.r the choice of axgs(\la, Z”b)f n Abstracts of Third International Conference on Cryocrystals and Quan-
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