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Abstract—A theoretical model that attributes the effect of mobile neutral impurities on the special features of
strain in semiconductor crystals to the phenomenon of dynamic aging of dislocations is suggested. Depen-
dences of the upper yield stress on the concentration of impurity atoms, the strain rate, and other parameters are
calculated. The results of calculations are consistent with experimental data for silicon. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

It has been experimentally ascertained that neutral
doping impurities exert a strengthening effect on
mechanical properties of semiconducting materials.
The motion and multiplication of dislocations become
limited if the dislocations are pinned by impurity cen-
ters. This circumstance has important consequences for
the production and operation of semiconductor devices
in microelectronics [1, 2].

Strain in pure semiconductor crystals is described
satisfactorily by the well-known Alexander–Haasen
theory [3, 4], which makes it possible to explain the
main mechanisms of the process. The most remarkable
feature of the stress–strain curves (i.e., dependences of
the stress τ on the strain ε at a constant strain rate  =
const) is the fact that they are nonmonotonic. As the
strain increases, the strain-related stress first increases
mainly owing to elastic deformation, attains a maxi-
mum referred to as the upper yield stress τu, and then
rapidly decreases to the so-called lower yield stress τl.
Finally, the strain-related stress increases relatively
slowly again owing to strengthening by internal
stresses caused, in particular, by the fields of generated
dislocations. The Alexander–Haasen theory attributes
the falloff of the strain-related stress to the onset of an
intense multiplication of dislocations and describes the
dependences of the upper and lower yield stresses on
the initial dislocation density N0, temperature T, strain
rate , and other parameters.

Despite the fact that doping is an extremely efficient
method for controlling mechanical properties, the cor-
responding theory has been inadequately developed for
extrinsic semiconductors. The study by Maroudas and
Brown [5] is worth noting: in this study, the Alexander–
Haasen model was supplemented by a numerical solu-
tion of the equation of oxygen-atom diffusion to mobile
dislocations in silicon. In this paper, I report the results
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of studying another situation where the extended impu-
rity cloud around a rapidly moving dislocation is not
formed and direct contact interaction of impurities with
dislocation cores plays the most important role. In this
case, a drag of impurities occurs with the formation of
an excess concentration of them in the dislocation core.
The resulting decrease in the dislocation mobility is
commonly referred to as the dynamic aging of disloca-
tions. Certain special features of the effect of dynamic
aging of dislocations on plastic strain in materials were
studied previously using an alternative model [6]. In
this study, I use the ideas developed in [6] about the
dependence of effective internal stresses on the disloca-
tion age in an ensemble of dislocations in order to gen-
eralize the original Alexander–Haasen model.

Let us first describe briefly the Alexander–Haasen
model and then modify it taking into account the phe-
nomenon of dynamic aging of dislocations. As a result,
we will derive explicit analytical dependences of the
upper yield stress on the numerous parameters that
characterize the properties of the material, the type of
impurities, and the conditions of deformation. In addi-
tion, an explanation for the following experimental
facts will be given:

(i) The stress–strain curves of semiconductors that
contain neutral interstitial impurities (oxygen, nitrogen,
and such like) indicate a greater strengthening com-
pared to the case of pure materials [1, 7–11]. At the
same time, it is known from the results of in situ exper-
iments [12] that, at high stresses corresponding to the
upper yield point, these impurities do not affect the
mobility of dislocations.

(ii) The effect of impurities is equivalent to a
decrease in the initial dislocation density. It was
reported [4, 7, 10] that in some cases the stress–strain
curves for high-purity silicon grown by the float-zone
method almost coincided within a large portion with
those for silicon grown by the Czochralski method.
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This material contained 1018 cm–3 oxygen atoms and
had an initial dislocation density that exceeded the dis-
location density in float-zone silicon by two orders of
magnitude.

2. DEFORMATION OF PURE CRYSTALS

A variation in the stress with time along a stress–
strain curve is described by the following equation:

(1)

Here, ε is the total strain represented by the sum of the
plastic εp and elastic τ/S strains, where τ is the applied
stress and S is the combined elastic modulus of the sam-
ple and the testing setup; the Newtonian dot signifies
the differentiation with respect to time.

Plastic strain is attained owing to the motion and
multiplication of dislocations. The dislocation velocity
in pure silicon crystals is described by the empirical
equation

(2)

where the factor B includes the temperature depen-
dence [12–14] and quantities τi stand for internal
stresses. The kinetic equation describing the evolution
of the dislocation ensemble can be written in the fol-
lowing form in the model under investigation:

(3)

Here, w is the coefficient of self-multiplication of dislo-
cations and N is the dislocation density (the initial value
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Fig. 1. Stress–strain curve in reduced coordinates. The solid
line represents the theoretical dependence according to (5)
and (6) for ln(N∗ /N0) = 5. The line drawn through the circles
represents experimental data for silicon [16] (T = 800°C,

 = 6.6 × 10–5 s–1).ε̇
of this density is N0). The rate of plastic strain in Eq. (1)
is defined by the Orowan relation  = NbV, where b is
the absolute value of the Burgers vector for dislocations.

In order to simplify the representation of the formu-
las, let us introduce the scaling factors for the stress τ∗ ,
time t∗ , and dislocation density N∗ ; i.e.,

(4)

The dislocation density is still relatively low in the
vicinity of the upper yield stress; as a result, the strain-
related strengthening can be disregarded (i.e., it can be
assumed that τi = 0). An analytical formula for the
shape of the peak in the stress–strain curve was derived
previously [15]. In the case under consideration, this
formula can be written as

(5)

(6)

Here, z0 ≈ [3ln(N∗ /N0) + 2ln(ln(N∗ /N0)) + 0.5855]–2/3.

Expression (5) indicates that there is a correlation
between the strain-related stress and the dislocation
density. Formula (6) describes the kinetics of the dislo-
cation multiplication. By combining expressions (5)
and (6), one can obtain the parametric representation
for the shape of the yield-stress peak in the stress–strain
curve, as is shown in Fig. 1 (solid line). The calculated
curve is to be compared with the experimental data rep-
resented by circles [16].

The experimental data shown in Fig. 1 were
obtained for silicon that contained a rather high concen-
tration of oxygen impurity (8 × 1017 cm–3). Therefore,
one may question the correctness of comparing the
observed shape of the yield-stress peak with that calcu-
lated for a pure crystal. However, as will be shown
below, the shape of the yield-stress peak is universal to
a great extent and, after appropriate normalization, is
the same for both undoped and doped crystals. At the
same time, the values of the yield stresses can differ sig-
nificantly.

The upper yield stress of an undoped crystal is cal-
culated as a maximum of the dependence τ(N) given by
formula (5). The result of numerical solution, which
satisfies the condition dτ/dN = 0, of the nonlinear equa-
tion can be approximated by the formula

(7)
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3. EXTRINSIC CRYSTALS: THE EFFECT 
OF DYNAMIC AGING OF DISLOCATIONS 

The simplest and most widely used method for tak-
ing into account the dynamic aging of dislocations con-
sists in decreasing the driving stress by the magnitude
of the “dry friction” which is proportional to the excess
concentration of impurities in the dislocation core,
τ   τ – βc [17]. Somewhat different models of
dynamic aging of dislocations, whose motion proceeds
according to the kink mechanism [18] (as is typical of
dislocations in semiconductors), were developed in [5]
and [19]. A simpler approach [19] will be used here;
this approach can be incorporated into the Alexander–
Haasen model and makes it possible to obtain an ana-
lytical solution.

The kinetics of variation in the impurity concentra-
tion c at a dislocation that moves with the velocity V is
described by the following equation:

(8)

Here, c0 is the impurity concentration observed in the
crystal bulk and calculated per lattice site; the radius of
trapping of impurities by the dislocation r is measured
in lattice parameters and is assumed to be constant; and
tm is the migration time of impurities. The first term in
square brackets in Eq. (8) describes the increase in the
impurity concentration at a dislocation due to trapping,
and the second term describes a detachment of impuri-
ties during the time of overcoming the Peierls barrier
a/V. According to experimental data, the velocity of dis-
locations in silicon depends linearly on the driving
force; therefore, we have V = B(τ – βc).

Let us now describe (see [20]) qualitative character-
istics of variation in the excess impurity concentration
at a dislocation in relation to a stress that is either con-
stant or varies slowly. Assuming a rapid completion of
transient processes, we determine the quasi-steady state
from the condition dc/dt  0. This condition defines
an attractor that, according to Eq. (8), consists of two
branches, V = B(τ – βc) ≈ 0 and

(9)

As a result, we obtain the pattern shown in Fig. 2.
Specifically, temporal variation in the excess impurity
concentration at dislocations generated at somewhat dif-
ferent points in time for linearly increasing stress τ = t
is shown in Fig. 2; this variation was calculated by
numerically solving Eq. (8). Depending on the initial
instant of time, the impurity concentration tends either
to the branch of large values of c (c ≈ τ/β), which leads
to complete immobilization of dislocations, or to the
branch with small values of c, which corresponds to
almost free motion of dislocations. Thus, the separating
value of the stress τs and the corresponding point in
time ts, which determine the bifurcation point of solu-
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tions with a radical change in the type of dynamic behav-
ior of dislocations, are important. As can be seen from
expression (9), the value of τs corresponds to the mini-
mum of the function βc + a/(tmBln(c/rc0)) with respect
to c; this minimum can be easily determined numeri-
cally. The expression cs ≈ rc0[1 + 0.879(a/(τmBβrc0))0.587]
represents a satisfactory approximation for a minimum
value cs. This expression yields the following depen-
dence of τs on the impurity concentration and other
parameters:

(10)

At τ < τs, aging occurs under the conditions of
almost complete drag of impurities; in this case, aging
can be described by the following simplified variant
of Eq. (8):

(11)

In contrast, if τ > τs, the impurity drag is insignificant
and can be disregarded in the first approximation. The
existence of a bifurcation point and the corresponding
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Fig. 2. Two types of evolution of the concentration of impu-
rities at a dislocation in relation to the point in time of gen-
eration of this dislocation tm = 2.5 and 3.5 (time is measured

in units of βrc0/ , and the parameters are chosen to be equal

to a/(tmBβrc0) = 1 and B(βrc0)2/(a ) = 10). The dashed line
represents the attractor for solutions of Eq. (8).

τ̇
τ̇



372 PETUKHOV
variation in the dynamic behavior of dislocations makes
it possible to explain a number of special features of
deformation in extrinsic semiconductor crystals.

4. INCLUSION OF DYNAMIC AGING 
IN THE ALEXANDER–HAASEN MODEL

The number of impurities collected by a dislocation
is controlled by its path length, which depends on the
point in time corresponding to the generation of this
dislocation. As a result, various dislocations in the
ensemble under conditions of their intense multiplica-
tion are subjected to a different retarding force. In order
to take into account the dependence of the dislocation
velocity on the age of an individual dislocation, one has
to modify the common description of plasticity. For
extrinsic semiconductors, this description should
include the age of dislocations, in addition to such char-
acteristics as the Burgers vector and the mobility of dis-
locations [6]. Let us now perform the required modifi-
cation of the theory.

Initial dislocations that are present in a crystal and
have the density N0 have a chance to acquire a certain
impurity concentration cs before the onset of deforma-
tion due to static aging. The starting stress βcs that
should be overcome for dislocations to start moving
and for the process to set in is related to the initial impu-
rity atmosphere around a dislocation. Thus, there is ini-
tially only elastic strain; as a result, the stress increases
linearly up to the point in time ts = bcs/(S ). Disloca-
tions then start to move and multiply, and plastic flow
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Fig. 3. Kinetics of effective stress (measured in units of
S tr) for various values of points in time corresponding to
the generation of dislocations; these points are indicated on
the lines and are expressed in units of tr .
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arises. Special measures are sometimes taken to immo-
bilize the inherent dislocations [7].

Dislocations generated at different points in time tm
move with different velocities V(t, tm) at the instant of
time t under consideration and, consequently, make dis-
similar contributions to the plastic-strain rate . For
example, the conventional Orowan equation is valid
now only for partial contributions of dislocations gen-
erated at almost coinciding points in time within a short
interval δtm with δ  = δN(tm)bV, where δN(tm) =
ρ(tm)δtm and ρ(tm) is the generation rate of dislocations.
After summing all the contributions, we obtain the fol-
lowing generalized Orowan relation:

(12)

Here, ci(t) is the concentration of impurities at initial
dislocations. Equation (3) for multiplication of disloca-
tions is modified in a similar way; i.e.,

(13)

Let us apply the system of Eqs. (12) and (13) to the
description of the initial portion of the stress–strain
curve and to the calculation of the upper yield stress for
a semiconductor strengthened owing to impurities. In
order to solve the model equations analytically, we will
use the descriptive qualitative pattern of evolution of
the excess impurity concentration at dislocations (see
Section 3). In the first stage of deformation at t < ts =
τs/(S ) (the quantity τs is defined by expression (10)),
one can use the simplified concept that impurities are
completely dragged by dislocations and employ Eq. (11).
At τ ≈ S t, a solution to this equation taking into
account the initial condition at a newly generated dislo-
cation c(tm, tm) = 0 is given by

(14)

Here, tr = a/(Bβrc0). As can be seen from solution (14),
a transient process takes place for the time t – tm ~ tr; the
state with c varying according to the law c ≈ (S /B)(t – tr)
is established after completion of this process. The
impurity concentration at initial dislocations ci(t) varies
according to the same law. The above condition for the
short duration of transient processes can be expressed
quantitatively as tr ! ts.
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Figure 3 shows the temporal variation in the effec-
tive stress τ = βc that sets in motion the dislocations
generated at different points in time. The major contri-
bution to the generation of dislocations during the time t
is made by a small interval of generation times tm that
are close to t, t – tm ~ tr; in this case, the effective stress
is maximal, and, as follows from formula (14), τ – βc ≈
S tmexp[–(t – tm)/tr]. Substituting this expression into
Eq. (13) and differentiating the result with respect to
time, we obtain the following simplified differential
equation (instead of the original integral equation):

(15)

The solution of this equation defines an increase in
the population of dislocations under conditions of drag
of impurities at t > (2βrc0/aw)1/2/(S ); i.e.,

(16)

Only exponential contributions are completely repre-
sented in solution (16); the variation in the preexponen-
tial factor is disregarded since this variation is insignif-
icant for what follows. As can be easily seen from
expression (16), the population of dislocations grows
more slowly in an extrinsic semiconductor (c0 ≠ 0) than
in an intrinsic material (c0 = 0). This stage of retarded
growth continues up to the point in time t = ts.

Dislocations generated during the second stage (t > ts)
do not have any significant impurity atmosphere. Con-
sequently, the evolution of the density of these disloca-
tions obeys the conventional Alexander–Haasen equa-
tion for an intrinsic semiconductor. The difference
between this case and that of an intrinsic semiconductor
consists in the fact that the initial condition is imposed
on the dislocation density at t = ts when N ≈ Nd(ts) rather
than at t = 0 when N = N0. Using Eq. (16), we obtain the
following modified expression for effective initial dis-
location density N0i:

(17)

Consequently, dynamic aging reduces the genera-
tion rate of dislocations at the first stage of deformation
and does not affect the process at the later stage (t > ts).
If the point of the peak in the stress–strain curve (i.e.,
the position of the upper yield stress) corresponds to the
instant of time tu > ts, the resulting decrease in the dis-
location density can be attributed effectively to a
decrease in the initial dislocation density. All the spe-
cial features of deformation in the vicinity of the upper
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yield stress will be described by the Alexander–Haasen
model if N0 is replaced by N0i. Different values of initial
dislocation density and impurity concentration may
correspond to the same value of N0i. However, the
stress–strain curves adjusted to the same scale should
be identical for both intrinsic and extrinsic semiconduc-
tors. Such an equivalence was directly observed by
Sumino et al. [7] as an approximate agreement between
the stress–strain curves for silicon that was grown by
the floating-zone method and had an initial dislocation
density N0 of 1.7 × 104 cm–2 and for silicon that was
grown by the Czochralski method, contained 1018 cm–3

oxygen atoms, and had N0 × 2 × 106 cm–2. In a broader
sense, the universality of the stress–strain curves should
become clear after a scaling transformation, similar to
that employed in Fig. 1. As a result of this scaling, the
stress–strain curves in the portion under consideration
become dependent on only one combined parameter
N0i/N∗ , which makes it possible to compare the shape
of the yield-stress peak in an intrinsic semiconductor
with that in an extrinsic semiconductor.

A decrease in the dislocation density leads to a
strengthening of the material, which manifests itself, in
particular, in an increase in the upper yield stress. This
strengthening has a somewhat peculiar nature and is not
related to the retardation of dislocations by impurities
at the current point in time along the stress–strain
curve. Such a retardation is negligibly small at high
stresses that correspond to the upper yield stress. The
strengthening is caused by the sensitivity of the stress–
strain curve to the initial conditions. In intrinsic semi-
conductor crystals, this sensitivity manifests itself in
the dependence of the stress–strain curve on the initial
dislocation density, which is clearly observed experi-
mentally. In extrinsic semiconductors, the initial stage
of the process at comparatively low stresses also turn
out to be important; at this stage, impurities have a sig-
nificant effect on the multiplication rate of dislocations.

Quantitatively, the modified upper yield stress can
be calculated by substituting N0i  from Eq. (17) for N0i
into expression (7); i.e.,

(18)

Here, τu0 is the upper yield stress for an impurity-free
semiconductor. The concentration dependence of the
upper yield stress as predicted by formula (18) is shown
in Fig. 4. By way of illustration, experimental data [9]
for silicon with an oxygen impurity are shown in the
inset. As can be seen from Fig. 4, the strain-rate sensi-
tivity of the yield stress is lowered in an extrinsic semi-
conductor. The temperature dependence of the impurity
contribution to the upper yield stress is controlled by
the combination of parameters Btm, which appears in
the expression for τs (10). Consequently, the final result
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depends on the difference between the activation ener-
gies for migration of impurities in the vicinity of the
dislocation core and for the mobility of dislocations
themselves. Therefore, in the case of mobile impurities
(such as interstitial oxygen in silicon), the contribution
of impurities decreases with increasing temperature
and, in contrast, increases if there are low-mobility sub-
stitutional impurities.

Formula (18) is valid if tu > ts with impurities
detaching from the dislocations as the stress increases.
Experimental data in [4, 7, 9] apparently indicate that
this situation is realized in silicon with a relatively high
oxygen concentration. In the opposite case (tu < ts), the
effect of impurities on the mobility of dislocations
extends to the portion of the stress–strain curve in the
vicinity of the yield-stress peak. In this situation, the
kinetics of multiplication of dislocations should be
described by the model of complete drag of impurities
(i.e., by formula (16)). As a result, the quantity τu is
determined from the equation

(19)τu τu0
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Fig. 4. Concentration dependences of the upper yield stress
for two strain rates that differ by an order of magnitude:
(curve 1)  and (curve 2)  = 10 . The values of the

parameters used in the calculation are ln(N∗ /N0) = 5,

a2w/(tmB) = 1, and τ∗ aw = 1. For a qualitative comparison,
the experimental data in [9] for silicon with an oxygen
impurity (T = 900°C, N0 = 106 cm–2, and  = 1.1 × 10–4 s–1)
are shown in the inset.
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Since the mobility of impurities does not appear in
Eq. (19), the temperature dependence of τu becomes
less heavy as the impurity concentration increases.

5. CONCLUSION

We now summarize the main results of this study.

(i) The Alexander–Haasen model for multiplication
of dislocations is generalized taking into account the
effect of dynamic aging of dislocations. The combined
model accounts for the experimentally observed [7–11]
fact that extrinsic semiconductors are strengthened to a
greater extent than intrinsic semiconductors.

(ii) An analytical expression for the dependences of
the upper yield stress in a semiconductor crystal on the
impurity concentration and other parameters that char-
acterize the material properties, the impurity type, and
the conditions of deformation is derived.

(iii) It is shown that dynamic aging of dislocations is
accompanied by an abrupt change in the mobility of
dislocations as the stress increases. This circumstance
gives rise to two distinctly different stages of deforma-
tion with a significant effect of impurities on the mobil-
ity and multiplication of dislocations only at the first
stage. As a result, the strengthening in the vicinity of
the yield-stress peak may be caused by the effect of
impurities on the initial stage of deformation, as is
observed for silicon with a comparatively high concen-
tration of oxygen. This fact may also explain the simi-
larity of the stress–strain curves for impurity-free and
extrinsic semiconductor crystals.
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Abstract—Electromigration of molten tin-based inclusions in single-crystal p-GaSb:Zn(111) was studied.
It was shown that molten inclusions are displaced by a current (j = (1–4) × 105 A/m2) toward a negative elec-
trode in the temperature range T = 750–920 K. The mechanism of this phenomenon was shown to be related to
concentration changes in the bulk of molten inclusions. It was noted that the inclusion transport is initiated by
two competing processes: the temperature changes at phase interfaces caused by the Peltier heat and the electric
transport, leading to the redistribution of components, depending on their effective charges in the melt. The size
dependence of the velocity of inclusion motion W in the bulk of a single-crystal matrix was determined:
W increases with the inclusion size. The numerical values of the thermoelectric parameters of all the contacting
phases were experimentally determined using independent methods. This made it possible, fitting the theory to
the experimental data, not only to estimate quantitatively the effective charge Z* of a molten semiconductor,
but also to explain the size dependence of the activation barrier overcome by a drifting inclusion. © 2004 MAIK
“Nauka/Interperiodica”.
Major problems in the practical application of
heavily doped single crystals are associated with sec-
ond-phase inclusions, which drastically affect electric,
optical, magnetic, and other properties of crystals [1–6].
This problem is especially urgent in semiconductor
electronics, where the occurrence of a second phase
(including a molten one) is often explained by local
contact melting of metallization layers exposed to a
high-density pulsed current [7–9]. Therefore, the prob-
lem of electromigration of molten inclusions in semi-
conductors has attracted much attention. This problem
has been most thoroughly studied, both theoretically
[1, 2, 6] and experimentally [5, 7, 8], using the elemen-
tal semiconductors Si and Ge as an example. Except for
a few studies on gallium arsenide [2, 5], almost no such
investigations were performed with compound semi-
conductors. Thus, we attempted to detect and analyze
in detail the electric transport of second-phase tin-
based inclusions in gallium antimonide single crystals.

As a starting material, we used Czochralski-grown
p-GaSb:Zn single crystals with a resistivity of 0.138–
0.073 Ω cm and majority-carrier mobility µ = 420–
448 cm2/(V s).

Bars shaped as rectangular parallelepipeds 4 × 4 ×
15 mm in size were cut from crystals. The growth-
dislocation density Nd in samples did not exceed 4 ×
103 cm–2.

The main source of molten inclusions was a tin film
(m ≤ 0.3 mg) electrochemically deposited [7] onto a
1063-7826/04/3804- $26.00 © 20376
[111] end face attached to an analogous face of another
sample. Electric annealing of samples was carried out
in an inert atmosphere. Samples were placed in a resis-
tively heated quartz cell (Fig. 1) installed in the cham-
ber of an ALA-TOO system (IMASh-20-78 type). Five-
millimeter graphite inserts prevented the interaction
between the samples and heat-resistant stainless steel
electrodes.

Before the experiment, the chamber was pumped
out to a residual pressure of 10 Pa and filled with argon
at a small overpressure. The temperature was measured
by a platinum–platinum-rhodium thermocouple placed
in the immediate vicinity of the sample (see Fig. 1).

At temperatures above the eutectic temperature,
contact melting of components occurs with the forma-
tion of a liquid film, which rapidly disperses into sepa-

1 2 3 4 5

Fig. 1. Schematic representation of the electric annealing
cell: (1) steel electrodes, (2) graphite inserts, (3) thermocou-
ple, (4) sample with an electrolytically deposited metal film,
and (5) nichrome spiral around a quartz tube.
004 MAIK “Nauka/Interperiodica”
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rate drops during electromigration.1 Inclusions were
always displaced by a current (j = (1–4) × 105 A/m2)
toward a negative electrode; however, their velocity
depended on their size l.2 

It was ascertained that the inclusion formation from
the liquid film is completed by melt penetration into the
bulk of the single-crystal matrix to a depth of 2–5 µm.
The small thickness of the initial film leads to its insta-
bility and dispersion into separate molten regions. This
process is facilitated by deviations of the velocity vec-
tor from the orientation axis of the film and other ran-
dom factors. The latter are mostly wetting and fusion
defects and structural imperfections caused by disloca-
tions and other defects, as well as distortions of the tem-
perature and electric field configurations. In this case,
the time to reach the steady state of each drop formed is
determined by the relaxation time (see [1]),

where l = 10–50 µm and D ≈ 10–9 m2/s is the mutual dif-
fusivity in the melt at a total time of electric annealing
of 2–4 h.

The inclusion size l and the depth of penetration into
the matrix from the starting position were determined
by sequential removal of N layers 5–7 µm thick fol-
lowed by identification of inclusions using an MII-4
microscope. The longest size measured along the
motion direction was determined by the extremum of
the dependence l = f(N) plotted for each drop (Fig. 2).

Figure 3 shows the typical results, which satisfy the
empirical dependence

(1)

Here, W/j is the specific migration rate. The numerical
values of a and b are listed in the table.

To reveal the origin of forces driving inclusions in the
electric field, we will consider the equations (see [6])

(2)

(3)

which take into account the electric transport contribu-
tion (Z* is the effective charge of the molten semicon-
ductor) and the Peltier heat (P is the Peltier coefficient)
released at the face and back sides of each inclusion
during direct current flow. The following designations
are used in Eqs. (2) and (3): β is the melting–crystalli-
zation rate constant; V is the specific melt volume;

 and D are the equilibrium concentration and the dif-
fusivity of semiconductor molecules in the melt,

1 The GaSb–Sn phase diagram corresponds to a degenerate eutec-
tic [10, 11].

2 The velocity of inclusions is assumed to be positive when they
move along electric field lines.

τ l2/D 0.1–2.5 s,≈=
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respectively; NA is Avogadro’s number; δ is the thick-
ness of the diffusion layer near the phase interface; ρ is
the melt resistivity; e is the elementary charge; k is the
Boltzmann constant; L is the heat of transition of a unit
volume of the solid phase into the melt; and λ is the
melt thermal conductivity, which is estimated by the
Viedemann–Franz law. Equation (2) is valid when the
inclusion motion is controlled by the dissolution–crys-
tallization processes at the phase interfaces. Equation
(3) holds true when transport processes in the inclusion
volume become dominant. Let us consider these situa-
tions in more detail.

Relation (1) is in full agreement with the theory if
the Peltier coefficient P and Z* in Eqs. (2) and (3) are
set to be negative and positive, respectively. As for the
controlling stage, it can be estimated by the activation
barrier E overcome by an inclusion during its motion in
the single-crystal matrix, as well as from the relation

40

30

20

10

5 10 15 20
N

l, µm

Fig. 2. Definition of the largest inclusion size l by sequential
removal of N layers; the annealing temperature T = 853 K.

60

40

20

0 10 20
l, µm

30 40 50

(W/j), 10–14 m3/(A s)

Fig. 3. Dependence of the specific migration rate of inclu-
sions on their size for annealing temperature T = 853 (trian-
gles), 873 (circles), and 913 K (diamonds).
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between βδ and D [6]. We calculated E using the tem-
perature dependences W = f(T) plotted for the entire
range of l. Analysis of these results (Fig. 4) suggests a
mixed diffusion–kinetic control during the migration of
molten inclusions. Only for large inclusions (l > 70–
100 µm), almost total stabilization of the activation bar-
rier occurs, which is controlled in this case only by the
processes of melting–crystallization of active regions in
the matrix contacting with inclusions. This is understand-
able, since with large values of l, bl @ a and W/j ≈ bl in
Eqs. (1)–(3), which predetermines the constant activa-
tion energy E for such inclusions and the dominant role
of thermoelectric phenomena in their transport.

At the same time, when bl ! a, the main driving
force for the melt components is diffusion electric
transport; hence, W/j ≈ a and the activation barrier E
should also be constant. The absence of a correspond-
ing plateau in the dependence E = f(l) (Fig. 4) indicates
only the short range of l, although the determined val-

3

2

1

0 10 20 30 40 50
l, µm

E, eV

Fig. 4. Size dependence of the apparent activation energy of
electric transport of molten GaSb–Sn inclusions in gallium
antimonide.

Calculated and experimental data on the electromigration of
GaSb–Sn melt inclusions in the bulk of a GaSb single crystal

Parameter Dimension
Temperature T

853 K 873 K 913 K

XSn at % 44 38 26

αL, 10–6 V/K –18 –23 –8

αS, 10–6 V/K –121 –109 –87

a, 10–14 m3/(A s) –0.8 –4.2 –20.3

b, 10–8 m2/(A s) 0.18 0.76 2.89

V, 10–5 m3/mol 2.5 2.6 2.8

P, 10–3 V –88 –75 –72

β, 10–3 m/s 0.58 2.6 8.8

Ζ*, 10–3 – 48 49 58
ues of E are typical of diffusion control (Edif < 0.65 eV).
All these factors suggest that most of the inclusions under
consideration move in the transition diffusion–kinetic
region with significantly reduced diffusion control.

Another important feature of the above results is a
clear manifestation of mutually compensating contri-
butions from the quantities P and Z*. Indeed, the Peltier
heat is released at the face side of each inclusion, while
this heat is absorbed at the back side (where the crystal
grows in the case of liquid epitaxy). This forces the
inclusion to move to the negative electrode. However,
the electric transport direction is opposite, since the
melt is enriched in GaSb (Z* > 0) at the cathode side
and depleted with GaSb at the anode side. Therefore,
very small inclusions (l  0), in contrast to larger
ones (see Fig. 3), are forced to migrate toward the pos-
itive electrode.

As for a quantitative estimation of β, P, and Z*, it
requires determination of the thermoelectric parame-
ters of all the contacting phases. The Peltier coefficient
in relations (2) and (3) can be readily estimated using
the corresponding values of the Seebeck coefficients α
for the solid phase (S) and melt (L),

(4)

We used the contact method for measuring the thermo-
electric power (see [12, 13] for more details). The mea-
surements were carried out in an inert atmosphere (Ar)
with respect to the chromel (C) and/or alumel (A) parts
of two thermocouples with a temperature gradient of 5–
10 K between them. Recalculation to the magnitudes of
αL for the analyzed alloys was carried out taking into
account the data of [14]. The alloy under study, placed
into a U-shaped cell, contacted with the CA thermocou-
ples via thin graphite caps. An additional miniature
resistive heater with a bifilar winding was placed onto
one of the shoulders of the U-shaped cell. The thermo-
electric power of each alloy was measured in the range
T = 300–1100 K. A single value of αL fitted in compo-
sition and temperature with the inclusion parameters,
taking into account the phase diagram of GaSb–Sn
[11], was selected from the entire set of such data.
These results (see Fig. 5) were used to estimate the
numerical value of P using Eq. (4), where the value of
αS was taken from [12]. The values of P determined in
such a way were used to calculate β (by the slope of
straight lines W/j ≈ f(l)) and the effective charge Z* by
the section cut in the vertical axis. These data are listed
in the table.

Thus, the electrostimulated motion of molten Sn-
based inclusions in p-GaSb was studied in the temper-
ature range 750–920 K. The size dependences of the
migration rate W/j were determined. The contributions
of the electric transport and Peltier heat to the resulting
rate of inclusion displacement by a current were esti-
mated. It was shown that the contribution of the Peltier
heat increases with the inclusion size and becomes
dominant at l > 70 µm. Numerical values of the effec-

P PS PL– αS α L–( )T .= =
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tive charge of a molten semiconductor and the thermo-
electric parameters of the phase interface were deter-
mined. It was shown that the electric transport of inclu-
sions in a semiconductor matrix proceeds under mixed
diffusion–kinetic control.
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Abstract—The dependences of photoresponse parameters of the microwave absorption caused by the effect of
a short pulse of a nitrogen laser (337 nm, 10 ns) in micrometer-thick PbS films on the frequency of a microwave
oscillator, intensity of light, and conditions of the film growth are investigated by a cavity method in the 3-cm
frequency band. The films were obtained by pyrolysis of aerosol of thiocarbamide coordination compounds at
a substrate temperature of 250–500°C. Using the analysis of frequency dependences of the photoresponse, the
microwave photoconductivity and the photodielectric effect, which cause a variation in the cavity quality factor
and a variation in its resonance frequency, respectively, are investigated separately. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Lead sulfide is a narrow-gap (Eg = 0.41 eV) optical-
sensitive material with a large static permittivity and a
high mobility of electrons and holes and is widely used
in photoresistors and infrared sensors. Based on PbS,
unique multichannel photodetectors for space detection
systems were developed [1]. Most of the new photode-
tectors are fabricated from polycrystalline layers and
heterostructures; therefore, the investigation of elec-
tron-ion processes in thin films is of great interest.

The wide application of polycrystalline semicon-
ductors in microelectronics was severely restricted for
a long time by the existence of numerous defects in
them, mainly grain boundaries and dislocations. These
defects considerably reduce the majority-carrier mobil-
ity and the minority-carrier lifetime. By varying the
grain size and orientation and using controlled doping,
it is possible to attain a substantial variation in proper-
ties of these materials. As was noted, the polycrystallin-
ity became a hope for future achievements, rather than
a problem [2]. However, without understanding which
elementary processes with the involvement of elec-
trons, ions, and holes proceed at which centers, it is dif-
ficult to have hopes of obtaining materials with speci-
fied properties.

In this paper, we report the results of studying thin
PbS films by a contactless method of microwave photo-
conductivity. As it originated as a steady-state method
[3] and then developed into the present two-pulse
method [4], this technique occupies a special place
1063-7826/04/3804- $26.00 © 20380
among the methods for studying elementary reactions
with the participation of charged particles in polycrys-
talline or microdisperse systems. Its advantage is
related to the small drift shift of charges in the micro-
wave fields applied [5], which allows one to substan-
tially reduce the effect of intercrystallite barriers and
contact phenomena on the results of the investigation.

2. EXPERIMENTAL

2.1. Synthesis of PbS Films

The PbS films were obtained by the method of sput-
tering a water solution of the thiocarbamide coordina-
tion compound [Pb((NH2)2CS)2Cl2] with deposition on
a heated substrate [6]. The substrate temperature (T)
was varied from 250 to 500°C. To prepare the com-
plexes, PbCl2 · 2.5H2O of ultrahigh purity grade and
(NH2)2CS were used. The film was deposited onto a
smooth surface of Pyroceram in several stages, since
the film grows very rapidly and is easily etched off by
the initial solution. The higher T, the more rapidly the
film grows and is etched off and the more difficult it is
to obtain a continuous film. In the film obtained, the

chlorine impurity ( ) is contained; as T increases, the
amount of chlorine impurity decreases. This method
allows one to change the impurity composition gradu-
ally and to control the defect structure. According to the
published data [6], the PbS films obtained under such
conditions have n-type conductivity.

ClS
×
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2.2. X-Ray Powder Diffraction Analysis

The X-ray powder diffraction patterns were
recorded using a DRON ADP-1 diffractometer (CuKα
radiation, Ni filter).

2.3. Method of Microwave Photoconductivity

The method is based on recording the variation in
the power of the electromagnetic wave (3-cm band)
reflected from the cavity with the sample. The variation
is caused by the effect of the pulse of light on the sam-
ple. The method is described in detail in [7]. A TE101
rectangular reflection cavity (volume V ≈ 5.1 cm3) was
used. The quality factor of the loaded cavity QL ≈ 103.
The sample in a quartz cell was placed into the antinode
of the electric field. An LGI-505 laser with the wave-
length λ = 337 nm and a pulse width of 8–10 ns was
used for the illumination. The area of the sample sub-
jected to the laser irradiation was ~0.06 cm2. The time
resolution of the setup was 50 ns.

If the variations in QL due to the photoconductivity
(Qσ) are relatively small and the resonance frequency f0
is invariable, the relative variation in the reflected
power, which is determined by the effect of light, is
given by

(1)

Here, P0 is the incident power and R is the proportion-
ality factor, which is determined only by the properties
of the cavity for the samples of a small volume relative
to V, and

,

where e is the elementary charge, and n and µd are the
concentration and the drift mobility of the charge carri-
ers generated.

However, in general, due to the variations in the
complex sample permittivity ε* = ε' – iε'', the photore-
sponse under the effect of light may consist of two com-
ponents, ∆P = ∆Pf + ∆PQ. They are determined by the
variation in the cavity quality factor (∆PQ) and in the
resonance frequency (∆Pf), respectively. The ∆PQ mag-
nitude is determined mainly by the variation in the
imaginary part of permittivity ∆ε''. Both components ε'
and ε'' can contribute to the shift of the resonance fre-
quency ∆f0 [8, 9]:

(2)

2.4. Method for Separating the Contributions 
of Variations in the Quality Factor and Resonance 

Frequency in the Microwave Photoresponse

To separate ∆PQ and ∆Pf and to determine ∆f0, the
frequency dependence of the photoresponse ∆Pf was

∆PQ

P0
---------- R

1
Qσ
------.≈

Qσ
1– σ∝ enµd=

∆ f 0

f 0
---------– ∆ε'

∆ε''( )2

ε' 2+
---------------.+∝
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analyzed in the vicinity of the resonance frequency at
f ≈ f0. The resonance curves for the tuned microwave
path not too far from the resonance frequency are
described by the Lorentz function. The resonance curve
for the unilluminated sample (in the dark) is

(3)

for the illuminated sample this curve is

(4)

where y1 and y2 are the dimensionless quantities nor-
malized to the incident microwave power; A' and A'' are
the dimensionless amplitudes of resonance curves for
the cavity with the unilluminated and the illuminated
sample, respectively; and  and  are the half-
widths of the resonance curves. The microwave
response is proportional to the difference between
expression (4) and (3):

(5)

The amplitudes, the shift of the resonance curve,
and the half-width of the resonance curve under illumi-
nation  were determined by varying these quanti-
ties as the parameters in the sum of squared deviations
of theoretical curve (5) from the experimental values.
Matching was carried out by two methods. In the first
method, which was described previously in [7], all the
parameters in function (5) were simultaneously varied
directly. In the second method, the parameters were ini-
tially varied and resonance curve (3) for the unillumi-
nated sample was matched; then the other parameters
of function (5) were varied. The results were similar.

The contribution of the microwave conductivity to the
photoresponse at f ≈ f0 was defined as ∆PQ ∝  A'' – A', and
the photodielectric response ∆Pf was defined as the dif-
ference ∆P – ∆PQ.

3. RESULTS AND DISCUSSION

3.1. Results of the X-Ray Powder Diffraction Analysis

The X-ray diffraction patterns of the Pyroceram
substrate and one of the samples investigated are shown
in Fig. 1. The interplanar spacings, which were calcu-
lated from the positions of diffraction peaks, were ana-
lyzed. The analysis showed that the main crystalline
phase of the samples under investigation is the face-
centered cubic (fcc) PbS phase (the coincidence of ten
peaks in the angle range 2θ measured).

The size of the PbS crystallites in the direction nor-
mal to the [220] plane was estimated from the formula
D220 = λ/βcosθ, where λ is the wavelength of the X-ray
radiation and β is the half-width of the diffraction peak
(220). This size initially increases and then decreases
as T increases (table), attaining a maximum at T =

y1 f( ) 1
A'

1 4 f f 0–( )/δ f 1/2'[ ] 2
+

------------------------------------------------------;–=

y2 f( ) 1
A''

1 4 f f 0– ∆ f 0–( )/δ f 1/2''[ ] 2
+

---------------------------------------------------------------------,–=

δ f 1/2' δ f 1/2''

∆P f( ) y2 y1.–∝

δ f 1/2''
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350°C. To estimate the size, the diffraction peak (220)
was chosen, since it is observed against a uniform back-
ground and does not overlap with other peaks. The fcc
lattice constant decreased steadily to T = 450°C (table)
and then increased at T = 500°C to the value observed
at T = 300°C. For all T, the fcc lattice constant was
noticeably less than that for pure PbS, which was equal
to a = 5.9362 Å [10].

A decrease in the unit-cell parameter can be deter-
mined by the partial substitution of S atoms by atoms of
Cl, O, or another element with a smaller atomic radius.
However, it is most likely that the decrease in interpla-
nar spacings observed is caused by vacancies in the S
sublattice.

From measurements of intensity attenuation of dif-
fraction peaks for the substrate, the film thickness d is
estimated (table). For the estimate, we used the known
mass attenuation factors of the radiation for elements
(see [11]). In making the estimate, we also assumed that
the attenuation factor for the film material is the same
as for pure PbS. It can be seen from the table that, as T
increases, the film thickness decreases for all samples,
excluding the film obtained at 250°C, which falls out of
this series.

Intensity, arb. units
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Fig. 1. X-ray powder diffraction patterns of (1) the substrate
and (2) the PbS film grown at T = 300°C.

Constant of the fcc lattice a, average size D220 of the PbS par-
ticles, and film thickness d

Synthesis
temperature T, °C a, Å D220, Å d, µm

250 5.932 413 6.3–6.9

300 5.928 430 12.0–12.5

350 5.924 445 7.8–8.4

400 5.920 394 2.9–3.5

450 5.916 395 3.3–4.0

500 5.928 384 2.6–3.1
3.2. Two Components of the Photoresponse

In general, the photoresponse parameters for all the
samples depended heavily on the temperature of the
film growth. The experimental curves of photoresponse
decays at the resonance frequency after completing the
pulse of the laser radiation were described by the expo-
nential function, the hyperbolic function, or the sum of
two functions (two exponential ones or a hyperbolic
and an exponential one). Hyperbolic components
noticeably manifested themselves only for high intensi-
ties of light, which corresponded to the photon flux in
the pulse I > 1014 photon/cm2.

For example, Fig. 2 shows the photoresponse at the
resonance frequency for the PbS film grown at T =
350°C. It can be seen from Fig. 2 that the kinetics of the
photoresponse decay is described well by a single
exponential function with a characteristic decay time of
~200 ns. For the films grown at higher substrate temper-
atures, the photoresponse is characterized by two expo-
nential components. These are the fast component with
the characteristic times τ1 ≈ 100–800 ns and the slow
component with the characteristic times τ2 ≈ 3–16 µs:

(6)

Here, A1 and A2 are the amplitudes of components, and
t is the time reckoned from the end of the laser pulse.

The shape of the frequency dependence of the pho-
toresponse was also different for samples grown at dif-
ferent T. Figure 3 shows the frequency dependences of
the photoresponse at the point in time t = 50 ns for sev-
eral samples. For the films grown at T < 350°C
(Fig. 3a), the shape of the frequency dependence rela-
tive to the resonance frequency is asymmetric. The pho-
toresponse at the resonance frequency is very small. As
T increases to 450°C, the shape of the frequency depen-
dence becomes increasingly symmetric (Fig. 3b). For
the temperature of the film growth T = 500°C (Fig. 3c),

∆P t( ) A1 t/τ1–{ }exp A2 t/τ2–{ } .exp+∝

0.6

0.4

0.2

0

∆P, arb. units

1 2 3
Time, µs

Fig. 2. Photoresponse of the Cl-doped PbS film grown at
T = 350°C.
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the frequency dependence of the photoresponse
becomes asymmetric again.

Figure 4 shows the growth-temperature dependence
of characteristic parameters of the photoresponse,
which are determined at a resonance frequency with the
approximation of decay curves by formula (6). The data
for the sample grown at T = 250°C are given for the fre-
quency corresponding to the photoresponse peak (at the
resonance frequency, the amplitude is equal to zero).
Two characteristic temperature ranges are observed,
namely, 250–300°C and 350–500°C. At low tempera-
tures of the film growth (T < 350°C), τ1 remains virtu-
ally constant. At T > 300°C, A1 starts to increase sharply;
τ1 also increases steadily. Further, A1 increases by
approximately an order of magnitude at T = 350–450°C.

It is difficult to relate the decrease in the amplitude
of the fast component A1 for the PbS film grown at T =
500°C (Fig. 4) with the decrease in the film thickness.
The reason is that its thickness is only 10% less than
that of the film grown at T = 400–450°C (see table). It
is more probable that the nature of the photoresponse
changes for the films grown at T > 450°C. Indeed,
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90599049
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(b)

(c)

0.4

0.2

0
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–0.4
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0.4
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–0.4

0.4

0.2

0

–0.2

–0.4

9058

∆P, arb. units

f, MHz

Fig. 3. Frequency dependences of the photoresponse for the
films grown at temperatures of (a) 250, (b) 450, and (c)
500°C. I = 3.1 × 1013 cm–2 (per pulse). The resonance fre-
quency is shown by the dotted line.
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despite the low reproducibility of the data for the films
grown at T = 500°C, it can be seen that the average
value of τ1 increases steadily to limiting temperatures.
However, the frequency dependence becomes asym-
metric (Fig. 3). The asymmetry of the frequency depen-
dence may serve as the cause of the apparent drop in the
photoresponse amplitude at the resonance frequency.

As noted above, the analysis of special features of
the variation in the shape of the frequency dependences
of the photoresponse with time allows us to separate the
contributions ∆PQ and ∆Pf for all times after comple-
tion of the laser pulse. Thus, we can obtain the time
dependences of the microwave photoconductivity and
photodielectric effect. In addition, the magnitude and
sign of ∆f0 in formula (2) depend on both parts of the
complex permittivity (real and imaginary). Therefore,
based on frequency dependences of the photoresponse,
we can clarify the state of charge carriers responsible
for the photoresponse.

The results of separation of contributions of the
microwave photoconductivity and the photodielectric
effect based on the frequency dependences of Fig. 3 for
T = 450 and 500°C are shown in Figs. 5 and 6. It can be
seen that, in the first case, the above quantities decrease
with the same rate. This fact in accordance with rela-
tionship (2) indicates that the first term on the right-
hand side of relationship (2), i.e., the variation in the
real part of permittivity, is responsible for the negative
shift of the resonance frequency. Hence, one may con-
clude that, for the films obtained at T = 450°C, the
charge carriers in the band and at shallow traps are in
equilibrium for t > 50 ns. A similar situation is appar-
ently characteristic of all films grown at T ≤ 450°C.

The special features of the decay curves for micro-
wave photoconductivity and of the photodielectric
effect for the film grown at 500°C (Fig. 6) for t > 800 ns
are similar. It seems likely that, starting from this point

1
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0.3

0.2

0.1

0

A1, arb. units

250 300 350 400 450 500

1400

1000

600

200

0

T, C°

τ1, ns

Fig. 4. Growth-temperature dependence of (1) amplitude
and (2) characteristic decay time of the fast component
for Cl-doped PbS. I = 1.3 × 1013 photon/cm2 (per pulse).
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in time, similarly to the films grown at a lower temper-
ature, the equilibrium between the charge carriers in the
band and the shallow acceptors is established. How-
ever, for t < 800 ns, the decay rate of the shift of the res-
onance frequency of the cavity is higher by a factor of
approximately 2 than the decay rate of variation of the
quality factor.

One can suggest two causes for such a difference in
rates. The first cause is the additional contribution of
charge carriers of the other sign to the photoresponse.
Deri and Spoonhower discussed such a situation for the
microwave photoconductivity of a wide-gap silver bro-
mide semiconductor [8]. However, this point of view
did not find convincing support. The second cause,
which is more probable, is the contribution of free
charge carriers that were never captured by traps. In the
latter case, according to relationship (2), the second
term on the right-hand side of the relationship, i.e., the
variation in the negative part of the permittivity, is
responsible for the negative shift of the resonance fre-
quency.

Figure 7 shows the contributions ∆PQ and ∆Pf at the
initial point in time after the laser radiation pulse for
films grown at different temperatures. These contribu-
tions were calculated based on data similar to those
shown in Fig. 4. To make allowance for the spread of
the quality factor for a cavity with different unillumi-
nated samples, the curves are normalized to the total
amplitude of the photoresponse ∆P. It can be seen that,
at temperatures below 350°C and above 350°C, the
photodielectric effect ∆Pf and photoconductivity ∆PQ
make the main contribution to the absorption of the
cavity, respectively.

10

1

0.1

0.01

0.001

∆PQ, arb. units; |∆f0|, MHz

0 200 400 600 800 1000
Time, ns

∆PQ = 0.7684 e–0.0023t

 |∆f0| = 0.0115 e–0.0023t

1

2

Fig. 5. Kinetics of decay of (1) PQ and (2) |∆f0| for the PbS

film grown at T = 450°C. I = 3.1 × 1013 photon/cm2 (per
pulse).
3.3. The Nature of Charge Carriers Responsible 
for the Photoresponse

Usually, the observation of the effect of the positive
or the negative impurity charge on the kinetics of decay
of the photoresponse is considered as a reliable method
for determining the sign of free charge carriers in mea-
surements of the microwave absorption caused by the
effect of light on wide-gap semiconductors. However,
for narrow-gap semiconductors, specifically, for PbS,
the interpretation of such data is problematic, and work
in this area has not yet been completed. However, it is
reasonable to assume that electrons will mainly con-
tribute to microwave absorption under illumination in
n-PbS.

If we accept this assumption, we can consider the
dependence of the relation between contributions of
free and localized electrons to the photoresponse of the
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Time, ns
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∆PQ, arb. units; |∆f0|, MHz

Fig. 6. Kinetics of decay of (1) ∆PQ and (2) |∆f0| for the PbS

film grown at T = 500°C. I = 3.1 × 1013 photon/cm2 (per
pulse).
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Fig. 7. Relative contributions of (1) ∆PQ and (2) ∆Pf to the
photoresponse in relation to the temperature of growth of
the PbS films. I = 3 × 1013 photon/cm2.
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microwave absorption on the temperature of film growth.
According to [8], the electrons localized at shallow traps
should cause the largest negative frequency shift. There-
fore, the asymmetric frequency dependence of the ampli-
tude of the photoresponse (Fig. 3a) with respect to the
resonance frequency (at ∆f0 < 0) is indicative of the
negligibly small contribution of the free carriers. As T
increases to 450°C, the shape of the frequency depen-
dence becomes increasingly symmetric (the absolute
value of ∆f0 decreases), which may be associated with
an increase in the contribution of free electrons. At T =
500°C (Fig. 3c), the frequency dependence of the pho-
toresponse becomes asymmetric again, which is indic-
ative of a new variation in the relation between contri-
butions of free and trapped electrons.

The above inferences are consistent with the decay
kinetics for variations in the quality factor and fre-
quency, if we assume that mainly free electrons contrib-
ute to the microwave photoconductivity due to varia-
tions in ε''. At the same time, the electrons captured by
traps mainly contribute to the photodielectric effect due
to variations in ε'. The correlation between variations in
the shift of the frequency and a quality factor at t >
800 ns (Fig. 6) is probably indicative of the equilibrium
established between electrons in the conduction band
and electrons at the traps by this point in time.

The decay kinetics for ∆PQ (Fig. 5, curve 1) and |∆f0|
(Fig. 5, curve 2) for PbS grown at T = 450°C noticeably
differs from the data of Fig. 6. The fast components are
absent here, and the variations in both quantities are
correlated, as in the previous case, at times t > 800 ns.
It is probable that the electrons released a second time
from the traps mainly contribute to the microwave con-
ductivity in this case. Thus, the decay rate of the photo-
response is determined by the competition of two pro-
cesses, namely, the thermal release of localized elec-
trons from traps and electron recombination at the traps
with interstitial ions. At T = 500°C, the free electrons
that are never captured by the traps mainly contribute to
the cavity absorption at times t < 800 ns. The detailed
nature of the traps is not clear, especially given the fact
that PbS is a narrow-gap semiconductor. However, we
can still consider the effect of synthesis conditions on
the film properties.

3.4. Effect of Synthesis Conditions 
on the Electronic–Ionic Processes

First, note that the characteristic time of decay of the
fast component of the photoresponse gradually
increases in general over the entire temperature range
of the film growth (Fig. 4). This fact indicates that the
annihilation rate of carriers gradually decreases. In
principle, this behavior can be due to a decrease either
in the trap concentration or in the defect concentration
(interstitial ions).
SEMICONDUCTORS      Vol. 38      No. 4      2004
However, the data shown in Figs. 4 and 7 and those
listed in the table are indicative of finer specific fea-
tures. Specifically, one can see that substantial varia-
tions in the properties of the synthesized PbS films are
observed in the temperature range Tcr = 300–350°C.
Indeed, in the region T = Tcr, the amplitude of the fast
component of the photoresponse increases by an order
of magnitude (Fig. 4, curve 1), and the grain size
increases (table). Taking into account that defects of the
type of interstitial Pb ions (Pbi) effectively reduce the
grain size, we should assume that the concentration of
defects of the Pbi type decreases drastically as the sub-
strate temperature is increased to Tcr.

In the region T > Tcr, the variations in the cavity
quality factor, i.e., ∆ε'', mainly contribute to the photo-
response. This circumstance is clearly indicative of an
increase in the contribution of free charge carriers to the
photoresponse. However, the character of the photore-
sponse in this region varies more gradually. The ampli-
tude of the fast component of the photoresponse is vir-
tually constant, although the decay time continues to
increase. It is probable that no radical variations in the
defect density occur in this region. Most likely, qualita-
tive variations in defect types occur in this region. For
example, taking into account the model of the thiocar-
bamide complex [12], we may assume that defects of
the ClS type are formed in films obtained by the pyrol-
ysis method. As the substrate temperature increases,
Cl atoms evaporate, defects of the VS type remain in the
film, and the concentration of vacancy defects increases
with the temperature. It seems likely that, with a further
increase in temperature, the vacancies VS are filled with
oxygen, and the OS defects are formed. These defects
are not active traps for electrons.
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Abstract—Electron traps in GaAs grown by MBE at temperatures of 200–300°C (LT-GaAs) were studied.
Capacitance deep level transient spectroscopy (DLTS) was used to study the Schottky barrier on n-GaAs, whose
space-charge region contained a built-in LT-GaAs layer ~0.1 µm thick. The size of arsenic clusters formed in
LT-GaAs on annealing at 580°C depended on the growth temperature. Two new types of electron traps were
found in LT-GaAs layers grown at 200°C and containing As clusters 6–8 nm in diameter. The activation energy
of thermal electron emission from these traps was 0.47 and 0.59 eV, and their concentration was ~1017 cm–3,
which is comparable with the concentration of As clusters determined by transmission electron microscopy. In
LT-GaAs samples that were grown at 300°C and contained no arsenic clusters, the activation energy of traps
was 0.61 eV. The interrelation between these electron levels and the system of As clusters and point defects in
LT-GaAs is discussed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A specific feature of GaAs grown by MBE at 200–
300°C temperature (LT-GaAs) is a strong deviation
from the stoichiometry [enrichment with As (up to
1.5 at %)], which results in a high concentration of
intrinsic point defects, such as interstitial atoms Asi and
the antisite defect AsGa [1]. The postgrowth annealing
of epitaxial LT-GaAs layers at temperatures T > 500°C
results in the formation of nanoscale As clusters [2, 3].
In this case, the epitaxial layer is characterized by high
resistivity [4], and the lifetime of carriers in it can be
extremely small, less than 1 ps [5–7]. It is believed that
these properties, which are the basis for the application
of LT-GaAs in various devices, are related to the forma-
tion of nanoscale As clusters and/or deep-level defects
in the matrix of the material. At the same time, the
parameters and properties of the electron traps that
define the Fermi level position and fast recombination
of carriers, as well as the factors governing their behav-
ior, are either scantily known or completely unknown
[4, 8–10]. A high-sensitivity method of capacitance
deep level transient spectroscopy (DLTS) in structures
with a potential barrier [11] is widely used in the stud-
ies of carrier traps in semiconductor materials. How-
ever, problems in the application of this method arise
when the barrier is formed directly on a thick LT-GaAs
layer, because of the high resistivity of the material.
To obviate this difficulty, the authors of [4, 10] used a
structure in which a thin LT-GaAs layer was confined
between the layers of low-resistivity GaAs grown at
620°C and was located within the space-charge region
1063-7826/04/3804- $26.00 © 20387
(SCR) of the barrier formed on the surface of this
structure. In these studies, the maximum thickness of
the LT-GaAs layers was 26 nm. They were grown at
250°C and annealed at 620°C, which might be insuffi-
cient to ensure the concentration of the excess As nec-
essary for the formation of clusters, because of As dif-
fusion into the neighboring GaAs layers [12].

We report the results of a study of electron traps in
LT-GaAs layers that was performed by capacitance
DLTS in the Schottky barrier based on low-resistivity
n-GaAs containing a 0.1-µm-thick LT-GaAs layer. This
thickness of the LT-GaAs layer is sufficient for the for-
mation of As clusters several nanometers in size during
annealing [13, 14]. To reveal the role of clusters in the
formation of electron traps, a comparative study of
structures that differ only in the amount of excess As in
the LT-GaAs layers was carried out.

2. EXPERIMENTAL

The samples for study were grown by MBE in a
two-chamber Katun’ machine on (100) n+-GaAs sub-
strates doped with Si to 2 × 1018 cm–3. The structures
comprised three layers: a ~0.5-µm-thick n-GaAs layer
(the temperature of epitaxy Ts = 580°C), a ~0.1-µm-
thick LT-GaAs layer, and a second ~0.5-µm-thick n-
GaAs layer (Ts = 580°C). The epitaxial layers of the
structures were uniformly doped with Si to a concentra-
tion of ~2 × 1016 cm–3. Two types of samples were
grown, with the LT-GaAs growth temperatures Ts = 200
and 300°C, referred to below as LT200 and LT300,
004 MAIK “Nauka/Interperiodica”
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respectively. Growing the upper layers at high temper-
ature for 0.5 h caused the precipitation of the excess As
and the formation of a system of nanoscale As clusters
in the LT-GaAs layer. A cross-sectional transmission
electron microscopy (TEM) study of the samples
showed that As clusters of ~6–8 nm in size, with a con-
centration of ~1017 cm–3, were formed in LT200 struc-
tures [13, 14]. Arsenic clusters were not found in LT300
structures. This may be due to the fact that in this case
the size of clusters was smaller than the resolution
(3 nm) of the TEM apparatus.

The Schottky barriers were formed by sputtering Au
onto the surface of samples through the openings in the
mask, which were 0.35 mm in diameter. Ohmic con-
tacts on the n+ substrate were produced by firing-in an
AuGe alloy at 400°C.

The DLTS spectra ∆C(T) were recorded using a
computerized system with a Boonton-72B capacitance
bridge operating at a frequency of 1 MHz, with an
amplitude of the probing signal of 150 mV. The ratio of
the sampling times t2 and t1 in the two-strobe integrator
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Fig. 1. DLTS spectra of samples (a) LT300 and (b) LT200.
The emission rate window of the double-strobe integrator
was 6.8 s–1 (t1 = 133.8 ms, t2 = 160.6 ms). (a) Vb = –9 V; Vp:
(1) 1.0, (2) 2.0, (3) 3.0, (4) 4.0, (5) 6.0, (6) 7.0, (7) 8.0,
(8) 9.0 V, and (9) simulated DLTS spectrum for Q1 trap in
sample LT300. (b) Vb = –10 V; Vp: (1) 2.0, (2) 4.0, (3) 5.0,
(4) 6.0, (5) 6.25, (6) 6.75, (7) 8.0, and (8) 10.0 V.
was chosen as 1.2 in order to improve energy resolution
while retaining sufficient sensitivity.

In the DLTS study of the structures described above,
it must be kept in mind that the negative charge of elec-
trons captured by the LT-GaAs layer after the filling
pulse is so large that the boundary of the SCR can be
shifted into the heavily doped substrate on which the
structure is grown. We therefore performed the DLTS
measurements only at minimum possible bias voltages,
which provided the recharging of traps in the LT-GaAs
layer. In addition, methods based on the analysis of the
isothermal relaxation of the capacitance, C(t), were used.

3. EXPERIMENTAL RESULTS

One type of electron trap, Q1, was found in the spec-
tra of samples LT300 (Fig. 1a). At fixed bias Vb = –9 V,
the height of the Q1 peak remained virtually unchanged
when the amplitude of the filling pulse, Vp, decreased
from 9 to 7 V. A further decrease in Vp resulted in a fast
decrease in the height of the Q1 peak (Fig. 1a). A com-
parison of the dependences of the Q1 peak amplitude
and the capacitance at the end of the filling pulse on the
filling bias demonstrated that an abrupt decrease in the
Q1 peak amplitude starts at the moment when the
boundary of the layer in which the levels are being
filled shifts into the LT-GaAs layer (the capacitance of
the barrier becomes virtually independent of the filling
bias). This means that Q1 traps are localized in
LT-GaAs layer. In this case, the decrease in their filling
as the filling pulse amplitude Vp further decreases is
related to the depression of the quasi-Fermi level in the
LT-GaAs layer during the filling pulse. One should also
note that the temperature position of the Q1 peak did
not change, and the relaxation of the capacitance C(t)
had a standard form [11].

Two types of electron traps, Q2 and Q3, were found
in the spectra of samples LT200 (Fig. 1b). As in the case
of Q1 traps in LT300 structures, the dependence of the
amplitude of Q2 and Q3 peaks on the amplitude of the
filling pulse indicates their localization in the LT-GaAs
layer of structure LT200. The decrease in the amplitude
of peak Q2 begins at higher amplitudes of the filling
pulse compared to peak Q3 (Fig. 1b). The reason is that
the level of Q3 is lower than that of Q2 in the band gap
of GaAs. It is also worth noting that the Q2 peak broad-
ens as the amplitude of the filling pulse Vp decreases,
whereas the shape of the Q3 peak is independent of the
parameters of the filling pulse.

To investigate the cause of this behavior, we studied
the isothermal relaxation of capacitance (C(t)) at the
bias voltage Vb = –10V for different amplitudes of the
filling pulse (Vp). A portion of quasi-constant capaci-
tance is observed at the beginning of the C(t) curve at
Vp = 10 V in the temperature range 230–260 K (Fig. 2a).
The length of this portion decreases as the temperature
increases, and it virtually disappears at temperatures
above 270 K. The capacitance of 11.5 pF in the quasi-
SEMICONDUCTORS      Vol. 38      No. 4      2004
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constant capacitance portion of C(t) (Fig. 2a) yields the
width of the SCR W ≈ 1 µm. This approximately corre-
sponds to the total thickness of epitaxial layers in the
LT200 structure; i.e., the boundary of the SCR lies
within the heavily doped n+-GaAs substrate. Because of
this circumstance, the electron emission from deep
traps in the SCR has only a weak effect on the position
of this boundary and, consequently, on the capacitance
of the structure. The shift of the SCR boundary into the
substrate is due to the fact that the negative charge cap-
tured by traps during the filling pulse strongly exceeds
the charge of shallow donors in the epitaxial GaAs
layer adjacent to the substrate. As electrons are emitted
from the deep level, the boundary of SCR is shifted
from the heavily doped n+-GaAs substrate to the
weakly doped n-GaAs epitaxial layer, and the relax-
ation behavior of the C(t) capacitance becomes stan-
dard. As the temperature rises, the rate of the electron
emission increases; thus, the duration of the portion of
quasi-constant capacitance in the C(t) curve decreases
(Fig. 2a).

The presence of the quasi-constant-capacitance por-
tion in C(t) distorts the shape of the DLTS spectrum
∆C(T) obtained in the double-strobe integration mode,
when the difference between the C(t) values in the
instants of time t1 and t2 is measured [11]. As can be
seen in Fig. 1b, the Q2 peak in the DLTS spectrum
recorded with a filling pulse amplitude of Vp = 10 V is
“cut” at the low-temperature side, when at least one of
the two strobes falls within the quasi-constant-capaci-
tance portion of C(t) (Fig. 2a). This results in an effec-
tive shift of the position of the Q2 peak (Fig. 1b) and
does not allow the parameters of a trap to be correctly
determined. In addition, the amplitude of the Q2 peak
somewhat decreases.

The change in the relative amplitude of the filling
pulse (Vp) from 10 to 2 V results in a decrease in the
density of electrons captured by Q2 traps, so at Vp = 5V
the amplitude of the Q2 peak nearly falls to zero
(Fig. 1b). In this situation, the negative charge in the
LT-GaAs layer decreases, and the SCR boundary
comes out of the heavily doped substrate. This makes it
possible to select the amplitude Vp of the filling pulse,
which is necessary in order to measure the DLTS spec-
trum correctly. Optimal conditions for the LT200 sam-
ple were obtained at Vp = 6.75 V (Fig. 1b). As can be
seen in Fig. 2b, the relaxation curves of the capacitance
C(t), which correspond to these conditions, have virtu-
ally no portion of quasi-constant capacitance.

Figure 3 shows temperature dependences of the rate
of electron emission from deep traps Q1, Q2, and Q3 in
the form of Arrhenius plots. From these plots we deter-
mined the parameters of traps, the activation energy,
Eact, and the capture cross-section, σ∞; they are listed in
the table.

The DLTS spectra for Q1, Q2, and Q3 electron
traps, simulated using the parameters listed in the table,
are shown in Fig. 1a and Figs. 4a and 4b. As can be seen
SEMICONDUCTORS      Vol. 38      No. 4      2004
from the comparison of Figs. 4a and 4b, the existence
of the portion of quasi-constant capacitance C(t) does
modify the Q2 peak of the DLTS spectrum on its low-
temperature side. The distinct difference between the
simulated and experimental DLTS spectra (Fig. 4a) in
the temperature range between the Q2 and Q3 peaks
can be attributed to the existence of deep levels in the
energy range between the levels of Q2 and Q3.

As can be seen in Figs. 1a and 4a, the high-temper-
ature edge of the Q2 and Q3 peaks in the simulated
DLTS spectra is significantly wider than in the experi-
mental ones. The reason for this difference is not clear.
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Fig. 2. Relaxation of capacitance C(t) of sample LT200 at
the bias Vb = –10 V at different temperatures. (a) Vp = 10 V;
T: (1) 220, (2) 230, (3) 240, (4) 250, (5) 260, (6) 270,
(7) 280, and (8) 290 K. (b) Vp = 6.75 V; T: (1) 210, (2) 220,
(3) 230, (4) 240, (5) 250, (6) 260, (7) 270, (8) 280, and
(9) 290 K.

Parameters of electron traps

Trap type Eact, eV σ∞, cm2

Q1 0.61 3.4 × 10–14

Q2 0.47 8.6 × 10–15

Q3 0.59 7.3 × 10–14
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The activation energy of thermal emission of elec-
trons from deep traps can be determined also from the
analysis of the relaxation of capacitance C(t), even if
there exists the portion of quasi-constant capacitance
(Fig. 2a). The principle of the method is as follows. Let
us assume that, in the process of thermal emission of
electrons from some type of deep traps at the tempera-
ture T, the capacitance of the structure reaches some
fixed value C0 during the time interval t0(T). Then, dis-
regarding the temperature dependences of the contact
potential and dielectric constant, the charge emitted by
this trap during the time t0(T) is independent of the tem-
perature T. Consequently, the product en(T) t0(T), where
en(T) is the rate of thermal emission of electrons from
the trap level, is a constant. Plotting the dependence of
t0(T)T2 against 1/T in a semilogarithmic scale, we can
determine the activation energy Eact of thermal emis-
sion of electrons from this trap, in accordance with the
relation

where k is the Boltzmann constant, and T1 and T2 are the
two temperature values.

Eact k
t0 T1( )T1

2[ ]ln t0 T2( )T2
2[ ]ln–

1/T1 1/T2–
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100

T2/en, K2 s

1000/T, K–1

101

102

2 3 4 5

103

104

105

1

2

3

4

5

6

7

Fig. 3. Arrhenius plots for electron traps in LT-GaAs. (1–3) this
study (Q1, Q2, and Q3, respectively); (4) LTE1 [8],
(5) EAL2 [10], (6) LT1 [9], and (7) EL3 [10, 16].
 Using this method, we analyzed the relaxation

curves C(t) measured at the LT200 structure (Fig. 2a).
Since the emission rates for Q2 and Q3 traps differ
greatly (Fig. 3), the relaxation of the capacitance C(t) is
related to the depletion of Q2 traps at the initial stage
and Q3 traps at the final stage of the process. Therefore,
having chosen a value of C0 capacitance near the por-
tion of quasi-constant capacitance in the range 12–
13 pF, we obtained the thermal activation energy Eact =
0.46–0.49 eV, which is in good agreement with the acti-
vation energy for Q2 traps obtained by DLTS (see
table). At the same time, using C0 near its constant
value in the range 14.5–15 pF, we obtained an activa-
tion energy of Eact = 0.58–0.64 eV, which is close to the
value for Q3 traps.

The determination of the concentrations of Q1, Q2,
and Q3 traps from the dependence of the peak height in
the DLTS spectrum on the filling pulse amplitude Vp [15]
is hindered by the strong variation of this concentration
with the coordinate and its high value, as well as by the
proximity of the SCR boundary to the region being
probed. However, an approximate evaluation can be
made on the basis of the change in the capacitance C(t)
of the structure when deep traps are depleted. Taking
into account that the boundary of the SCR region in the
LT200 sample enters the heavily doped substrate when
the Q2 level is completely filled, this estimate shows
that the concentration of Q2 traps in the LT-GaAs layer
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Fig. 4. Comparison of experimental and simulated DLTS
spectra for sample LT200. The emission rate window of the
double-strobe integrator was 6.8 s–1 (t1 = 133.8 ms, t2 =
160.6 ms). (a) Vb = –10 V, Vp = 6.75 V. (b) Vb = –10 V, Vp =
10 V. (1) experiment; (2–6) simulation: (2) (Q2 + Q3),
(3) (Q2 + Q3 + EL3), (4) Q2, (5) Q3, and (6) EL3.
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is not lower than 2 × 1017 cm–3, and the concentration of
Q3 traps is nearly half this value. In sample LT300, the
concentration of Q1 traps in the LT-GaAs layer is ~1 ×
1017 cm–3.

4. DISCUSSION

As is well known [1–3, 16], in the process of
LT-GaAs growth at 200–300°C, the excess As forms
antisite defects AsGa, which induce the formation of
EL2 electron traps [17], with an activation energy of
~0.8 eV. These point defects govern the properties of
unannealed LT-GaAs. During the annealing (in our
case, in growing the n-GaAs buffer layer at 580°C in
the course of 30 min) the excess As forms clusters, and
the concentration of AsGa defects strongly decreases.
The absence of this level in the DLTS spectra indicates
that the AsGa concentration in LT-GaAs layers of the
structures under study is presumably below 1015 cm–3.
Thus, AsGa point defects in sample LT300, as well as in
LT200, transformed into more intricate complexes or
clusters of various size.

The growth conditions of sample LT300 assumed
that there was a concentration of excess As of ~1018 cm–3

in the LT-GaAs layer [16]. This excess As content
should lead to total compensation of all the shallow lev-
els and the Fermi level position deep in the band gap,
both before and after the annealing. However, this
amount of excess As is not sufficient for the formation
of large (>3 nm in diameter) clusters under the anneal-
ing conditions used in our case. This fact was confirmed
by TEM study. One type of electron traps, Q1, was
found in sample LT300 (Fig. 1a). As can be seen from
the Arrhenius plot (Fig. 3), these traps may be identified
with LTE1 [8] and LT1 [9] traps, observed earlier by
current spectroscopy in structures containing LT-GaAs
layers. It should be emphasized that LT-GaAs layers [8]
were grown at 300°C and presumably contained no As
clusters more than 3 nm in diameter, similarly to the
layers of the same kind studied in our case. The thick-
ness of the LT-GaAs layers studied in [9] was ~4 nm,
and apparently they also did not contain a sufficient
excess of As to form large clusters [12]. Thus, Q1 level can
be attributed to complexes, associates of point defects, or
small (<3 nm) clusters related to the excess of As.

In the case of the LT200 sample, the growth condi-
tions provided an excess As concentration in the
LT-GaAs layer at the level of 1020 cm–3. During the sub-
sequent growing of the n-GaAs buffer layer at 580°C,
this excess As provided the formation of As clusters
6−8 nm in diameter with a concentration of 4 ×
1016 cm–3 in the LT-GaAs layer. It is necessary to note
that, owing to the coalescence mechanism (Ostwald
ripening) of cluster formation, small clusters, and also
complexes and associates of point defects, should coex-
ist with large clusters in the material. Two types of elec-
tron traps, Q2 and Q3, which differ from Q1 traps, were
SEMICONDUCTORS      Vol. 38      No. 4      2004
observed in the LT200 structure (Fig. 3). It is worth not-
ing, however, that the difference in activation energies
between Q2 and Q3 is 0.02 eV, which is on the order of
the experimental error, and the difference in their cap-
ture cross-sections is not too pronounced. This implies
that Q3 traps are similar in nature to Q1 traps.

The only structural difference between the LT200
and LT300 samples is the presence of large As clusters
in the former. It is possible that these clusters are the
reason for the Q2 levels observed in LT200. As can be
seen in Fig. 4a, the DLTS spectrum simulated for the
LT200 sample, with only Q2 and Q3 traps taken into
account, agrees poorly with the experiment in the tem-
perature range between the Q2 and Q3 peaks. The
cause of this discrepancy may be that the model of the
two discrete peaks does not reflect the existing size dis-
tribution of clusters. If this distribution is taken into
account, an additional signal in the DLTS spectrum
might appear between the Q2 and Q3 peaks, which are
related to the largest and smallest clusters. An alterna-
tive explanation could be the existence of EL3 traps
[4, 8, 17] in sample LT200, with their peak lying
between the Q2 and Q3 peaks, in accordance with the
Arrhenius plot (Fig. 3). Indeed, taking the EL3 level
into account in calculating the DLTS spectrum consid-
erably improves the agreement between calculation and
experiment (Fig. 4a).

The Q2 traps found in this study with a thermal acti-
vation energy of 0.47 eV may be responsible for the
position of the Fermi level in the LT-GaAs layer; this,
in turn, defines the formation of a potential barrier
0.5 eV in height at the interface between this material
and low-resistivity GaAs. We determined the height of
this barrier in LT200 samples earlier by analyzing the
capacitance–voltage characteristics [13].
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5. CONCLUSION
The results obtained suggest that the type and con-

centration of the dominant traps in LT-GaAs layers
depend on the growth temperature of these layers. In
LT-GaAs layers grown at 200°C and containing As
clusters ~6–8 nm in size, two new types of electron trap
were observed: Q2 (Eact = 0.47 eV, σ∞ = 8.6 × 10–15 cm2)
and Q3 (Eact = 0.59 eV, σ∞ = 7.3 × 10–14 cm2); their con-
centration is on the same order of magnitude as the con-
centration of As clusters. In LT-GaAs layers grown at
300°C with a lower concentration of excess As,
Q1 traps were found (Eact = 0.51 eV, σ∞ = 3.4 ×
10−14 cm2). Analysis of the sample structure and growth
conditions suggest that levels Q1 and Q3 can be attrib-
uted to complexes, associates of point defects, or small
(<3 nm) clusters associated with excess As, and level
Q3, to large (6–8 nm) As clusters.
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Abstract—Anisotype and isotype ZnO/GaAs heterojunctions were formed by magnetron sputtering of thin
n-ZnO:Al films on epitaxial layers of n- and p-GaAs. It is shown that the heterostructures obtained have a high
photosensitivity (~5 × 103 V/W at 300 K) in a wide spectral range (1.5–3.2 eV), which oscillates due to the radi-
ation interference in thin ZnO films. Under oblique incidence of linearly polarized radiation on a ZnO film, pho-
topleochroism is induced in a heterojunction, whose value oscillates within ~1–55% at θ = 85°. The photople-
ochroism oscillations are also due to the radiation interference in the ZnO film. It is concluded that the hetero-
junctions obtained are promising candidates for selective photodetectors of linearly polarized radiation. © 2004
MAIK “Nauka/Interperiodica”.
The detection of induced photopleochroism in iso-
tropic diamond-like semiconductors that occurs under
oblique incidence of linearly polarized radiation has
opened up real possibilities for applying cubic III–V
semiconductors in new generation optoelectronics [1, 2].
Even the first investigations of this phenomenon in
III−V crystals showed the possibility of designing pola-
rimetric photodetectors with unprecedently high polar-
ization efficiency of photoconversion: ~0.22 A/W K
[3–6]. Recently, wide-gap oxides, which have high
conductivity and optical transparency, have found
increasing application in semiconductor optoelectron-
ics. Specifically, the use of wide-gap oxides makes it
possible to attain a high quantum efficiency of solar
cells [7–10]. In this study, we report the first results of the
investigations of the polarization photosensitivity of het-
erojunctions formed from GaAs and thin ZnO layers.

Heterostructures were fabricated by deposition of
ZnO:Al films using dc magnetron sputtering of a
pressed ZnO:Al target in argon. Epitaxial layers of
p-GaAs:Mn with hole density p ≈ 1017 cm–3 at T =
300 K and n-GaAs with electron density n ≈ 1013 cm–3

at 300 K, grown on semi-insulating GaAs(100), were
used as substrates. In order to dope ZnO films, alumi-
num was introduced into the target [10], which made it
possible to obtain n-ZnO:Al films with electron density
n ≈ 5 × 1020 cm–3 at T = 300 K. The ZnO films showed
high adhesion to the surface of epitaxial GaAs.

Measurements of the steady-state current–voltage
characteristics I(U) showed rectification in both aniso-
type n-ZnO:Al/p-GaAs:Mn and isotype n-ZnO:Al/n-
GaAs heterojunctions. It is noteworthy that the forward
1063-7826/04/3804- $26.00 © 20393
direction always corresponds to the negative polarity of
an applied bias voltage on the n-ZnO:Al film, which is
in agreement with the approximate energy-level dia-
gram of the heterojunctions under study. As an exam-
ple, a typical current–voltage characteristic of an aniso-
type heterojunction is shown in Fig. 1. At U < 0.3 V, the
forward current increases exponentially with an ideal-

2

1

–3 –1 1 2 3

I, 10–4 A

U, V

Fig. 1. Steady-state current–voltage characteristic of an
n-ZnO:Al/p-GaAs:Mn heterojunction at T = 300 K. The for-
ward direction corresponds to the positive polarity of
applied bias voltage on p-GaAs:Mn.
004 MAIK “Nauka/Interperiodica”



 

394

        

NIKITIN 

 

et al

 

.

                                                                                                            
ity factor of about 2.4. This suggests that the forward
current is governed by the recombination processes in
the active region of the structures obtained [11]. As can
be seen from Fig. 1, at U > 2 V, the forward portion of
the current–voltage characteristic obeys the relation

(1)

where the residual resistance R0 ≈ 104 Ω and the cutoff
voltage U0 ≈ 1.4 V. The value of the cutoff voltage (mul-
tiplied by the elementary charge) is close to the band
gap width EG of gallium arsenide [12]. The reverse cur-
rent in anisotype heterojunctions generally obeys the
power law I ∝  Uγ, where γ ≈ 1.1 at U ( 0.3 V. With a
further increase in U in the range 0.5–2.5 V, γ becomes
as high as ~3. The behavior of the reverse current–volt-
age characteristics suggests a low quality of the periph-
ery of the anisotype heterojunctions, for which the rec-
tification coefficient (i.e., the ratio of the forward to
reverse current) is K ≈ 10 (at U ≈ 1.5 V). In the case of
isotype heterojunctions, the residual resistance of the
structures increases to R0 ≈ 108 Ω, which is controlled
by the low doping level of n-GaAs layers. The reverse
currents in these heterojunctions are about 10–8 A at
U = 10 V and T = 300 K.

The photovoltaic effect in the n–p- and n–n-hetero-
junctions obtained is significant when they are illumi-
nated from the side of the n-ZnO:Al film. For the best
anisotype heterojunctions, the maximum voltaic photo-

sensitivity is  ≈ 500 V/W, and the maximum current

I U U0–( )/R0,=
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Fig. 2. Spectral dependence of the relative quantum effi-
ciency of photoconversion for an n-ZnO:Al/p-GaAs:Mn
heterojunction in unpolarized light at T = 300 K. Sample 2,
illumination from the side of the n-ZnO:Al film.
photosensitivity  ≈ 0.5 mA/W at T = 300 K. In the

case of isotype heterojunctions,  ≈ 5 × 103 V/W.
These parameters are well reproduced and do not show
any degradation. It should also be noted that the sign of
photoresponse in the heterojunctions obtained is inde-
pendent of (1) the location of the light probe (~0.2 mm
in diameter) upon its shift across the surface, (2) the
energy of incident photons, and (3) the radiation inten-
sity. Thus, we can attribute the observed photosensitiv-
ity of the heterojunctions to the only active region aris-
ing at the interface.

A spectral dependence of the relative quantum effi-
ciency of photoconversion η("ω), typical of the hetero-
junctions illuminated from the side of the n-ZnO film,
is shown in Fig. 2. It is noteworthy that the spectra
η("ω) of anisotype and isotype heterojunctions are
similar. The main features of the photosensitivity spec-
tra of the ZnO/GaAs heterojunctions are as follows.

The long-wavelength edge of η has an exponential
form and is characterized by a large gradient, S =
δ(lnη)/δ("ω) ≈ 80–90 eV–1, which is typical of direct-
gap diamond-like semiconductors [12]. The kink in the
region corresponding to the transition from the expo-
nential dependence on the curves η("ω) to a weaker
dependence for all the n–p- and n–n-heterojunctions
under study is located at the same energy, "ω0 ≈
1.415 eV, which is consistent with the band gap width
of gallium arsenide [12]. It can also be seen from Fig. 2
that, at "ω > EG, the photosensitivity attains the maxi-
mum value and remains high with increasing "ω. The
short-wavelength falloff occurs, as rule, at 3.2–3.4 eV,
which is close to the band gap width of thin ZnO films
[12–14]. Hence, the window for the intensity of inci-
dent radiation, which is typical of ideal heterojunctions,
manifests itself in the heterojunctions under investiga-
tion. Due to this effect, the photosensitivity remains
high in the interval between the band gap widths of the
heterojunction components. In this case, one should
bear in mind that the set of functional parameters of the
materials in contact does not meet the requirements for
ideal matching. Apparently, the manifestation of the
window effect may be the result of matching between a
thin ZnO film and a bulky GaAs substrate. In this con-
text, we can assume that the concentration of mismatch
defects at the heterojunction interface is rather low and
the recombination at the interface is almost absent.

The oscillations observed in the spectra η("ω) of the
heterostructures when they are exposed to unpolarized
radiation should be considered one of the main specific
features of the photosensitivity of the heterojunctions
under consideration (see Fig. 2). These oscillations can
be characterized by the ratio of the maximum and min-
imum values of the quantum efficiency of photoconver-
sion: ∆ = ηmax/ηmin. For the heterojunctions under study,
∆ ranges from 1.2 to 1.4. Higher values of ∆ are
observed for anisotype heterojunctions and ∆ decreases
with increasing "ω. Obviously, additional investiga-
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tions are required to explain these facts; at the same
time, the presence of oscillations in the spectra η("ω)
indicates the homogeneity of ZnO films.

The spectral positions of the maxima and minima of
η are different for heterojunctions from different sets,
which accounts for the influence of the deposition con-
ditions on the properties of n-ZnO:Al films. The thick-
ness of the film was estimated from the spectra η("ω)
using the expression for the refractive index [15]

(2)

where λm is the wavelength of unpolarized radiation at
η = ηmax and m is the number of the maximum; the
value n = 2 was taken for ZnO [12]. The estimation
gave a value of d ≈ 0.7–0.9 µm, which is in satisfactory
agreement with the results of direct measurements of
the thickness of ZnO:Al films.

The total width of the photosensitivity spectra of
both anisotype and isotype heterojunctions, δ ≈ 1.85–
2.0 eV, characterizes the structures obtained as poten-
tial broadband converters of unpolarized radiation with
the possibility of using the fine structure for spectral
tuning of their photosensitivity.

The investigations performed showed that polariza-
tion photosensitivity in the heterojunctions under con-
sideration arises only under conditions of oblique inci-
dence of linearly polarized radiation on the outer spec-
ular surface of the thin-film component of a structure,
which suggests the appearance of induced photopleo-
chroism [1, 2]. At fixed angles of incidence θ > 0°, the
short-circuit photocurrent in the heterojunctions peri-
odically depends on the azimuthal angle ϕ between the
vector of the electric field of a light wave E and the
plane of incidence [1, 2]:

(3)

Here, ip and is are the photocurrents in the cases when
the vector E || PIR and E ⊥  PIR is parallel and perpen-
dicular to the plane of incidence, respectively.

Under conditions of oblique incidence of linearly
polarized radiation on the front surface of ZnO/GaAs
heterojunctions, a transformation of the spectra η("ω)
occurs and is governed by the orientation of the vec-
tor E with respect to the plane of incidence (Fig. 3,
curves 1, 2). In this case, the long-wavelength edge
remains exponential, and the value of "ω0 is almost the
same for the s and p polarizations of radiation: "ω0 =
1.415 eV. The latter circumstance is due to the fact that
the GaAs substrate does not suffer any perturbations
that lead to a change in EG. With an increase in the pho-
ton energy ("ω > EG), the polarization of radiation sig-
nificantly affects both the quantitative and qualitative
characteristics of the photosensitivity spectrum. The
minima of ηs correspond to the maxima of ηp, and the
maxima of ηs correspond to the minima of ηp. As a
result, at a fixed angle of incidence, a set of photon
energies is clearly distinguished in the spectra of quan-
tum efficiency; at these energies, the difference

n λmλm 1– /2d λm λm 1––( ),=

i ip ϕcos
2

is ϕ .sin
2

+=
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between the values of ηp and ηs is maximum or mini-
mum (ηp ≈ ηs in the latter case). According to [2], these
features are due to the interference of incident radiation
in the ZnO film.

Figure 3 also shows the experimental spectral
dependence of the coefficient of induced photopleo-
chroism in the ZnO/GaAs heterojunctions at θ ≈ 85°
(curve 3), found from the relation [2]

(4)

It can be seen that, at the photon energies "ω ≈ 1.55,
1.95, 2.34, 2.71, 3.05, and 3.34 eV, which correspond to
maximum differences between the quantum efficien-
cies for the p and s polarizations, maxima in the spec-
trum PI("ω) are observed (Fig. 3, curve 3). It is note-

worthy that the maximum experimental values  are
similar to the theoretical estimate of the coefficient of
induced photopleochroism (Fig. 3, curve 4), based on
the data of [2, 16]. As can be seen from Fig. 3 (curve 4),
the coefficient PI calculated according to [16] is almost
independent of the photon energy. The reason is that the
radiation interference was disregarded in [16]. Due to
the effects of interference, distinct minima are observed
in the experimental spectrum PI("ω) of the heterojunc-

tions under study. The values  are close to zero in
the minima because, in this case, bleaching for the p
and s polarizations is attained simultaneously, whereas
the photon energies "ω ≈ 1.75, 2.16, 2.55, 2.88, and
3.34 eV correspond to the condition of disappearance

of the induced photopleochroism (   0).

PI η p η s–( )/ η p η s+( ).=
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Fig. 3. Spectral dependences of the relative quantum effi-
ciency of photoconversion for an n-ZnO:Al/p-GaAs:Mn
heterojunction at T = 300 K: (1) p polarization, ηp; (2) s polar-
ization, ηs; and (3) the coefficient of induced photopleochro-
ism PI. θ ≈ 85°. (4) Calculated value of PI for the air/ZnO
interface, according to [16].
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Figure 4 shows typical experimental dependences of
the coefficient of induced photopleochroism on the
angle of incidence of radiation in the vicinity of a max-
imum (curve 1) and a minimum (curve 2) of PI. It can
be seen that, near maxima in the spectrum PI("ω), the
dependence of the coefficient of induced photopleo-
chroism on the angle of incidence is in agreement with
theory [16] and obeys a parabolic law:

(5)

In this case, the value of PI corresponds to the refractive
index of ZnO [12]. In the vicinity of a minimum in the
spectrum PI("ω), the experimental dependence PI(θ)
(Fig. 4, curve 2) does not correspond to expression (5)
and the experimental value of the coefficient PI is much
smaller compared to the theoretical value [16]. Accord-
ing to [2], this difference (due to the interference of
radiation of p and s polarizations in the thin ZnO film)
indicates a fairly high interference bleaching of hetero-
junctions by the ZnO:Al film when the following con-
dition is satisfied: PI  0.

The similarity of the coefficient  for the
ZnO/GaAs heterojunctions to the theoretical estimates
(Fig. 3, curve 3) suggests that such heterojunctions can
be used as selective photodetectors of linearly polarized
radiation, in which tuning of the spectral range and
adjustment of the coefficient PI are performed by vary-

PI θ2.∝

PI
max

50

40

30

20

10

0 30 60 90

30' 1

2

PI, %
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Fig. 4. Dependences of the coefficient of induced photople-
ochroism on the angle of incidence of linearly polarized
radiation θ in the region of an interference (1) maximum
and (2) minimum for an n-ZnO:Al/p-GaAs:Mn heterojunc-
tion at T = 300 K. Illumination from the side of the
n-ZnO:Al film.
ing the angle of incidence and the conditions of deposi-
tion of ZnO films. The phenomenon revealed—the dis-
appearance of induced photopleochroism (PI  0)—
can be used in monitoring the bleaching of heterojunc-
tions containing thin-film components.

Thus, the method of magnetron sputtering of
ZnO:Al targets makes it possible to deposit thin
(~1 µm) ZnO films on the surface of GaAs single crys-
tals and fabricate heterojunctions showing oscillations
(from 55 to 1–2%) in the spectrum of induced photople-
ochroism in the region of high quantum efficiency of
photoconversion in the range 1.5–3.2 eV, which opens
up the possibility of using GaAs-based heterojunctions
in new generation optoelectronics.
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Abstract—The drift of degenerate 2D electrons in the channel of the heterojunction potential well is consid-
ered. In a quantizing magnetic field B, the electrons scan the defects of the heteroboundary, which perturb their

momentum and energy equilibrium state (T, ). The stationary nonequilibrium state (T, ) is attained by
electron–phonon relaxation in energy and momentum. The experimentally observed nonlinear dependence
TD(T) is explained by the admixture of deformation acoustic phonons to the interaction of 2D electrons with
piezoelectric phonons. © 2004 MAIK “Nauka/Interperiodica”.

TD
0 TD*
1. INTRODUCTION

From the pioneering studies [1, 2] to the present day
[3, 4], the effects of quasiparticle interactions have
attracted constant interest. This is due to the fact that
electron–electron and/or electron–phonon interactions,
for example, play a decisive role in transport phenom-
ena. Among the most significant effects, we cite hot
electron effects, quantum corrections to conductivity,
and Landau damping in bulk (3D) and two-dimensional
(2D) semiconductor compounds with a degenerate
electron gas. The anomalies of low-temperature mag-
netotransport related to the filling of several confine-
ment subbands with 2D electrons are well known [5–9].

In the experiments with AlxGa1 – xAs(Si)/GaAs
[10, 11], nonmonotonic dependences of the time

(T, ns) of nonthermal (collisional) Landau level
broadening on temperature and the concentration of
degenerate 2D electrons were observed. A qualitative
interpretation of the observed features was suggested in
[10, 11]. This interpretation took into account the com-
petition between the channels of e–e electron–electron
interactions in a complex system with a degenerate

electron gas; it was shown that  ≈ . The studies
of e–e relaxation processes in 2D electron systems with
a fine structure of the energy spectrum and of the spatial
electron-density distribution were performed in [12–14].
It was shown that Landau damping is controlled by the
n satellite of the p component of the excited confine-
ment subband (the notation of electronic components is
given below; see Fig. 1). The analysis of the expres-

sions for (T) has shown that the nonlinear depen-

dence of (T) is related to the excitation of 2D plas-
mons with frequency ω = kT/" determined by the con-
centration of the n satellite. It was possible to explain

τq
exp

τee
th τq

exp

τee
th

τq
exp
1063-7826/04/3804- $26.00 © 20397
the features of the (T) dependence in the case of
filling both one ground subband [15] and two confine-
ment subbands [10].

In this study, we consider the dynamics of destruc-
tion of Landau quantization and analyze the role of
electron–phonon relaxation as a factor stabilizing the
destruction process on the basis of a physical model of
e–e interactions [10–14]. We show that features of the

temperature dependence (T) can be explained by

τq
exp

τq
exp

i-GaAs i-AlxGa1 – xAs

AlxGa1 – xAs:Si

|ψd|2
〈zd〉
nd

|ψn|2
〈zn〉
nnEF

np, Ep dp
nm, Em dm dsp

N–
A 0

∆, Λ, δx N+
D

Fig. 1. Energy diagram of the conduction band EC(z) of a
heterojunction with two occupied confinement subbands
Em and Ep and with concentrations nm and np = nn + nd;

〈zm, p〉  are the centroids of |ψm, p|2 for the m and p electron
states, and dsp is the width of the undoped spacer. The
sources of perturbation of the 2D electronic system are (+)

ionized donors  (the doping impurity is Si), ( )

acceptors from the residual atmosphere, (Λ, ∆) growth
islands, and (δx) variations in the heteroboundary mole
fraction.
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the admixture of deformation acoustic (DA) phonons to
the interaction of electrons with piezoelectric acoustic
(PA) phonons.

2. MODEL

The electron-density distribution |ψ(z)|2 and the
energy structure of a single heterojunction
Al0.28Ga0.72As(Si)/GaAs with doping level ND ≈

1

2

12

10

8

6

4

2

0 2 4 6 8 10 12 14

TD, K

T, K

Fig. 2. Characteristic temperature dependence of the colli-
sional broadening of Landau levels for samples with (1) two
and (2) one occupied confinement subbands. The parame-
ters of the samples are given in the table. The anomaly of TD
(1) is related to the admixture of DA phonons to the PA
relaxation of 2D electrons in the p subband.

Table.

Sample no.
Component

1 2

Parameter m com-
ponent

p com-
ponent

m com-
ponent

ns, 1011 cm–2 9.4 0.6 8.6

εF – εm, p, meV 32 2.0 29.2

, K 19.4 4.9 18.4

kT/"s, 106, cm–1 2.1 (T = 8 K)

2π/dm, p, 106 cm–1 21 2.1 19

, 106 cm–1 2.5 1.0 2.3

, K 8.5

qTF, 106 cm–1 2.0 67

εm, p, meV 68.0 98 96.2

εF, meV 100

8ms2 εF εm p,–( )

kFm p,

8ms2εB
1018 cm–3 and background (acceptor) impurity density
NA ≈ 6 × 1015 cm–3 are shown in Fig. 1. When calculat-

ing (T), we approximated the potential well EC(z) by
a triangular profile with kinks at the confinement levels
Em = Ec(dm) and Ep = Ec(dp) [14]. Landau quantization
is destroyed by the m–n electron interaction, whether it
be the m component or the n satellite of the p component
that is affected by the external perturbation Vtot(q, ω).
Due to intrasubband and intersubband e–e interaction,
the perturbation extends over the entire 2D electron

system and affects the form of (T). The n satellite
of the p component occupies a key position with respect

to the perturbation sources ( , …) and to the basic
concentration of the 2D electrons localized in the
m component. It should be noted that the centroid of
|ψm(z)|2 and |ψn(z)|2 are spatially compatible.

This situation is illustrated in Fig. 2, where the
dependence TD(T) is shown for the cases where two-
dimensional subbands (sample 1, curve 1) or a one-
dimensional subband (sample 2, curve 2) are occupied.
The parameters of the samples are given in the table.
We see that the feature of the curve TD(T) for sample 1
in the temperature range 6.5–9 K (nonlinearity of oscil-
latory type) does not appear for sample 2.

We consider 2D electrons, the crystal lattice, and the
perturbation source as a thermodynamic system “elec-
tron–lattice–Vtot(q, ω)” in equilibrium; the heat bath
has temperature T (Fig. 3). Electrons interact with each
other and with the crystal lattice, and the corresponding
relaxation times are τee and τeph. At low temperatures
and in a quantizing magnetic field B, an equilibrium (in

τee
th

τq
exp

ND
+

“electr”
(T, TD

*)
τee

“electr”
(T, TD

0)
τee

E

B
B

“lattice”
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“lattice”
T

Vtot(q, ω)

τee
intra τee

inter τq
exp

τ(ε, p)
eph τ(ε, p)

eph

Nd
+, N–

A, (∆, Λ), δx

δθ
δε

Fig. 3. Outline of interactions in the electron–lattice system
with the excitation of the stationary nonequilibrium state

(T, ) by the external perturbation Vtot(q, ω); defects of
the potential well of the heterojunction are scanned by the

electric field E in the equilibrium state (T, ) in a quantiz-

ing magnetic field B of defects ( , …) in the potential

well of heterojunction. The characteristics of the states are

(T, ) T = const, B = const, E = 0 (V(r, t0) = const);

(T, ) T = const, B = const, E ≠ 0 (V(r, t) = Vtot(q, ω)).

T D*

T D
0

ND
+

T D
0

T D*
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energy and momentum) state of 2D electrons can be
described in terms of harmonic oscillators with the
cyclotron frequency ω = (e/m*)B.

The “e–e” interaction is strong such that τee ! τp ! τε,
where τp and τε are the momentum and energy relax-
ation times; therefore, the electronic states are corre-
lated and coherent. The states of electrons in cyclotron
orbits are coherent if the lifetime in the orbit is longer
than the mean free-path time (momentum relaxation
time). The initial phase of the electronic state is con-
trolled by the appearance of the electron in the cyclo-
tron orbit and is random. However the electron motion
in the orbit is synchronized. This allows one to apply
the random phase approximation (RPA) to the descrip-
tion of properties of such magnetized 2D electrons. It
should be noted that, for the heterojunctions that we
studied, ns ≈ (0.5–2) × 1012 cm–2 and the reduced
Wigner radius  = rs/aB is 0.6–1.2, so the use of the
RPA approximation is not completely justified.

Collisions of electrons with lattice defects ( , …)
destroy the ground quantum state (cyclotron orbits). This
is reflected in a broadening of Landau levels and results
(together with other mechanisms [16]) in a finite value of
the amplitude of oscillations of kinetic coefficients. The
collisions are taken into account by introducing the
reducing Dingle factor RD ∝  exp(–2π2kTD/"ω), where
TD is the Dingle temperature expressed in terms of non-
thermal collisional broadening time τq as

(1)

In the absence of an external electric field, the tem-

perature  is associated with the equilibrium state of
the electron gas. This parameter determines the degree
of randomization of 2D electrons that are in thermal

equilibrium with the crystal lattice (T, ) in a quantiz-
ing magnetic field B. We note that perturbations of the
potential well profile in the 2D channel induced by var-
ious defects are stationary, V(r, t0). The approach to the

equilibrium state (T, ) between the 2D electrons and
the crystal lattice in a quantizing magnetic field is sche-
matically illustrated in Fig. 3 (on the left-hand side).

The stationary state (T, ) of the system is established
due to an energy–momentum relaxation with the char-

acteristic time .

3. RELAXATION MODES AND CHANNELS 

IN THE (T, ) STATE

The mechanism of destruction of the quantum Lan-

dau state (T, ) and of the excitation of a new equilib-

rium stationary state (T, ), which, however, is non-
equilibrium with respect to the initial equilibrium state

rs*

ND
+

TD "/2πkτq.=

TD
0

TD
0

TD
0

TD
0

τeph
ε p,( )

TD
0

TD
0

TD*
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(T, ), is illustrated on the right-hand side in Fig. 3.
The application of an electric field E displaces the 2D
electron system along the channel of the heterojunction
potential well. Moving electrons “scan” the spatial dis-

tribution of defects in the heterojunction ( , …). An
observer in the reference frame bound with the 2D elec-
trons sees the result of scanning defects EC(z) as Vtot(q, ω).
The external electric field E appears to be only a tool
used for time scanning external (with respect to the 2D
electrons) perturbations. This is reflected in the transi-
tion from V(r, t) to the Fourier transform Vtot(q, ω).

The character of collisions in the 2D electron system
changes under the effect of Vtot(q, ω). Now even for T =
const and B = const, in addition to the equilibrium

broadening k , the perturbation Vtot(q, ω) induced by
the external field E contributes to broadening, and a
new equilibrium state with broadening k  is estab-

lished. This new equilibrium state (T, ) should be
considered as nonequilibrium with respect to the state

(T, ).

The initial equilibrium state (T, ) corresponds to
the conditions T = const, B = const, and E = 0 (V(r, t0)).
The perturbed nonequilibrium state (T, ) is excited
under the conditions T = const, B = const, and E ≠ 0
(V(r, t) = Vtot(q, ω)). Naturally, the measurements of TD

(and, respectively, of τq) are performed in most of the
experiments in the magnetic field sweeping mode at
E = const and T = const. This situation differs from the
conditions under which the broadening kTD is measured
by the de Haas–van Alphen effect [16].

The stationarity of the nonequilibrium state (T, )
is ensured by the electron–phonon mechanism. In this
state, the effect of the perturbation Vtot(q, ω)) induced
by the external electrical field E in our 2D electron sys-
tem is not accumulated. The state is stabilized by dissi-
pation to the heat bath producing the momentum–

energy relaxation with characteristic time  (the
right-hand side in Fig. 3).

This situation is completely analogous to electron
heating. In this case, the energy derived by electrons
from an electric field increases their average energy and
the electron temperature Te becomes different from the
lattice temperature T. The increase in Te continues until,
with a constant external source power, an energy bal-
ance is attained due to the efficient channel of electron
energy relaxation to the heat bath; for T = const, Te is
also stabilized. This situation is controlled by the

energy relaxation time . The variation in the input
power from the external source affects the energy out-
put rate from electrons to the heat bath and stabilizes
the new steady-state temperature Te.
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Theoretical studies of momentum–energy relax-
ation of 2D electrons were carried out in [17] and the
results were repeatedly applied to the analysis of exper-
iments [18–20]. In the table, we list the parameters of
the electron subsystem of the heterostructure sample
whose EC(z) dependence is shown in Fig. 1 (sample
no. 12 in [10]).

Below, we analyze the parameters and experimental
conditions corresponding to different modes and chan-
nels of momentum and energy relaxation. Following
Karpus [17], we distinguish between the modes of
small-angle (δθ) and quasi-elastic (δε) relaxation and
consider the channels of interaction of electrons with
piezoelectric (PA) and deformation (DA) acoustic
phonons.

For sample 1 for the m component, the small-angle
low-temperature scattering mode (δθ) is realized in the
entire temperature range,

(2)

where s is the velocity of sound. It can be seen from the
data in the table that the quasi-elastic scattering mode
(δε) is not realized, since the conditions

(3)

are obviously not satisfied for any of the components of
the 2D electron system.

For the p component, the temperature range 1.6–
12 K must be divided into two parts with respect to the

temperature  ≈ 5 K: (1) T < 5K and
(2) T > 5K. Under the conditions EF – Ep ! Ep for the
p component of the 2D electron system, the small-
angle relaxation mode for T < 5K is realized by a nar-
row margin. Therefore, in the region T < 5 K, the PA
channel of a momentum–energy relaxation is dominant

and the loss rate is temperature-dependent,  ∝  T
[17]. The nonlinearity in the dependence TD(T) in the
neighborhood of T ≈ 5 K can be explained by the tran-
sition from pure PA relaxation in the δθ mode to (PA +

DA) relaxation. We recall that TD ∝   and the estab-

lishment of the stationary state (T, ) is controlled by

, which characterizes the drain rate of Vtot(q, ω)
from the 2D electron system to the heat bath. This is
illustrated on the right-hand side of the diagram in Fig. 3.

According to review [21], momentum relaxation rates
for the PA and DA mechanisms are temperature-depen-

dent, since ( (PA))–1 ∝  T6 and ( (DA))–1 ∝  T4,
regardless of the detailed form of temperature condi-
tions (2) and (3).

If the estimation of the relaxation modes illustrated
above by sample 1 with the introduction of the bound-
ary temperature (≈5K) is applied to sample 2, we see
that only the small-angle scattering mode δθ is effective

T TD ! 8m*s2 EF Em–( ),,

8m*s2E ! T , TD ! 8m*s2Em p,

8m*s2 EF Em–( )

τeph
ε p,( )

1–

τq
1–

TD*

τeph
ε p,

τeph
p τeph

p

in the entire temperature range. Therefore, there are no
grounds to expect any anomalies in TD(T), in agreement
with the experiment (Fig. 2, curve 2). We note that the
energy level Ep(z) for sample 2 lies above the Fermi
level EF by 1.2 meV.

Let us discuss momentum relaxation. Nonthermal
broadening is governed by small-angle collisions,
which is in agreement with the previous discussion of

the modes of relaxation from the state (T, ) to

(T, ). The quasi-momentum transferred from 2D
electrons to the heat bath during relaxation to the sta-
tionary state (T, ) is q ∝  min{q⊥ , q||}, where q⊥  and
q|| are the momentum components along the axis and in
the heterostructure plane. For the quasi-momentum com-
ponents, we have q⊥  ∝  min{2π/d, kT/"s}, d ∈  {dm, dp},
and q|| ∝  min{2k, kT/"s} [17]. The characteristic scales
dm, dp, and kT/"s are given in the table. Comparing
them, we may conclude that the stationarity of the state
(T, ) is controlled by q(q⊥ , q||) ∝  kT/"s, i.e., by ther-
mal longitudinal acoustic phonons. In our estimations,
we used the value s = sL = 5.4 × 105 cm/s [22].

4. SUMMARY

In [10–14], we demonstrated the dominant role of
the n satellite of the p component in the mechanism of
the e–e interaction–induced destruction of Landau
quantization in complicated 2D electronic systems.
Due to spatial proximity to the sources of external per-
turbation Vtot(q, ω) and to the m component of the 2D
electrons, the n satellite occupies the key position in the
hierarchy of e–e interactions.

This statement was confirmed by our analysis of the
dynamics of the approach to the stationary quantum
state (T, ), which is nonequilibrium with respect to

(T, ). On the one hand, the external perturbation
Vtot(q, ω) affects the n satellite, which spreads it over the

entire 2D system of degenerate electrons in time .
On the other hand, the n satellite plays the role of a
channel that controls the approach to the stationary
nonequilibrium state (T, ). This channel ensures
energy–momentum relaxation to the heat bath; as a
result, the perturbation Vtot(q, ω) is not accumulated in
the electron system in the presence of strong intersubband
e–e interaction. The spatial and energy parameters of the
p component and the experimental conditions appear to be
most appropriate both for responding to external perturba-
tions and for relaxation of the excitation to the heat bath by
the (PA)–(PA + DA) channel in the small-angle mode.

When the situation is examined more closely, an

apparent inconsistency appears. Indeed, (PA, DA)
varies with the magnetic field like ∝ B–(4–5) for quantiz-
ing magnetic fields [23, 24]. Accordingly, it becomes
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TD*

TD*

TD*
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incorrect to determine the factor of nonthermal broad-
ening in TD(T) by δ(1/B) from the magnetic field depen-
dence exhibiting Shubnikov–de Haas oscillations in a
finite interval of B [10]. However, this apparent contra-
diction is resolved if we note that the sources of pertur-
bation of a coherent system of 2D electrons in a quan-
tizing magnetic field are the heteroboundary defects
Vtot(q, ω). The e–e interaction (intrasubband and inter-
subband) is the tool spreading the destruction over the

entire 2D electronic system. In this case  ≈ τee(T)
[13]. The interaction of electrons with PA and DA

phonons ensures the stationarity of the states (T, )

and (T, ) and the equilibrium of the 2D electronic
system with the crystal lattice of the sample. In addi-
tion, we must pay attention to the following fact. In
semiconductor III–V compounds, the following hierar-

chy of relaxation times holds: τee <  ! ; i.e., at
low temperatures the energy and momentum relaxation
times for scattering by piezoelectric and deformation
acoustic phonons both for the bulk and for the two-
dimensional case are much greater than the relaxation
times for scattering by ionized impurities and for e–e
scattering. The important role played by e–ph interac-
tions (for PA and DA phonons) in the destruction of
Landau quantization is due to the appreciable magnetic

field dependence of (PA) and (DA) [23]. The
analysis of experiments [24] has shown that the corre-
sponding relaxation times decrease in a quantizing
magnetic field by four to five orders of magnitude com-
pared to the case B = 0.
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Abstract—Heterostructures consisting of p-InSe and native oxide were formed by thermal oxidation of indium
selenide crystals in air. Long-term (for 1–5 days) oxidation of InSe substrates at 450°C leads to changes in both
the photosensitivity spectral band and the photoelectric parameters of the heterostructures compared to samples
oxidized for 5–15 min. These changes are due to the layer-by-layer formation of additional oxide phases on the
semiconductor surface. For the best heterostructures, the open-circuit voltage attains 0.6 V and the short-circuit
current density is 30–35 mA/cm2 under saturation conditions. The electrical characteristics of the heterostruc-
tures are distorted by the effect of series resistance, which complicates the determination of the potential-barrier
height and the mechanism of current flow through the barrier. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The layered structure of InSe crystals offers an
advantage over other semiconductors in the preparation
of high-quality substrates and heterostructures. The
surface obtained by cleaving single-crystal ingots is
specular; it remains chemically inert under normal con-
ditions. Indium selenide substrates can be prepared as
thin as a few micrometers, which is more characteristic
of semiconductor films than of bulk crystals. The band
gap of InSe is 1.2 eV at room temperature. This value is
very close to optimum from the point of view of the
efficiency of solar cells. Therefore, the interest in InSe
as a potential material for solar cells remains high.
Research in this field is aimed at both developing dif-
ferent types of photosensitive InSe-based heterostruc-
tures and optimizing their parameters.

Heterostructures based on InSe can be formed by
thermal oxidation of InSe substrates in air [1]. During
oxidation, an oxide film is formed on the substrate sur-
face, and the oxide–semiconductor system acquires
diode properties. The heterostructures thus formed
show photosensitivity only when p-InSe crystals are
used. The phase composition of an oxide film depends
on the temperature and time oxidation conditions [1–6].
A change in the phase composition of an oxide leads to
changes in the potential barrier of a heterostructure and
the photosensitivity characteristics. In [2–5], attention
was focused on the chemical nature of oxides formed
on an InSe surface under different temperature and time
conditions. Different oxide phases were revealed by
X-ray diffraction, cathodoluminescence, and Raman
scattering methods. Investigation of temperature and
time conditions of formation of a potential barrier in
oxide–p-InSe heterostructures was performed in [6].
1063-7826/04/3804- $26.00 © 20402
Specifically, it was concluded in [6] that photoelectric
parameters of heterostructures deteriorate as the oxida-
tion time increases from 30 to 120 min.

The experimental results obtained in this study indi-
cate a significant improvement in the photoelectric
characteristics of heterostructures consisting of p-InSe
and native oxide as a result of relatively long-term (over
several days) oxidation at T = 450°C. It is shown that,
under saturation conditions, the open-circuit voltage in
such heterostructures attains maximum (the half-width
of the InSe band gap). Spectral studies of the photosen-
sitivity of these structures show that, along with In2O3,
an intermediate compound with a band gap of about
2.0 eV is formed and a barrier arises between the basic
semiconductor and this intermediate layer during long-
term oxidation.

2. EXPERIMENTAL

We used p-InSe:Cd single crystals grown by the
Bridgman method to prepare heterostructures. Depend-
ing on the impurity concentration, the resistivity of
p-InSe samples varied from 103 to 104 Ω cm. The
grown ingots were cut into wafers 4–5 mm thick and
then cleaved into plane-parallel plates 0.3–0.4 mm
thick. The InSe samples thus obtained were oxidized in
air at T = 450°C in an electric temperature-controlled
furnace. The oxidation temperature was chosen on the
basis of the results of testing and selecting heterostruc-
tures with the best photoelectric parameters from the
samples fabricated under different conditions: at tem-
peratures from 200 to 500°C with a step of 50 K and
oxidation times from 5 to 60 min with a step of 5 min.
The long-term oxidation of InSe was performed for
1−5 days with a step of one day. After oxidation, the
004 MAIK “Nauka/Interperiodica”
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samples were cleaved again to leave an oxide film on
one side only. All the other sides covered with oxide
were cut off. Some samples prepared in this way were
placed in evacuated cells and subjected to thermal
annealing at the same temperature to reveal other phase
changes in the basic material. Ohmic contacts were pre-
pared from pure indium, which wets the surfaces of
both the oxide and the semiconductor fairly well. To
exclude nonohmic behavior of the contact between
indium and p-InSe, the surface of the latter was
mechanically damaged [7].

The photosensitivity spectra of the fabricated het-
erostructures were measured at room temperature using
an MDR-3 monochromator with a resolution of 26 Å.
The samples were illuminated from the oxide-film side.
All the spectra were normalized to the number of inci-
dent photons.

The capacitance–voltage (C–V) characteristics of
the heterostructures under investigation were measured
using an E8-2 capacitance bridge. The relative error in
the capacitance measurements did not exceed 5 × 10–3.
In order to determine the mechanism of current flow
through a barrier, static current–voltage (I–V) character-
istics of forward-biased heterostructures were measured.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Spectral and Photovoltaic Characteristics

The photosensitivity spectra of the heterostructures
based on InSe oxidized at T = 450°C for different times
are shown in Fig. 1. The shape of the spectra is typical
of heterostructures: the spectra are limited from the left
and right. The energy positions of the photosensitivity-
band edges, which are determined by the light absorp-
tion in the heterostructure components, amount to 1.2,
2.0, and 3.7 eV. The long-wavelength limit of the pho-
toresponse is the same for all the samples; it is related
to the light absorption in the basic material (InSe). The
short-wavelength limit is related to the absorption in the
oxide film. As can be seen from Fig. 1a, the oxidation
time of InSe significantly affects the position of the
high-energy edge of the spectrum and, hence, the phase
composition of the oxide. Short-term (5–15 min) oxida-
tion of InSe (curve 6) leads to the formation of a film of
indium trioxide In2O3, whose optical and electric prop-
erties were investigated by us in [1]. The X-ray diffrac-
tion identification of the In2O3 phase on an InSe surface
was performed later in [2]. The passage from short- to
long-term oxidation of InSe substrates is accompanied
by the formation of a new oxide phase. This fact mani-
fests itself in the appearance of the high-energy edge of
photosensitivity at 2.0 eV in the spectral dependences
(curves 1–5).

On the basis of Raman spectroscopic data, it was
suggested in [3] that it is the In2(SeO4)3 compound that
corresponds to the phase with the photosensitivity edge
at 2.0 eV. It was also suggested in [2–6] that the oxide
film may contain inclusions of other phases, for exam-
SEMICONDUCTORS      Vol. 38      No. 4      2004
ple, β-In2Se3 and γ-In2Se3 (the band gap widths of these
compounds are 1.27 and 2.0 eV, respectively). In order
to verify this suggestion and check the possibility of
forming other phases in the In–Se system, we studied
the In2O3–p-InSe heterostructures fabricated by 15-min
oxidation (Fig. 1a, curve 6). The samples were annealed
in vacuum at the same temperature (450°C) at which
the substrates were oxidized. It was found that the pho-
toresponse spectra of the corresponding samples
showed no formation of new chemical phases (Fig. 1b).
As can be seen from Fig. 1b, the photoresponse spec-
trum of the annealed samples (curves 2–4) changes
only insignificantly in comparison with the spectrum of
the unannealed samples (curve 1), while the short-
wavelength photosensitivity is controlled by the light
absorption in the In2O3 oxide. Moreover, the photoelec-
tric characteristics of the heterostructures annealed in
vacuum are much worse than those of the heterostruc-
tures oxidized in air.
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Fig. 1. Spectra of relative quantum efficiency of the oxide–
p-InSe heterostructures at room temperature. The oxidation
temperature 450°C. (a) Oxidation for (1) 1, (2) 2, (3) 3,
(4) 4, and (5) 5 days and (6) 15 min. (b) Oxidation for 15 min
(1) without annealing and (2–4) with annealing in vacuum
(after oxidation) for (2) 0.5, (3) 1, and (4) 2 days.
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It can also be seen from Fig. 1a that the falloff of
photoresponse for the short-wavelength edge is more
abrupt for curves 4 and 5 in comparison with curves 1–3.
This circumstance indicates that, with an increase in
oxidation time, the In2(SeO4)3 layer becomes thicker.
Nevertheless, this layer remains too thin to exclude
completely the absorption of photons with an energy
exceeding 2.0 eV. The front film In2O3, limiting the
penetration of oxygen into the crystal bulk, impedes the
growth of thicker In2(SeO4)3 films. The In2(SeO4)3
phase occupies the intermediate position between InSe
and In2O3, and a potential barrier is formed at the inter-
face between the InSe and the intermediate phase.

Relative comparison of the photoresponse of the
heterostructures oxidized for different times shows that
its value changes significantly. An increase in the oxi-
dation time leads to an increase in the absolute value of
the short-circuit photocurrent by more than an order of
magnitude. The photocurrents in the samples repre-
sented by curves 1 and 4 differ by about a factor of 20.
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Fig. 2. Dependences of (a) the current density and (b) the
open-circuit voltage on oxidation time for two sets of sam-
ples of oxide–p-InSe heterostructures (1, 2). The intensity
of illumination 100 mW/cm2.
Figure 2 shows the dependences of the short-circuit
current density (Isc) and the open-circuit voltage (Voc) in
the heterostructures under study on oxidation time. The
testing was performed for two groups of samples
exposed to light with a power of 100 mW/cm2. It can be
seen from Fig. 2 that the general trend toward improve-
ment of the photoelectric parameters is observed for both
groups of samples. It was found that oxidation of sub-
strates at T = 450°C for four days yields the best results.

3.2. Capacitance–Voltage and Current–Voltage 
Characteristics

The rectifying properties of heterostructures with
improved photoelectric parameters, obtained by long-
term oxidation with the formation of an intermediate
oxide layer, are of interest. Measurements of C–V char-
acteristics were performed on the samples oxidized at
T = 450°C for four days, i.e., the samples with the best
photoelectric parameters. The height of the potential
barrier in the heterostructures was determined from the
C–V characteristics shown in Fig. 3. All the measured
C–V characteristics are linear in the 1/C2–V coordi-
nates, which is indicative of an abrupt p–n junction. As
can be seen from Fig. 3, a change in the frequency of a
probe signal leads to a shift of the C–V characteristic.
The frequency dependence of the C–V characteristics is
caused by the effect of the series resistance of hetero-
structures [8]. As follows from [8], in order to find the
actual value of the barrier height (qVD), one has to
approximate the frequency dependence of the cutoff
voltage (Vco) to zero frequency in the Vco – ω2 coordi-
nates (ω = 2πf, f is the frequency of the test signal). The
approximated values of Vco turned out to be highly
overestimated in comparison with the band gap width
of InSe (qVD = 2.25 eV) (see Fig. 3, inset). Measure-
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Fig. 3. Capacitance–voltage characteristics of the oxide–p-
InSe heterostructures at frequency f = (1) 30, (2) 25, (3) 20,
and (4) 15 kHz. The measurements were performed at 295 K.
The inset shows the frequency dependence of the capaci-
tance cutoff voltage.
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ments of the C–V characteristics on some samples
(more than three) showed that the potential-barrier
height determined from these characteristics ranges
within 1–3 eV and the results are not reproducible. In
our opinion, the reason is that the measured capacitance
is the sum of two capacitances connected in series, one
of which is the sought barrier capacitance and the other
results from the nonohmic behavior of the current-col-
lecting contact with the substrate. Both the capaci-
tances are due to the formation of depleted regions in
the substrate at two opposite sides, front and rear. Thus,
the capacitance of the rear region is not constant since
it depends on the conditions under which the sample
surface is damaged before the contact formation.
Therefore, the corresponding value of 1/C2 shifts up in
the ordinate axis. This shift results in higher values of
cutoff voltage and an overestimated barrier height. We
also found some discrepancy between the results of
measurements for different samples. The only reliable
parameter that can be obtained from the C–V character-
istics shown in Fig. 3 is the concentration of uncompen-
sated acceptor impurities NA–ND in the substrate. The
slope of the C–V characteristics corresponds to a value
of 1015 cm–3. A value of the same order of magnitude
was obtained for the concentration of major carriers in
p-InSe:Cd in [9].

In order to study the mechanisms of current flow
through heterostructures consisting of p-InSe and
native oxide, we measured the forward portions of the
I–V characteristics (see Fig. 4). In the logarithmic coor-
dinates, the I–V characteristics of all the heterostruc-
tures obtained by oxidation for different times exhibit
two similar dependences: I ∝  V and I ∝  V3. Cubic
dependence is observed in the I–V characteristics at
large forward biases in an interval of several orders of
magnitude of current. We failed to find an exponential
dependence of current on voltage in heterostructures
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Fig. 4. Forward portions of the current–voltage characteris-
tics of the oxide–p-InSe heterostructures. Oxidation time is
(1) 1, (2) 2, (3) 3, (4) 4, and (5) 5 days. The exponent n in
the dependence I ∝  Vn is indicated. The measurements were
performed at 295 K.
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formed by long-term oxidation. The cause of this may
be, as in the case of C–V characteristics, a depleted
layer in the rear contact region, which makes the main
contribution to the series resistance of a heterostruc-
ture. The theory of space-charge-limited currents pre-
dicts that an ohmic portion and a cubic dependence can
be observed simultaneously in I–V characteristics,
which we found experimentally in [10]. The results of
the investigations of both I–V and C–V characteristics
indicate that an additional depleted region arises in het-
erostructures consisting of p-InSe and native oxide,
while the efficiency of forming an ohmic contact with
the substrate using mechanical damage of the surface of
the latter is rather low.

4. CONCLUSION

It is shown that oxidation of p-InSe crystals in air
leads to the formation of a potential barrier in the
oxide–semiconductor system, while a change in the
oxidation conditions affects the photoelectric parame-
ters of heterostructures. Under saturation conditions,
the maximum values of the open-circuit voltage (0.6 V)
and the short-circuit current density (30–35 mA/cm2)
were obtained for p-InSe samples oxidized in air at
450°C for four days. The changes in the photosensitiv-
ity spectra of the heterostructures are due to the forma-
tion of oxide phases In2O3 and In2(SeO4)3. The electri-
cal characteristics of the heterostructures under study
differ from ideal due to the effect of the series resis-
tance. The main reason for the appearance of the series
resistance is the nonohmic behavior of the current-col-
lecting contact with the basic semiconductor.
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Abstract—The temperature dependence of resistivity and the spectrum of optical absorption are investigated
for (Cu2GaSe3)0.6(3GaAs)0.4 single crystals. Photosensitive structures of several types (Schottky barriers,
welded structures, and photoelectrochemical cells) have been developed. The rectification and the photovoltaic
effect are observed for the structures obtained. The revealed specific features of photosensitivity in structures
and possibilities for their practical application as photoconverters are also discussed. © 2004 MAIK
“Nauka/Interperiodica”.
The formation of semiconductor solid solutions is
based on isovalent or heterovalent atomic substitution,
which is widely used in semiconductor electronics for
obtaining materials with required fundamental proper-
ties [1]. In recent years, the isovalent solid solutions of
III–V compounds became most widespread in the
development of semiconductor lasers and photocon-
verters [1–3].

Along with binary phases, the investigations of the
interatomic interaction have also been developed for
systems with a more complex composition, namely, for
ternary and more complex compounds [1, 4, 5]. Specif-
ically, pioneering investigations of the chemical inter-
action in the (Cu2GaSe3)x(3GaAs)1 – x system, which
were carried out even prior to the investigation of solid
solutions of III–V compounds, led to the growth of first
single crystals of quinary single-phase solid solutions,
which include as much as ~40 mol % of GaAs [4]. Such
solutions are unique in their own way, since they contain
the maximum number of elements positioned in the ger-
manium series of the periodic table. This specific feature
automatically provided satisfaction of the condition for
proximity of ion radii of atoms forming the tetrahedral
phase, which is necessary for obtaining equilibrium solid
solutions [2]. Up to now, heterovalent solid solutions
based on binary III–V compounds have been practically
not investigated [6]. This paper is concerned with
experimental investigations of the physical properties
of single crystals of the (Cu2GaSe3)x(3GaAs)1 – x solid
solution (x = 0.6) and the development of the first pho-
tosensitive structures based on them.

In order to form the photosensitive structures, we used
homogeneous crystals of the (Cu2GaSe3)x(3GaAs)1 – x
solid solution grown by the gas-transport reactions
method [4]. The largest dimensions of the single-crys-
tal wafers grown were ~5 × 5 × 1 mm3 with the most
developed postgrowth mirror face (111). According to
1063-7826/04/3804- $26.00 © 20406
X-ray diffraction investigations, the single crystals of
the (Cu2GaSe3)0.6(3GaAs)0.4 have a face-centered cubic
(fcc) lattice. The space group is F43m, and the unit cell
parameter a = 5.6054 ± 0.0004 Å at T = 300 K. Accord-
ing to Vegard’s law [4], this corresponds to x = 0.6.
From the sign of the thermoelectric power, all the
(Cu2GaSe3)0.6(3GaAs)0.4 single crystals obtained have
n-type conductivity. A high resistivity ρ = 108–109 Ω cm
at T = 300 K is characteristic of the crystals of the solid
solution with x = 0.6. In the case of GaAs, such a value
is attained only due to the doping [2]. As the tempera-
ture increases from 300 to 400 K, the resistivity of crys-
tals usually follows Arrhenius’ law (Fig. 1),

(1)

in which the activation energy of the levels E = 0.50–
0.53 eV may by associated with the thermalization of
electrons from a deep donor level into the conduction
band on the assumption of strong compensation [7].

For single-crystal samples of the
(Cu2GaSe3)0.6(3GaAs)0.4 solid solution, the spectra of
optical transmission were also measured at T = 300 K.
From these spectra, the coefficient of optical absorption
was found from the relationship [8]

(2)

where d is the wafer thickness and the reflectance
R0 = 0.3.

A typical spectral dependence α("ω) for single
crystals of the solid solution of the n-type of conductiv-
ity is shown in Fig. 2 (curve 1). It can be seen from
Fig. 2 that α starts to increase rapidly at energy "ω ≥
1.17 eV. This value may be used as a preliminary esti-
mate of the band gap Eg of the (Cu2GaSe3)0.6(3GaAs)0.4
solid solution. In the coordinates (α"ω)2–"ω (Fig. 2,
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curve 2), a linear portion is observed. The extrapolation
of this dependence to (α"ω)  0, according to [9],
allows us to determine the band gap Eg . 1.20 eV at
T = 300 K.

With allowance made for the theory of fundamen-
tal optical absorption in semiconductors [9], the ful-
fillment of the quadratic law (α"ω)2 ∝  "ω allows us
to state that the band-to-band transitions for quinary
solid solutions are direct, similarly to the GaAs
binary compound [2, 6]. Figure 3 shows the depen-
dence of the band gap on the composition of the
(Cu2GaSe3)x(3GaAs)1 – x solid solution. This depen-
dence is almost linear, which may indicate that the
energy-band structure in the limits of this system
remains invariable and is similar to that characteristic
of the initial compounds forming this system. This
applies primarily to GaAsm, since data on the band
structure of the Cu2GaSe3 ternary compound are still
lacking [6].

For (Cu2GaSe3)0.6(3GaAs)0.4 homogeneous single
crystals, attempts were also made to develop several
types of photosensitive structures. If these attempts
were successful, this would open up possibilities for
applying photoelectric spectroscopy for research into
new semiconductor phases with a statistical distribu-
tion of five elements isoelectronic to Ge (Cu, Ga, Ge,
As, and Se) at the sites of the sphalerite lattice.

Rectification was observed in preliminary investiga-
tions of the current–voltage characteristics of the contact
of single-crystal wafers of the quinary solid solution with

108

107

106

105

ρ, Ω cm

2.5 3.0 3.5
103/T, K–1

Fig. 1. Temperature dependence of resistivity of a
(Cu2GaSe3)0.6(3GaAs)0.4 single crystal (sample 2).
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thin films of several metals (In, Cu, Ag). The forward
direction corresponds to the positive polarity of the
external bias at the In film. The rectification factor K,
which was defined as the forward-to-reverse current ratio
for the external biases U . 5–10 V, was usually not large,
and for the best structures K . 5 at T = 300 K.

Along with the deposition of thin metal films, in
some cases we succeeded in obtaining rectifying struc-

1 meV
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0
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Fig. 2. Dependences of (1) coefficient of optical absorption
α and (2) (α"ω)2 magnitude on the energy of incident pho-
tons for an n-(Cu2GaSe3)0.6(3GaAs)0.4 single crystal at T =
300 K.
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Fig. 3. Composition dependence of the band gap for the
(Cu2GaSe3)x(3GaAs)1 – x system at T = 300 K. Published
data: (1, 2) [6], (3) [4], and (4) this study.
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tures due to the electrical discharge between thin (d .
0.1 mm) Pt or Ag conductors near the surface of the
solid solution wafer. Such discharge caused the forma-
tion of structures (henceforth, welded structures) with
the rectification K . 2–3 at 300 K. The forward direc-
tion corresponded to a negative external bias at the solid
solution crystal, similarly to Schottky barriers at the
same crystals. We may assume that the discharge
caused the variation in the composition of the solid
solution in the surface region of the crystal, which led
to the formation of the active region.

Finally, the contacts of natural mirror planes of the
solid solution wafers with a liquid electrolyte (distilled
water) also exhibited rectification with the largest value
K . 10. The polarity of the forward direction was the
same as for the previous structures. The residual resis-
tance (the base resistance) for the Schottky barriers,
welded structures, and photoelectrochemical cells
based on (Cu2GaSe3)0.6(3GaAs)0.4 solid solutions was
almost the same, R0 . (1–5) × 108 Ω at T = 300 K.
Apparently, this behavior of the resistance is caused by
the fact that the value of R0 for the structures so differ-
ent by nature is mainly determined by the electrical
properties of the solid solution. The reverse portions of
the steady-state current–voltage characteristics had the

1 2 3 "ω, eV

104

103

102
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|η|, arb. units

1.
26

1.
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1.
17
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b
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3
4
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6
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17

Fig. 4. Spectral dependences of the relative quantum effi-
ciency of photoconversion η("ω) (a) for the In/n-
(Cu2GaSe3)0.6(3GaAs)0.4 surface-barrier structure, (b) for
the welded structure, and (c) for the H2O/n-
(Cu2GaSe3)0.6(3GaAs)0.4 photoelectrochemical cell in
nonpolarized light at T = 300 K. The barrier-contact side of
the structures was illuminated. The sign of photovoltage at
the crystal for the data (1–3) and (4–6) corresponds to plus
and minus, respectively.
form I ∝  Uγ, where the exponent γ . 1.1–2, and
increased as the bias voltage increases. This specific
feature of the reverse characteristic may be caused by
imperfections at the periphery of the first structures
based on these crystals.

With the illumination of structures of different types
with nonpolarized radiation, the photovoltaic effect is
observed. This effect is most pronounced with the illu-
mination of the barrier-contact side of the structures.
The highest voltage photosensitivity was observed for

In/(Cu2GaSe3)0.6(3GaAs)0.4 Schottky barriers:  .

102 V/W at T = 300 K. It should be also noted that the
photovoltage sign for the structures based on these
crystals in the region of highest photosensitivity corre-
sponds to the rectification direction.

Typical spectral dependences of the relative quan-
tum efficiency of photoconversion η = f("ω) for each
type of structure developed are given in Fig. 4 as an
example. It can be seen that the Schottky barriers,
welded structures, and photoelectrochemical cells are
photosensitive over a wide spectral range from 1 to
3.5 eV. The spectral dependences η("ω) in structures
that are so different by nature are found to be very sim-
ilar. This may be grounds to assume that the photosen-
sitivity spectra are determined by the interaction of the
incident light with the quinary solid solution crystals.

The main special features of the photosensitivity
spectra are as follows. The highest photosensitivity in
the structures fabricated is attained within the funda-
mental band of the solid solution (x = 0.6). For the sur-
face-barrier structure and for the electrochemical cell
based on the solid solution, as can be seen from Fig. 4
(curves a, c), the photosensitivity continues to increase
at "ω > Eg as the photon energy increases. The latter
circumstance may indicate that the barriers fabricated
provide effective suppression of the surface recombina-
tion of photogenerated pairs. However, it should be
noted that, in the η("ω) spectrum for the welded struc-
ture (curve b) for "ω > 2.3 eV, the photosensitivity
ceases to increase and even decreases. Thus, from the
point of view of providing a high efficiency of collec-
tion of photogenerated pairs, the welded structures are
inferior to the surface-barrier structures and photoelec-
trochemical cells.

The second important specific feature of the η("ω)
spectra of the structures obtained is the inversion of the
conductivity sign for "ω < Eg with respect to the region
"ω > Eg (Fig. 4). Along with this, anomalies are also
found in the luminance–voltage characteristics. These
anomalies clearly manifest themselves in the vicinity of
the energy "ω . 1.24 eV and consist in the fact that the
photovoltage does not level off as the intensity of light
increases but, on the contrary, decreases. For some
structures, specific features in the form of alternating
photocurrent peaks of different polarity [for example,
see Fig. 4 (curve b)] extend over the entire spectral
range of photosensitivity up to "ω . 3.6 eV. It is not
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inconceivable that all the above-listed anomalies of the
η("ω) spectra may be indicative of the manifestation of
self-organization effects in quinary solid solutions. It is
evident that additional research in this field is required
to gain insight into the observed anomalies of the pho-
tosensitivity of the structures.

Thus, we showed that photosensitive structures
based on quinary solid solutions of elements of the iso-
electronic series of germanium could be developed.
These structures may find application in wide-gap pho-
toconverters, including solar cells. However, in the lat-
ter case, the problem of doping should be resolved with
allowance made for possible processes of self-organi-
zation, whose probability may considerably increase in
multicomponent phases.

REFERENCES

1. N. A. Goryunova, The Chemistry of Diamond-Like Semi-
conductors (Leningr. Gos. Univ., Leningrad, 1963;
Chapman and Hall, London, 1965).
SEMICONDUCTORS      Vol. 38      No. 4      2004
2. O. Madelung, Physics of III–V Compounds (Wiley, New
York, 1964; Mir, Moscow, 1967).

3. Zh. I. Alferov, V. M. Andreev, and N. N. Ledentzov, in
Ioffe Institute. 1918–1998 (Ioffe Physicotechnical Inst.,
St. Petersburg, 1998).

4. G. K. Averkieva, G. V. Berdichevskiœ, A. A. Vaœpolin,
et al., Izv. Akad. Nauk SSSR, Neorg. Mater. 4, 1064
(1968).

5. A. A. Vaœpolin, Fiz. Tverd. Tela (Leningrad) 31 (12), 165
(1989) [Sov. Phys. Solid State 31, 2119 (1989)].

6. Physicochemical Properties of Semiconductor Materi-
als: A Handbook, Ed. by A. V. Novoselova and V. B. Laz-
arev (Nauka, Moscow, 1979).

7. J. S. Blakemore, Semiconductor Statistics (Pergamon
Press, Oxford, 1962; Mir, Moscow, 1964).

8. H. Y. Fan and M. O. Becker, in Proceedings of Confer-
ence of Semiconductor Materials (Academic, New York,
1951).

9. S. M. Sze, Physics of Semiconductor Devices, 2nd ed.
(Wiley, New York, 1981; Mir, Moscow, 1973).

Translated by N. Korovin



  

Semiconductors, Vol. 38, No. 4, 2004, pp. 410–418. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 4, 2004, pp. 426–435.
Original Russian Text Copyright © 2004 by Glukhov, Bercha, Korbutyak, Litovchenko.

                                                                               

LOW-DIMENSIONAL
SYSTEMS
Energy States in Short-Period Symmetrical and Asymmetrical 
(GaAs)N/(AlAs)M Superlattices: 

The Effect of the Boundary Conditions
K. E. Glukhov*^, A. I. Bercha*, D. V. Korbutyak**, and V. G. Litovchenko**

*Uzhgorod National University, Uzhgorod, 88000 Ukraine
^e-mail: kglukhov@issp.univ.uzhgorod.ua

**Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, Kiev, 03028 Ukraine
Submitted May 27, 2003; accepted for publication June 4, 2003

Abstract—Obtained experimental data on low-temperature photoluminescence are used to numerically simu-
late the energy states in symmetrical and asymmetrical short-period (GaAs)N/(AlAs)M superlattices with the
(001) orientation. The matrix formalism in the envelope-function method is employed to study trends in the
behavior of the miniband spectrum in models with different boundary conditions. It is shown that correct infor-
mation about the type of transitions in the materials under consideration can be obtained even if the boundary
conditions are diagonal. The effect of corrections on the miniband spectrum that arise when mixing of the states
belonging to the Γ and X valleys is taken into account and a δ-functional potential localized at the heterointer-
face is present is studied. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A great amount of experimental material on the
electronic properties of (GaAs)N/(AlAs)M superlattices
(SLs) with crystallographic orientation (001) has been
amassed to date [1–13], and this material is being added
to all the time. In addition, the energy-band structure of
starting bulk materials that form these SLs has been
adequately studied. As a result, these SLs are conve-
nient test objects to consider theoretically and subse-
quently check the results of simulation. Furthermore,
these heterostructures are of interest because they could
be used in the fabrication of new semiconductor lasers
that operate in the visible region of the spectrum.

According to a number of recent reports [14–19], the
envelope-function method can be used to describe the
energy states even in short-period SLs (N ≤ 10, M ≤ 10).
Indeed, even preliminary calculation based on the
Bastard model [20] show that the envelope-function
method can be used to obtain qualitative agreement
of theoretical results related to a short-period
(GaAs)N/(AlAs)M SL (001) with corresponding experi-
mental data [21].

It is comparatively easy and convenient to use the
envelope-function approximation to simulate the SL
energy states and identify the experimentally obtained
energies of transitions between these states. Neverthe-
less, the correct solution of the problem requires subse-
quent consideration of the dependence of energy states
on the boundary conditions at the heterointerfaces. These
conditions have not been taken into account in prelimi-
nary simulation performed for a number of symmetrical
and asymmetrical short-period (GaAs)N/(AlAs)M SLs
1063-7826/04/3804- $26.00 © 20410
[8, 10]. These SLs are of great interest since it has been
found recently that asymmetrical short-period
(GaAs)N/(AlAs)M SLs are direct-gap structures [8–10]
(it is noteworthy that symmetrical short-period
(GaAs)N/(AlAs)M (N < 10) SLs are indirect-gap struc-
tures, as is confirmed, for example, by the results of cal-
culating the energy-band structure using the method of
semiempirical pseudopotential [22]). The observed fact
that the structures are direct-gap, as well as the amplifi-
cation of light (observed, in particular, in SLs with the
ratio of monolayers in a period N/M = 6/3) [23]), may
pave the way for the fabrication of semiconductor
lasers that are designed for the red region of the spec-
trum and have an active zone based on unstrained
(GaAs)N/(AlAs)M layers. It is worth noting that semi-
conductor lasers for the wavelength range 690–730 nm
are not commercially produced at present. It follows
from the above that there is a need for additional, both
theoretical and experimental, study of the fact that the
asymmetrical SLs under consideration are direct-gap
structures.

Taking the above considerations into account, we
decided to study experimentally the spectra of low-tem-
perature photoluminescence (PL) for a group of sym-
metrical and asymmetrical (GaAs)N/(AlAs)M SLs (with
N/M = 10/10, 10/5, 8/4, and 6/3) subjected to various
levels of excitation. We used the envelope-function
method to calculate the energy states in the conduction
band for the above SLs and also for SLs with N/M = 7/7
and 5/5 taking into account the Γ, X, and L valleys; the
results are reported in this paper. We also analyzed the-
oretically the dependence of energy gaps on the diago-
nal and nondiagonal elements of the transition matrix
004 MAIK “Nauka/Interperiodica”
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and on the strength of Γ–X mixing in order to determine
the most important quantities under consideration.1

When simulating the energy states, we used the pub-
lished data on the energies that corresponded to peaks
in the low-temperature PL spectra [1–13] and also the
data obtained by us previously [23, 24] and in this
study.

It is worth noting that experimental values of energy
gaps may differ somewhat from energy spacings
between lower minibands since the transitions
observed in a low-temperature PL spectrum typically
involve excitons. It is also noteworthy that published
experimental data feature a certain spread that depends
mainly on the history of the samples, which makes it dif-
ficult to compare these data with the results of calcula-
tions. Furthermore, additional deviations are observed in
the energies of the quantum-confinement levels; these
deviations are caused by the roughness of the heteroint-
erfaces and give rise to fluctuations (on the order of sev-
eral monolayers) of the effective position of the hetero-
interface [25]. Therefore, for the sake of definiteness,
we use the results of our own experimental studies in
the simulations.

2. EXPERIMENTAL

We studied the spectra of low-temperature PL for
short-period (GaAs)N/(AlAs)M SLs with ratios of the
number of monolayers in a period N/M = 6/3, 8/4, 10/5,
and 10/10.2 All the SL samples were grown by molec-
ular-beam epitaxy on semi-insulating GaAs substrates
with a (001) orientation. The SL period was measured
using X-ray diffractometry. The relative deviation from
the nominal thickness of the layers was ~1%. The spec-
tra of low-temperature PL were measured under condi-
tions of high excitation levels. The second harmonic of
a pulsed YAG:Nd3+ laser with a wavelength of 533 nm
was used for excitation. The pulse width was 7 ns, and
the power in the pulse was as high as 10 MW/cm2. The
spectra were measured using an MDR-24 monochro-
mator and a photomultiplier; the results of studying the
low-temperature PL of the same samples at low excita-
tion levels were reported in [7–9].

The spectra of low-temperature PL IPL(hν) at high
excitation levels Iex for (GaAs)N/(AlAs)M SLs with
N/M = 10/10 and 10/5 are shown in Figs. 1a and 1c. The
spectra of the other aforementioned asymmetrical SLs
are similar to that of an SL with N/M = 10/5. The energy
positions of the PL peaks are listed in Table 1. A new
band comes into existence in the high-energy portion of
the PL spectrum of the sample with N/M = 10/10 as the
excitation level becomes higher (Fig. 1a). This band is
related to the radiative recombination of electrons in the
Γ valley and heavy holes (Γ  hh) and has been
observed before [11, 12]. The other band (observed also

1 The results of such studies were first reported in [10].
2 We acknowledge the contribution of Professor K. Ploog (Paul

Drude Institute, Berlin), who provided us with the SL samples.
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at low excitation levels [7–9]) is related to the indirect
transitions of electrons from an indirect valley of the
conduction band to the energy band of heavy holes
(X  hh) [4, 7–9]. The difference between the ener-
gies of transitions Γ  hh (∆EΓ – hh) and X  hh
(∆EX – hh) is 67 meV.

A different situation arises for an asymmetrical SL
with N/M = 10/5 (Fig. 1c). An additional band in the
high-energy portion of the PL spectrum is not observed
at high levels of excitation. This fact, along with the dif-
ferences in the dependences of intensities of PL bands
on the excitation level (see Figs. 1b, 1d), indicates that
the nature of the ground state in the conduction band in
symmetrical GaAs/AlAs SLs differs from that in corre-
sponding asymmetrical SLs. This inference to a certain
extent confirms the conclusion [7–9] that asymmetrical
short-period GaAs/AlAs SLs are direct-gap structures.
However, it is worth noting that, in order to make the
conclusions more tenable, one should carry out addi-
tional studies of the same samples using other experi-
mental methods (time-resolved PL, measurements of
PL excitation spectra, and low-temperature PL measured
with the samples subjected to a hydrostatic pressure).

3. SIMULATION OF THE ENERGY STATES

In approximate calculations of SL energy states
using the envelope-function method, one of the simpli-
fied models (for example, the Kronig–Penney or Bas-
tard model) is often used a priori. Good agreement
between the results of calculating the energy gaps and
the experimentally determined and identified transition
energies is attained by choosing properly the magni-
tudes of the band offsets at the heterointerface and the
charge-carrier effective masses within the accuracy of
their experimental determination [26]; this accuracy
may be rather low. Despite the fact that the aforemen-
tioned models are simplified, they are still valuable in
approximate calculations [21]. On the one hand, this
approach leads to certain problems when it is necessary
to describe a series of similar SLs or if there are several,
simultaneously observed, PL peaks that correspond to

Table 1.  Results of calculating the transition energies in the
diagonal approximation and comparison of these results with
experimental data

SL
(N/M) Type α*

∆EΓ–hh ∆EX–hh

calcu-
lation

experi-
ment

calcu-
lation

experi-
ment

(10/5) I –0.198 1.836 1.836 1.843 –

(8/4) I –0.228 1.886 1.890 1.887 –

(6/3) I –0.002 1.913 1.913 1.938 –

(10/10) II –0.275 1.881 1.880 1.800 1.813

(7/7) II –0.040 1.961 1.961 1.857 1.880

(5/5) II –0.500 2.297 – 1.944 1.862

Note: The energies are expressed in electronvolts.
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Fig. 1. (a, c) Spectra of low-temperature photoluminescence at various levels of excitation and (b, d) dependences of the photolu-
minescence intensity (IPL) on the excitation level Iex for (GaAs)N/(AlAs)M superlattices with N/M = (a, b) 10/10 and (c, d) 10/5.
transitions of charge carriers from different valleys.
These problems are caused by the fact that, when a
sample or a valley is changed, certain parameters of
bulk materials (for example, the magnitudes of the band
offsets) should be redefined in the context of this
approach. These parameters should be independent of
the geometrical characteristics of SLs. On the other
hand, it is well known that the choice of the boundary
conditions may greatly affect the results of calculating
the SL miniband spectrum. This circumstance has stim-
SEMICONDUCTORS      Vol. 38      No. 4      2004
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ulated detailed studies of whether it is possible to obtain
satisfactory calculated data by choosing the appropriate
boundary conditions. The matrix formalism of the enve-
lope-function method [27] is a convenient approach that
makes it possible to carry out the aforementioned study.
In this case, the problem of determining the miniband
spectrum of a short-period (GaAs)N/(AlAs)M is reduced
to solving the following equation:

(1)

Here, Si are the transfer matrices that relate the values
of envelope functions to their first derivatives at the
inner boundaries of the ith layer (i = w, b); Twb = (Tbw)+

are the interface matrices that specify the boundary
conditions; I is a unity matrix; and λ is a quantity that
depends on the wave vector and is assumed to be equal
to zero in our calculations, which corresponds to the
center of the SL Brillouin zone. Consideration of this
point within the Brillouin zone is related to the fact that
the minima of the miniband spectrum are located at this
point; these minima are used to determine the energy
gaps. Henceforth, the subscript w refers to GaAs layers
and the subscript b refers to AlAs layers.

When calculating the states in the conduction band
of the SLs under consideration, we have to take into
account the multivalley character of the energy spec-
trum of GaAs and AlAs; there are several minima at
almost the same energies at the Γ, X, and L points of the
Brillouin zone in the vicinity of the conduction-band
bottom for the aforementioned constituent semicon-
ductors. In addition, in semiconductors with a zinc
blende structure (including GaAs and AlAs), the top of
the valence band is formed by three bands: a band of
heavy holes (hh), a band of light holes (lh), and a band
split off owing to the spin–orbit coupling. However,
since we are interested only in the lower minibands that
determine the type of SL and are known to be formed
from the Γ and Xz states of the conduction band and the
Γ states (hh) of the valence band of bulk materials, we
will restrict our consideration to these states only.

In the approximation under consideration, the trans-
fer matrices have a block form; i.e.,

(2)

Here, O =  and  are the one-band transfer

matrices that have the form

(3)

SwTwbSbTbw e iλ– I– 0.=

Si

Si
Γ1 O O O

O Si
X1z O O

O O Si
X3z O

O O O Si
hh

.=

0 0

0 0
Si

ν

Si
ν ki

νdi( )cos mi
ν/ki

ν( ) ki
νdi( )sin

ki
ν/mi

ν( ) ki
νdi( )sin– ki

νdi( )cos
,=
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if the ith layer is a potential well for charge carriers in
the νth valley, and

(4)

in the case where this layer represents a barrier. Here,

 are the bulk charge-carrier effective masses in the

ith layer for the νth valley, and  are the correspond-
ing components of the wave vector of the bulk material
along the SL growth direction (we are only interested in
the case of normal orientation of the wave vector).

The interface transfer matrices Twb also have a block
structure and are given by

(5)

where  =  are the one-band interface
matrices that ensure continuity of the envelope function
and its derivative at the interface and are related to the
νth and µth valleys. Quasi-diagonal representation (5)
is caused by the fact that we disregard the interaction
between the conduction and valence bands.

The nondiagonal blocks  with ν ≠ µ describe
the mixing of the νth and µth valleys. The structure of
these matrices is subjected to certain restrictions related
to the symmetry of the states that are mixed. However,
as is shown by numerical calculations [28, 29], not all

of the symmetry-allowed elements of  matrices
are important in the heterostructures under consider-
ation. For example, it follows from the estimations of
the values of the matrix elements in the tight-binding
approximation [29] that the envelope functions of all
valleys can be joined directly, whereas derivatives of
these functions can involve an “admixture” that is pro-
portional to the envelope function of a specific valley
(in the case under consideration, the X1z and X3z val-
leys), depending on the parity of M.

In our preliminary consideration [10], in order to
ensure agreement with the calculated transition ener-
gies determined from the peaks in the low-temperature
PL spectra and identified with the Γ  hh and X  hh
transitions in an SL with N/M = 10/10 and also with a
Γ  hh transition in an SL with N/M = 10/5, we used
the generalized one-parameter diagonal boundary con-
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ditions (the diagonal approximation) that corresponded
to diagonal interface matrices [30]

(6)

and disregarded the effect of Γ–X mixing (i.e., we

assumed that  = O at ν ≠ µ).

We performed numerical simulation in diagonal
approximation [10] with a fixed choice of parameters of
constituent compounds in an SL (see Table 2). The off-
set of the valence bands ∆Ev is, as mentioned above, an
important parameter in simulating the SL energy states
and is chosen as ∆Ev = 0.53 eV (or r ≡ ∆Ev /∆Eg ≈ 35%,
where ∆Eg is the offset of the band gaps); this value
coincides with that used by Ivchenko et al. [31] and is
in satisfactory agreement with experimentally deter-
mined value r = (34 ± 2)% [26]. This approach made it
possible to determine the quantities α = α* that ensured
that the calculated energy gaps were consistent with the
experimental data. The results of simulation in the cho-
sen approximation are listed in Table 1.

We should note here that the energy gaps obtained
using boundary conditions (6) at α = 0 are in satisfac-
tory agreement with experimental data in relation to the
SL type. However, the energy-gap values were found to
be underestimated, whereas, at α = –1/2, the qualitative
agreement was violated and the calculated energies of
transitions were found to exceed the corresponding
experimental data.

It is worth noting that the parameter α that appears in
boundary conditions (6) comes into existence owing to a

Twb
ν ν, mb

ν/mw
ν( )α

0

0 mw
ν /mb

ν( )α
=

Twb
ν µ,

Table 2.  Values of material parameters of bulk GaAs and
AlAs as used in the simulation [26]

Parameter GaAs AlAs

a0, Å 5.65330 5.66139

0.067 0.150

1.300 1.100

1.578 1.117

0.210 0.213

0.450 0.500

Note: a0 is the lattice constant and /m0 and /m0 are the rel-

ative effective masses of electrons and heavy holes in the νth

valley.

me
Γ /m0

me
X1/m0

me
X3/m0

me
L/m0

mhh
Γ /m0

me
ν

mhh
ν

generalized expression for the kinetic-energy operator in
the case of the spatial-dependent effective mass; i.e.,

(7)

An expression similar to (7) was suggested first in [32]
and was then studied in detail in [32–36]. Thus, the
above representation of the kinetic-energy operator in
the effective-mass approximation is widely used at
present for materials with spatially dependent parame-
ters [16]. However, there have been contradictory pub-
lished data on the values of α. For example, it was
found [35] that the best agreement between calculated
energy gaps and experimental values was attained at
α = 0 (i.e.,  = (1/m) ); at the same time, the value

α = –1/2 (  = (1/ ) (1/ )) was used in [36]. In
more recent publications [16–19], complex expressions
are reported for α; these expressions relate α to special
features of the potential profile for an individual barrier
in the heterostructure. However, it is worth noting that
a direct use of the aforementioned theoretical expres-
sions [16] in order to determine the numerical value of
α is difficult due to the fact that the values of the param-
eters appearing in these expressions are not known. In
addition, since the expressions for the quantity α were
obtained [16] for a single-barrier heterostructure, they
are apparently best suited for estimating the value of α
in SLs with periods that are not too small. It is notewor-
thy that a very specific relation between the values of
the momentum matrix elements and the magnitudes of
the band offsets at the heterojunction corresponds to the
cases of α = 0 and α = –1/2 [16–18]; apparently, this
relation cannot be valid for SLs. This reasoning indi-
rectly confirms the fact that intermediate values of α
can be used in simulations. Therefore, in our calcula-
tions, we treat the quantity α as an adjustable parameter
that can take values from the interval (–1/2, 0).

The positions of energy levels [10] related to the Γ
and Xz states of the conduction band and also to the Γ
states of the valence band depend to a different extent
on the value of α, which is caused by the large differ-
ence in the relevant effective masses. The states related
to the Γ valley of the conduction band are found to be
most sensitive to variations in α. This circumstance,
along with the very weak corresponding dependence of
positions of the states of the X electrons and Γ holes,
makes it possible to use a single parameter α common
to all the states under consideration.

A comparison with the experimental values (Table 1)
shows that the results obtained using the diagonal
approximation are in unexpectedly good agreement
with experimental data for SLs that have values of N
and M that are not too small. The deterioration in the
agreement between calculation and experiment with
small values of the thickness of layers is evidently a
result of the effect of factors that are not taken into
account in the model under consideration. These fac-
tors include the mixing of states in different valleys and
an increase in the relative role of the abrupt change in

T̂
1
2
---mα p̂

1

m1 2α+
--------------- p̂mα .=

T̂ p̂ p̂

T̂ m p̂2 m
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Fig. 2. Dependences of the energy gaps ∆E on the parameter τ at α = (1–3) 0 and (1'–3') –1/2 and on α (insets) for (GaAs)N/(AlAs)M
with N/M = (a) 10/10 and (b) 10/5. Curves 1 and 1' correspond to the Γ1 valley and curves 2, 3, 2', and 3' correspond to the X1 valley.
X11 and X22 designate the edges of the first and second minibands that originate from the X1 valley of the bulk material.
periodic potential at the heterointerface, and they
should manifest themselves to a greater extent with
decreasing barrier thickness. This rest of this paper is
devoted to clarifying the pattern in the behavior of the
miniband spectrum when all the above effects are taken
into account.

First of all, we consider the evaluation of the effect
of nondiagonal elements of the single-band interface

matrices  on the miniband spectrum; these ele-
ments give rise to a linear relation between the envelope
function and its derivative at the heterointerface. The
corresponding boundary conditions can be obtained by
considering the equation for envelope functions with
the kinetic-energy operator given by formula (7); a

Twb
ν ν,( )
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δ-functional addition to the potential with the strength
Uδ appears in this equation. In this case, the diagonal

matrices  (ν = µ) can be written as

(8)

The presence of the aforementioned δ-functional
addition is caused by the difference between the scat-
tering of a Bloch wave at a jump of the actual periodic
potential and the scattering at the piecewise constant
potential of the model [36]. In the first approximation,
the term proportional to δ(z) corrects this difference.

Twb
ν ν,( )

Twb
ν ν,( ) mb

ν/mw
ν( )α

0

Uδ/"( ) 1/ mw
ν( )α

1/ mb
ν( )α

+[ ] mw
ν /mb

ν( )α
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Fig. 3. Dependences of the energy gaps ∆E on the strength of the Γ–X mixing at α = 0 (dashed lines) and α = –1/2 (solid lines) for
(GaAs)N/(AlAs)M superlattices with N/M = (a) 10/10, (b) 10/5, (c) 7/7, and (d) 8/4.
In simulating the energy states, we assumed that the
value of α was fixed (α = 0 or α = –1/2), whereas the
quantity τ expressed in terms of Uδ as τ =

(Uδ/")[1/  + 1/ ] was used as the parameter
of the model. The convenience of this consideration is

mw
ν( )α

mb
ν( )α
caused by the fact that the energy states in the interval
α ∈  (–1/2, 0) vary almost linearly [10].

The results of numerical calculation of the energy-
gap dependences on the value of τ for an SL with N/M =
10/10 and 10/5 are shown in Fig. 2; it can be seen that
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an increase in the strength of a δ-functional scatterer
leads to a decrease in the energies of both the Γ  hh
and X  hh transitions in the SLs under consider-
ation. The dependence of the energy states under inves-
tigation on the parameter α at τ ≡ 0 (see Fig. 2, insets)
shows, on the one hand, that, since at α = –1/2 the cal-
culated values of the energy gaps are found to exceed
the experimental values (see Table 1), the introduction
of the parameter τ brings about a certain improvement
in the agreement between the results of calculations and
experimental data. On the other hand, it is evident that,
since the calculated transition energies obtained at α = 0
are found to be too low, the introduction of the quantity
τ only increases the deviation of calculated energies
from experimental values. The best agreement between
calculated energy gaps and experimental values can be
attained using intermediate values of α and τ. In this
case, the values of τ can be different for fitting the Γ–hh
and X–hh energy gaps at the same value of α, or, on
the contrary, one can fix the value of τ and vary the
parameter α.

The mixing of the Γ- and X-valley states is another fac-
tor that affects the miniband-spectrum structure. In order
to separate the effect of this factor on the energy spectrum,
in the following discussion we assume that τ = 0.

A large number of publications [16, 22, 29, 37–39]
are devoted to Γ–X mixing and its dependence on the
geometric characteristics of SLs. Specifically, they
discuss the extent to which Γ–X1 and Γ–X3 mixing
affects the miniband spectrum. In this study, we use
(as above) the matrix method in order to simulate the
mixing effect.

It is worth noting that we considered the effects
under investigation separately for the cases of Γ–X1 and

Γ–X3 mixing. The form of nondiagonal blocks 
was chosen as

when considering Γ–X1 mixing and

when considering Γ–X3 mixing.
The dimensionless parameters  and

 (i = 1, 3) appear in the boundary con-
ditions and control the strength of mixing.

Two factors, i.e., whether the number M is odd or
even and whether the SL under investigation is sym-
metrical or asymmetrical, are important when consider-
ing the effect of Γ–X mixing on the miniband spectrum.
Therefore, the short-period SLs can be divided in cal-
culations into four groups according to the aforemen-
tioned criteria. The (GaAs)N/(AlAs)M SLs with N/M =
10/10, 10/5, 7/7, and 8/4 can be considered as represen-
tatives of the above groups. These SLs illustrate the

Twb
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main tendencies in the behavior of the miniband spec-
trum when the effect of Γ–X mixing is taken into
account. In Fig. 3, we show the dependences of the
energy gaps between the minima of the minibands on
the parameters  at α = 0 and α = –1/2 for short-
period SLs. The results of calculations show that satis-
factory agreement with experimental values (to within
~10 meV) can be attained for the SLs under consider-
ation in the case of even M due to variations in the
parameters of the Γ–X3 mixing at α = –1/2. The situa-
tion turned out to be different in the case of an odd num-
ber of monolayers M; i.e., taking mixing into account
does not improve the agreement between calculated
energies and the corresponding experimental values. It
is worth noting here that one theoretical study [39] indi-
cates that there is neither Γ–X1 nor Γ–X3 mixing at the
center of the Brillouin zone for an ideal SL with an
abrupt heteroboundary and an odd number M. Thus, the
energy gaps calculated on the assumption that there is
mixing of the states in the short-period SLs under con-
sideration are in inadequate agreement with experimen-
tal data, which may indirectly support the conclusion
that the SLs under study are of high quality.

It is also worth noting that a good agreement
between calculated and experimental data can be
attained for all types of SLs under consideration by
both taking into account the Γ–X mixing and modifying
the boundary conditions due to variations in the param-
eter α. Indeed, specific values α* that can be used to
attain satisfactory agreement between experimental
data and the results of calculations even in the diagonal
approximation are characteristic of all the short-period
SLs under investigation; small corrections caused by
Γ–X mixing can improve this agreement. This circum-
stance is especially important if it is necessary to cor-
rect the positions of the X levels, whose dependence on
α is weak, as mentioned above.

4. CONCLUSION

The above results of experimental investigations
into the spectra of low-temperature photoluminescence
in short-period (GaAs)N/(AlAs)M superlattices (SLs)
with N/M = 6/3, 8/4, 7/7, 10/10, 10/5, and 5/5 under
high excitation levels are consistent with previous con-
clusions [9, 10] that asymmetrical short-period
(GaAs)/(AlAs) SLs are direct-gap structures. This type
of asymmetrical SLs can be described theoretically
even in the context of the simplest Kronig–Penney
model using the parameters of the constituent com-
pounds. Satisfactory qualitative agreement between the
calculated and the experimental values of the energy
gaps between the minibands is attained by choosing
appropriately the parameters of the bulk materials and
the magnitudes of the band offsets at the heterointerface
within the accuracy of the experimental determination
of the above quantities for each SL. However, in the
case of considering a set of SLs, it appears more consis-
tent in calculations to fix the above parameters and

tΓ Xi
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introduce other physical parameters into the model;
these new parameters should be related naturally to the
boundary conditions.

The performed simulation, whose parameters were
related to the boundary conditions, showed that it is
possible to obtain values of the energy gaps that are in
good qualitative and satisfactory quantitative agree-
ment with experimental data for the SLs under study.
The results of calculations indicate that the miniband
spectrum of the short-period (GaAs)/(AlAs) SLs is pre-
dominantly affected by diagonal elements of the inter-
face matrix Twb.

We also studied the trends in the evolution of the
miniband-spectrum when only the effect of Γ–X mixing
is taken into account or if there is a δ-functional addi-
tion to the potential for fixed limiting values of the
parameter α that modifies the diagonal part of the
boundary conditions.

These studies showed that, at α = 0, only taking
Γ−X mixing into account cannot ensure satisfactory
agreement between calculated values of the energy
gaps between the minibands and experimental data for
the aforementioned SLs. In contrast to this situation, it
is possible to fit the calculation to the experiment for
SLs with an even number M in the case of α = –1/2.

The obtained numerical values of  and  con-
firm the theoretical conclusions [39] that the mecha-
nism of Γ–X3 mixing is prevalent, which indirectly indi-
cates that the heteroboundaries in the investigated SLs
are of high quality, since these conclusions are based on
a model of an ideal heterojunction.

Variation in the value of α in the interval (–1/2, 0)
combined with consideration of the effects of mixing
and the δ-functional addition to the potential at the het-
erointerface make it possible to obtain agreement
between the calculated and experimental values of tran-
sition energies to within ~10 meV.
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Abstract—The electron transport through single-barrier GaAs/AlAs/GaAs heterostructures is studied. This
transport is caused by resonant tunneling between the two-dimensional states related to the Γ valley of the GaAs
conduction band and various two- or zero-dimensional donor states related to the lower X valleys of the AlAs
conduction band. The resonant electron tunneling both via various two-dimensional states related to the Xz and

Xxy valleys in AlAs (the Xz and Xxy states) and via related states of Si donors  and  was observed. This

circumstance made it possible to determine the binding energies of these states (EB( ) ≈ 50 meV and EB( ) ≈
70 meV, respectively) directly from the results of identification of resonance features in transport characteris-
tics. An analysis of the structure of experimental resonances corresponding to tunneling between the Γ and
X Landau levels in a magnetic field made it possible to determine the transverse effective mass in the X valleys
of AlAs (mt = (0.2 ± 0.02)m0). An additional fine structure of donor resonances is observed in experimental
transport characteristics. This fine structure is caused by resonant tunneling of electrons through the states of
the donors that are located in various atomic layers of the AlAs barrier (in the growth direction) and therefore
have different binding energies. © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Experimental discovery of an appreciable effect of
quantum states that belong to the X valleys in the AlAs
conduction band on electrical properties of GaAs/AlAs
heterostructures [1] has stimulated intense tunneling-
transport [2–5] and optical [6, 7] studies of both the
spectra of quantum states and the mechanisms of tun-
neling transitions between electronic states related to
valleys in the conduction band. These valleys are
located at different symmetry points of the Brillouin
zone and are characterized by different effective masses
(different mechanisms of intervalley transitions Γ–X).
The dependence of properties of GaAs/AlAs hetero-
structures on the AlAs X states is related to the follow-
ing combination of special features of the energy-band
structure for the materials that form these heterostruc-
tures. AlAs is an indirect-gap semiconductor with the
bottom of the conduction band located near the X point
of the Brillouin zone, whereas GaAs is a direct-gap semi-
conductor with the bottom of the conduction band located
at the center of the Brillouin zone (at the point Γ)[6].
Therefore, as can be seen from Fig. 1a, the profile of the
X minimum in the conduction band along the
GaAs/AlAs/GaAs heterostructure forms a quantum
well (QW) for electrons in the AlAs layer. It is notewor-
thy that the difference between the energies of the min-
ima in the valleys Γ (GaAs) and X (AlAs) amounts to a
mere ~0.12 eV [3]. It is the resonant tunneling of elec-
1063-7826/04/3804- $26.00 © 20419
trons from the states Γ in GaAs via the X states of the
QW in the AlAs layer that leads [1–3] to a modification
of the transport characteristics of the heterostructures
under consideration. In addition, it was shown that the
effective-mass anisotropy in the X valleys (see Fig. 1b)
in a thin AlAs layer (QW) leads to the appearance of
two different types of quasi-confined states (different
staircases of two-dimensional (2D) subbands) formed
by the Xz and Xxy valleys. The latter feature different
effective masses in the direction of the z quantization
[2, 3, 6]. The energies of dimensional quantization of
corresponding 2D states Xz and Xxy (the energy of the
minima in the subbands Xz and Xxy) are governed by the
values of the longitudinal (ml ≈ 1.1m0) and transverse
(mt ≈ 0.19m0) effective masses in the AlAs X valleys,
respectively; as a result, these energies differ markedly.
This effect is often referred to as the splitting of the
X valleys (to be more precise, of the X subbands) or as
a reduction of the multiplicity of the valley degeneracy
under conditions of quantization. In addition, another
factor affecting the mutual energy arrangement of sub-
bands Xz and Xxy was discovered. This factor consists in
the presence of a biaxial stress in the AlAs layer, which
arises owing to a 0.12% mismatch of the GaAs and
AlAs lattice constants and leads to a decrease in the
energy of subbands Xxy in respect to the energy of sub-
bands Xz (see [6] and the references cited therein). In a
number of studies concerned with GaAs/AlAs hetero-
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structures, the manifestation of quasi-confined states Xz

and Xxy was observed and attempts to reveal the factors
that affect the relative positions of these states were
undertaken. Nevertheless, there is now considerable dis-
agreement about the origin of the ground state (Xz or Xxy)
in the X well of a certain width [2–6, 8–10]. In this con-
text, it is stated that the nature of the ground state
largely controls the optical and electrical properties of
GaAs/AlAs heterostructures. The aforementioned con-
troversy is caused to a great extent by the appreciable
uncertainty in band-structure parameters such as the
principal effective masses ml and mt in the AlAs X val-
leys, the energy gaps between the minima Γ (GaAs) and
X (AlAs) in the conduction band, and the magnitude of
splitting of the Xz and Xxy valleys due to the biaxial
stress (see [11–14] and the references cited therein).
The values of the above parameters used in our calcula-
tions represent merely one of the possible sets deter-
mined experimentally.

Optical studies of thick (1–7 µm) AlAs epitaxial
layers doped with silicon (the most widely used donor
impurity in GaAs/AlAs heterostructures) showed that
the Si donors in this semiconductor are related to the
X valleys. The Si states are adequately described by the
hydrogen-like model in the context of the effective-
mass method in which the intervalley and spin–orbit
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Fig. 1. (a) Energy diagram of the Γ and X minima in the con-
duction band along the GaAs/AlAs/GaAs heterostructure;
(b) schematic representation of isoenergetic surfaces corre-
sponding to the six equivalent AlAs X valleys in the k space.
coupling effects are disregarded. This model is equiva-
lent to the model of independent X valleys, which is
commonly used to describe the states of substitutional
donor impurities that reside at the sites of Group III ele-
ments; these states are related to the X valleys [7]. In
other words, the Si donors in AlAs give rise to single-
type hydrogen-like states related to independent (non-
interacting) X valleys. As a result, the Si ground state is
found to be threefold degenerate in the absence of addi-
tional factors that reduce the degeneracy multiplicity
(these factors may include, for example, stresses in the
lattice); otherwise (if the valleys interact), the above
state splits along with the X valleys. The above infer-
ences were specifically supported by observation of
splittings of the Si ground donor state into the states
related to the Xz and Xxy valleys. These splittings corre-
spond to relative variations in energies of minima in the
Xz Xxy valleys in stressed AlAs layers grown on GaAs
substrates and bonded to Si substrates; the stresses are
caused by a mismatch of the GaAs and Si lattice con-
stants (aGaAs < aAlAs < aSi). The Si states are not split in
an unstressed AlAs layer separated from the substrate.

Weber [15] considered theoretically the hydrogen-
like donors whose states (like those of Si donors) can be
treated as related to the independent X valleys; the
donors under consideration were located in a thin AlAs
layer confined by GaAs layers (i.e., in a quantum X well).
In this case, the Xz and Xxy valleys are nonequivalent
owing to dimensional quantization and biaxial stress in
the AlAs layer. In turn, this circumstance gives rise to a
corresponding difference in the donor energy states
related to the above valleys. The binding energies of
“ground” states of hydrogen-like donors associated
with the Xz and Xxy valleys (the lower Xz and Xxy sub-
bands) were calculated in relation to the QW width and
the location of the donor in this QW. When calculating
the binding energy, the effective-mass anisotropy and
the effect of QW potential were taken into account. The
effect of biaxial stress in the AlAs layer on the binding
energy was disregarded. The term “ground” states is
used above because the donor states under consider-
ation are ground ones only with respect to the X valleys
to which these states are related (Xz or Xxy). The mutual
arrangement of these states is governed by the binding
energies and the energies of the minima in the Xz and
Xxy subbands for a given QW width and by the location
of a donor atom in the QW. The results of calculations
showed that the absolute values of binding energies for
the ground states of hydrogen-like donors were large
(~50 meV); there was an appreciable difference
(~20 meV) between these energies for the donors
located at the center of the X well and those related to
the Xz and Xxy valleys. This circumstance is conducive
to experimental observation and identification of the
states related to the Xz and Xxy valleys for the practically
important donors such as Si in thin AlAs layers with the
use of resonant-tunneling spectroscopy. In addition, it
was shown that the absolute values of binding energies
changed appreciably as the donor location in the well
SEMICONDUCTORS      Vol. 38      No. 4      2004
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varies (for example, the binding energy of the ground
state related to the Xxy valleys changed by 25 meV when
a donor atom was transferred to the edge of a 10-nm-
thick well).

Experimental studies of the structure of donor levels
in the band gap of thin AlAs layers are in the initial
stage. Optical studies of GaAs/AlAs heterostructures
with AlAs doped with silicon showed that there is a sin-
gle nonsplit donor level related to the X valleys in AlAs
[16]. Anomalous values of the longitudinal and trans-
verse effective masses in the X valleys (ml ≈ 2.62m0 and
mt ≈ 0.44m0) had to be used in order to account for the
energy of the above level [15]. Resonant-tunneling
spectroscopy makes it possible to determine directly
the binding energies for donor states under conditions
of observation of resonances that correspond to 2D sub-
bands in a QW and to the donor states related to these
subbands. This inference was confirmed by tunneling
experiments aimed at determining the binding energies
of donors in conventional Γ QWs in GaAs/AlAs/GaAs
heterostructures [17–19]. However, only one tunneling
resonance, presumably related to a Si donor state asso-
ciated with X valleys in general, was detected in a single
study published so far, and this concerned tunneling
through an AlAs barrier layer doped with Si [20] (the
concepts related to the splitting of the Xz and Xxy valleys
and to differences in the binding energies of relevant
donor states were disregarded). Thus, various Si donor
states related to the Xz and Xxy valleys in thin AlAs lay-
ers have not in fact been detected experimentally so far.

In this paper, we report the results of studying the
electron transport that occurs through single-barrier
GaAs/AlAs/GaAs heterostructures and is caused by
resonant-tunneling transitions between the Γ states in
GaAs and the X states in the AlAs barrier. These results
include the following.

(i) We observed the resonant tunneling of electrons

both through the states Xz and Xxy and through the 

and  states, which made it possible to determine the

binding energies for the  and  states of donors

located at the center of the AlAs barrier: EB( ) ≈

50 meV and EB( ) ≈ 70 meV. These energies were
determined directly from the results of identification of
resonance features in the transport characteristics. It is
also shown on the basis of identification of experimen-
tal resonances using the self-consistent calculations of
potential profiles across the heterostructure that the

energy position of the  and  states is largely gov-
erned by the following two factors. The first factor is
spatial confinement in the AlAs layer. The width of the
X QW affects both the energies of the Xz and Xxy states
(the energies corresponding to the minima of the Xz and
Xxy subbands) (see [6]) and the binding energies for the

 and  donor states [15]. The second factor is the
biaxial stress in the AlAs layer, which is caused by a
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mismatch of the AlAs and GaAs lattice constants and
gives rise to the splitting of the Xz and Xxy valleys (as
reported also in [6]). The magnitude of this splitting
determined by us from the identification procedure
amounted to ~23 meV and coincided with the value
determined in [6]. Furthermore, we used the value of
the difference in energies for the minima Γ (GaAs) and
X (AlAs) ∆Γ–X = 120 meV, which coincided with the
average value reported by Teissier et al. [3].

(ii) We observed special features in the transport
characteristics of the structures in a magnetic field that
was parallel to the current (B || I). These features were
caused by resonant tunneling of electrons between the
Γ and X states of the Landau levels formed in the pres-
ence of a magnetic field in the near-barrier accumula-
tion GaAs layer and in the AlAs barrier, respectively.
An analysis of the structure of experimental resonances
that corresponded to the above tunneling allowed us to
determine the transverse effective mass (mt) in the AlAs
X valleys and confirmed the result of identifying the
main low-energy resonance in the transport characteris-
tics at B = 0. The transverse effective mass determined,
mt = (0.2 ± 0.02)m0, almost coincides with the value
used in practice previously (0.19m0) but differs from
the values that have been used when interpreting the
experimental data in the majority of publications cited
above.

(iii) We observed an additional fine structure of
donor resonances in the experimental transport charac-
teristics; this structure is caused by resonant tunneling
of electrons through the states of donors that are located
in different atomic layers of the AlAs “barrier” (in the
growth direction) and have, as a consequence, different
binding energies. An investigation into the behavior of
the fine structure in relation to variations in a magnetic
field shows that the binding energy and, accordingly,
the characteristic spatial extent of the wave function of
donor states XD depend heavily both on the magnetic
field and on the location of the donor atom in the AlAs
barrier, which is consistent with theoretical predictions
[15, 21]. The features of the latter dependence allowed
us to resolve the resonance-related fine structure caused
by tunneling transitions of electrons through the states
of donors located in neighboring atomic layers of AlAs.
Thus, it is shown that the resonant-tunneling spectros-
copy can be used to determine the difference between
the binding energies of donors located in neighboring
atomic layers of the AlAs barrier.

2. RESONANT TUNNELING OF ELECTRONS 
THROUGH SPATIALLY CONFINED AND DONOR 

X STATES IN THE ALAS BARRIER 
AND DETERMINATION OF BINDING ENERGIES 

FOR THE DONOR STATES RELATED 
TO THE Xz AND Xxy VALLEYS

The samples studied by us were single-barrier het-
erodiodes fabricated on the basis of symmetrical
GaAs/AlAs/GaAs heterostructures with spacers. These
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samples were designed in such a way that a 2D accu-
mulation layer for electrons was formed near the AlAs
barrier if an external voltage Vb is applied (see Fig. 2).
As a result, the processes of resonant Γ–X tunneling
occur between 2D electronic Γ states in the accumula-
tion layer and 2D or zero-dimensional donor X states in
the AlAs barrier.

An increase in Vb leads to a decrease in the energy
of X states with respect to the Γ states in the emitter.
Since the processes of Γ–X tunneling occur predomi-
nantly without conservation of the wave vector kxy that
is transverse to the transport direction [22], a new chan-
nel for Γ–X tunneling comes into existence each time
the energy of the bottom of a specific subband or the
energy of the donor state XD coincide with the Fermi
energy in the emitter accumulation layer. The emer-
gence of a new channel for resonant tunneling through
the X states results in a sharp increase in the current.

The heterostructures used in the fabrication of
experimental samples were grown by molecular-beam
epitaxy on a heavily doped N+-GaAs substrate with
(001) orientation at a substrate temperature of 570°C.
These heterostructures had the following sequence of
layers:

a 400-nm-thick N+-GaAs layer with an electron con-
centration of 2 × 1018 cm–3;

a 50-nm-thick N–-GaAs layer with an electron con-
centration of 2 × 1016 cm–3;
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Fig. 2. The potential profile for the Γ minimum of the Bril-
louin zone along a single-barrier GaAs/AlAs/GaAs hetero-
structure at voltage V = 900 mV. The profiles of the Γ and
X minima in the vicinity of the AlAs layer are shown in the
inset.
a 10-nm-thick layer of undoped GaAs;
a 5-nm-thick layer of undoped AlAs;
a 10-nm-thick layer of undoped GaAs;
a 50-nm-thick N–-GaAs layer with an electron con-

centration of 2 × 1016 cm–3; and
a 400-nm-thick N+-GaAs layer with an electron con-

centration of 2 × 1018 cm–3.
It is noteworthy that, although the AlAs barrier layer

was nominally undoped, a high concentration of Si
donor impurities was present in this layer owing to the
diffusion of impurities from the heavily doped N+ layer
in the course of growth and to a residual Si concentra-
tion in the growth chamber. The presence of a high con-
centration of donor impurities in the AlAs barrier was
confirmed in our studies on the basis of analysis of the
Shubnikov–de Haas oscillations in a magnetic field that
was parallel to the current (B || I) [23, 24]. The calcu-
lated profile of the Γ minimum in the conduction band
of the experimental structure at Vb = 900 mV is shown
in Fig. 2. The profiles of the Γ and X minima in the vicin-
ity of the AlAs layer are shown in the inset in Fig. 2.

We measured the current–voltage (I–V) characteris-
tics and also the dI/dV = f(V) and d2I/dV2 = f(V) in the
magnetic-field range from 0 to 14 T at temperatures of
0.4–30 K. The dependences dI/dV = f(V) and d2I/dV2 =
f(V) were measured using the conventional modulation
method.

An I–V characteristic of the experimental sample
measured at a temperature of 4.2 K in the absence of a
magnetic field is shown in Fig. 3a. As can be seen, a
drastic increase in the current occurs at a voltage of
about 900 mV; this increase is caused, as will be shown
below, by the emergence of a channel of resonant tun-
neling through the states of the lower Xz1 subband in the
AlAs barrier. The range of the measured current densi-
ties from 10 to 100 A/cm2 observed by us corresponds
to the emergence of the channel for Γ–Xz1 tunneling and
coincides with the current densities reported in previ-
ous publications [20, 25] where similar structures with
a 5-nm-thick AlAs barrier were studied. In addition, the
shape of the I–V characteristics in the region of emer-
gence of the channel for the Γ–X tunneling reported
previously [20, 22, 25] was similar to that observed by
us. Deviations from monotonicity in the I–V character-
istics at voltages that are below the threshold of the
Γ−Xz1 tunneling are denoted in Fig. 3a as an “excess
current” and manifest themselves as two resonance spe-
cial features in the dI/dV = f(V) characteristic (see
Fig. 3b). A similar special feature of the transport char-
acteristics of single-barrier GaAs/AlAs/GaAs hetero-
structures, in which a thin region in the vicinity of the
middle of the AlAs barrier layer was doped intention-
ally with Si, was reported in [20]. This feature was
attributed to the manifestation of resonant tunneling
through single-type donor XD states in the barrier; these
states are related to the X valleys in general, without any
consideration of the complex structure of the X states in
a thin AlAs layer.
SEMICONDUCTORS      Vol. 38      No. 4      2004
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In Fig. 3b, we show the dI/dV = f(V) characteristic
measured at a temperature of 4.2 K. Three distinct step-
like features in this characteristic, which are denoted by
C, D, and E, are caused by the successive emergence of
new channels for resonant Γ–X tunneling. We relate
features C and E to the thresholds for elastic-tunneling
transitions through the Xz1 and Xz2 states, whereas fea-
ture D corresponds to the threshold for inelastic-tunnel-
ing transitions through the Xxy1 states with the involve-
ment (emission) of transverse acoustic (TA) phonons in
AlAs. The two poorly pronounced features A and B at
voltages that are lower than the threshold for tunneling
through the states Xz1 are more distinct in Fig. 4, where
the dependence d2I/dV2 = f(V) is shown. We relate the
features A and B to the thresholds for resonant tunnel-

ing through the silicon donor states  and .

We identified the special features in experimental
transport characteristics using the self-consistent calcu-
lations of both potential profiles for the minima in the
conduction band and energy levels of electronic states.
The results of calculations were then used to determine
the voltage Vb required for the initiation of any of the
aforementioned processes of Γ–X tunneling. It is note-
worthy that, in order to correct the results of self-con-
sistent calculations, we used experimental voltage
dependences of both the electron concentration in the
accumulation layer and the electric-field strength in the
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Fig. 3. (a) Current–voltage characteristic of an experimental
sample at T = 4.2 K; (b) the characteristic dI/dV = f(V).
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barrier region. These dependences were determined
from an analysis of the Shubnikov–de Haas oscilla-
tions, which had been previously studied by us in detail
[23]. When carrying out the calculations, we also took
into account both the anisotropy of the effective mass in
the X valleys of AlAs and the splitting of the Xxy and Xz

valleys due to biaxial stress in the AlAs layer. As a
result, we calculated the energies of the Xxy and Xz states
(the energies of the minima in the subbands Xxy and Xz)
in relation to the applied voltage. The tunneling transi-
tions with the involvement of phonons were included in
the simulation by adding the phonon energy "ωph to the
energy of the X state under consideration. We then
determined the threshold voltages that corresponded to
the onset of various processes of resonant tunneling.
The threshold voltages for resonant tunneling through

the silicon donor states  and  were calculated
using the data reported in [15]. In the latter publication,
the binding energies of hydrogen-like donors related to
the Xxy and Xz were calculated taking into account the
effective-mass anisotropy and the spatial confinement
in the AlAs layer (the effect of the QW walls). The
binding energies of hydrogen-like donors related to the
Xxy and Xz valleys and located at the center of the 5-nm-
thick AlAs barrier should be equal, according to [15], to
68 and 51 meV, respectively. The arrows in Fig. 4 indi-
cate the calculated values of threshold voltages for
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Fig. 4. Dependence d2I/dV2 = f(V) for an experimental sam-
ple at 4.2 K. Arrows indicate the calculated values of volt-
ages for which the Fermi energy in the accumulation layer
coincides with energies of the donor or spatially confined
X states in the AlAs layer.
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which the energies of the X states in the barrier coincide
with the Fermi energy in the accumulation emitter
layer. As can be seen from Fig. 4, the positions of the
peaks in the dependence d2I/dV2 = f(V) are in satisfac-
tory agreement with calculated values of threshold volt-
ages. It is also worth noting that the positions of the
peaks in the dependence d2I/dV2 = f(V) correspond with
good accuracy to the conditions of thresholds for reso-
nant tunneling without conservation of the wave vector
kxy that is transverse to the transport direction (see, for
example, [26]). In order to attain the best agreement
between the results of calculations and experimental
data, we used the following values of the longitudinal
and transverse effective masses in the X valley of GaAs:
ml ≈ 1.1m0 and mt ≈ 0.19m0; these values are the most
widely used. The difference in energies between the Γ
(GaAs) and X (AlAs) minima was set equal to 120 meV,
which coincided with the average of the values reported
by Teissier et al. [3]. The magnitude of the splitting of
the Xxy and Xz valleys due to the biaxial stress in the
AlAs layer was taken to be equal to 23 meV in accor-
dance with the data reported by van Kesteren et al. [6].

As can be seen from Fig. 4, the feature correspond-
ing to elastic tunneling through the Xxy1 states is not
observed. However, we observed the feature caused by
tunneling through the Xxy1 states with emission of the
X-valley TA phonons in AlAs ("ωTA = 12 meV). The
ratio between the amplitudes of special features corre-
sponding to the tunneling transitions Γ–Xz, Γ–Xxy, and
Γ–(Xxy + TA) observed previously [3, 22], was similar
to that shown in Fig. 4 and was accounted for by the
corresponding relation between the rates of tunneling
transitions  @  @ . This relation
between the transition rates is also confirmed by the
results of studying the photoluminescence spectra of
GaAs/AlAs heterostructures (see [3, 6]). The low prob-
ability of elastic-tunneling transitions to the states in
the outer Xxy valleys is caused by the fact that, in order
for these transitions to be accomplished, a large change
in the transverse wave vector is required. The magni-
tude of this change q is comparable to the value of the
wave vector at the boundary of the Brillouin zone; i.e.,
we have q ≈ 2π/a, where a is the lattice constant.

As already mentioned above, the most plausible
causes of the presence of the Si donor impurities in the
barrier is the diffusion of these impurities from the
heavily doped regions during growth and the residual
(background) Si concentration in the growth chamber.
As a result, the Si donors are found to be almost uni-
formly distributed in the AlAs layer and, since the bind-
ing energy of donors depends on their location in the
layer [15], the resonant tunneling through the states of
donors located in different atomic layers of AlAs
occurs at different values of applied voltage. This cir-
cumstance could result in an appreciable broadening of
experimental donor resonances. However, the resonant
tunneling through donor states located near the middle

PΓ –Xz
PΓ – Xxy TA+( ) PΓ –Xxy
of the AlAs layer is the most probable process and
makes the major contribution to the total current [27];
furthermore, the binding energies of these states are
highest [15]. As a result, tunneling transitions through
the “middle” (central) donor states give rise to fairly
abrupt (in the sense of the magnitude of variation in the
current per unit voltage) thresholds for tunneling

through various types of the donor states (  and )
in the AlAs layer in general and correspond with good
accuracy to the peaks in the dependence d2I/dV2 = f(V).
The above reasoning allowed us to use the identifica-
tion of the resonance special features of the experimen-
tal characteristic d2I/dV2 = f(V) to directly determine

the binding energies of central states  and  as

EB( ) ≈ 70 meV and EB( ) ≈ 50 meV, respectively;
these values are in good agreement with theoretical
results [15].

Additional studies of the Γ–X tunneling in a mag-
netic field that was parallel to the transport direction,
B || I (B || z), allowed us to confirm the results of identi-
fying special feature C in the characteristic dI/dV = f(V)
at B = 0 as a threshold for resonance Γ–Xz1 transitions
and determine the transverse effective mass mt in the
X valleys of AlAs. Application of a magnetic field B || I
gives rise to quantization of the electron motion in the
xy plane, which manifests itself in the formation of the
Landau levels with energies (nΓ, X + 1/2)"ωc, where nΓ, X
are the numbers of the Landau levels in the Γ and X sub-
bands, respectively; ωc = eB/  is the cyclotron fre-

quency; and  is the cyclotron mass. Finley et al.
[2] studied the magnetotunneling in GaAs/AlAs/GaAs
heterostructures that were similar to those in our stud-
ies. The resonance transitions of electrons between the
states of various Γ Landau levels in the accumulation
layer and X Landau levels in the AlAs barrier were
observed as peaks in the experimental dependences
d2I/dV2 = f(V) at voltages that corresponded to a coinci-
dence of these state energies with

(1)

where ∆EΓ–X is the difference between the energies of
the minima in the Γ and X subbands and α is the factor
of proportionality between the applied voltage and rel-
ative variation in energies of the Γ and X states.

The identification of resonance features in the char-
acteristics dI/dV = f(V) (Fig. 5) was based on the
approach suggested by Finley et al. [2]. We used the
voltage dependences of the electron concentration in
the accumulation layer and the electric-field strength in
the AlAs barrier layer (and the emitter near-barrier
GaAs layer). These dependences had been previously
determined from an analysis of the Shubnikov–de Haas
oscillations [23] and/or from the aforementioned self-
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consistent calculations. Knowledge of the above depen-
dences allowed us to determine the number of Landau
levels below the Fermi level in the accumulation layer
for various values of the voltage V, as well as the
assumed values of B and V at which the resonance fea-
tures corresponding to transitions between the Γ and X
Landau levels should be observed. The identification
procedure is appreciably simplified by the fact that only
two Landau levels with numbers nΓ = 0, 1 are found
below the Fermi level in the accumulation layer at V <
1.4 V and B > 9 T, in which case the most pronounced
features in the experimental characteristics dI/dV = f(V)
are observed. In addition, it was assumed initially that
the observed structure of resonance features was caused
by transitions via the Xz1 states of the Landau levels.
Indeed, as shown by Finley et al. [2], a manifestation of
Γ–Xxy between the Landau levels in the transport char-
acteristics is complicated by the less pronounced (dif-
fuse due to the broadening of the levels) structure of the
Xxy Landau levels as a result of the fact that the cyclo-
tron mass corresponding to the Xxy Landau levels far
exceeds the cyclotron mass for the Xz Landau levels. As
a result, we found that the most clearly pronounced fea-
tures observed in the dependence dI/dV = f(V) at B > 5 T
and indicated by arrows in Fig. 5 corresponded to tran-
sitions between the Γ and Xz1 states of the Landau levels
with the following sets of indices (nΓ, nX): (2, 2), (1, 1),
and (0, 0). We then fitted the assumed calculated reso-
nance voltages determined using formula (1) to experi-
mental data using the cyclotron mass  as the adjust-
able parameter. The fit was performed sequentially for
each set of features with a fixed magnetic field, which
allowed us to set the same value of ∆EΓ–X in formula (1)
for all the special features in a set. Furthermore, the
value of α was also assumed to be the same in each
aforementioned case, which was verified using the self-
consistent calculations and corresponded to the experi-
mental data with satisfactory accuracy (≤5%). The
value  = 0.067m0 used by us is treated as reliably
established. The best agreement with experimental data
(shown in the inset in Fig. 5) was attained for mX =
(0.2 ± 0.02)m0, which coincided with the commonly
used value of the transverse effective mass in the X val-
leys of AlAs (mt = 0.19m0).

If B || z, the cyclotron motion of electrons occurs in
the xy plane. For electrons in the Xz states, the cyclotron
motion in the k space corresponds to the circular motion
over the surface of constant-energy ellipsoids in the Xz

valley. As a result, the cyclotron mass corresponding to
the Xz states of the Landau levels is equivalent to the
transverse effective mass  in the X valleys. How-
ever, the electrons located at the Xxy states move in the
k space along elliptic orbits over the surface of the Xz

and Xy constant-energy ellipsoids. Therefore, the cyclo-

tron mass is given by the expression  ≈

mX*

mΓ*

mt*

mt*ml*( )1/2
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0.5m0. Thus, the value of the cyclotron mass  ≈ 
determined by us confirms the identification of features
in the dependence dI/dV = f(V) in a magnetic field B || I
(Fig. 5) as a consequence of the Γ–X transitions
between the Landau levels. In addition, this result is yet
another confirmation of the fact that feature C in Fig. 3
is caused by the Γ–Xz1 resonance transitions, as was
previously established on the basis of self-consistent
calculations at B = 0. Finally, it should be noted that the
value of  determined by us differs from the value
obtained from an analysis of the Γ–Xz magnetotunneling
between the Landau levels [2]. Contradictory values of
the transverse effective mass  have been also reported
in many recent publications mentioned in Section 1.

3. THE FINE STRUCTURE OF DONOR 
RESONANCES AS A MANIFESTATION 

OF TUNNELING TRANSITIONS VIA 
THE STATES OF DONORS LOCATED 

IN DIFFERENT ATOMIC LAYERS 
OF THE AlAs BARRIER

In the previous section, we reported the observation
of special features in the transport characteristics of sin-
gle-barrier GaAs/AlAs/GaAs heterostructures. These
features are caused by resonant-tunneling transitions
via the Si donor states related to the Xxy and Xz valleys

mX* mt*

mt*

mt*
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Fig. 5. Experimental dependences dI/dV = f(V) at T = 1.5 K
in the range of magnetic fields B || I from 0 to 14 T. Positions
of the conductivity peaks for various values of B are shown
in the inset.
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in the thin AlAs layer; we also determined the binding
energies of these states. In this section, we report on the
observation of an additional fine structure in the afore-
mentioned features of transport characteristics (donor
resonances); this fine structure is caused by tunneling
transitions via the states of Si donors that are located at
various possible sites (in the growth direction z) in the
AlAs layer (i.e., in different atomic layers of AlAs) and,
consequently, have different values of the binding
energy, as shown by Weber [15].

Previously, the fine structure of donor resonances
was observed in the studies of tunneling through struc-
tures with a QW in GaAs whose central layers were
doped with donor impurities [28, 29]. However, in that
case, the fine structure turned out to be mesoscopic con-
ductivity fluctuations caused by statistical fluctuations
of quasi-continuous density of localized donor states.
These statistical fluctuations are related to appreciable
fluctuations of electrostatic potential in the QW region
that are induced by charged impurities that are ran-
domly distributed in the depletion region of the doped
collector contact. Therefore, the energies of the donor
states in the GaAs QW was mainly governed by ran-
dom fluctuations of the electrostatic potential in the
QW region rather than by the dependence of the bind-
ing energy on the donor location. As a result, the donor-
state energies were also found to be random.

Theoretical calculations showed that the depen-
dence of binding energy of hydrogen-like donors on
their location in the AlAs layer is much greater than the

B = 6 T

B = 0

Xxy Xz

3

2

1

d2I/dV2, arb. units

400300 500 600
V, mV

Fig. 6. Experimental dependences d2I/dV2 = f(V) in the
region of the Xxy and Xz donor resonances at B = 0 and B =
6 T. T = 1.5 K.
similar dependence for donors in the GaAs layer
[15, 30, 31]. For example, the difference between the
binding energies at the center and at the boundary of the
5-nm-thick AlAs layer (as in the case under consider-
ation) and, consequently, the difference between the
binding energies of donors located in neighboring
atomic layers exceeds the corresponding values for a
GaAs layer with the same thickness by almost an order
of magnitude. As a result, possible random fluctuations
of the electrostatic potential can no longer greatly affect
the energies of donor states in the AlAs layer. This cir-
cumstance allowed us to resolve the fine structure of
donor resonances; the components of this structure cor-
respond to resonant tunneling via similar donor states
located in various atomic layers of the AlAs barrier. The
evolution of the fine structure in a strong magnetic field
that is parallel to the current direction is observed by us
and can be accounted for using the concept that tunnel-
ing occurs via the states of donors located at various
sites in the AlAs layer. It is also assumed according to
the theory [15, 21] that there are heavy dependences of
the donor-state energies on the location of donors and
on the magnetic field. As a result, the above evolution
is an independent confirmation of the interpretation of
the fine structure. Thus, in this section, we show that
resonance spectroscopy can be used to measure the dif-
ference between the binding energies of donors located
in neighboring atomic layers of the AlAs barrier.

An additional fine structure of donor resonances in
transport characteristics measured at T = 1.5 K either in
a magnetic field B = 6 T parallel to the current or in the
absence of a magnetic field is shown in Fig. 6. The
large-scale features of the characteristic d2I/dV2 = f(V)
in Fig. 6 correspond, as we showed above, to resonant
tunneling through the groups of donor states related to
the Xxy and Xz valleys in AlAs in general. In contrast,
individual features of the fine structure correspond to

tunneling transitions via the single-type (  or )
states of donors located in various atomic layers of
AlAs. The fine structure of donor resonances was also
observed in the absence of a magnetic field; however,
this structure became more pronounced as the magnetic
field increased. It is noteworthy that we observed virtu-
ally no variation in the number of individual features as
components of the fine structure with increasing mag-
netic field. An increase in the amplitudes of the fine-
structure features with increasing magnetic field may
be caused by the following two factors. First, the appli-
cation of a magnetic field leads to an additional local-
ization of the donor states (an increase in their binding
energies) and, as a result, to a decrease in the broaden-
ing of corresponding energy levels. Second, the density
of states at the Fermi level in the accumulation layer
(this density has a great effect on the amplitudes of res-
onance features) can be much higher in the presence of
a magnetic field (if a specific Landau level is close to
the Fermi level) than the density of states in the absence
of a magnetic field. Thus, we may state that a magnetic

Xxy
D Xz

D
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field just enhances the fine structure without changing
its nature. At B > 10 T, the fine structure is clearly pro-
nounced even in the dependences dI/dV = f(V) (see
Fig. 7 for B = 14 T). It should be noted that relatively
large amplitudes of the fine-structure features in the
low-energy donor resonance Xxy in Fig. 6 are caused
only by the fact that the Landau level with n = 2 is
located near the Fermi level at B = 6 T (and at values of
B that are close to 6 T) in the range of voltages at which
the Fermi level position in the accumulation layer coin-
cides with the donor states; tunneling through the latter
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Fig. 7. (a) Experimental characteristics dI/dV = f(V) in the
region of the donor resonance Xxy in a magnetic field B = 14 T
(parallel to the current) at temperatures of 0.3 and 4.2 K;
(b) the characteristics dI/dV = f(V) after subtraction of the
monotonic component.
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gives rise to the fine structure of the donor resonance Xxy.
In this situation, the density of states at the Fermi level
is relatively high. At higher voltages that correspond to

tunneling through the donor  states, the aforemen-
tioned Landau level is still some distance from the
Fermi level. Accordingly, the density of states at the
Fermi level is relatively low. Naturally, as the magnetic
field increases, the situation with amplitudes of features
in the fine structure of the Xxy and Xz donor resonances
becomes opposite. The fine structure is found to be spe-
cific but highly reproducible for each sample, even after
thermal cycling. In addition, the fine structure is to a
certain extent regular (Fig. 6) with an average period of
about 15 mV, which corresponds to the energy differ-
ence of 1.2 meV, taking into account the factor of pro-
portionality between the relative variation in the ener-
gies of donor states and applied voltage; this factor was
determined from the self-consistent calculations.

An increase in temperature to 20 K (kT ≈ 1.25 meV)
leads, as can be seen from Fig. 8, to an appreciable sup-
pression of the majority of features in the fine structure
as a result of thermal broadening of the Fermi distribu-
tion function in the accumulation layer; the fine struc-
ture almost completely disappears at T = 30 K. The
decrease in temperature from 4.2 to 0.3 K (Fig. 7) led
to an increase in the amplitudes of the fine-structure
features, the resolution of an additional feature at V ≈
0.48 V, and the manifestation of an even finer structure
(i.e., substructure) in certain features. Thus, the number
of features in the fine structure remains virtually con-
stant in the temperature range 0.3–20 K. This observa-
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Fig. 8. Experimental dependences d2I/dV2 = f(V) in the
region of the donor resonance Xxy in a magnetic field B = 6 T
(parallel to the current) in the temperature range 4.2–30 K.
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tion indicates that the smallest difference between the
donor-state energies exceeds kT in the above tempera-
ture range.

We now consider the experimental data reported
above in more detail taking into account that there are
two alternative plausible reasons for the appearance of
the fine structure. First, as the studies of the Γ–Γ tunnel-
ing in two-barrier GaAs/AlAs heterostructures showed,
the fine structure can be caused by the roughness of
interfaces [32]. However, the donor binding energy in
AlAs depends more heavily on the location of the donor
in the layer than on the thickness of the layer itself [15].
For example, a variation in the thickness of an AlAs
layer by two monolayers (a typical magnitude of rough-
ness of heterosurfaces in the case of molecular-beam
epitaxy) leads to changes in the binding energies of

central donors  and  by 4 and 2 meV, respec-
tively. In contrast, the experimentally observed differ-
ence between the binding energies of donors located in
the center (middle) of the 5-nm-thick AlAs layer and
those located on the layer boundary is approximately

equal to 30 and 20 meV for the  and  donors,
respectively. Therefore, we assume that the roughness
of interfaces cannot give rise to the fine structure in the
situation under consideration. Second, the presence of
donors in the QW of the GaAs/AlAs structure can give
rise to mesoscopic fluctuations of differential conduc-
tivity; these fluctuations are caused by statistical fluctu-
ations in the quasi-continuous density of localized
donor states [28, 29]. The conductivity fluctuations
manifest themselves as the fine structure of donor reso-
nances. Both the amplitudes and the number of
observed fluctuations in the conductivity (or their typi-
cal period with respect to voltage) decreased simulta-
neously as temperature increased from 0.5 to 4.2 K and
finally ceased to exist. In order to explain this tempera-
ture dependence of fluctuations, the modified Larkin–
Matveev theory of mesoscopic fluctuations was used
[33]. The donor states in AlAs are found to be localized
to a much greater extent than those in GaAs, and the
binding energies of Si donors located in neighboring
atomic layers of AlAs differ to a much greater extent
(nearly by an order of magnitude) than those in GaAs
[15]. Therefore, random fluctuations of electrostatic
potential affect the spectrum of donor states in AlAs to
a much lesser extent. As a result, the spectrum of donor
states in the AlAs layer is mainly controlled by the
dependence of the binding energy on the donor loca-
tion. Both the regularity in the arrangement of features
in the fine structure under investigation and the agree-
ment between the number of observed features and the
number of possible positions of Si donors in the 5-nm-
thick AlAs layer confirm that fluctuations of electro-
static potential insignificantly affect the spectrum of
donor states in AlAs in the experimental situation under
consideration. The fine structure of the donor resonance
Xxy (as well as of the resonance Xz) included 22 features,

Xxy
D Xz

D

Xxy
D Xz

D

whereas Si donors can be located in 20 different atomic
layers in a 5-nm-thick AlAs layer. The difference
between the binding energies of the donors Xxy located
at the center and the boundary of the AlAs layer is equal
to 35 meV in the case under consideration [15]. There-
fore, the average difference between corresponding
donor levels should be approximately equal to 1.65 meV.
The average difference between voltages related to
neighboring features in the observed fine structures was
equal to 15 mV and corresponded to the energy differ-
ence of 1.2 meV, which is in satisfactory agreement
with the previous estimate. As noted above, the features
of the fine structure are suppressed to a great extent as
temperature is increased from 0.3 to 20 K. However, the
number and shape of the features remain virtually
unchanged in this case. A further increase in tempera-
ture from 20 to 30 K leads to the complete disappear-
ance of the fine structure. In our opinion, such an evo-
lution of the fine structure with increasing temperature
is caused by the temperature-related broadening of the
Fermi distribution function in the accumulation layer
and, thus, represents an additional confirmation of the
suggested interpretation of the fine structure. We
believe that, under the conditions of our experiment,
random fluctuations of electrostatic potential lead only
to additional inhomogeneous broadening of the states
of donors located in different atomic layers.

The modification of transport characteristics of our
samples in a magnetic field B || I was found to be quite
complex, since this modification was caused in part by
the Landau quantization in the accumulation layer and
in part by changes in the fine structure. Therefore, in
order to clarify the effect of the magnetic field on the
fine structure, we studied in detail the transport in high
magnetic fields (B > 12 T). Under these conditions,
only a single Landau level is found below the Fermi
level in the accumulation layer (in the voltage range
corresponding to the donor resonance Xxy). A shift of
this Landau level with increasing B can produce only
monotonic changes in the accumulation-layer parame-
ters and, consequently, monotonic shifts of the reso-
nance features. As can be seen from Fig. 9a, where the
fine structure of the donor resonance Xxy is shown in the
range of B || I from 12.75 to 14 T at T = 0.4 K, the peaks
in the fine structure shift to lower voltages with increas-
ing magnetic field. The dependence of positions of the
peaks in the experimental curve on the value of B is
shown in Fig. 9b. The fine-structure peaks in the region
of the donor resonance Xxy shift with the rates from 8 to
20 mV/T in the voltage range 300–500 mV; the rate of
this shift is a steadily increasing function of the voltage
(Fig. 9b). The results of our self-consistent calculations
showed that, in the voltage range under consideration
(300–500 mV), the ratio between the applied voltage
and the voltage drop across the AlAs layer varied only
very slightly (from 12 to 12.7) and could not apprecia-
bly affect the shift of resonance peaks as B varied. In
addition, it was shown that, in the voltage and mag-
netic-field ranges under consideration, variations in the
SEMICONDUCTORS      Vol. 38      No. 4      2004
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accumulation-layer parameters as a result of a shift of
the Landau levels were also insignificant and could not
account for the very large difference between the rates
of shifts of the peaks as observed experimentally.
Therefore, we rely on theoretical predictions [15, 27]
and believe that this difference in the rates is related to
the fact that the binding energy of the states with lesser
localization for donors located near the boundary of the
AlAs layer depends much more heavily on B than the
binding energy of more highly localized states of the
donors located near the middle of the AlAs layer. We
note for clarity that the low-energy features of the fine
structure correspond to tunneling transitions through
the states of donors located near the middle of the AlAs
layer. Thus, the behavior of the fine structure when the
magnetic field is varied represents an independent
experimental confirmation of the fact that individual
features of the fine structure are caused by resonant tun-
neling through the states of donors located in various
atomic layers of AlAs. In addition, this behavior con-
firms the strong dependence of the binding energy for
the X donors on their location in the AlAs layer; this
dependence has been predicted theoretically [15].
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Fig. 9. (a) Experimental characteristics dI/dV = f(V) in the
region of the donor resonance Xxy at T = 0.4 K in the range
of magnetic fields from 12.75 to 14 T (the field was parallel
to the current); (b) positions of the fine-structure peaks for
various values of the magnetic field.
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4. CONCLUSION
We now summarize the results of these studies of

transport through single-barrier GaAs/AlAs/GaAs het-
erostructures. We observed special features in the trans-
port characteristics; we unambiguously related these
features to manifestations of resonant Γ–X tunneling
through quasi-confined X states and through various
donor XD states in the AlAs layer. The features were
identified using both the self-consistent calculations of
voltages that corresponded to the thresholds of resonant
transitions and the results of analysis of the Shubnikov–
de Haas oscillations in the structures under consider-
ation. The results of identification show that the ener-
gies of the donor XD states are predominantly con-
trolled by spatial confinement in the AlAs layer (the
quantum-well width) and by biaxial stress, which gives
rise to splitting of the Xxy and Xz valleys. The aforemen-
tioned spatial confinement affects the energies of the
Xxy and Xz states and the binding energies of the donor

states  and . In addition, the aforementioned
results allowed us to directly determine the binding

energies of “central” donor states  and  as

EB( ) ≈ 70 meV and EB( ) ≈ 50 meV, respectively.
An analysis of the evolution of the structure of reso-
nance features caused by tunneling transitions between
the Γ and X Landau levels with a variation in a magnetic
field made it possible to determine the transverse effec-
tive mass  in the AlAs X valleys. This analysis also
confirmed the result of identification of the main low-
energy resonance in the transport characteristics in the
absence of a magnetic field as a manifestation of the
Γ−Xz1 tunneling transitions. We also observed an addi-
tional fine structure of the donor resonances in the
experimental transport characteristics. This structure is
caused by resonant tunneling of electrons through the
states of donors that are located in different atomic lay-
ers of the AlAs barrier (in the growth direction) and,
correspondingly, have different binding energies. Stud-
ies of the behavior of the fine structure in a magnetic
field B || I confirm that the binding energy of the donor
X states depends heavily on the location of donors in the
AlAs layer and on magnetic field; these dependences
were predicted theoretically. As a result, we show that
it is possible to use resonant-tunneling spectroscopy to
study the states of donors located in neighboring atomic
layers of the AlAs barrier and measure the difference in
the binding energies of these donors.
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Abstract—It is shown that the ground state transition energy in quantum dots in heterostructures grown by
atmospheric-pressure MOCVD can be tuned in the range covering both transparence windows of the optical
fiber at wavelengths of 1.3 and 1.55 µm by varying the thickness and composition of the thin GaAs/InxGa1 – xAs
double cladding layer. These structures also exhibit a red shift of the ground state transition energy of the
InxGa1 – xAs quantum well (QW) as a result of the formation of a hybrid QW InxGa1 – xAs/InAs (wetting layer)
between the quantum dots (QDs). The Schottky diodes based on these structures are characterized by an
increased reverse current, which is attributed to thermally activated tunneling of electrons from the metal con-
tact to QD levels. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Quantum dot heterostructures (QDH) with self-
organized InAs/GaAs quantum dots (QDs) have
attracted particular interest owing to the prospects for
their application in optoelectronics, especially in the
design of high-efficiency laser diodes for fiber-optic
communication lines [1, 2]. A problem of current inter-
est is growing structures that emit in the maximum
transparence window of optical fibers at a wavelength
of ≈1.55 µm, which corresponds to the energy of the
ground state transition in QDs, E0(QD) ≈ 0.8 eV. A pos-
sible solution to this problem is to clad the InAs QD
layer with an InxGa1 – xAs quantum well (QW) layer,
which results in the red shift of E0(QD) [3–5]. Laser
structures that emit in the maximum-transparence win-
dow of optical fibers at a wavelength of 1.3 µm were
produced by this method [6]. In similar structures with
an enhanced In content in the QW layer (x = 0.35–0.45),
photoluminescence at 1.52 µm was observed, but the
quantum efficiency was low [7]. The main reason for
the red shift of E0(QD) in combined QW/QD layers is
either the relaxation of elastic stress in QDs, caused by
the reduction of the lattice mismatch on the QW/QD
interface [3, 6], or the increase in the QD effective size,
related to the decomposition of the QW solid solution,
which is stimulated by the presence of InAs clusters [4, 5].

These effects can be manifested to various extents in
structures grown by different methods in different con-
ditions. Earlier [8], we studied the effect of cladding the
QD layer with a QW layer in structures grown by
MOCVD at atmospheric pressure. Unlike QDH grown
by MBE [3] and low-pressure MOCVD [7], in which
1063-7826/04/3804- $26.00 © 20431
the red shift of the QD energy spectrum ∆E0(QD)
exceeds 100 meV, the red shift in structures obtained in
[8] is relatively small, ∆E0(QD) < 30 meV. However,
these structures demonstrate very low E0(QD), less than
0.85 eV at room temperature, even without cladding the
QD layer with a QW layer [9]. It is suggested that,
owing to diffusion mixing of In and Ga, an interlayer of
a solid solution is formed on the GaAs/InAs heteroint-
erface, which relieves elastic stresses in QDs. It seems
reasonable that in this situation the deposition of an
external QW layer can exert only a small influence on
the transition energy.

In the same structures, a considerable red shift of the
ground state transition energy (∆E0(QD) ≈ 100 meV) in
InGaAs QDs has been observed when the QW layer
was deposited onto the QD layer; the effect was attrib-
uted to the formation of a hybrid QW, InGaAs + InAs
(wetting layer, WL) in the space between QDs.

The present study is concerned with the influence
exerted by the thickness and composition of the QW
material, as well as the thickness of the external GaAs
cladding layer, on the energy spectrum of combined
QW/QD layers in structures grown by MOCVD at
atmospheric pressure.

2. EXPERIMENTAL

Heterostructures were grown on semi-insulating
(100) GaAs substrates. An n-GaAs buffer layer, 0.6 µm
in thickness, with an electron density of ~5 × 1016 cm–3,
was grown at a temperature of 650°C; then the tem-
perature was lowered to 520°C, and the following lay-
ers were deposited: InAs QDs (five monolayers),
004 MAIK “Nauka/Interperiodica”
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InxGa1 – xAs QW (x = 0.2–0.3, well width L = 2–12 nm),
and the external GaAs layer with thickness dc = 3–30 nm.
For better uniformity of the QDs, the InAs layer was
doped with Bi in the course of deposition [10].

According to atomic force microscopy (AFM) data,
QDs uncovered by selective etching of the cladding
layer [10] were 40–50 nm in lateral size, 4–5 nm in
height, and had a surface density of ~1 × 1010 cm–2 in
the structures obtained. The spectral dependences of
photoluminescence (PL) under excitation with a He–
Ne laser and of the photovoltage at the semiconduc-
tor/electrolyte interface (PSE) and across the Schottky
barriers with a golden blocking contact were studied.
The electrolyte was a (1 : 1) mixture of 1M KCl aque-
ous solution with glycerol. To exclude the impact of the
light absorption in the electrolyte on PSE spectra,
which was significant at hν < 0.9 eV, the structures
were illuminated through the substrate. This resulted in
the cutoff of spectra in the intrinsic absorption range of
GaAs. The PSE experimental technique was described
in detail in [11].

3. RESULTS AND DISCUSSION

3.1. Structures with a Single QD Layer

Structures with a single QD layer and a relatively
thick GaAs cladding layer (dc ≈ 30 nm) were used as a
reference for the determination of the red shift of
E0(QD) in structures with a thinner cladding layer
[at dc > 30 nm, E0(QD) is virtually independent of the
cladding layer thickness]. The growth conditions for
these structures were chosen so that the ground state
transition energy E0(QD) ≈ 0.95 eV corresponded to the
PL emission wavelength λ0 ≈ 1.3 µm. Figure 1 shows
typical spectra of such a structure: PL at 77 K (curve 1)

1
2

45 12
3

QW
WL

QW + WL

101

100

10–1

10–2

10–3

Vph, arb. units

0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
hν, eV

Fig. 1. Effect of cladding the QD layer with a QW layer on
PL and PSE spectra. (1, 2) PL spectra of QDH (77 K),
(3) PL spectrum of a structure with a single QW (77 K), and
(4, 5) PSE spectra (300 K); (1, 4) a structure with a separate
QD layer, (2, 5) a structure with a combined QW/QD layer.
Arrows: PL peaks and edges of the photosensitivity bands
from QWs in these structures.
and PSE at 300 K (curve 4). Although the intensity of
QD PL was high even at room temperature, weak emis-
sion lines related to the InAs wetting layer and QW in
combined QW/QD layers are better resolved in the PL
spectra recorded at 77 K.

At dc ≈ 30 nm, QDs experience the electric field of
the surface barrier, ~30 kV/cm (Fig. 2b); this ensures a
virtually 100% emission of photoexcited electrons and
holes from QDs to the matrix, which is necessary to
obtain the maximum normalized photosensitivity of
QDs, i.e., the maximum ratio of the photosensitivity in
the range of QD absorption to the intrinsic photosensi-
tivity of the GaAs matrix. The dominant mechanisms of
emission are presumably thermal above-barrier emis-
sion (transition 4) and thermally activated tunneling
emission (transition 3) through the triangular barrier
lowered by the field. It is worth noting that when the
QD layer is built in the quasi-neutral region of the struc-
ture (at dc ≈ 300 nm), the photosensitivity in the range
of the ground state transition is strongly depressed
(as low as the detection limit [11]), which indicates a
nearly total termination of the electron and hole emis-
sion from the QD ground state levels to the matrix.

The photosensitivity related to QDs was one to two
orders of magnitude weaker that related to QWs (the
edges of QW photosensitivity bands are marked by
arrows in Fig. 1), which may be attributed to the differ-
ence between the absorption coefficients of QDs and
QWs. The surface barrier does not interfere with the

(b)

2

4

3

1

Ee0

–qV

3
4

5

6(c)

GaAs InGaAs InAs GaAs
QW WL

E0(QW) E0(QW + WL) E0(WL)

(a)

Fig. 2. Energy diagrams: (a) hybrid quantum well (QW + WL)
(dashed lines show levels in separate QWs); (b) interface
between metal and QDH with a thin cladding layer; (c) the
same, with reverse bias applied to the contact.
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observation of the QD PL (Fig. 2b, transition 1), because
at the high level of the PL photoexcitation in the intrinsic
absorption range of GaAs it is flattened, and the rate of
the radiative recombination of electrons and holes
exceeds the rate of their emission from the QD.

3.2. Structures with a Combined QW/QD Layer

Figure 1 shows how the capping of the QD layer
with an external InxGa1 – xAs (x = 0.2, L = 5 nm) QW
layer modifies the PSE and PL spectra in structures
with a thick GaAs cladding layer. In the combined
QW/QD layer, the red shift ∆E0(QD) in PSE spectra
was ~70 meV, and the minimum E0(QD) was ≈0.87 eV
at 300 K (curve 5). With correction made for the tem-
perature shift of spectra, these data are in good agree-
ment with the PL spectra recorded at 77 K (curves 1, 2).
It was found that the red shift of E0(QD) disappears if a
5-nm-thick GaAs spacer is deposited between the QW
and QD layers.

Along with the two factors mentioned above, the red
shift of the QD spectrum may be related to the decrease
of the effective barrier in the QD on the InAs/InGaAs
interface. However, in the structures under study the
principal factor is the relaxation of elastic stress in
QDs. This is specifically confirmed by the fact that in
QD layers grown on the surface, and also in those
uncovered by selective etching of the GaAs cladding
layer, when the capping InGaAs layer is absent and the
barrier height on the free surface of QDs even increases,
a strong (~300 and 150 meV, respectively) red shift of
E0(QD) is also observed [12]. Below we will present
additional arguments in favor of this conclusion.

It is noteworthy that the stress relaxation reduces
E0(QD) not only by virtue of the reduction of elastic
strain in QDs, but also because it facilitates the growth
of larger pseudomorphic clusters, QDs. The final stage
of their formation continues for some time during the
deposition of the InAs/InGaAs cladding layer and after
the termination of this process, which is especially typ-
ical of MOCVD [13], which is usually done at higher
temperatures than MBE.

As can be seen in Fig. 1, the structures under study
also demonstrate the red shift of the ground state tran-
sition energy in the QW layer deposited onto the QD
layer. In the single-QW structure with x and L defined
above, the ground state transition energy in the QW is
E0(QW) ≈ 1.37 eV at 77 K (curve 3). It is close to the
ground state transition energy in the QW of the InAs
WL in the structure with a single QD layer, E0(WL) ≈
1.36 eV (curve 1). In structures with a combined
QW/QD layer, the peak of PL from QW lies at an
energy of 1.285 eV (curve 2). This shift is related to the
formation of a hybrid QW (QW + WL), whose profile
is shown in Fig. 2a. Calculations of the energy spec-
trum of such steplike QWs taking account of the Kane
dispersion law for electrons and elastic stresses in the
QW [14] have shown a satisfactory agreement with
SEMICONDUCTORS      Vol. 38      No. 4      2004
experiment. The table contains the data calculated for
structures whose spectra are shown in Fig. 1.

The calculations show that the electron ground state
Ee0 always lies in the wide part of a steplike potential
well, but the heavy-hole level Ehh0 is found to be in the
potential well of the WL at some specific values of
parameters x and L, which should lead to a strong
decrease in the overlap integral of the envelopes of
electron and hole wave functions and, consequently, in
the band-to-band optical absorption coefficient and
photosensitivity. Specifically, this occurs in a structure
with the combined QW/QD layer, whose parameters
are listed in the table. For this structure, the calculated
level Ehh0 lies in the potential well of the WL, though
close to its edge (20 meV below it). However, the nor-
malized photosensitivity of the hybrid QW (QW + WL)
and the QW of the WL are nearly equal (compare
curves 4 and 5). This means that level Ehh0, as well as
Ee0, lies in the wide part of the hybrid well, as shown in
Fig. 2a. We believe that this disagreement with the cal-
culated results, which was also observed for some other
structures, can be attributed to the deviation of the
structure profile from the ideal steplike form as a result
of diffusion processes.

3.3. Structures with a Surface QW/QD Layer

A significantly stronger red shift of E0(QD) was
obtained in structures with a surface QW/QD layer. In
these structures, the QW layer served as the cladding
layer for QDs. The thinning of the GaAs cladding layer
from 25 to 5 nm in a structure with a single QD layer
reduced E0(QD) in PSE spectra from 0.95 to 0.86 eV
(Fig. 3, curves 1, 2), which also indicates the decisive
role of elastic stress in this effect. When In0.2Ga0.8As
was deposited instead of a GaAs layer of the same
thickness, E0(QD) decreased to 0.78 eV (curve 3).
When the QD layer was built-in between two similar
QWs (x = 0.2, L = 5 nm), a relatively weak additional
red shift of E0(QD) to 0.755 eV was observed (curve 4),
but the QD uniformity deteriorated significantly, which
is indicated by the fact that the structure of the spectrum
related to excited states of QDs is weakly pronounced.
It is worth noting that E0(QD) decreases to ~0.7 eV in
structures in which the surface QD layer is not covered
by a QW layer [11].

In this type of structure, the red shift of the photo-
sensitivity spectrum is followed by a decrease in the
energy of the ground state transition peak in respect to

Calculated and experimental ground state transition energies
at 77 K in different types of QWs

Layer type QW WL QW + WL

Parameters: x; L, nm 0.2; 5 1; 0.6

E0(QW), eV (calculated) 1.38 1.36 1.3

E0(QW), eV (experiment) 1.37 1.36 1.29
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that of peaks associated with the excited states of QDs
(compare curves 2–4 with curve 1), and by a strong
quenching of the PL, which may be attributed to the
appearance of a recombination channel directly on the
QD surface. Its effect is stronger in the range of the
ground state transition, because the probability of emis-
sion of nonequilibrium electrons and holes from the
QD to the matrix from the ground state levels is much
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Fig. 3. Effect of the cladding layer thickness and composi-
tion in structures with the surface QW/QD layer on PSE
spectra. Composition and thickness (nm): (1) GaAs (25);
(2) GaAs (5); (3) In0.2Ga0.8As (5); and (4) QD layer built-
in between two In0.2Ga0.8As QWs (5).
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Fig. 4. Effect of parameters of a double cladding layer on
PSE spectra of QDH. QW parameters, x, L (nm): (1) with-
out QW; (2) 0.2, 5; (3) 0.2, 4; (4) 0.3, 4; (5) 0.3, 2; (dc =
25 nm for curve 1 and 5 nm for curves 2–5). The thickness
of GaAs cladding layer, dc: (6) 20, (7) 10, (8) 7, (9) 5, and
(10) 3 nm. For curves 6–10, the QW parameters are x = 0.3,
L = 2 nm.
less than from the excited state levels. Although the
ground state transition energy is even lower than 0.8 eV
in structures with surface QW/QD layers, a significant
disadvantage of these structures is the low intensity of
QD PL, which is due to the strong influence of the sur-
face recombination.

Similar to the case of structures with a relatively
thick cladding layer, structures with surface QW/QD
layers exhibit red shift in the spectrum of the hybrid
QW (curves 3, 4). For curve 4, the shift is about
150 meV in respect to the WL. It is noteworthy that, in
the structure with a thin GaAs cladding layer, a small
red shift in the wetting layer spectrum is also observed
(compare curves 2 and 1), which indicates that its thick-
ness is larger than in structures with a thick cladding
layer. Increasing the cladding layer thickness and the
related buildup of the elastic stress in the WL lead to the
reconstruction of its structure, which consists in thin-
ning it via the formation of small-size QDs [9].

3.4. Structures with a Thin GaAs/InGaAs 
Double Cladding Layer

One might expect that the deposition of a thin
enough GaAs cladding layer onto the combined
QW/QD layer would depress the surface recombination
channel in QD and that no considerable blue shift of
E0(QD) would occur. As shown in [15], when a nar-
rower-gap semiconductor (GaAs) is covered with a thin
layer of lattice-matched wider-gap material (In0.5Ga0.5P),
the rate of surface recombination in GaAs strongly
decreases. The effect is attributed to barriers arising on
the InGaP/GaAs interface, which constrain the electron
and hole recombination flows to the defective outer sur-
face of InGaP (the effect is named heteroepitaxial pas-
sivation of the surface). In the structures under study,
the GaAs layer should act as a passivating coating in
respect to the combined QW/QD layer. The pseudo-
morphism of this layer naturally provides the lattice
matching and, consequently, low density of the surface
states on the GaAs/InGaAs interface. Indeed, our
experiment has shown that the deposition of a thin
GaAs layer can provide both the relaxation of elastic
stress and a reduction of the surface recombination rate.

Figure 4 shows the influence of parameters of a thin
double layer on PSE spectra. In a set of structures in
which the impact of QW parameters x and L on the
spectra was investigated (curves 2–5), a 5-nm-thick
GaAs cladding layer was deposited onto the QW. As
stated above, a layer of this thickness does not produce
strong elastic stress in the underlying QD layer.
Increasing the In content in QW from 0.2 to 0.3 nm and
decreasing the QW width from 12 to 2 nm raise the red
shift of E0(QD). The last result seems unexpected; it is
inconsistent with the data in [3], where, on the contrary,
the red shift decreased as L decreased. The minimum
E0(QD) = 0.72 eV (λ0 = 1.7 µm) was obtained at x = 0.3
and L = 2 nm.
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To elucidate the impact of the thickness of the exter-
nal GaAs layer on E0(QD), a set of structures was pro-
duced, with the same QW parameters (x = 0.3, L = 2 nm),
which corresponded to the maximum red shift, but
with different values of dc. As can be seen in Fig. 4
(curves 6–10), the energy of the QD ground state tran-
sition decreases gradually as dc decreases in the range
20–3 nm. This result is additional confirmation of the
assertion that the principal cause of the red shift of
E0(QD) is the relaxation of elastic stress in the QD, and
this relaxation depends on the total thickness of the
double cladding layer and on its composition.

Figure 5 shows PL spectra at 300 K for the last set
of structures. The PL peak positions coincide with PSE
peaks to within the ordinary experimental scatter over
the wafer (~10 meV). The PL intensity in these struc-
tures remained nearly the same as in structures with a
thick GaAs cladding layer; only for dc = 3 nm was the
PL intensity reduced by a factor of 3–4. Both PSE
(Fig. 4) and PL (Fig. 5) spectra indicate a high quality
of structures with a thin GaAs/InGaAs double cladding
layer. The FWHM for the ground state transition peaks
usually did not exceed 35 meV, and up to three peaks
associated with excited states were observed in PSE
spectra along with the clearly pronounced ground state
transition peaks. As far as we know, the value E0(QD) ≈
0.68 eV (λ0 = 1.8 µm) obtained in this set of structures
represents a record-breaking low value for the
GaAs/InAs system. The variation of x, L, and dc param-
eters of the thin double cladding layer makes it possible
to control the wavelength of the QD emission in the
range 1.3–1.8 µm; 1.55-µm emission can be obtained at
different combinations of these parameters.

3.5. Schottky Diodes

In view of the problems arising in the fabrication of
laser diode structures with a p–n junction on QDH with
a thin double cladding layer, it seems interesting to dis-
cuss the possibility of producing LEDs with a Schottky
barrier based on this type of structure. For dc ≥ 7 nm, the
PL spectra of Schottky diodes with a gold contact based
on structures with a combined QW/QD layer were vir-
tually the same as the PSE spectra on the QDH/electro-
lyte interface. However, at smaller (3 and 5 nm) dc,
comparable with the QD height, the band of the QD
photosensitivity disappeared from the spectra of Schot-
tky diodes, whereas the band of photosensitivity related
to the hybrid QW was still retained (these spectra are
shown by dashed lines in Fig. 4).

Clusters, i.e., QDs, are hardly observable in the
AFM images obtained from the surfaces of these
QDHs. The smooth nanoscale profile indicates that the
thickness of the QW and GaAs layers on top of QDs is
significantly lower than the rated thickness. In this con-
text, the disappearance of the QD photosensitivity band
in structures with dc < 7 nm may be related to the situ-
ation when the tunneling of electrons and holes from
QDs to metal (Fig. 2b, transition 2) with subsequent
SEMICONDUCTORS      Vol. 38      No. 4      2004
nonradiative recombination becomes more probable
than the emission of nonequilibrium electrons from
QDs to the bulk (transitions 3, 4). This is also confirmed
by the absence of the QD PL in these diode structures,
although QD PL is observed under photoexcitation of
areas of the structure outside the metal electrode.

The combined QW is in a more advantageous posi-
tion as regards the emission of electrons to the bulk,
since its emission barrier is significantly lower than in
the QD, and the thickness of the cladding layer, which
impedes the electron tunneling to metal, is close to the
rated value. Therefore, the related photosensitivity
band is retained in Schottky diodes even at dc = 3 nm.
We compared the PL spectra obtained during photoex-
citation of structures under the metallic electrode and
outside of it, and also the photovoltage spectra of
Schottky diodes and QDH/electrolyte junctions. It
appeared that the deposition of ~20-nm-thick Au and Pt
electrodes does not significantly affect the E0(QD)
value; thus, polycrystalline metal layers do not produce
additional stress in the QD layer, even at the minimum
thickness of the cladding layer.

The presence of a QW/QD layer in the vicinity of
the metal contact raises the forward and reverse cur-
rents of the diodes (Fig. 6), and the magnitude of this
change strongly depends on the thickness of the clad-
ding layer, dc. The effect decreases with small and large
thicknesses. The maximum increase in the reverse cur-
rent (nearly three orders of magnitude), was observed at
dc = 7 nm (curve 4). In this case, the activation energy
determined from the temperature dependence of the
reverse current decreased from 0.8 to 0.35 eV as the
bias increased in the range 0.1–5 V.

An exponential increase in the reverse current of
Schottky diodes on GaAs at fairly high bias voltages is

1.0
hν, eV

IPL, arb. units
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0.90.80.7
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Fig. 5. Effect of the GaAs cladding layer thickness on PL
spectra of QDH (300 K). dc: (1) 25 (without QW); (2) 20;
(3) 10; (4) 7; (5) 5; and (6) 3 nm. For curves 2–6, the QW
parameters are x = 0.3, L = 2 nm.
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attributed to thermally activated tunnel emission across
the vertex of a triangular barrier (Fig. 2c, transition 5)
[16]. In Schottky diodes with quantum-confinement
layers lying in the vicinity of the metal contact, the
electron tunneling from the metal to QD levels becomes
possible when these levels approach the Fermi level in
the metal (Fig. 2c). The electron emission from these
states occurs by the possible mechanisms 3 and 4. Evi-
dently, the maximum enhancement of current corre-
sponds to some optimum distance between the QD
layer and the metal. When the distance is too small, a
large bias is necessary to bring the QD levels close to
the Fermi level in metal; with a large distance this is
easily achieved, but the probability of the electron tun-
neling across the barrier decreases drastically.

4. CONCLUSION

The dependence of the ground state transition
energy in InAs QDs on the parameters of a thin
GaAs/InxGa1 – xAs double cladding layer (the width and
composition of the QW and the thickness of the exter-
nal GaAs layer) in heterostructures grown by MOCVD
has been determined. It is shown that the variation of
these parameters makes it possible to control the transi-
tion energy in InAs QDs in the range 0.72–0.95 eV,
which covers both transparence windows of optical
fiber at 1.3 and 1.55 µm wavelengths, with a high yield
of photoemission. The structures obtained can be used
in lasers with surface photo- or electron excitation.
Recently, room-temperature electroluminescence in the
range 1.3–1.5 µm was obtained from similar structures
with the Schottky barrier and cladding layer δ-doped
with carbon [17].

1

2 3

4

5

6

10–1

10–2

10–3

10–4

10–5

10–6

2 0 –2 –4 –6 –8
V, V

0 0.2 0.4 0.6 0.8 1.0
V, V

j, 
A

/c
m

2

Fig. 6. Current–voltage characteristics of Schottky diodes
on QW/QD structures (350 K): (1–3) direct bias; (4–6) reverse
bias. QW parameters: x = 0.3, L = 2 nm. The thickness of
GaAs cladding layer, dc: (1, 4) 7; (2, 5) 20 nm; (3, 7) homo-
geneous GaAs layer.
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Abstract—The previously suggested spectral-correlative method for studying nanostructures is applied to an
analysis of photoluminescence of tunneling-coupled and isolated quantum wells in structures with laterally
nonuniform layers. This method made it possible to use a single wafer to study the dependences of intensities
of photoluminescence lines and their energy positions on the tunneling-barrier width for a system of tunneling-cou-
pled GaAs–InGaAs–GaAs wells and on the quantum-well widths in a system of isolated AlGaAs–GaAs–AlGaAs
quantum wells. Good agreement between the results of calculations and experimental data can be attained if it
is assumed that a constant transverse electric field affecting the processes of trapping of charge carriers by quan-
tum wells exists in a structure with tunneling-coupled quantum wells. The dependence of photoluminescence
parameters on the width of isolated quantum wells is sensitive to the profile of heterointerfaces and to the pro-
cesses of trapping the charge carriers by quantum wells. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Previously [1], a new method of correlative spec-
troscopy based on the use of laterally nonuniform semi-
conductor layers was suggested for studying physical
phenomena in semiconductor nanostructures. This
method was later used to study photoluminescence
(PL) in structures with quantum wells (QWs) [2]. As a
continuation of these studies, we report here the results
of applying this method to investigations of PL of tun-
neling-coupled QWs in structures with laterally non-
uniform layers. The use of these layers makes it possi-
ble, in particular, to change the permeability of the tun-
neling barrier by continuously varying its width within
the same sample. This opportunity to vary continuously
technologically specified parameters (such as the thick-
ness of the layers) makes it possible to obtain experi-
mental data that can in a number of cases provide new
information about the physical phenomenon under
investigation. In this study, we use the spectral-correla-
tive method and PL spectroscopy to gain insight into
the PL of two tunneling-coupled QWs in a laterally
nonuniform system formed consecutively from a GaAs
barrier, an InyGa1 – yAs QW, a GaAs tunneling barrier,
an InyGa1 – yAs QW, and a GaAs barrier.

2. EXPERIMENTAL

The spectral-correlative method we use implies a
study of multilayer semiconductor structures that
1063-7826/04/3804- $26.00 © 20437
include a combination of laterally uniform and corre-
lated laterally nonuniform layers. It is important that
the sample should contain not only the structure under
investigation but also an auxiliary structure that pro-
vides information about the built-in nonuniformity. In
order to analyze experimentally these structures, spec-
troscopic methods are used that make it possible to
observe the special spectral features related to the aux-
iliary structure and characterize the variable parameter
in each locally studied region of inhomogeneous sam-
ple, as well as observe simultaneously the features
related to the structure under investigation. Subsequent
analysis of correlative relations between spectral
parameters makes it possible to study the behavior of
parameters of the structure under investigation in a field
of built-in inhomogeneity in the sample.

The sample under investigation was grown by
molecular-beam epitaxy on a semi-insulating GaAs
substrate 76 mm in diameter, a layer-by-layer cross sec-
tion of which is shown schematically in Fig. 1. Two
InyGa1 – yAs QWs (QWE and QWF) had a different
width, were separated by a GaAs tunneling barrier, and
were grown on a GaAs buffer layer. An auxiliary struc-
ture consisting of two isolated GaAs QWs (QWB and
QWC) with AlxGa1 – xAs barrier layers was also formed
on the upper GaAs barrier layer; a thin undoped GaAs
layer and then a thin doped GaAs layer were grown on
top of this structure. The sample grown in this way was
a combination of laterally uniform and correlated later-
004 MAIK “Nauka/Interperiodica”
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ally nonuniform layers. The GaAs tunneling barrier
between the InyGa1 – yAs QWs in the structure under
investigation and also both GaAs QWs in the auxiliary
structure were laterally nonuniform. The nonunifor-
mity of these layers was attained by growing them epi-
taxially on nonrotating substrates. The nonuniformity
of the GaAs layers was caused by the spatially nonuni-
form distribution of the flux of Ga atoms in the plane of
the growth surface of the sample. In order to attain
identical patterns of planar distribution of the thus
formed nonuniformity in different layers, the latter
were grown at the same fixed spatial position of the
substrate, which specified the correlation between
thicknesses of these layers. All the other layers were
grown on a rotating substrate, which ensured a high
degree of lateral uniformity of these layers. The esti-
mated values of thickness for nonuniform layers are
given in Fig. 1; these estimates were obtained on the
basis of the duration of the layers’ growth and corre-
sponded to the central (close to the rotation axis) region
of the sample.

The PL spectra of the sample were measured at liq-
uid-nitrogen temperature in the wavelength range 650–
1000 nm. In order to excite the PL, we used an Ar+ laser

GaAs:Si, 15 nm

GaAs, 20 nm

AlxGa1 – xAs, 100 nm
x* = 0.22

GaAs, 1.8 nm

AlxGa1 – xAs, 60 nm
x* = 0.22

GaAs, 5 nm

QWB

QWC

AlxGa1 – xAs, 100 nm
x* = 0.22

GaAs, 60 nm

InyGa1 – yAs, 7 nm
y* = 0.2 QWE

GaAs, 8.5 nm Tunneling barrier
InyGa1 – yAs, 12 nm
y* = 0.2 QWF

GaAs, 800 nm Buffer layer

GaAs Substrate

Fig. 1. Schematic representation of the multilayer structure
under study. Estimated values of the layer thickness and
composition of the ternary compounds are given for the
central region of the sample. The laterally nonuniform lay-
ers are marked by thick solid lines.
with a wavelength of 488 nm and a radiation intensity
as high as 200 W/cm2 within a focused radiation spot of
about 50 µm in diameter on the sample. The excitation
radiation was incident at an angle of 45° on the surface
of the sample. The PL emission was analyzed using an
automated system of spectrum detection based on an
MDR-23 monochromator and a cooled FÉU-62 photo-
multiplier used in the photon-counting mode.

The scheme shown in Fig. 2 illustrates the essence
of the spectral-correlative method using a simplified
sample that contains two laterally nonuniform layers as
an example. The structure under investigation 1
includes the quantum wells QWE and QWF and also the
laterally nonuniform tunneling-barrier layer 2 that sep-
arates these QWs. The auxiliary structure 3 contains a
laterally nonuniform narrow-gap layer 4 that represents
the QWC quantum well. We emphasize that, in the case
under consideration, the structure under investigation
and the auxiliary structure are physically different.
Indeed, the laterally nonuniform layer is a barrier in the
former structure and a QW layer in the latter structure.
Nonuniformity of the layers in the simplified sample in
the cross section shown in Fig. 2 manifests itself in the
dependence of their thickness on coordinate X, whereas
the correlation between these layers manifests itself in
the specified constant value of the ratio of their thick-
nesses for any coordinate X. Let us assume that the aim
of the study consists in determining the dependence of
a spectral parameter S1 which is related to layer 2 and
characterizes the structure of tunneling-coupled QWs
under investigation on the thickness of this layer

3

1

2

4

5

Buffer

Substrate

QWE

QWF

0 Xi X

QWC

Fig. 2. Schematic representation of a simplified sample for
studying tunneling-coupled QWs using the spectral-correl-
ative method. (1) A system of tunneling-coupled quantum
wells QWE and QWF that contains a laterally nonuniform
layer of the tunneling barrier (2), (3) an auxiliary structure
containing a laterally nonuniform layer (4, the quantum
well QWC), and (5) the region of local spectroscopic inves-
tigation.
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W1 (S1 = f1(W1)). A spectroscopic study of local regions
of the sample makes it possible to obtain a set of values
of the parameter S1i under investigation for various
coordinates Xi in the region under investigation. The
values of the layer thickness W1i corresponding to each Xi
remain unknown. In order to determine these values,
auxiliary layer 4 was introduced into the structure; the
observed spectral parameter S2 of this layer is related to
the layer thickness W2 by the known relation S2 =
f2(W2). In the case under consideration, this layer is a
QW, since the dependences of energies of the quantum
states on the main QW parameters (in particular, the
QW width) have been adequately studied [3, 4]. The
use of PL spectroscopy in this case allows one to deter-
mine the parameters S1 and S2 in various spectral
regions, which makes it possible to analyze these
parameters independently. The set of resulting spectral
parameters can be used to obtain the correlation depen-
dence S1i = fk(S2i), where S2i are the values of the param-
eter S2 at points Xi. This dependence represents a rela-
tion of the parameter S1 to the thickness W1, since the
dependence S2 = f2(W2) and the ratio of the layer thick-
nesses W1/W2 are known. Here, S2 can be treated as a
generalized thickness parameter; the experimental
form of the desired dependence S1i = f1(W1i) can be
recovered taking into account the aforementioned
known relations.

In the sample studied by us, the auxiliary structure
consisted of two laterally nonuniform isolated QWs
based on the AlxGa1 – xAs–GaAs–AlxGa1 – xAs system
(a narrow QWB and a wider QWC). The PL data were
used to determine the parameters of this structure in a
local region of the nonuniform sample under investiga-
tion and, ultimately, to determine the thickness of the
tunneling barrier in this region. In order to use most
efficiently the range of variations in the tunneling-bar-
rier thickness and simultaneously minimize the effect
of possible radial nonuniformity of the layers in which
the inhomogeneity was not intentionally formed (for
example, the AlxGa1 – xAs barrier layers), the PL spectra
were measured over a semicircle near the edge of the
wafer from the region with the smallest thickness of lat-
erally nonuniform layers to the region with the largest
thickness of these layers. We then studied the depen-
dences of local values of PL parameters for tunneling-
coupled QWs on the determined values of the tunnel-
ing-barrier width.

A comparison of experimental data with the results
of calculations and determination of the parameters of
the semiconductor structure were carried out using a
numerical solution to the Schrödinger equation in the
context of the method of envelope wave functions. We
calculated the energies of optical transitions and the
squared overlap integrals for the wave functions of
electrons and holes in a QW. These calculations require
knowledge of the parameters of the energy-band struc-
ture of semiconductors, in particular, the charge-carrier
effective masses and the dependences of these parame-
ters on the composition of the layers. At present, there
SEMICONDUCTORS      Vol. 38      No. 4      2004
is some dispute in the published data concerning the
values of these parameters for an InyGa1 – yAs–GaAs
system. For example, the data on the ratio between the
conduction-band offsets at the InyGa1 – yAs–GaAs het-
erointerface ∆Ec/∆Eg (∆Ec is the difference in energies
between the conduction-band bottoms in GaAs and
InyGa1 – yAs and ∆Eg is the difference between the cor-
responding band gaps) differ from publication to publi-
cation: 0.52 [5], 0.6 [6], 0.7 [7, 8], and 0.83 [9]. A sim-
ilar situation exists in respect to the data on the effective
mass of heavy holes in GaAs: 0.62m0 [6], 0.52m0 [8],
0.51m0 [10], and 0.36m0 [9] (m0 is the mass of a free
electron). Contradictory data also exist on the depen-
dence Eg(y) of the band gap of strained InyGa1 – yAs lay-
ers in a GaAs–InyGa1 – yAs–GaAs system on the mole
fraction of In [6, 11, 12].

When calculating the QW energy spectrum in a
GaAs–InyGa1 – yAs system, we used the generally
accepted average value of the ratio ∆Ec/∆Eg = 0.7 and
linear approximations of dependences of the effective
masses of electrons and holes in InyGa1 – yAs on the
mole fraction of In (y) = (0.067 – 0.042y)m0 and

(y) = (0.52 + 0.25y)m0, which coincide with the
data reported in [8] for y = 0.21.

When approximating the dependences Eg(y), we
selected the coefficients of the second-degree polyno-
mial in such a way that the dependences of the energies
of optical transitions on the QW width were consistent
with the relevant experimental data reported in [11].

When calculating the energy spectrum of an
AlxGa1 – xAs–GaAs–AlxGa1 – xAs QW, we used a value
of the band gap of the AlxGa1 – xAs barrier layers equal
to 1.833 eV; we determined this value experimentally
from the observed edge PL emission from these layers.
The ratio of the band offsets at the AlxGa1 – xAs–GaAs
interface ∆Ec/∆Eg was taken to be equal to 0.6; the
effective masses of electrons and heavy holes were
determined from the expressions (x) = (0.0665 +

0.0835x)m0 and (x) = (0.51 + 0.2x)m0, respectively
[10]. We also used the dependence of exciton binding
energy on the QW width [4].

3. RESULTS AND DISCUSSION

A typical PL spectrum of the sample under investiga-
tion is shown in Fig. 3. The spectrum includes a low-
intensity line A in the vicinity of 1.83 eV (677.5 nm) (this
line is related to the edge emission of the AlxGa1 – xAs
barrier layers) and a number of lines with a higher
intensity. The latter include the lines B and C, which
correspond to the emission from the narrow and wide
AlxGa1 – xAs–GaAs–AlxGa1 – xAs QWs, respectively
(QWB and QWC); the lines E and F, which correspond
to the emission from two tunneling-coupled QWs in the
structure that consists of a GaAs layer, an InyGa1 – yAs
quantum well (QWE), a GaAs layer, an InyGa1 – yAs

me*

mhh*

me*

mhh*
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quantum well (QWF), and a GaAs layer; and the line D,
which is related to the PL of the top doped GaAs layer
(this line disappeared after the top GaAs layer had been
etched off).

When the focused laser spot was shifted over the
surface of the sample, the energy positions of the lines B
and C varied appreciably, which was caused by the
dependence of the energy positions of the quantum-
confinement levels in QWs on the QW width. The
intensities of the lines B, C, E, and F and the spectral
position of the line E varied simultaneously. The special
features of these variations are illustrated in Figs. 4–6.

3.1. Photoluminescence of Isolated 
AlGaAS–GaAs–AlGaAs Quantum Wells

In this subsection, we report the results of spectro-
scopic studies of the auxiliary structure formed in the
sample—a combination of two isolated, laterally non-
uniform GaAs QWs in a system that consisted of an
AlxGa1 – xAs layer, a GaAs quantum well (QWB), an
AlxGa1 – xAs layer, a GaAs quantum well (QWC), and an
AlxGa1 – xAs layer.
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Fig. 3. A typical photoluminescence spectrum of the sam-
ple. Arrows indicate spectral lines A, B, C, D, E, and F. An
energy-band diagram for a system of tunneling-coupled
QWs is shown in the inset.
We determined the energy positions of the peaks of
the lines B (EB) and C (EC) from the PL spectra at vari-
ous points on the surface of the sample. The depen-
dence of EB on EC based on the above measurements is
shown in Fig. 4a (curve 1). The experimental points of
this dependence are generally located somewhat below
theoretical curve 2, which is calculated for the energy
of optical transitions ∆Ee1–hh1 = Ee1 – Ehh1 between the
lower electronic level Ee1 in the conduction band and
the first level of heavy holes in the valence band Ehh1
(the transition e1–hh1). The calculation was performed
in the context of a model of rectangular QWs with finite
barriers taking into account the binding energy of exci-
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Fig. 4. Experimental and theoretical dependences of the
photoluminescence parameters for the quantum well QWB
on the energy EC in a laterally nonuniform system.
(a) Experimental dependence of EB on EC; (2–5) depen-
dences of calculated energies of optical transitions e1–hh1
for a rectangular QW with the width W1 (QWB) on similar
values for a QW with the width W2 (QWC): (2) W1 = WB,
W2 = WC, and WB/WC = 0.36; (3) W1 = WB + 2m, W2 = WC +
2m, and WB/WC = 0.36; (4) W1 = WB + m, W2 = WC + 2m,
and WB/WC = 0.36; and (5) W1 = WB, W2 = WC + 2m, and
WB/WC = 0.36. (b) Experimental dependence of relative
intensity of line B on the energy EC.
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tons. The ratio between the width of the thin QW (WB)
and that of the wide QW (WC) is equal to the ratio
between the growth rates of GaAs layers and is esti-
mated at WB/WC = 0.36. Previously [2], a deviation of
experimental data from the results of calculations was
observed for another sample; however, this deviation
had the opposite sign. Such behavior of PL spectra was
related [2] to a small-scale profile in the QW interface;
this profile was averaged owing to the excitonic state.
The deviations observed in this study can also be
related to the structure of the QW interfaces. However,
the trends in the deviations (the PL lines are shifted to
lower energies relative to the calculated values) suggest
that the cause of the observed behavior of emission
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Fig. 5. (a) Dependences of experimental values of (1) rela-
tive and (2) absolute intensities of line B on the average
width of the quantum well QWB. Arrows indicate the calcu-
lated values of the width of the quantum well QWB that cor-
respond to the appearance of new heavy-hole energy sub-
bands in this QW. (b) Calculated dependences of the dimen-
sional-quantization levels for heavy holes in the quantum
well QWB (curves 1, 2, and 3 correspond to subbands 1, 2,
and 3); the energy is reckoned from the bottom of the
valence band in the narrow-gap QW layer and is within the
valence band.
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lines may be related to the profile in the QW interfaces
when the characteristic size of steps in the interface
plane is larger than the exciton size. In this case, the
predominant contribution to the emission is made by
optical transitions from wider QW regions, which gives
rise to a shift of PL QW-related lines to longer wave-
lengths [13].

Assuming that there can exist a deviation by the
width of a monolayer m for each heterointerface (the
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Fig. 6. Dependences of experimental and calculated PL
parameters for a system of tunneling-coupled QWs on the
width of the tunneling barrier. (a) Dependences of experi-
mental values of the energy corresponding to the peak of
lines (1) E and (2) F and theoretical dependences of the
energy of optical transitions (3) e1–hh1 and (4) e2–hh1 on
the tunneling-barrier width WBAR; (5) direct regression of
experimental values of the energy corresponding to the peak
of line E. (b) Dependences of experimental values of abso-
lute intensities of lines (1) F and (2) E and of (3) relative
intensity of line E on the tunneling-barrier width; theoreti-
cal dependences of squared overlap integrals (P) for the
wave functions of a system of tunneling-coupled QWs on
the tunneling-barrier width are also shown: curves 4, 5, and 6
correspond to the transitions e1–hh1, e2–hh2, and e2–hh1,
respectively.



442 KHABAROV et al.
spacing between neighboring crystallographic planes
of Ga in GaAs) on both sides of the average position, we
obtained curve 3, calculated for optical transitions within
the widest QW regions with a width of WB + 2m and
WC + 2m for quantum wells QWB and QWC, respec-
tively. In this case, the quantities WB and WC have the
significance of average values of the QW width; their
ratio remains equal to the ratio of the growth times of
the layers (WB/WC = 0.36). Figure 4a also shows curves 4
and 5, calculated for the quantum-well QWB width
equal to WB + m and WB, respectively; the QWC width
remained equal to WC + 2m.

The theoretical curves in Fig. 4a were calculated for
values of the width of the narrow QW that were speci-
fied with a step equal to a monolayer. Therefore, points
in these curves make it possible to estimate the average
QWB width for corresponding experimental energy
positions of PL lines.

The experimental points in Fig. 4a are in good
agreement with calculated curve 3 for large values of
the QW width; however, curve 3 runs appreciably
below the experimental values in the region of small
thickness of the layers (WB < 3m). As the QW width
decreases (as EC increases), the experimental depen-
dence crosses curve 4 and approaches curve 5.

The observed pattern is quite consistent with the
assumed structure of heterointerfaces. At large values
of the layers’ thickness, both QWs are fairly wide and
contain portions with deviations of the width from the
average value by two monolayers due to variations in
the position of both heterointerfaces; these portions
with an increased width make the major contribution to
the emission. As the layer thickness decreases for the
narrow quantum well (QWB), the correlating effect of
the profile of the lower heterointerface on the character
of nonuniformity of the upper heterointerface becomes
important, which is typical of the layer-by-layer growth
of such structures. Simultaneously, the total area of the
QW regions where the deviations of two heterointer-
faces are out-of-phase decreases. For an ultimately nar-
row QW, the profile of the upper heterointerface repro-
duces in general the profile of the lower interface. In
this situation, the fraction of QW regions with
increased width decreases drastically, since an increas-
ingly larger fraction of emission is formed in the nar-
row QW regions. The width of relevant QW (QWC)
remains fairly large, and the emission from this QW
corresponds to the regions with the width WC + 2m.

In Fig. 4b, we show the dependence of relative
intensity of the line B (the ratio between the intensities
of lines B and C at their peaks) on EC, the energy posi-
tion of the line C. The onset of a drastic (nearly expo-
nential) decrease in the intensity of emission from the
narrow QW (QWB) is in good agreement with an esti-
mate of average width of this QW (three monolayers;
see calculated curves in Fig. 4a). In the context of the
model of a shift of heterointerfaces by a monolayer, the
above reasoning shows that, for the QW width under
consideration, there remains a single GaAs monolayer
that is unaffected by displacement of the interface posi-
tions. A further decrease in the QW width leads to the
fact that steps in the interfaces disrupt the continuity of
the GaAs layer more and more; ultimately, this layer
decomposes into separate islands. Apparently, in this
case, QWs with a width of two monolayers still exist,
and the conditions for recombination of the formed
excitons seem to be satisfied. We believe that the expo-
nential falloff of the B-line intensity observed under
these conditions is related to a disruption of the last
unperturbed QW monolayer, which hampers the
motion of charge carriers in the QW and, as a result, the
formation of excitonic pairs. In this situation, radiative
recombination is hindered by the fact that a large frac-
tion of electrons and holes remains spatially separated
in the QW plane.

The suggested model and the analysis of experimen-
tal data based on this model make it possible to deter-
mine local values of the thickness of nonuniform layers
taking into account the structure of QW interfaces.
These values were obtained on the basis of experimen-
tal data on the energy positions of the C-line peak (ECi),
the relation ECi = ∆Ee1–hh1(WCi + 2m), and the known
ratio between the growth times of the layers. Here,
ECi  = ∆Ee1–hh1(WCi + 2m) is the calculated energy of
the e1−hh1 transition for a QW with the width WCi + 2m,
and the subscript i represents the number of the mea-
surement point at the sample surface.

As is well known, the PL intensities that correspond
to QWB and QWC and are measured at different points
on the surface of the sample may be affected by factors
that are not directly related to the PL emission. These
factors may include different conditions for reflection
of light in various areas of the sample surface, spatial
fluctuations of the fraction of nonradiative recombina-
tion at the surface and in the bulk of the structure, a
number of factors related to instrumentation, and so on.
All these factors give rise to background oscillations in
the level of absolute PL intensity, which hamper analy-
sis of the dependences obtained. Therefore, it is prefer-
able in a number of cases to study the dependence of the
relative PL intensity for two similar objects (for exam-
ple, QWB and QWC) on certain parameters in order to
minimize the effect of background factors. In this case,
it can be expected that the dependence of relative PL
intensity for QWB and QWC on the QW width will be
affected to a much lesser extent by factors of back-
ground origin and will be mainly sensitive to special
features of radiative process in the QWB–QWC system.

In Fig. 5a, we show the dependences of relative
(curve 1) and absolute (curve 2) intensities of the line B
on the average width WB of the quantum well QWB. As
can be seen from Fig. 5a, dependence 1 clearly features
maxima and minima. At the same time, the spread of
experimental points in curve 2 gives no way of drawing
a similar conclusion.
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It can be seen from Fig. 5a that the dependence of
relative PL intensity for the line B on WB is oscillatory.
We believe that such behavior of this intensity is related
to processes that lead to redistribution of the charge-
carrier recombination fluxes between QWs. By com-
paring the experimental dependence with calculated
dependences of dimensional-quantization levels for
heavy holes in a rectangular QW on WB (Fig. 5b), we
observe that the peaks in the experimental curve corre-
spond to the values of WB at which the energy position
of the dimensional-quantization level for holes is either
close to the energy of the potential barrier for holes (U0)
at the QW boundaries or is spaced from U0 by the
energy on the order of the energy of a longitudinal opti-
cal phonon. For example, the first peak in curve 1
(Fig. 5a) is located at values of WB that correspond to
the situation where the bottom of the lower dimensional
subband of heavy holes is lower than U0 by approxi-
mately 35 meV. A similar situation also applies to elec-
trons with respect to the same peak in curve 1. Further
peaks correspond to situations where the bottoms of the
second or third hole subbands have energies on the
order of U0; i.e., they correspond to the values of WB at
which the next hole subband appears in the QW. In this
case, oscillations of the relative PL intensity in relation
to the QW width can be apparently related to nonmono-
tonic variation in the efficiency of trapping of photoex-
cited holes by QW. This variation is caused by changes
in the energy positions of quantum-mechanical sub-
bands in the QW as the QW width varies. It should be
noted that the quantity U0 plays the role of the energy
origin, which in our opinion indicates that the QW is
filled with holes from the barrier layers; these holes
have preliminarily relaxed to the bottom of the valence
band in the barriers.

3.2. Photoluminescence of Tunneling-Coupled 
GaAs–InGaAs–GaAs Quantum Wells

The PL spectrum of a structure composed of two
tunneling-coupled QWE and QWF quantum wells con-
sists of an intense line F and a much less intense line E;
the latter appears as the high-energy wing of the line F
if the tunneling barrier is thin. When analyzing the
spectrum, we approximated the aforementioned lines
using two Lorentzian components. The parameters of
this approximation, i.e., the energy positions of peaks
of the lines and areas under the curves, were used in the
analysis of energies of optical transitions and integrated
PL intensities, respectively. In Fig. 6, we show the
dependences of the above parameters on the tunneling-
barrier width WBAR. The value of WBAR was determined
from the previously found average width WB of the
quantum well QWB taking into account the ratio
between the growth times for the layers of the QWB
quantum well and the tunneling barrier (see Fig. 1).

Let us discuss first the behavior of dependences of
energy positions of the lines F and E on the tunneling-
barrier width WBAR. We now assume that the line F is
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related to the e1–hh1 interband transitions and the line E
is related to the e2–hh1 transitions, i.e., to transitions to
the common subband of heavy holes from the first (the
first transition) and second (the second transition) com-
mon electron subbands of two tunneling-coupled QWs,
respectively. As a result, we should note that the first
transition is virtually “direct” in the “energy–coordi-
nate” diagram for two tunneling-coupled QWs, since
the densities of electrons and holes at the levels e1 and
hh1 are mainly concentrated in a single quantum well
QWF. In contrast, the second transition is “indirect” in
the coordinate space, since the electron and hole densi-
ties are mainly located in QWE and QWF, respectively.
It is evident that the energy positions of both lines
should remain virtually unchanged with increasing
WBAR when the barrier width becomes so large that tun-
neling between QWs is negligible. Indeed, we found
that the energy position of line F remains virtually
unchanged in the entire range of variations in the tunnel-
ing-barrier width (experimental dependence 1, Fig. 6a).
However, the experimental dependence of the energy
position for the line E on WBAR is described by a
steadily ascending curve as WBAR increases; this depen-
dence is linear at WBAR > 5 nm. This observation is con-
firmed by the results of statistical processing of experi-
mental data by plotting a direct regression that mini-
mizes the mean-square deviation of experimental
values (Fig. 6a, dashed straight line 5). We assume that
this linear dependence may be related to the presence of
a built-in transverse electric field in the region of QWs.
Indeed, an electric field in such a situation, as follows
from the energy-band diagram shown in the inset in
Fig. 3, has virtually no effect on the energy of the direct
band-to-band transition e1–hh1 in the QWF as WBAR
increases, whereas the energy of the indirect transition
e2–hh1 should increase linearly with increasing barrier
width. We calculated the energies of the interband e1–
hh1 and e2–hh1 transitions in the presence of a constant
transverse electric field and obtained good agreement
between the results of calculations and experimental
data for an electric-field strength of 5 × 103 V/cm. Fig-
ure 6a illustrates the agreement between the calculated
energies of the e2–hh1 transitions (curve 4) and exper-
imental values for the line E at WBAR > 5 nm.

This result corresponds to recombination without
formation of an indirect exciton, which is reasonable to
expect for a tunneling barrier with a fairly large width.

The parameters of the layers in the QWE and QWF
quantum wells (the thickness and the In content) were
determined from experimental data taking into account
possible radial inhomogeneity of the layers; these
parameters were used in the calculations. The afore-
mentioned layers were formed during growth with
averaged spatial distribution of molecular fluxes as a
result of the substrate rotation. Consequently, the pro-
cedure for determining the parameters of the layers
under consideration also included averaging of the
found values of the barrier-layer thickness over the
studied semicircle of the sample with subsequent con-
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sideration of both the ratio of the growth time of this
layer to that of the InyGa1 – yAs layers and possible val-
ues of the parameter y. The true value of the parameter y
was identified with the value that ensured agreement
between calculated energies of the e1–hh1 transition
and experimental values of the energy position of the
line F taking into account the exciton binding energies.
It was also presumed in calculations that the positions
of QW interfaces could be varied within two monolay-
ers. Thus, we determined the following QW parame-
ters: the average width of the quantum well QWE WE =
6 nm, the average width of the quantum well QWF WF =
10.3 nm, and y = 0.18. Smaller values of both the In
content in the QW and the layer thickness with respect
to the expected values (see Fig. 1) are probably related
to the processes of segregation and evaporation of In
during epitaxial growth of these layers [11] and to the
possible radial inhomogeneity of the layers that mani-
fests itself in the vicinity of the wafer edge. In Fig. 6a, we
show the experimental dependences of the energy EF for
the line F on the barrier width WBAR (curve 1) and the
calculated energies of transitions e1–hh1 in relation to
WBAR (curve 3). The exciton binding energy Eexc for the
QWE quantum well was taken to be equal to 7 meV
according to the dependence of Eexc on the QW width
(see [14]).

We also studied the dependences of intensities of
lines E and F on the tunneling-barrier width WBAR
(henceforth, by intensity we mean an estimate of the
integrated radiance of a spectral component). We
observed an almost exponential falloff of integrated
intensity of the line F with increasing WBAR and a simul-
taneous increase in the integrated intensity of line E (see
Fig. 6b, dependences 2 and 1, respectively). First of all,
it is noteworthy that the intensity of line E is relatively
low and there are no other spectral features that can be
associated with direct e2–hh2 transitions, despite the
fact that these transitions are highly probable theoreti-
cally in the entire range of WBAR under consideration
(Fig. 6b, curve 5). The calculated probability of the e1–
hh1 transitions is close to unity and is independent of
the tunneling-barrier width for fairly large values of
WBAR (Fig. 6b, curve 4), whereas the experimental
dependence of the F-line intensity on WBAR features an
exponential falloff (Fig. 6b, dependence 1). In contrast,
the intensity of the line E increases with increasing
WBAR, whereas the calculated probability of the e2–hh1
transition at WBAR > 3 nm decreases exponentially
(Fig. 5b, curve 6). In general, the pattern of PL in the tun-
neling-coupled QWs studied by us cannot be explained
if only the calculated dependences of the squared overlap
integrals for the wave functions on WBAR are taken into
account. We believe that the observed behavior of the
radiative-recombination intensity in the structure under
investigation is governed predominantly by asymmetri-
cal occupation of the energy subbands with photoex-
cited charge carriers whose nonuniform (but steady-
state) spatial distribution varies as the tunneling-barrier
width changes. Specifically, the absence of an intense
component related to the direct e2–hh2 transitions in
the narrow quantum well QWE in the PL spectrum can
apparently be related to the low concentration of holes
in this QW. At the same time, the high intensity of line
F indicates that there is a fairly high concentration of
holes in the wide quantum well QWF. Such special fea-
tures of occupancy of the tunneling-coupled QWs
under consideration with charge carriers may be caused
by the asymmetry of the carrier-trapping processes. For
example, the strong effect of an increase in the barrier
width WBAR on the intensity of line F (a decrease in this
intensity) may be indicative of the important role of
nonequilibrium photoexcited electrons in the occupa-
tion of the wide quantum well QWF with charge carri-
ers. The photoexcited electrons can either tunnel to the
aforementioned QW from the narrow quantum well
QWE or come to the quantum well QWF from the
region above the barrier (the above-barrier electrons).

A higher concentration of holes in the quantum well
QWF is similarly governed by predominant occupation
of this QW with holes from the lower-barrier GaAs
layer and by the low permeability of the barrier that
separates the QWs for these charge carriers.

A special feature of the observed PL pattern consists
in the rather rapid decrease in the total intensity of lines E
and F as WBAR increases; it is noteworthy that the dras-
tic decrease in the intensity of line F is accompanied by
a slight increase in the intensity of line E. In turn, this
observation indicates that the barrier separating the
QWs not only affects the redistribution of charge carri-
ers between the QWs but also reduces the efficiency of
the charge-carrier recombination in the structure under
consideration.

We believe that the observed pattern can be
accounted for by the existence of an internal electric
field in the structure, which introduces an appreciable
asymmetry into the system. The presence of this field
with a strength of about 5 × 103 V/cm makes it possible
to explain the dependence of the energy position of line E
on WBAR. This field also controls to a great extent the
occupation of QWs with drift flows of relaxed photoex-
cited charge carriers, i.e., electrons from the upper
GaAs barrier layer that borders the narrow QW and
holes from the lower GaAs layer that borders the wide
QW. Apparently, the role of the above flows in the
course of filling the tunneling-coupled QWs with
charge is determinative in the structure under consider-
ation. It is evident that the tunneling barrier is condu-
cive to separation of electrons and holes trapped by dif-
ferent QWs and, thus, retards the charge-carrier recom-
bination; the thicker the barrier, the larger its effect.
Thus, a relatively high nonequilibrium concentration of
holes in the quantum well QWF allows for the intense
direct recombination of electrons trapped in this QW
and also enhances the intensity of indirect transitions of
electrons from QWE. In this case, an increase in the
intensity of line E, which accompanies a decrease in the
intensity of line F, can be related to a decrease in the
SEMICONDUCTORS      Vol. 38      No. 4      2004
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tunneling outflow of electrons from the QWE quantum
well, i.e., to an increase in the steady-state nonequilib-
rium concentration of electrons in this QW as the bar-
rier permeability for tunneling decreases, which ulti-
mately leads to an increase in the rate of the radiative-
recombination emission from the QWE quantum well.
As WBAR increases further, the intensity of line E tends
to decrease with increasing WBAR (Fig. 6b, curve 2), as
might be expected for the process of recombination of
charge carriers separated by a potential barrier.

A rapid decrease in the intensity of line F with
increasing WBAR is not compensated by an increase in
the intensity of line E and is indicative of a change in
the recombination properties of the entire system of
tunneling-coupled QWs. Apparently, the observed vari-
ation in the intensity is caused not only by the tunneling
component of the electron flow to the QWF quantum
well from the QWE quantum well but also by a variation
in the dynamics of trapping the electrons from the
GaAs conduction band by the QWF quantum well.
Indeed, an increase in WBAR in the presence of an elec-
tric field leads to an increase in the potential difference
between QWs, i.e., to an increase in the velocity of the
above-barrier electrons. This effect in turn can lower
the probability of trapping of electrons in the QWF
quantum well. In this case, there is a decrease in the
flow of electrons arriving at the QWF quantum well
without accumulation of these electrons in the QWE
quantum well and, consequently, without an increase in
the electric-field strength in the barrier. This behavior is
consistent with the dependence of the energy of
observed optical transitions from QWE on WBAR; this
dependence is linear for WBAR > 5 nm (Fig. 6a, curve 5).

As in the case of isolated QWs considered above,
the dependence of relative intensity of line F (the ratio
between the intensity of line E and that of line F) on the
barrier width WBAR features a small spread of experi-
mental points, which makes it possible to reveal more
clearly the special features in this dependence in the
region of small values of the barrier width (Fig. 6b,
curve 3). For example, as WBAR decreases to values
smaller than 5 nm, the observed decrease in the relative
PL intensity slows down and is replaced by a local
increase in this intensity. In the same range of values of
WBAR, we observe a decrease in the energy that corre-
sponds to the peak of line E (Fig. 6a, curve 2) and a
deviation of this energy from the calculated curve 4
(Fig. 6a) obtained for transitions without the involve-
ment of excitons.

We believe that the special features under consider-
ation may be related to a gradual change in the charac-
ter of indirect optical transitions from the QWE quan-
tum well to the QWF quantum well; i.e., the excitonless
transitions for large values of WBAR are replaced by
exciton-involved transitions in the region under consid-
eration. In this case, the contribution of the excitonic
component becomes more significant as WBAR
decreases. Simultaneously, we can expect an increase
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in the binding energy of indirect excitons and a change
in the kinetics of the recombination process, which can
manifest itself in a variation in the PL intensity.

The special features in the curve showing a variation
in the energy of direct transitions from the QWF quan-
tum well are also related to the small tunneling-barrier
width. The dependence 1 in Fig. 6a shows that, at small
values of WBAR, the energy position of the spectral
emission peak related to the first electron subband is
only slightly affected by the proximity of the narrow
quantum well QWE. However, the calculation predicts
a decrease in the energy of the direct transitions e1–hh1
as WBAR decreases. The absence of this tendency in
experimental curve 1 indicates that the observed inten-
sity of line F is not directly controlled by the transition
e1–hh1. The excitonic origin of this line implies that
excitons recombine with the involvement of charge car-
riers localized in the wide QW if the barrier width is
fairly large. The effect of the narrow QWE quantum
well manifests itself in an increase in the effective
width of the wide QW due to the tunneling escape of
electrons from level e1 to the narrow QW. This effect
changes the conditions for the existence of the exci-
tonic state and may manifest itself in a decrease in the
exciton binding energy or may cause the exciton to dis-
appear. It is likely that the contribution of the corre-
sponding optical transitions in the case of compensat-
ing variation in the exciton binding energy can result in
the fact that the energy corresponding to the PL spectral
line peak remains virtually unchanged.

4. CONCLUSION

The spectral-correlative method for studying nano-
structures was applied to an analysis of photolumines-
cence of tunneling-coupled and isolated quantum wells
(QWs) in structures with laterally nonuniform layers.
This method made it possible to study in the same sam-
ple the dependences of the intensity of photolumines-
cence (PL) lines and their energy positions on the tun-
neling-barrier width in a system of tunneling-coupled
GaAs–InGaAs–GaAs QWs and on the QW width for a
system of isolated AlGaAs–GaAs–AlGaAs QWs.

The precision (on the scale of several monolayers)
variation in the width of the narrow QW in a system of
two isolated AlGaAs–GaAs–AlGaAs QWs showed that
the dependences obtained were sensitive to the profile
of the QW interfaces. In turn, this circumstance made it
possible to determine the local values of the average
QW width taking into account the profile of heteroint-
erfaces and ascertain the important role of the motion of
charge carriers in the QW plane in the process of radi-
ative recombination in the QW. We observed an oscilla-
tory behavior of the dependence of the relative PL
intensity for two QWs on the QW width; this behavior
is related to a periodic variation in the efficiency of
trapping photoexcited charge carriers by a QW.
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The agreement between experimental and calcu-
lated dependences for the energies of optical transitions
in a structure of two tunneling-coupled QWs GaAs–
InGaAs–GaAs–InGaAs–GaAs made it possible to
identify the observed direct and indirect (in the coordi-
nate space) optical transitions and relate the PL param-
eters of this structure to an internal constant transverse
electric field.

We analyzed the pattern of variations in the intensi-
ties of PL lines and concluded that the electric field
affected the process of filling the QWs with photoex-
cited charge carriers. The presence of an electric field
leads to asymmetrical nonequilibrium occupancy of
quantum subbands in the system as a result of the
appreciable role played by the drift of charge carriers as
they fill the QWs. These concepts can be used to quali-
tatively describe the pattern of observed PL in tunnel-
ing-coupled QWs in the entire range of variations in the
tunneling-barrier width. Specifically, we managed to
interpret special features in the observed dependences
in the region of small values of the barrier width; these
features may be related to the recombination of exci-
tonic states in tunneling-coupled QWs.

The mechanism of filling QWs by drift flows of
relaxed photoexcited charge carriers is consistent with
the experimental PL pattern for both QW systems
under consideration.
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Abstract—A possible mechanism of photoinduced annealing of intrinsic defects in quantum dots with a hex-
agonal crystal structure is justified on the basis of the studies of the kinetics of photoinduced decay of lumines-
cence of CdSxSe1 – x quantum dots synthesized in a glass matrix and ab initio calculations of chemical bond
energies at the interface in the n(CdSe)–SiOx-type cluster. The model proposed implies that photoinduced Se–O
bond breaking at the anionic face results in an increase in electric field inside the quantum dot; this field stim-
ulates cadmium vacancy diffusion to the surface. This model accounts for the degradation of luminescence and
of the parameters of nonlinear optical devices observed during photoinduced annealing. © 2004 MAIK
“Nauka/Interperiodica”.
The experimentally observed photodarkening effect
[1–10] in structures with CdSxSe1 – x quantum dots
(QDs) is accompanied (under continuous illumination
with an intensity exceeding 0.1–1.0 W/cm2) by photo-
luminescence (PL) decay; a change in the refractive
index (∆n ≈ 8 × 10–7 [8]); an increase in the absorption
coefficient (∆K ≈ 0.05–0.1 cm–1) in the region of trans-
parency [8]; and a decrease in the nonlinear Kerr suscep-
tibility, the time of the nonlinear response of system, and
the lifetime of nonequilibrium charge carriers [3].

The mechanism of PL degradation has not been
established. It was assumed that it is related to photo-
chemical reactions [1], QD photoionization [11], and
(or) the increase in the number of surface nonradiative
recombination centers [4]. The interest in the study of
the effect is motivated by the necessity of clarifying the
causes of PL degradation and the change in the param-
eters of II–VI QDs and nonlinear QD optical devices.
The aim of this study is to justify a possible model of
the effect of PL degradation of CdSxSe1 – x QDs whose
average radius  is comparable to the exciton Bohr
radius.

The PL spectra for QDs with  = 2.9 nm were
recorded in the conventional “reflection geometry.”
Excitation and photoinduced annealing were carried out
using continuous argon laser radiation (λ = 514.5 nm).
The spectra were recorded at light intensities 0.05–
0.5 W/cm2; the light intensity for photoinduced anneal-
ing and for the measurements of the kinetics of PL
decay was varied in the range It < I0 < 103 W/cm2.
Depending on the light intensity during photoinduced
annealing I0, characteristic PL decay times varied from
several seconds to several tens of minutes.

r

r

1063-7826/04/3804- $26.00 © 20447
At low excitation levels (about 0.05 W/cm2), there
are three bands in the spectra of original (unannealed)
samples (Fig. 1). Two of these bands (at 1.34 and
1.99 eV) correspond to transitions of free electrons
from quantum confinement levels to the deep (0.56–
0.60 eV) and shallow (0.24–0.26 eV) acceptor levels
generated by the cationic vacancies VCd and complexes
of the type A-Mi, respectively; here, A is VCd and the Mi

are Cd interstitial atoms [12]. The nature of the band at
1.57 eV has not been reliably established. The band of
direct electron–hole recombination (2.21 eV) is clearly
seen in the spectra for excitation levels I0 > 0.1 W/cm2.
After photoinduced annealing, the intensity of the

IPL, arb. units

1.0 1.5 2.0 2.5
"ω, eV

VCd

VCd–Cdi

e–h

Fig. 1. Photoluminescence spectra of CdS0.32Se0.68 quan-

tum dots with  = 2.90 nm measured at excitation intensity

0.05 W/cm2 and temperature 77 K before (dashed curve)
and after (solid curve) photoinduced annealing for 0.5 h at
illumination intensity I0 = 60 W/cm2.
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acceptor bands decreased by 90–95% and the intensity
of the band of direct electron–hole recombination
decreased by 10–15%; as a result, the latter band is pre-
dominant in the spectrum (Fig. 1).

The kinetics of the PL decay IPL(t) has a complicated
character (Fig. 2a). In most cases, it can be described by
the exponential law

with two characteristic decay constants t1 and t2; here A,
B, and C are constants depending on the sample type
and on the excitation conditions. In some cases, the
dependence IPL(t) has a more complicated character and
such decomposition appears to be unsatisfactory.
Therefore, for the analysis of the dependence of photo-
induced annealing efficiency on the illumination inten-
sity, it is convenient to introduce the parameter 
defined by

(1)

IPL t( ) A B t/t1–( )exp C t/t2–( )exp+ +∝

τ

τ 1

IPL
max

--------- IPL t( ) t,d

0

∞

∫=

(b)

(a)

1

2
3

1.0

0.5

0 50 100 t, s

IPL, arb. units
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2 4 6 8 10
I0, 102 W/cm2

τ, s–

Fig. 2. (a) Typical kinetics of photoluminescence decay for
CdS0.32Se0.68 quantum dots (  = 2.90 nm) at excitation

intensities I0 (1) 7.3, (2) 20.9, and (3) 166.6 W/cm2.
(b) Effective photoinduced-annealing time as a function of
the excitation intensity I0.

r

where  is the initial PL signal before photoinduced
annealing. The upper integration limit is practically
determined by the time at which the degradation levels
off. The parameter  introduced in this way character-
izes the time of the nonequilibrium process and is deter-
mined by the area under the curve IPL(t) bounded by the
residual PL signal. The quantity  is a measure of the
photoinduced-annealing efficiency.

A characteristic feature of the (I0) dependence
obtained by analyzing the set of kinetic curves IPL(t)
measured at different excitation levels I0 is the presence
of two clearly pronounced exponential regions (Fig. 2b).
In the first region corresponding to the excitation levels
0 <I0 < 102 W/cm2, where the degradation is slow,

 sharply decreases with increasing I0. In the second
region, where I0> 102 W/cm2, the degradation is more
effective and  weakly depends on I0. We note that the
value of  decreases with the average QD radius. Such
behavior of  shows that the PL degradation mecha-
nism is related to a process which slows down with
increasing light intensity. In our model of the effect, it
is assumed that the aforementioned process consists in
breaking the Se–O and S–O chemical bonds at the
anionic face of the QD; the number of such bonds is
limited. We assume that QDs are synthesized like hex-
agonal prisms; this assumption is corroborated by the
reflection electron microscopy (SEM) data. The anionic
face of the prism is charged negatively and the cationic
side, positively. Since synthesis is performed in glass
containing 60–70% SiO2, the majority of anions and
cations are chemically bonded with oxygen and silicon
atoms; i.e., the most probable bonds are Cd–O, Se(S)–O,
Cd–Si, and Se(S)–Si. Among the possible binary com-
pounds that have such bonds, cadmium silicides are the
only ones that do not occur in nature [13].

In order to simulate the charge state of anionic and
cationic faces of the quantum dot and calculate the
energies of the cited bonds, we considered a CdSe clus-
ter of hexagonal structure interacting with a SiOx frag-
ment (Fig. 3). Ab initio calculations of the bond ener-
gies, e.g., of Se–O and Se–Si bonds (Fig. 4), and of the
lines of electric potential in the cluster by the semiem-
pirical PM3 method within the framework of the self-
consistent Hartree–Fock scheme in the NDDO
(Neglect of Diatomic Differential Overlap) approxima-
tion have shown that the highest energies correspond to
the Se–O (109.9 kcal/mol) and Cd–O (123.5 kcal/mol)
bonds with equilibrium interatomic distances of 1.6 and
2.0 Å, respectively. The magnitudes of the induced
charge at the anionic and cationic faces of the cluster
increase with the approach of an oxygen atom; i.e., the
positive charge of the cationic face increases and the
negative charge of the anionic face decreases (Fig. 5).
Our data show that, at the interface between a CdSSe
QD and glass, the bonds of Cd and Se (S) atoms with
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oxygen are most probable, and their formation or
breaking changes the charge of anionic and cationic
faces and the potential difference between them.

The main assumptions of the model suggested are
(a) a QD with hexagonal crystalline structure and with
a partially ionic type of chemical bonding has an inter-
nal electric-dipole moment directed along the hexago-
nal axis and created by alternating planes of ions of
opposite charge; (b) the energy of excitons generated
by light in the QD is spent on breaking chemical bonds
at one of its faces, predominantly at the anionic face.

The mechanism of such a process is the following.
Calculations of the excited state of a cluster simulated
by replacing the bonding wave function in the cluster
by an antibonding one show that the energies of Se–O
and Cd–O bonds in the excited state decrease by 50 and
30 kcal/mol, respectively. In actual structures, an elec-
tron and a hole can tunnel outside the QD to the glass
matrix. A nonequilibrium electron of the e–h pair gen-
erated by light can be captured by an E1 center in the
matrix, if the temperature is sufficiently low [14], or by
a surface trap. A nonequilibrium hole can be captured
by an H1 center in the glass matrix [14] or it can pass to
the negatively charged anionic face of the QD, which is
equivalent to the chemical bond breaking at this face.
Ab initio calculations show that such bond breaking
increases the negative potential of the anionic face and
the potential difference between the cationic and
anionic faces of the QD. The field created in this way
inside the QD induces the diffusion of singly charged

O

Si

Cd

Se

Fig. 3. Hexagonal N(CdSe) cluster with lattice parameters
a = 4.2 Å and c = 7.01 Å and the SiOx fragment.
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cadmium vacancies to the surface; as a result of this,
acceptor states in the bulk of the QD disappear and the
corresponding PL bands are quenched. We note that the
transfer of vacancies from the bulk to the surface results
in the ordering of the QD crystalline structure and in an
increase in the number of dangling bonds at the inter-
face. The photostimulated nature of this process is evi-
dence of such mechanism. Photoluminescence decay is
fast at liquid helium temperature as well, even if the
excitation intensity is not sufficient for heating the QDs
[15]. Annealing the structure for several hours at tem-
peratures of 300–500°C can restore the PL signal. Dur-
ing such annealing, new cadmium vacancies are formed
in the bulk of the QDs.
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Fig. 4. The energies of Se–O and Se–Si bonds as functions
of the interatomic distance.
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Fig. 5. The magnitude of the induced charge at the faces
(1) Cd and (2) Se of a CdSxSe1 – x quantum dot as functions
of the distance from the oxygen atom (Cd–O or Se–O). The
arrows indicate the equilibrium distances.
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The reliability of our model can be confirmed by
experimental verification of the conclusions of the
model. Specifically, the increase in the refractive index
of the structures [8], the decrease in the nonlinear Kerr
susceptibility [3] and in the lifetime of nonequilibrium
charge carriers, and the appearance of photoinduced
absorption attributed [8] to surface states indicate that
the number of dangling bonds at the interface between
the phases increases. The degradation and recovery of
acceptor PL bands confirm that photoinduced anneal-
ing of acceptor states takes place and that it is possible
to recover them by subsequent heat treatment of the
structures. The decrease in the effective annealing time

 with decreasing average QD radius is accounted for
by the faster cadmium vacancy transport to the surface.
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Abstract—The effect of doping level on the current–voltage characteristics of semiconductor heterostructures
with GaAs/AlGaAs superlattices was studied by the electrochemical capacitance–voltage profiling method. It
was shown that a high density of free electrons in the GaAs/AlGaAs superlattice screens the external electric
field and inhibits the formation of a domain with a high electric field that is responsible for resonant tunneling
in weakly coupled superlatticest. © 2004 MAIK “Nauka/Interperiodica”.
Carrier transport in semiconductor superlattices is
currently being widely studied with the aim of design-
ing high-frequency (up to several GHz) generators
operating on the effect of negative differential resis-
tance (NDR) [1–4]. We present the results of studying
structures based on weakly coupled GaAs/AlGaAs
semiconductor superlattices with wide wells and barri-
ers in which the width of the miniband of the quantum-
well levels does not exceed 1 meV owing to weak over-
lapping of the electron wave functions between the
neighboring quantum wells (QW). As follows from the-
oretical calculations [5, 6], in these structures a high-
electric-field domain is formed, which makes possible
the tunneling from the ground state of a QW to excited
states of a neighboring QW. In a structure with wide
wells, there are several quantum-well levels for which
the miniband width increases as the energy of the level
increases. The tunneling time defines the domain
motion velocity and, therefore, the generation fre-
quency, which increases as the number of the QW sub-
band into which the tunneling occurs increases. Differ-
ent miniband levels are involved in the resonant tunnel-
ing, depending on the static bias applied to the
structure, which allows one to control the generation
frequency [3, 4].

As shown in [5, 6], the condition for the formation
of a stable domain depends on the doping level in the
superlattice. This generated a need to derive a method
for monitoring this doping level. The presence of
heavily doped (~5 × 1018 cm–3) contact layers renders
inapplicable the standard method of concentration pro-
filing by the capacitance–voltage (C–V) technique
using the Schottky barrier, where the minimum thick-
ness of layers under study is limited by the width of the
1063-7826/04/3804- $26.00 © 20451
space-charge region (SCR) at the breakdown voltage
for the sample. To get over this limitation, we chose the
electrochemical C–V profiling (ECV) method [7–9],
which consists in alternating electrochemical etching
and C–V measurements across the Schottky barrier at the
electrolyte/semiconductor interface. The electrochemi-
cal etching technique was optimized to obtain higher
spatial resolution (on the order of several nanometers).

Two types of samples based on GaAs/AlGaAs com-
pounds, F237 and 4-995, were studied. The structures
were grown in different MBE machines on n+-GaAs
substrates. They were superlattices comprising 30 peri-
ods of weakly coupled (30 nm) GaAs QWs separated
by 10-nm-thick Al0.3Ga0.7As barriers. The superlattice
region was uniformly doped with Si to 5 × 1016 cm–3

and confined on both sides with Al0.3Ga0.7As (5 nm)
barriers. Heavily doped n+-GaAs contact layers were
grown below and on the top of the superlattice (doping
level 2 × 1018 cm–3, thickness 0.5 and 1 µm, respectively).

ECV measurements were done using a Polaron
Equipment Ltd. PN4200 setup, which allows simulta-
neous measurement of the capacitance (C) and its
derivative with respect to voltage (dC/dV). The electro-
lyte was a 10% solution of tiron in deionized water. The
electrolyte serves two functions: to etch and to form the
electrical contact for studies of current–voltage (I–V)
and C–V characteristics.

Bringing an n-GaAs epitaxial layer into contact with
the electrolyte causes the redistribution of charges in
the system. In the system under study, the work func-
tion of the semiconductor is smaller than that of the
electrolyte; thus, electrons pass from the semiconduc-
tor to the electrolyte. The carrier density in the used
electrolyte exceeds 1022 cm–3. Therefore, the depth of
004 MAIK “Nauka/Interperiodica”
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the electric field penetration to the electrolyte is negli-
gible, and the electrolyte/semiconductor interface
behaves like a Schottky barrier.

The semiconductor material is decomposed in the
process of chemical etching. The decomposition results
in increasing charge redistribution. Equilibrium is
attained due to the reduction of free energy through
decomposition, and it is counterbalanced by the
increase in the electrostatic energy related to the charge
redistribution (Helmholtz electrical double layer) [7].
In the equilibrium, the anodic etching current is coun-
terbalanced by the charge transfer from the electrolyte
to the semiconductor. The penetration depth is deter-
mined by the Faraday law [7]:

(1)

where M is the molecular mass; D, the density of a
semiconductor; F, the Faraday constant; z, the number
of charge carriers transferred by a solute molecule; Ie,
the etching current; and t, the time of etching.
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Fig. 1. Carrier density profiles for samples (a) F237 and
(b) 4-995. The inset in Fig. 1a shows the carrier density pro-
file for sample F237 in the range 0.55–0.80 µm.
The total depth for which the free carrier density is
determined is expressed by

(2)

where Xd is the SCR thickness at the semiconduc-
tor/electrolyte Schottky barrier:

(3)

where C is the capacitance; V, the voltage; S, the contact
area; εr, the dielectric constant of a semiconductor; and
ε0, the permittivity of free space.

The carrier density distribution profile across the
structure thickness can be calculated in terms of the
depletion layer approximation [7]:

(4)

where q is the elementary charge.
Alternating a C(V) measurement for the determina-

tion of carrier density and etching with simultaneous
measurement of the etching current Ie, we can deter-
mine the carrier density profile N(X) to a considerable
depth, which is limited by the inhomogeneity of the
etching over the semiconductor/electrolyte interface.

Figure 1a shows an ECV profile of the carrier den-
sity distribution N(X) obtained on structure F237 with
an etching step of Xe = 2 nm. For n-semiconductor
materials, the etching rate is defined by the intensity of
illumination in the fundamental absorption range and
by the reverse bias [7]. It was found that the optimal
planarity of the etch-pit bottom is obtained at the etch-
ing current density Ie = 1 mA/cm2, with the correspond-
ing etching rate of 1.5 nm/s.

ECV measurements on structure F237 have shown
that the top contact n+-GaAs layer was about 0.4 µm in
thickness and was doped with Si to 2 × 1018 cm–3

(Fig. 1a). In the superlattice region, the ECV profile
N(X) exhibits 30 peaks caused by the accumulation of
carriers in GaAs QWs [10]. The average peak-to-peak
distance is 40 nm (see inset in Fig. 1a), which coincides
with the period of the GaAs/AlGaAs superlattice.
These data are in good agreement with the data of trans-
mission electron microscopy (TEM) shown in Fig. 2,
where the GaAs(12 nm)/AlGaAs(27 nm) superlattice
with a period of 39 nm is clearly visible.

The total thickness of the superlattice determined
from ECV profile N(X) is 1.4 µm. It is worth noting also
that peaks in the N(X) dependence are well resolved to
a depth of 1.85 µm (Fig. 1a). As the depth of etching
increases, the amplitude of the density modulation N(X)
decreases, which is related to the increased depth non-
uniformity of the pit floor etching [8, 9].

An analysis of the ECV profile N(X) of structure
F237 by numerically solving the self-consistent
Schrödinger and Poisson equations [10] has shown that
the doping level of wide-gap Al0.3Ga0.7As layers in the
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superlattice is about 1018 cm–3. This exceeds the level
prescribed by the growth technology, which may be
caused by the presence of an uncontrolled impurity in
the Al source of the MBE machine.

Analysis of the ECV profile N(X) of structure 4-995
led to the conclusion that the carrier density in the
superlattice layer is 2 × 1017 cm–3, and no modulation
related to the redistribution of carriers between the bar-
riers and QWs is observed (Fig. 1b), whereas the TEM
demonstrates parameters similar to those in structure
F237. Model calculations of the carrier density profile
show that this situation occurs when the doping level in
Al0.3Ga0.7As barriers in the superlattice does not exceed
2 × 1017 cm–3. The lack of the carrier density modula-
tion in the superlattice layer is due to the fact that its
doping level is significantly lower than that in n+-GaAs
contact layers (Fig. 1b). Therefore, a slight penetration
of the SCR into heavily doped side walls of the etch pit
makes a greater contribution to the capacitance mea-
sured by ECV than the superlattice layer.

Figure 3a shows an I–V chracteristic of structure
4-995 measured at temperature T = 4.2 K. This charac-
teristic clearly demonstrates portions related to the for-
mation of a high-electric-field domain, in which the
tunneling occurs from the ground state in QW (E0) to
excited states of the neighboring QW (E1, E2, E3, etc.)
[1]. The I–V characteristic of structure 4-995 contains a
great number of NDR portions. Figure 4 shows an
example of current oscillations with a frequency of
about 3.6 MHz in structure 4-995 at T = 4.2 K and a bias
of 4.42 V. In contrast to structure 4-995, the I–V charac-
teristic of structure F237 exhibits no evident portions
related to the formation of a high-electric-field domain

100 nm

Fig. 2. Dark-field (g = 200) cross-sectional TEM image of
structure F237.
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(Fig. 3b). This may be caused by the high density of
free carriers in QWs of structure F237, which screens
the electric field of the external bias and inhibits the for-
mation of a high-electric-field domain.

Thus, the effect of the doping level on the I–V char-
acteristics of semiconductor heterostructures with
GaAs/AlGaAs superlattices was studied by electro-
chemical C–V profiling. It was shown that a high con-
centration of free electrons in a GaAs/AlGaAs superlat-
tice inhibits the formation of a domain with a high elec-
tric field that is responsible for resonant tunneling in
weakly coupled superlattices. One should note the high
spatial resolution (to 10 nm) of the ECV profiling
method, which provides detailed information on the
carrier distribution in semiconductor heterostructures
with quantum-well layers. This is especially important
in the design of LEDs, lasers, and photodetectors.
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Abstract—The temperature dependence of conductivity, the photoconductivity, and the hole mobility in fine-
grained polycrystalline CdTe have been studied. The results obtained agree well with the concept of charged
grain boundaries. The potential barriers at grain boundaries and the way in which these barriers affect the free
carrier mobilities have been determined. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The promising development of semiconductor
devices for solar power engineering requires that a low-
cost material for solar cells be created. One of the most
promising materials that are suitable for this purpose is
polycrystalline CdTe. As CdTe is a direct-gap semicon-
ductor and has a band gap of Eg ≈ 1.5 eV at room tem-
perature, it is the optimal material for detection of solar
light. The theoretical limit to conversion efficiency for
polycrystalline CdTe is 29%. However, this parameter
does not exceed 12% in practical devices, which is pri-
marily due to difficulties in controlling the transport
characteristics of the polycrystals [1].

The second promising area in which CdTe polycrys-
tals can be used is the development of detectors for hard
X and γ rays. The large atomic numbers of the constit-
uents of the material, Z = 48 (Cd) and Z = 52 (Te), pro-
vide higher quantum efficiency compared with silicon-
based detectors. The wide band gap allows CdTe detec-
tors to operate at room temperature. However, the con-
siderable loss of radiation-induced charge in its trans-
port between the electrodes of a detector leads to a sig-
nificant decrease in energy resolution. For example,
with 300 V applied to a 2-mm-thick detector, only 16%
of the carriers generated by radiation are detected by
the device at mobility–lifetime product for holes µτ =
µpτp = 2 × 10–5 cm2/V, compared with nearly complete
collection of the carriers at µpτp ~ 10–3 cm2/V. This fact is
due to the low mobility and short lifetime of the holes [2].

These problems are already widely understood, and
therefore it is not surprising that only the transport phe-
nomena were examined in the majority of studies con-
cerned with the electrical properties of polycrystals [3–5].

The physics of polycrystalline semiconductors is
primarily the physics of grain boundaries. A polycrys-
talline material is an aggregate of relatively small crys-
tallites separated by grain boundaries. Within any par-
ticular crystallite, atoms are arranged in a strictly peri-
odic way. The grain boundaries are complex structures
that are commonly composed of several layers of spa-
1063-7826/04/3804- $26.00 © 20455
tially disordered atoms. They can be regarded as transi-
tion regions between differently oriented crystallites.

Depending on the size of the crystallite, the extent to
which the grain boundaries are charged, and the type of
interaction of these boundaries with background impu-
rities and dopants, the properties of polycrystalline
semiconductors may vary extremely widely.

Our preceding study [6] was concerned with trans-
port phenomena in coarse-grained p-CdTe polycrystals
(grain size ~100 µm). In [6], we established that the
hole mobility in polycrystals of this kind is determined
by scattering on acoustic phonons at room temperature
and on charged grain boundaries at lower temperatures.
In addition, it was found that the hole mobility can be
controlled by exposure of a sample to white light.

This paper reports the results obtained in studying
the transport phenomena in fine-grained CdTe poly-
crystals.

2. CARRIER TRANSPORT IN FINE-GRAINED 
POLYCRYSTALS

The model we use to explain the experimental data
presented below was first suggested by J. Seto [4] and
later improved by G. Baccarani and B. Ricco [5]. The
model is based on the assumption that the electrical
properties of polycrystals are determined by capture of
carriers by dangling bonds of atoms at grain bound-
aries, which leads, first, to a decrease in the number of
free carriers involved in conduction and, second, to a
considerable drop in their mobility because of the scat-
tering on potential barriers at the boundaries.

In real polycrystals, the crystallites have different
sizes and surface areas. It is virtually impossible to take
this circumstance into account in theoretical calcula-
tions. Therefore, the model assumes that all crystallites
are identical, have size L (cm), and contain a single type
of impurity with concentration N (cm–3).

It is further assumed that the interfacial region is
considerably narrower than L and contains Qt [cm–2]
traps, which are partly or completely charged through
004 MAIK “Nauka/Interperiodica”
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capture of free carriers. The model is illustrated by
Fig. 1. It is assumed that all the free carriers from the
region L/2 – l at the interface are captured by traps at
grain boundaries to form a depletion region, and the
contribution from free carriers in this region is disre-
garded. A real polycrystal is a three-dimensional (3D)
structure; however, it suffices to consider a 1D model to
reveal all the characteristic features of the transport
properties of the polycrystal.

Under these assumptions, solving the Poisson equation

(1)

(ε is the dielectric constant of the polycrystal) makes it
possible to find the potential distribution:

(2)

d2V

dx2
---------
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Fig. 1. Model of the grain boundary in p-type polycrystals:
(a) structure of a polycrystal, (b) distribution of charge Q
within the grain and at the grain boundary, and (c) band dia-
gram. Ec, conduction bad edge; Ev, valence band edge; Et,
trap level; EFi, Fermi level in an intrinsic semiconductor;
Eb, energy barrier height; and Ev0 = qVv0.
where Vv0 is the potential of the valence band edge at
the center of the crystallite, and q is the elementary
charge. In these calculations, the Fermi-level energy in
the intrinsic material is taken to be zero and the energy
is positive in the direction toward the valence band.

At a given size of the crystallites, two cases are pos-
sible, depending on the doping level: (a) LN < Qt and
(b) LN > Qt.

The first case (LN < Qt) corresponds to conditions in
which a crystallite is totally depleted and the traps are
only partly filled. Under these conditions, the potential
barrier height Vb is given by

(3)

From formula (3) follows that the barrier height
grows linearly as the concentration N increases. In this
case, the Fermi level is given by

(4)

where T is temperature and k is the Boltzmann constant.

In the second case (LN > Qt), only part of the crys-
tallite is depleted, and the potential barrier height is

(5)

The total current through the polycrystal is deter-
mined both by the conductivity of the grains and by the
mechanism of carrier transfer from one grain into
another, i.e., by the conductivity of grain boundaries.
As a rule, the conductivity of the crystallites substan-
tially exceeds that of the boundaries, and, therefore, the
latter should be primarily considered when studying the
transport properties of polycrystals.

The two most important processes that determine
the current across the boundaries are considered in the
literature: tunneling (field emission) and thermionic
emission. The tunneling currents are important in the
case of very narrow barriers, e.g., in heavily doped sil-
icon polycrystals with a grain size of ~1 µm. In moder-
ately doped polycrystals (N ~ 1016–1017 cm–3), the tun-
neling currents are negligible compared to thermionic
emission currents [4].

With a voltage Ua < kT/q applied to the barrier, the
current density of thermionic emission is given by

(6)

where pa is the averaged density of holes in a partly
depleted crystallite and m* is their effective mass.
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From formula (6) it follows that the conductivity of
a polycrystal with a crystallite size L is

(7)

It is assumed that qVb = Eb, and, consequently,

(8a)

(8b)

In this case, the effective mobility is given by

(9)

3. EXPERIMENTAL

We studied the temperature dependence of conduc-
tivity, the photoconductivity, and the hole mobility of
high-purity textured p-CdTe polycrystals with a resis-
tivity ρ ~ 102–105 Ω cm (room temperature). The sam-
ples were cut from polycrystalline ingots synthesized
from thoroughly purified components at 600–620°C
[7]. The contacts were fabricated after etching the sam-
ples in a bromine-methanol solution by depositing gold
from a solution of auric chloride. As a rule, contacts of
this kind are nearly ohmic.

The temperature dependences of conductivity and
the photoconductivity spectra were measured in the
temperature range from 290 to 65 K.

The free hole mobilities were found from the results
of transient photoconductivity measurements by the
method described in [8]. To make the density of mobile
carriers higher, the samples were illuminated with a
halogen lamp with a filament temperature of ~3000°C
(photon flux ~1018 cm2 s–1).

4. RESULTS AND DISCUSSION

4.1. Temperature Dependences of Conductivity

Figure 2 shows the temperature dependence of the
resistivity of a p-CdTe sample with grain sizes in the
range 5–10 µm and a resistivity of 6 × 104 Ω cm at
250 K (curve a). The activation energy of conductivity,
calculated from the slope of the linear portion, is
0.09 eV. This activation energy cannot be attributed to
the trapping of holes at lower temperatures to an accep-
tor level Ev + 0.09 eV, since all the acceptors of this
kind are completely ionized in the temperature range in
question [9] and, consequently, cannot contribute to a
change in the carrier density.

Hence, it follows that the slope we observed can
only be accounted for by a decrease in the mobility of
holes at a lower temperature, because of their scattering
by the potential barriers at grain boundaries. It is the
average height of these barriers that determines the acti-

σ
Lq2 pa

2πm*kT
-------------------------

qVb

kT
---------– 

  .exp=

σ Eg/2 EF–( )/kT–[ ] at NL Qt,<exp∝

σ T 1/2– Eb/kT–[ ] at NL Qt.>exp∝

µeff
Lq

2πm*kT
-------------------------

Eb

kT
------– 

  .exp=
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vation energy [see Eq. (9)]. It is noteworthy that we
observed a similar phenomenon in coarse-grained poly-
crystals [6].

If the potential barrier height is known, the density
of charged traps at the interface and the effective mobil-
ity of holes can be evaluated by formulas (5) and (9)
(evaluated, rather than calculated exactly, since an
oversimplified model is used for lack of a better one).
In the case in question, Qt ≈ 7 × 1010 cm–2 and µeff ≈
1 cm2/(V s).

Having evaluated these quantities and assuming that
holes are excited to the valence band from these same
centers with energy level Ev + 0.24 eV, which we
repeatedly observed previously in polycrystals of this
kind [6, 10, 11], we can state the following. In the given
sample, the acceptor dopant concentration is Na ≈ 2 ×
1015 cm–3 and the product LNa > (1–2) × 1012 cm–2 > Qt,
which confirms the validity of formula (8b) for inter-
pretation of the results we obtained.

The intensity of carrier scattering by grain-boundary
potentials can be varied by raising or lowering the
extent to which the grain boundary is charged. This
conclusion is confirmed by curve b in Fig. 2, which rep-
resents the temperature dependence of the resistivity of
this same sample, measured under illumination.

In polycrystalline CdTe, the µτ product for electrons
always exceeds that for holes, µeτe @ µpτp and, there-
fore, white light mainly generates mobile electrons.
These electrons rapidly fall into the potential well at the
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Fig. 2. Temperature dependence of the resistivity of finely
crystalline p-CdTe (a) without illumination and (b) under
exposure to white light.
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interface and recombine with holes captured in this
region, which makes the charge of the grain boundary
smaller and thereby lowers the potential barrier.
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Fig. 3. Time dependence of the photocurrent through a
p-CdTe sample exposed to a steplike pulse of light.
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Fig. 4. Carrier mobility in finely crystalline p-CdTe vs. the
photon energy of the exciting radiation. The mobilities are
given at the points [in cm2/(V s)].
The potential barrier height calculated from the
average slope of the temperature dependence of resis-
tivity (Fig. 2, curve b) is 0.06 eV. A decrease in the bar-
rier height by 0.03 eV leads to an increase in the hole
mobility at ~80 K by several orders of magnitude.

4.2. Hole Mobility in Fine-Grained CdTe Polycrystals

In this study, we determined the free carrier mobility
by measuring the transient photoconductivity.

A sample cut in the form of a parallelepiped with a
cross-section S and a length L was placed in a beam of
monochromatic light incident perpendicularly to the
electric field applied to the sample. The samples were
exposed to steplike light pulses with a photon energy
lower than the band gap width.

The power of radiation absorbed in a sample,
which goes to carrier excitation, can be found from the
expression

(10)

where hν is the energy of an absorbed photon; β, the
quantum efficiency (assumed to be unity); and dp/dt,
the rate of carrier generation in the linear region of the
time dependence of the photocurrent. In the case in
question, sample illumination leads to the generation of
holes, since the light used has a photon energy lower
than the band gap width.

The rate of current variation in the sample can be
written as

(11)

where U is the voltage applied to the sample. Eliminat-
ing the generation rate from Eqs. (10) and (11), we
obtain the following expression for mobility:

(12)

The measurements were carried out at 300 K and
different photon energies of incident light. A typical
time dependence of the photocurrent is shown in Fig. 3.
As follows from the figure, the time constant of the
photocurrent is rather long, ~0.5 s, which indicates that
the carrier mobility is low. In the initial stage, the rise
in the current through the sample is virtually linear, and
it is this fact that allows expression (12) to be used to
determine the mobility.

The results of calculation for various wavelengths
are shown in Fig. 4. It should be noted that the mobility
strongly depends on the photon energy and, what is
more important, increases sharply as the photon energy
approaches the band gap width. This result can be
accounted for in terms of the previously suggested
model of surface charge neutralization at grain bound-
aries [6]. As already mentioned in [6], the density of
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surface states at the boundary is continuously distrib-
uted over energy in the band gap and is higher at its
edges. Under equilibrium conditions, the interfacial
states with energies higher than the Fermi energy are
filled with captured holes (Fig. 5). When a sample is
illuminated, electrons are captured into these surface
states and neutralize the charge of the holes. This mech-
anism reduces the potential barrier height and, conse-
quently, leads to an increase in hole mobility. As the
photon energy increases, the barrier height decreases to
a greater extent, since the density of states at band
edges is considerably higher, and, consequently, the
number of holes neutralized is greater.

4.3. Photoconductivity

Studying the photoconductivity spectra is one of the
most informative methods for revealing the influence
exerted by various imperfections of a semiconductor on
its electrical properties. We have already used this
method to study properties of CdTe polycrystals [11]. It
was shown that the relaxation times of holes excited
from “grain-boundary” traps are rather long, and, there-
fore, reasonable evidence about the traps can be
obtained only from dc photoconductivity measure-
ments (without light beam modulation). This is also
indicated by the data in Fig. 3.

Figure 6 shows a dc photoconductivity spectrum for
one of the p-CdTe samples we studied. The result
obtained is consistent with the model of grain-bound-
ary traps.

In equilibrium, those traps whose energy levels lie
above the Fermi level are occupied by holes (Fig. 5).
The density of these states is the highest at the conduc-
tion band bottom and decreases rather sharply into the
band gap [12]. When a sample is exposed to light with
photon energies lower than the band gap width, transi-
tions of electrons from the valence band to trap levels
occupied by holes are possible, which gives rise to pho-
toconductivity. The photoelectric threshold should
coincide with the position of the Fermi level; however,
the photoconductivity is weak because of the low den-
sity of states in this region. As the photon energy
becomes higher, the photoconductivity signal grows to
reach a maximum at hν = Eg – Eb. Later, the signal
should fall sharply. However, no abrupt fall would be
expected in practice because of the presence of density-
of-states tails in the band gap of disordered semicon-
ductors.

The model we suggested makes it possible to esti-
mate rather accurately the heights of potential barriers
at grain boundaries, without making any additional
assumptions or performing cumbersome calculations.

Specifically, the barrier height Eb found for the sam-
ple studied from photoconductivity measurements is
0.085 eV, which agrees well with the value of ~0.1 eV
previously obtained from the temperature dependence
of resistivity [6].
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5. CONCLUSION

The results obtained in studying the temperature
dependence of conductivity, the free carrier mobility,
and the photoconductivity in CdTe polycrystals indi-
cate that the barrier model allows a rather good inter-
pretation of experimental results.

Two main models are currently in use for explaining
the transport properties of polycrystals: the segregation
model [12] and the “trap” model (which assumes car-
rier trapping at interfaces) [13]. Hall measurements in

Ec
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Fig. 5. Energy diagram of the grain boundary in p-type
polycrystals.
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Fig. 6. Photoconductivity spectrum of a p-CdTe polycrystal
at 70 K.
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polycrystalline phosphorus-doped silicon films show
that the concentration of electrically active impurities
in grains is significantly lower than the total concentra-
tion of implanted phosphorus ions. This fact, on the one
hand, confirms the hypothesis that there is a pro-
nounced segregation of impurities at grain boundaries.
On the other hand, the temperature dependences of
conductivity of polycrystalline films can only be
accounted for in terms of the “trap” model. Reasonable
analysis of experimental results in terms of a particular
theory requires knowledge of the grain sizes and the
energy distribution of electronic states related to grain-
boundary traps. The grain size can be easily determined
experimentally (by X-ray measurements), whereas the
energy distribution of electronic states of traps is a mat-
ter of speculation. There are two opinions: (i) all the
grain-boundary traps have the same energy level, which
lies close to the midgap, and (ii) the electronic states of the
traps are continuously distributed within the band gap, and
the density of states increases toward band edges.

The results obtained in this study are most ade-
quately accounted for in terms of the “trap” model and
a continuous distribution of trap energies within the
band gap.
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Abstract—The dependence of carrier density in silicon quantum wires sheathed with SiO2 on the wire diameter
and the position of impurity atoms in respect to the wire center is analyzed theoretically. It is shown that, as the
diameter of wires and nanocrystals decreases, the ionization energy of a dopant increases; therefore, the free
carrier density decreases, and the screening of the Coulomb attraction becomes ineffective. As a result, the pho-
toluminescence is defined by the radiative recombination of excitons even in the case of heavily doped Si. These
conclusions are supported by the data of experimental study of spectral, excitation-power, and temperature
dependences of photoluminescence in porous silicon structures fabricated on lightly and heavily doped Si sub-
strates. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the 3D case, the screening of the Coulomb inter-
action between electrons and holes in semiconductors
leads, at a high enough carrier density, to an excitonic
Mott transition. For example, in Si at T = 300K, the car-
rier density at which the excitonic Mott transition
occurs is 8.3 × 1017 cm–3 [1]. The question now arises,
what happens when the dimensionality of a semicon-
ductor decreases? In this case, not only the character of
screening is changed, but also the ionization energy of
impurity considerably increases. An especially strong
increase is expected in the quantum limit in the case of
a simultaneous occurrence of so-called “dielectric
enhancement,” when the dielectric constant of the
dielectric sheath is significantly lower than that of the
semiconductor (see, e.g., [2]).

As shown in [3, 4], in GaAs/AlGaAs quantum wells
(QW) the excitonic Mott transition is observed at a low
doping level (about 5 × 109 cm–2). According to [4], this
occurs with a fairly large width of QWs (~20–30 nm).
At these QW dimensions, the character of screening of
the Coulomb potential is mixed; it changes from purely
2D at large distances in the plane of QW to 3D at small
distances. A similar situation was observed in [5],
where photoluminescence (PL) was studied at room
temperature in a standard nanoporous Si and in meso-
porous Si produced from a material with a hole density
of 4 × 1018 cm–3. The average wire diameter in these
samples was 6–8 nm. The PL peak was blue-shifted
with respect to the absorption edge of bulk Si, and the
dependence of the PL intensity on the illumination
intensity was quadratic, which is typical of band-to-
band radiative recombination. We believe that these
results are indicative of an excitonic Mott transition. It
1063-7826/04/3804- $26.00 © 20461
seems that in this case the screening of the Coulomb
interaction between electrons and holes had a quasi-3D
character, because the wire diameter significantly
exceeded the Debye screening length rD (in Si, rD is
about 1.5 nm for this hole density at room temperature).
The ionization energy for acceptors in the studied porous
silicon (por-Si) did not change significantly compared
to the bulk material. Even though quantum confinement
took place, the broadening of the band gap was rela-
tively small (several tens of meV), and several quan-
tum-confinement subbands were involved in the
screening. As a result, the por-Si studied was found to
be similar in its properties to ordinary bulk silicon.

In this study we analyzed the possibility of an exci-
tonic Mott transition in quantum wires of smaller diam-
eter (less than the Bohr radius of exciton in Si, aB ≈
4 nm), in particular, in nanoporous Si. It was shown that
an excitonic Mott transition does not occur up to the
highest doping level of the starting Si material. This is
related primarily to the significant rise in the energy of
impurity ionization and, consequently, to a consider-
able decrease in the free carrier density.

2. THEORY

First, we analyze the relation between the Bohr
radius of exciton, aB, and the average distance between
the screening electrons in semiconductors of varied
dimensionality at fixed concentration of donor centers,
taking into account that the energy depth of shallow
impurity levels (as well as the exciton binding energy)
increases as the dimensionality decreases. Our exami-
nation of quantum wells and quantum wires is
restricted to the case of the quantum limit, when only
004 MAIK “Nauka/Interperiodica”
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the lowest quantized subbands are filled with electrons
and holes.

The density of electrons is Ni = Nciexp[(Ef – Ec)/kT],
so their number in a unit volume of a semiconductor in
the 3D-case (i = 3), or their number per unit area of a
quantum well (i =2), or per unit length of a quantum
wire (i = 1) is determined, as usual, from the neutrality
condition

(1)

where Ec, Ed, and Ef are the energies of the conduction
band edge (taking into account the quantization in
quantum-confined structures), the donor level, and the
Fermi level, respectively; Nd3 = Nd, Nd2 = dNd, and Nd1 =
(πd2/4)Nd, where d is the thickness of a quantum struc-
ture; Nc3 = Nc, where Nc is the effective density of states

in the conduction band in the 3D-case; and Nc2 = ,

Nc1 = .

The average distances (Ri) between electrons in Si in
the case when Nd = 1018 cm–3, Ed – Ec = –0.01 eV, and

T = 300 K are R3 ≈ 10 nm, R2 ≈  ≈ 20 nm, and R1 ≈

 ≈ 150 nm for d = 3 nm. If Ed – Ec = –0.2 eV, which
is typical of por-Si for the diameter of the quantum wire
used, then R1 ≈ 1000 nm.

These estimates show that, for the same volume
concentration of donors, the average distance between
electrons increases as the dimensionality of a semicon-
ductor is lowered. This can be related, on the one hand,
to the decrease in the effective density of states in the
lowest conduction band, and, on the other, to the
increase in the donor ionization energy. In order that the
excitonic Mott transition occur, it is necessary that the
size of the exciton in the direction of its free motion
(≈2aB) be comparable with Ri. Taking into account that
aB ≈ 4 nm in Si, this condition is fulfilled only for 3D
and 2D semiconductors with the set of parameters
listed above. For quantum wires, R1 exceeds 2aB by
more than an order of magnitude even for Nd = 1020 cm–3.
As temperature decreases, R1 increases further, so that
the ratio R1/2aB becomes much more than unity.

Thus, excitons should exist in nanocrystalline
por-Si up to the heaviest doping level; this circum-
stance is related to small Coulomb energy q2/ε0εeffR1
compared to the exciton binding energy Ex. A
majorized estimate of q2/ε0εeffR1 for por-Si can be
obtained assuming that the effective dielectric constant
q2/ε0εeffR1 equals that of SiO2. Then, even if the rise in
the donor ionization energy is disregarded, we obtain at
R1 = 150 nm a Coulomb energy of about 0.03 eV, which
is one order of magnitude smaller than the exciton bind-
ing energy Ex in a Si quantum wire 3 nm in diameter

Ndi

1 E f Ed–( )/kT[ ]exp+
------------------------------------------------------- Ni,=

Nc
2/3

Nc
1/3

Nd2
1/2–

Nd1
1–
sheathed with SiO2 [6]; i.e., the criterion above is well
satisfied.

Naturally, all the above is valid for the case when
free carriers are holes, i.e., for por-Si samples produced
from p-type Si. Since our por-Si samples were pro-
duced by electrochemical etching of precisely p-Si, this
factor is taken into account in all the calculations pre-
sented below.

The energy levels of carriers interacting with a
charged Coulomb center in a cylindrical quantum wire
embedded in a dielectric matrix are determined from
the solution of the Schrödinger equation:

(2)

where r = {ρ, z, ϕ} are the coordinates of a carrier in
cylindrical coordinates; ri = {ρi, 0, 0}, the coordinates
of an impurity center; ∆ρ = d2/dρ2 + (1/ρ)d/dρ; and µ,
the effective mass of a carrier, which depends on its
position (µ = m2 in the region ρ < R within the quantum
wire, and µ = m1 in the external region ρ > R; R is the
wire radius). The potential energy Us(ρ) describes the
self-action of carriers due to the polarization of the
cylindrical heterointerface (the so-called potential
energy of image forces); the summand Ub(ρ) accounts
for the band offset at the heterointerface (conduction
band, δUc, or valence, δUv, depending on the conduc-
tion type); and Ub(ρ) = 0 within the wire and Ub(ρ) =
δUc(v) in the coating dielectric material. The summand
UI(r, ri) is the potential energy of a carrier in the field
of a charged impurity center. It is the sum of the poten-
tial energy of the direct Coulomb interaction between
the carrier and the impurity and the potential energy of
the carrier in the field of image forces of this center.
Analytical expressions for the potential energies Us(ρ)
and UI(z, ρ, ρi) can be obtained using the standard
Green’s function method [7] from the solution of a stan-
dard Poisson equation with point charges of the carrier
and impurity, as was done in [8]:

(3)
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(4)

"
2

2µ
------ ∆ρ

d2

dz2
-------

1

ρ2
----- d2

dϕ2
---------+ + 

 –

--+ Us ρ( ) Ub ρ( ) UI r ri,( )+ + Ψ r( ) EΨ r( ),=

Us ρ( ) e2

π
----

ε2 ε1–
ε1

--------------- 2 δm 0,–( )
m 0=

∞

∑–=

×
Im ηR( )Im' ηR( )ηR

ε1 ε2 ε1–( )Km ηR( )Im' ηR( )ηR+
------------------------------------------------------------------------------Km

2 ηρ( ) η ,d

0

∞

∫

Us ρ( ) e2

π
----

ε2 ε1–
ε2

--------------- 2 δm 0,–( )
m 0=

∞

∑–=

×
Km ηR( )Km' ηR( )ηR

ε1 ε2 ε1–( )Km ηR( )Im' ηR( )ηR+
------------------------------------------------------------------------------Im

2 ηρ( ) η ,d

0

∞

∫

SEMICONDUCTORS      Vol. 38      No. 4      2004



EXCITON PHOTOLUMINESCENCE IN DOPED QUASI-1D STRUCTURES BASED ON SILICON 463
if ρ < R. Here, Km and Im are modified Bessel functions;
ε1, the dielectric constant of the barrier material around
the quantum wire (for SiO2, ε1 = 2.1); and ε2, the dielec-
tric constant of the quantum wire material (for Si wire,
ε2 = 11.7). The shift of the band edges (valence or con-
duction band) in the center of the wire, which results
from such a polarization self-action, is

(5)

In the case when a carrier and impurity are in the
barrier material outside the quantum wire (i.e., when
both ρ and ρi > R), the potential energy of the carrier in
the field of an oppositely charged impurity in this quan-
tum system can be presented as

(6)

When a carrier is within the quantum wire and the
impurity is in the surrounding barrier material, or vice
versa, we have

(7)

where ε = (ε1 + ε2)/2. In the last relation, ρ< = ρ and
ρ> = ρi at ρ < ρi; on the contrary, ρ< = ρi and ρ> = ρ at
ρi < ρ. Finally, when both the carrier and the impurity are
within the quantum wire (i.e., when both ρ and ρi < R),

(8)

The first terms on the right side of Eqs. (6)–(8) describe
the direct Coulomb interaction between a carrier and
impurity; the indirect interaction related to the polariza-
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tion of the heterointerface by a charged impurity center
is described by the second terms.

The energy spectrum of a carrier in a quasi-1D
quantum well in the field of a charged impurity was cal-
culated in terms of the perturbation theory. The wave
functions were sought in the form of expansion

(9)

in terms of eigenstates of the model Hamiltonian
which, on the one hand, served as a good approxima-
tion to the real Hamiltonian in Eq. (2) and, on the other,
allowed the separation of variables related to the trans-
verse (radial) and longitudinal (along the wire) motion
of a charge. In Eq. (9), Cmnj are the expansion coeffi-
cients; m, the azimuthal quantum numbers; n, the radial
quantum numbers corresponding to quantum-well lev-
els Emn; j, the quantum numbers of states of a carrier
bound on a quasi-1D Coulomb center with the binding
energy Ej. The precision of this method is limited by the
number of terms taken into account in (9). For the
ground state, only the summands with m = 0 are of sig-
nificance; the others may be disregarded.

The wave functions χmn(ρ) of the transverse motion
of carriers in a square cylindrical potential well with
renormalized height of the external potential barrier

δ  = δUc(v) – Us(0), along with the corresponding
energies Emn, are easily found in the standard way by
solving the Schrödinger equations

(10)

for the internal (ρ < R) and

(11)

for the external (ρ > R) regions, and matching the func-
tions and their fluxes at the heterointerface. Within the
quantum wire, wave functions of the transverse motion
χmn(ρ) are Bessel functions Jm(k2, mnρ), correct to a nor-
malization factor, and in the barrier region they are
modified Bessel functions Km(k1, mnρ), in which the
quantum wave numbers k1, mn and k2, mn and fundamen-
tal energies Emn are found from the condition of non-
trivial solvability of the system of boundary conditions.
The normalization factors were determined from the

normalization condition (ρ)ρdρ = 1. We have

chosen this model system with the renormalized depth
of the potential well, because here the shift Us(0) makes
the major contribution and is easily taken into account
in the final result. The remaining part of the potential
energy of the polarization self-action makes a signifi-
cantly smaller contribution to the energy shifts of lev-
els, owing to the strong mutual compensation of the
contributions from the internal and external regions of

Ψ r( ) 1/ 2π CmnjF j z( )χmn ρ( ) imϕ( )exp
mnj

∑=

Ũ

"
2

2m2
--------- ∆ m2

ρ2
------– 

  χ2 mn, ρ( )– Emnχ2 mn, ρ( )=

"
2

2m1
--------- ∆ m2

ρ2
------– 

 – δŨ+ χ1 mn, ρ( ) Emnχ1 mn, ρ( )=

χmn
2

0
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a wire (we used a linear approximation of the total sin-
gle-particle potential in the vicinity of the heterointer-
face, as was done in [6]).

As wave functions of the longitudinal motion Fj(z),
we used the eigenstates of the model 1D Schrödinger
equation:

(12)

where the second term in brackets  = –e2/ε2(|z| + a)
approximates the direct Coulomb interaction WC =
−e2/ε2|r – ri| between a carrier and impurity in the wire.

A nonzero positive parameter a in  makes it possi-
ble to use a complete system of states of the 1D longi-
tudinal motion of a carrier in a quantum wire in the field
of a charged impurity center, including the ground state
[9]. If a  0, the binding energy of this ground state
tends to infinity, and the corresponding wave function
transforms into a δ-function. For this reason, the
approximation of a real Coulomb interaction in a quan-

tum wire by a 1D Coulomb interaction (z) =

"
2

2m2
--------- d2

dz2
-------– W̃C z( )+ F j z( ) E jF j z( ),=

W̃C
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Fig. 1. The ionization energy of acceptors, Ev  – Ea, vs.
(a) the distance between the impurity center and the axis of
a Si quantum wire in a SiO2 sheath, Rimp, and (b) the wire
diameter 2RQW. Wire diameter in Fig. 1a: (1) 3, (2) 2, and
(3) 1 nm. Arrows indicate the wire radius.
−e2/(ε2|z|) results in the loss of the lowest state and the
expansion (9) is incomplete. Naturally, the final result
should not depend on a specific value of a. However,
there is good reason to use an optimized value of a to
provide rapid convergence of series (9). If the subject of
interest is the lowest state of a carrier in a quantum wire
in the presence of an impurity center, a must be calcu-
lated from the requirement of the best convergence just
for this state. This is equivalent to the requirement of
the best approximation of the real Coulomb interaction,
averaged over the transverse motion of carriers in a
quantum wire in the ground state, with a 1D potential

(z). In a simplified version, it is sufficient to

demand that, in the point z = 0, the values of  should
be equal to the real Coulomb interaction averaged over
the transverse motion.

As is well known, the solutions of Eq. (12) for
bound states of a carrier in the field of a charged impu-
rity center can be expressed in terms of the Whittaker
functions [9], Fj(z) = Cj , 1/2( )[z/|z|]p, where Cj is
the normalizing constant; p, the parity (p = 1 for odd
and p = 2 for even states); and βj = (–Ej/Ry)–1/2, Ry =

m2e4/(2"2 ),  = 2(|z| + a)/(βjrB), and rB = "2ε2/(e2m2).
The continuity condition for the wave function F and its
flux at z = 0 are used to obtain the dispersion equations

(2a/(rBβ)) = 0 for even and Wβ, 1/2(2a/(rBβ)) = 0
for odd states; from here the quantum numbers βj and
corresponding energy eigenvalues Ej are determined.

When the system of basis functions is chosen, the
algebraic equations for the expansion coefficients Cmnj
take the following standard form:

(13)

where T(m, m'; n, n'; j, j') are the matrix elements of the
difference of the Hamiltonians (the initial, with the real
Coulomb 3D interaction, and the model one) in the basis
of the wave functions of the model Hamiltonian. The
energy spectrum of bound states EN (N = 1, 2, 3, …) of a
carrier in the quantum well in the field of a charged
impurity is determined from the condition of the non-
trivial solution of this system of algebraic equations
(i.e., from the secular equation for this system).

Figure 1a shows calculated dependences of the
acceptor ionization energy, Ev – Ea, on the radial posi-
tion of the impurity atom in respect to the wire axis, for
a nanostructure formed by a Si quantum wire in a SiO2
sheath. The parameter of the theoretical curves is the
wire diameter. As can be seen in the figure, impurity
atoms located at the wire axis have the maximum ion-
ization energy (reckoned from the bottom of the first
quantum subband in the valence band). As the distance
from the wire axis increases, the acceptor ionization

W̃C

W̃C

Wβ j
z̃

ε2
2 z̃

Wβ 1/2,'

E Emn– E j–( )Cmnj

– T m m'; n n'; j j', , ,( )Cm'n' j',
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energy decreases, though it remains rather high as far as
the heterointerface. Ea falls to zero when the impurity
atom is located outside the wire, i.e., in SiO2.

Figure 1b shows calculated dependences of (Ev – Ea)
on the diameter of a Si quantum wire for two positions
of an acceptor: in the wire center (Rimp = 0), and on the
interface with SiO2 (Rimp = R).

Since the acceptor positions along the wire are dis-
tributed with a certain probability (e.g., are equiproba-
ble), it is evident that the density of holes p will fluctu-
ate along the wire. Figure 2 shows the dependences of
the hole density in a Si wire on the wire diameter at
Na = 1019 cm–3 and T = 300 K for two limiting cases: all
the acceptors are located (i) at the wire axis (lower
curve) or (ii) on the periphery (upper curve). Evidently,
if the contribution of acceptors located in SiO2 is disre-
garded, the local density of holes in the wires will vary
between these limiting values. Two factors allow us to
disregard the contribution of acceptors in SiO2: the first
is that the SiO2 layer, which can emit holes to the Si
wire, is thin (~1 nm); the second is that the acceptor
concentration in SiO2 is smaller than in Si by a factor of
2.7, because the volume of silicon oxide increases in
respect to unoxidized silicon. As can be seen in Fig. 2,
even in the case when all the acceptors are located on
the wire periphery, the hole density in a wire 3 nm in
diameter at room temperature is two orders of magni-
tude lower than the acceptor concentration. This con-
centration, calculated per unit wire length, is N1a ≈ 7 ×
105 cm–1. This means that no more than 1% of acceptors
are ionized, and the remaining 99% are un-ionized; i.e.,
they are in the neutral state. This result coincides with
the data of [10], where it was shown that as the porosity
of por-Si increases, i.e., the wire size decreases, the
boron concentration in the layer remains constant,
whereas the ratio between the number of neutral boron
atoms and the number of the remaining Si atoms
increases.

3. EXPERIMENTAL RESULTS AND DISCUSSION

For experimental verification of the assumptions
based on our numerical calculations, we studied photo-
luminescence (PL) of a nanocrystalline por-Si pro-
duced by electrochemical etching of p-Si with an
acceptor concentration of 4 × 1018–1019 cm–3. The data
obtained were compared with similar data for other
samples of nanoporous Si produced from a weakly
doped p-type material.

Single-crystal p-Si was used for the substrates:
weakly doped, with ρ = 12 Ω cm resistivity (p =
1015 cm–3), and heavily doped, with ρ = 10–20 mΩ cm
(p = 4 × 1018–1019 cm–3).

Layers of por-Si were produced using the technique
of anodic etching in ethanol solutions of hydrofluoric
acid. The standard HF : ethanol (1 : 1) solution was
used for weakly doped samples, and, in accordance
with the recommendations in [11], an electrolyte that
SEMICONDUCTORS      Vol. 38      No. 4      2004
contained a smaller amount of acid and a small amount
of water, HF : alcohol : H2O = (1 : 2 : 1), for heavily
doped samples.

The etching conditions were as follows: for weakly
doped samples, the current density was j = 20 mA/cm2

and etching time t = 5 min; for heavily doped samples,
j = 25 mA/cm2 and t = 15 min.

A computerized spectrometer based on an MDR-2
monochromator and an FEU-79 photomultiplier was
used for PL studies with excitation by light of a pulsed
laser (λ = 337 nm, 10 ns duration) or a CW LG-106
laser with a selected wavelength (λ = 514.5 nm). Three
modes of PL measurement were employed: stationary,
quasi-stationary (with a large delay between the excit-
ing laser pulse and the instant of the PL pulse record-
ing), and time-resolved. Temperature dependences
were studied in a cryostat with sapphire windows for
the radiation input/output.

The maximum power of the laser beam exciting PL
was 20 mW/cm2 for the CW laser (λ = 0.5145 µm) and
100 mW/cm2 (peak value) for the pulsed laser (λ =
0.337 µm).

Figure 3 shows the PL intensity spectra of nanopo-
rous Si samples produced from heavily doped material
(curve 1) and from the material with a low doping level
(curves 2, 3). The average diameter of wires in the nan-
oporous Si produced from heavily doped material was
2.7 nm (the estimate is obtained from Fig. 3 of [12]).
Figure 4 shows the PL intensity as a function of the
excitation level for nanoporous Si samples: points 1 and 2,
respectively, correspond to samples produced of
weakly and heavily doped material. Figure 5 shows
temperature dependences of the PL intensity, with the
same notations for samples.

As can be seen from Figs. 3–5, the PL intensity for
por-Si samples produced from heavily doped material is
comparable with that for nanocrystalline por-Si produced

104

Hole concentration, cm–1

Rimp = RQW Rimp = 0

1.0 1.5 3.02.52.0
2RQW, nm

102

10–2

100

Fig. 2. Hole density in a Si–SiO2 quantum wire vs. its diam-
eter. Na = 1019 cm–3, T = 300 K.
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from the material with a resistivity of about 10 Ω cm. For
both types of samples, the PL intensity dependences on
the excitation level are linear, which is indicative of the
exciton mechanism of PL. Finally, the temperature
dependences of the PL intensity are also similar: as
temperature decreases from room temperature, an
exponential increase in the intensity is observed; then
the dependence levels off or in some cases decreases.

Thus, the experimental data obtained confirm our
conclusion that there is no excitonic Mott transition in
nanocrystalline por-Si produced from a material with a
very high doping level. One should note the decisive

PL intensity, arb. units

2

1

500 600 800700
Wavelength, nm

10

0

5

3

Fig. 3. PL spectra of nanoporous Si samples produced from
(1) heavily and (2, 3) weakly doped material. T = 300 K.
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2

1

3 4 85
1000/T
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76

Fig. 5. Temperature dependences of the PL intensity of nan-
oporous Si samples: (1) weakly doped and (2) heavily
doped material.
role of dielectric enhancement, which leads to a signif-
icant additional increase in the energy of impurity ion-
ization in Si quantum wires sheathed with SiO2. The
presence of a considerable amount of SiO2 in por-Si
samples is confirmed by the time-resolved PL spectra
of these samples (Fig. 6), which exhibit a well-resolved
band of “fast” PL. As is well known (see, e.g., [13]), an
intense short-wavelength band with a small relaxation
time is typical of oxidized por-Si layers.

Furthermore, the results of our theoretical calcula-
tion offer an explanation for the very strong increase in
the resistivity of nanoporous Si compared with the ini-

0.01 0.1 1
Iex/Iex

max

0.01

0.1

1

IPL/IPL
max

1
2

Fig. 4. PL intensity of nanoporous Si samples, IPL, vs. the
excitation level, Iex: (1) weakly doped and (2) heavily doped
material. T = 300 K.
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Fig. 6. PL spectra of nanoporous Si samples produced from
heavily doped material. The spectra were recorded with dif-
ferent delays between the exciting laser pulse and the
instant of the PL pulse recording: (1) 80 and (2) 480 ns;
(3) the stationary spectrum. T = 300 K.
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tial material, without invoking the artificial hypothesis
that the impurity atoms are “washed out” in the electro-
chemical process of por-Si production.
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Abstract—The electrical conductivity and optical properties of bis-diethylaminokumarin have been investi-
gated. The electrical conductivity of the compound exhibited three-dimensional hopping conduction in the tem-
perature range 295–321 K. The compound shows a typical semiconductor property, and its semiconducting
property results from delocalization of the π-electrons in the structure. To determine the optical band gap of the
compound, an optical absorption study was made in the wavelength range 250–600 nm. The optical study
revealed that the optical transition is the allowed indirect one. The electronic parameters, such as the electrical
conductivity at room temperature σ25, activation energy E, and optical band gap Eg of the compound are 1.46 ×
10–5 S/cm, 0.42 eV, and 2.46 eV, respectively. These values are in agreement with electronic parameters of
organic semiconductors. © 2004 MAIK “Nauka/Interperiodica”.

s

1. INTRODUCTION
Organic semiconducting materials are grouped as

polymer, monomer, and organic compounds. The cur-
rent revival of interest in their electronic properties is
reflected by the considerable increase in the number of
investigations dealing with the measurement of electri-
cal conductivity, and they are of great interest in elec-
tronic devices and have multiple advantages because of
the variety of structures. Their electrical transport prop-
erties are of current interest, and they give different
aspects of the conduction mechanism, the nature of
charge carriers, and their properties [1]. In the litera-
ture, the electrical properties of many semiconducting
organic compounds are reported [1]. Intensive research
activities on organic semiconducting materials have led to
insights into their chemical and physical properties. The
potential usefulness of semiconducting materials has been
explored in many fields such as electronic switches, batter-
ies, light emitting diodes, and Schottky diodes [2, 3]. They
have attracted considerable attention, since the investiga-
tion of these systems has generated entirely new scientific
conceptions and a potential for its future application in
molecular electronics. They contain an extended π-elec-
tron system, and this system can be changed from a semi-
conducting state to a conducting state [4].

Organic semiconductors are used extensively in the
fabrication of active and passive solid-state devices. In
this connection, we synthesized bis-diethylaminoku-
marin to create a semiconductor material and investi-
gate its electrical and optical properties.

2. EXPERIMENTAL
Bis-diethylaminokumarin was synthesized accord-

ing to the literature [5]. The chemical structure of the

1This article was submitted by the authors in English.
1063-7826/04/3804- $26.00 © 20468
investigated compound is given in Fig. 1. The powders
were compacted at pressures on the order of
104 kg/cm2. Figure 2 shows the diagram of the electri-
cal conduction measurement system. The conductivity
measurements were performed on compacted powders
[5, 6] using a Keithley 2000 61/2 digital multimeter. To
determine the optical properties of the compound, the
UV spectra were recorded at room temperature with a
Philips PU 8700 UV-Vis spectrophotometer.

3. RESULTS AND DISCUSSION
3.1. DC Conductivity

The temperature dependence of the conductivity is
shown in Fig. 3. With temperature, the conductivity of
the compound substantially increases up to 321 K
(region I) and, afterwards, the conductivity is decreased
(region II). The linear portion of the graph (region I) is
fitted to an Arrhenius-type equation [6],

(1)

where σ0 is a constant and E is the activation energy.
The electronic parameters σ0 and E were calculated and
are given in Table 1. In region I, the conductivity
increases with increasing temperature due to delocal-
ized π-electrons.

The exponential band tail in the compound, as
observed by us from UV absorption spectra of the com-

σ σ0 E/kT–( ),exp=

O O O

O

(C2H5)2N N(C2H5)2OO

Fig. 1. The chemical structure of the compound.
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pound, indicated that there are localized states, which
lead to variable hopping conduction (VRH). Thus, the
conduction mechanism for the first region can be
expressed by the following equations [7]:

(2)

This behavior is referred to as variable-range hopping
conduction by Mott. We have applied the VRH model
to investigate the conduction mechanism of this com-
pound. For this purpose, we fitted our conductivity data
to Eq. (2) using a least-squares fit procedure, so that the
best fit values of electronic parameters may be
obtained. The lnσ vs. T1/4 was plotted and is shown in
Fig. 4. In Eq. (2), T0 can be expressed by the following
relation [7]:

(3)

and

(4)

where Lloc is the localization length, N(EF) is the density
of states at the Fermi level, and R is the hopping dis-
tance. Assuming Lloc = 10–7 cm [7], we calculated the
electronic parameters of the compound using these
relations and data given in Table 2. It is found that this
compound exhibits three-dimensional hopping conduc-
tion in the temperature range 295–321 K. In this con-
duction mechanism, when the temperature is low
enough, so that carriers cannot be excited into one of
the allowed bands, the dominant conduction takes place
via hopping conduction of the charge carriers in the
localized states near the Fermi level [7].

As seen in Fig. 3, in region II, a deviation from the
Arrhenius equation (1) appears within the temperature
range T > 321 K; the conductivity decreases with tem-
perature. The thermal variation of σ(T) can be attrib-
uted to the saturation of the electronic concentration
growth, which is typical for semiconductors when all
carriers are released from the localization centers to the
conduction band. A subsequent decrease of the conduc-
tivity, again similarly to semiconductor behavior, can
result from the decrease of the carrier mobility caused
by the scattering on the lattice vibrations.

This discussion shows that the compound is a semi-
conductor and has semiconducting properties in the tem-
perature region under consideration. This type of conduc-
tion agrees with those of the usual organic compounds.
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The conductivity of the compound could be attributed to
thermal excitations of the carbon–oxygen bonds in the
structure. The lone pair of electrons on the oxygen atom
with the σ-bond in the structure makes the delocalization
of the π-electrons possible, as shown in Fig. 5.

It is well known that the electronic transport proper-
ties of organic semiconductors depend on their chemi-

a

b

c

d e

a

a: electrodes
b: digital multimeter
c: sample
d: thermocouple controller
e: heating and cooling system

Fig. 2. The experimental setup for electrical conductivity
measurements.
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Fig. 3. The electrical conductivity of the compound.
Table 1.  The electronic parameters of the compound

E (eV) σ25 (S/cm) σ0 (S/cm) λmax (nm) Eg (eV) E0 (eV) Concentration
n, mol/l

Molar absorption
coefficient ε, l/(mol cm)

0.42 1.46 × 10–5 145.77 459 2.46 46.4 1.2755 × 10–5 860001
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cal structure [4]. It is seen from the chemical structure
of the compound that there are many π-electrons in the
structure due to the aromatic groups. In such a struc-
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Fig. 4. The three-dimensional hopping conduction of the
compound.
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Fig.  5.  The  possible  delocalization  of  π-electrons in the 
structure of the compound.
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Fig. 6. UV spectrum of bis-diethylaminokumarin.

Table 2.  The hopping conduction parameters of the com-
pound

T0 (K) N(EF) (m–3 eV–1) R (m)

4.74 × 109 4.66 × 1022 2.33 × 10–8
ture, large numbers of electrons cause a decrease of the
excitation energy of the π-electrons. The π-electrons
also create a decrease in the system’s internal energy
and apparently allow electrons to participate in conduc-
tion. The increase of the conductivity in region I at T <
321 K (see Fig. 4) can be associated with the number of
π-electrons in the compound.

As a result, the conduction may be explained
according to the chemical structure of the compound: it
is seen from Fig. 1 that, in the structure, benzene rings
are available which have many π-electrons. The π-elec-
trons are mobile in the structure, and, thus, conduction
results from the transfer of π-electrons. The electronic
excitation of the benzene rings followed by transfer of
an electron to another molecule is considered to be an
important step of the conduction process. The studied
compound possesses π-electrons extending along the
structure; its electron states are delocalized, allowing
the electronic transport to be described in terms of hop-
ping conduction.

3.2. Optical Properties

The UV spectrum of the bis-diethylaminokumarin
was recorded in the wavelength range of 250–600 nm
and is given in Fig. 6. Some parameters related to the
spectrum are given in Table 1. The nature of the opti-
cally induced transitions can be determined from the
UV spectrum. The relation between the absorption
coefficient α and optical band gap Eg is given by the fol-
lowing relation [8]:

(5)

where B is an energy-independent constant and Eg is the
indirect optical band gap. The optical band gap of the
compound was calculated by extrapolating the straight
line portions of the (αhν)1/2 vs. hν curve (Fig. 7) and is
given in Table 1. The indirect forbidden gap determined
by the optical method is larger than 2E obtained from
the electrical conductivity measurements. Thus, it is
evaluated that the electronic activation energy, ∆E, may
correspond to any electronic level in the band gap of the
compound.

The optical absorption coefficient near the funda-
mental absorption edge is found to be exponentially
dependent on the incident photon energy and obeys the
empirical Urbach rule [9]

(6)

where E0 is the Urbach energy, and it can be evaluated
as the width of the localized states [6]. The variation of
lnα vs. photon energy is given in Fig. 8. The value of
E0 was calculated from Fig. 8 and is given in Table 1.
The exponential dependence of α on photon energy for
the compound indicates that it obeys Urbach’s energy
equation. An electronic transition between localized
states in the band edge tails is valid in this compound.

αhν B hν Eg
opt–( )2

,=

α α 0
hν
E0
------ 

  ,exp=
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The exponential dependence of the optical absorption
coefficient with photon energy may arise from the elec-
tronic transitions between the localized states, which
tail off in the band gap [10].

4. CONCLUSION
The electrical conductivity and optical properties of

the bis-diethylaminokumarin have been investigated.
It is found that the compound is a typical organic semi-
conductor with calculated electronic parameters.
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Abstract—The characteristics of detectors based on bulk semi-insulating GaAs (SI-GaAs) have been studied
by α particle detection and spectrometry. A distinctive feature of these detectors is the dependence of the width
of the space charge region W on reverse bias voltage U. The rate of increase in W(U) is ~1 µm/V, which permits
formation of a sensitive region a few millimeters thick. The main obstacle to applying kilovolt-range bias volt-
ages U is the reverse current noise. The characteristics of diode structures in which a rectifying barrier to SI-GaAs
was formed by metal deposition (Schottky diodes) and by growing heterostructures with heavily doped AlGaAs
or GaAsSb epitaxial layers were compared. Nonequilibrium carrier transport in epitaxial structures capable of
sustaining bias voltages above 1 kV was investigated in both weak (below 1 kV/cm) and strong (10–30 kV/cm)
electric fields. In both cases, the carrier lifetimes were found to be about a few nanoseconds. Such low values
are due to the high concentration of trapping centers (EL2-type native defects), which limits the carrier trans-
port. An analysis of the spectral line shape revealed that the lifetime is almost constant throughout the detector
volume. The charge introduced by a particle was found to be enhanced in fields of ~30 kV/cm. This effect
can be qualitatively explained by focusing the electric field lines at the vertex of the α-particle track, which
leads to an increase in the local field strength to ~10–5 V/cm and impact ionization by nonequilibrium electrons.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

GaAs detectors are traditionally employed in medi-
cine (for X-ray and γ-radiation detection) and high-
energy physics. In both cases, the signals to be detected
are weak. Thus, the major problem is to attain the max-
imum possible sensitive volume while preserving a low
noise. Recently, the possibility of using GaAs detectors
in a new area—the measurement of solar neutrinos—
was discussed [1]. The fact that interactions between
neutrinos and Ga atoms are fairly rare make the prob-
lem of increasing the sensitive volume of the detector
and, hence, the bias voltage applied to the latter even
more acute.

As for the noise, its level is determined by the capac-
itance of the detector and its reverse current. These
quantities should be made as little as possible by prop-
erly optimizing the parameters of the starting material
and the technique employed in the fabrication of the
detector structure (formation of the rectifying and back
contact regions and optimization of the overall design
of the structure).

The single crystals of semi-insulating gallium ars-
enide (SI-GaAs) used in this study had resistivity ρ ~
108 Ω cm. The high resistivity is due to the high con-
1063-7826/04/3804- $26.00 © 20472
centrations of EL2 native lattice defects (AsGa) (Nt *

1015–1016 cm–3) and residual impurities (primarily car-
bon). EL2 defects create deep double donor levels with
energy Ec – 0.78 eV. The carbon impurity gives rise to
shallow acceptor levels. Compensation brings the
Fermi level of the material close to the midgap position.

Application of a reverse bias voltage to the detector
may lead to an additional compensation of EL2+ centers
as a result of the sharp increase in the cross section of
their capture of electrons in electric fields F *

10 kV/cm. The study of this mechanism [2] revealed a
characteristic linear dependence of the width of the
space charge region W on reverse voltage U, and the
rate of its increase γ ≈ 1 µm/V. The existence of a cer-
tain initial value W0 ≈ 24 µm was pointed out in [3].
Thus,

, (1)

so that, for W > W0, the electric field F is constant: F =
γ–1 ≈ 104 V/cm. At bias voltages U ~ 1 kV, the sensitive
detector region should be about W ~ 1 mm thick, an
acceptable value for testing the detectors in the above
problems.

We compared here various types of detector struc-
tures, based on either Schottky barriers or epitaxial het-

W W0 γU+=
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erostructures, in order to find the optimum design for
stationary and pulsed operation modes. Our studies
included, along with the measurements of the I–V
curves, the techniques based on pulsed excitation of
nonequilibrium carriers by either a semiconductor laser
operating at a wavelength of 840 nm, with subsequent
observation of the transient current (with a time resolu-
tion of ~1 ns), or 5.79-MeV α particles, followed by
pulse-height analysis of the resultant charge Q.

2. TYPES OF STRUCTURES BASED 
ON BULK SI-GAAS

The conventional detectors are Schottky diodes,
with both the rectifying and back contacts formed by
metal deposition. In a modified version, the back ohmic
contact is formed by ion implantation. A comparatively
new approach is based on the fabrication of a rectifying
barrier (which impedes the arrival of carriers from the
external circuit) by epitaxial growth [1].

2.1. Schottky Barriers

To reduce the surface leakage currents, a guard ring
was etched around the central electrode in the Schottky
barriers. The area of the structures was 4 × 4 mm2. The
ring width and the gap between the ring and the central
electrode were varied. To ensure transparency of the
back contact in the measurements of nonequilibrium
carrier transport from the back side of the detector, the
contact was made in the form of a metal grid. In
essence, the Schottky barrier is a heterostructure. How-
ever, there are surface states at the metal–GaAs inter-
face that are involved in carrier tunneling and excess
recombination. Heterostructures with heavily doped
epitaxial layers appear to be more promising for attain-
ing low currents.

2.2. Heterostructures

In the detectors based on heterostructures, the latter
contained heavily doped epitaxial layers of III–V ternary
compounds (see inset in Fig. 1). Fabrication of the first-
type detectors, p+-GaAs–p+-AlxGa1 – xAs–SI-GaAs–n+-
AlxGa1 – xAs–n+-GaAs, was started by growing heavily
doped layers of the AlxGa1 – xAs alloy (x ≥ 0.3) on both
sides of an SI-GaAs substrate. The band gap width of
the AlxGa1 – xAs layers (x * 0.3) was such that they were
transparent for the laser radiation used in the measure-
ments (840 nm). Next, heavily doped GaAs layers were
formed to provide reliable ohmic contacts. The layers
were grown by liquid epitaxy with an initial growth
temperature of 650–750°C. The p+-GaAs layer on the
front side of the detector was etched away down to the
p+-AlxGa1 – xAs layer, while the strip onto which metal
was deposited was preserved. The entrance window
area was 7.8 mm2.

The other type of the heterostructures under study
was as follows: p+-GaAsxSb1 – xAs–SI-GaAs–n+-GaAs
SEMICONDUCTORS      Vol. 38      No. 4      2004
with x ≤ 0.03. Two factors play a positive role here. The
initial growth temperature decreases to 600–630°C,
and the melt wets the substrate surface better. The latter
circumstance is due to the absence of aluminum in the
flux (it is well known that aluminum readily oxidizes,
making the melt inhomogeneous, up to the formation of
breaks in the layer). Only small-size structures of this
type (~0.07 mm2) can be fabricated presently.

A mesa was fabricated by properly etching the
entire wafer with the grown epitaxial layers, which
made it possible to prevent the formation of regions
with high electric field strengths. The metal deposited
on the back side of the structure likewise formed grids.
The thickness of the SI-GaAs wafer was in both cases
400 µm; the thicknesses of the epitaxial layers were in
the range 1.0–1.5 µm.

3. I–V CURVES

Figure 1 shows the dependences of the current den-
sity on reverse bias voltage, j(U), for the structures
under study. As can be seen from Fig. 1, the current
through the Schottky barriers increases at U ( 100 V to
reach a plateau, after which the current rises steeply.
The voltage at which the current begins to rise rapidly
is about 500 V.

For the heterostructures, the voltages at which the
current begins to rise rapidly lie in the range U = 0.8–
1.0 kV, so that the detectors based on such structures
operate at high voltages. Some specimens show a
dependence j(U) similar to those typical of Schottky
barriers, with an increase in the current up to U = 100 V,
followed by a plateau. In detectors of another type, the
current increases without the aforementioned jump.
However, in both cases, the current increases rather
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Fig. 1. Reverse I–V characteristic for three types of the
structure studied: (1) Schottky barrier (specimen 553-1a1)
and heterostructures with epitaxial (2) GaAsSb (Nu13-3d)
and (3) AlGaAs (553-b4) layers; a schematic of the AlGaAs
heterostructure is shown in the inset.
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smoothly. Note also that, at U < 500 V, the current den-
sities for the heterostructures turn out to be about four
times lower than those for the Schottky barriers.

Another important factor is the high reproducibility
of the current density in the heterostructures. Indeed,
the value of j averaged over 11 specimens from two
wafers with epitaxial AlGaAs layers was found to be
(1.17 ± 0.33) µA/cm2. In the case of structures with
GaSbAs layers, the current density averaged over
26 specimens is j = (1.69 ± 0.28) µA/cm2.

4. CHARACTERISTICS OF NONEQUILIBRIUM 
CARRIER TRANSPORT

Nonequilibrium carrier transport in detectors was
studied by pulse-height analysis (α-particle spectrome-
try) and measurement of the transient current induced
by pulsed laser radiation. The range of 5.79-MeV
α particles in GaAs is 20 µm; according to the Bragg
ionization curve, carriers are generated primarily at the
end of the range. In contrast, the laser radiation is
absorbed in a surface layer 2–3 µm thick. Application
of the transient current technique to determination of
the carrier transport characteristics was described in
detail in [1] and is not considered here. We should only
note that the parameters measured by this technique did
not differ markedly from those obtained by the α-parti-
cle spectrometry.

When α particles are used to excite nonequilibrium
carriers, reverse voltage (a few hundred volts) is com-
monly applied and a detector is irradiated from the
p+ contact side. Under these conditions, the electron trans-
port in strong electric fields (F ~ 104 V/cm) is studied.
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Fig. 2. Average signal in the pulse-height spectrum of α par-
ticles, normalized to the absorbed energy Eα = 5.70 MeV, as
a function of reverse bias voltage. (1) Schottky barrier
(specimen 553-1a1), (2) heterostructure with epitaxial
AlGaAs layers (512-1b3). Inset: heterostructure with epitax-
ial GaAsSb layers (Nu13-3d). Symbols represent the experi-
mental data and the lines show the results of calculation by
Eq. (2) with P1 and P2 as fitting parameters (see text).
Because of the high resistivity of SI-GaAs, forward
bias voltage (a few tens of volts) can be applied to the
detector structures as well. With the detector connected
in this way and the p+ contact irradiated, the signal
observed is due to the hole transport. Accordingly,
when α particles bombard the back n+ contact, it is elec-
trons that drift through the specimen. In contrast to the
case of reverse bias, nonequilibrium carriers drift in a
weak field (F ( 103 V/cm), distributed uniformly over
the detector thickness.

4.1. Reverse Bias

When a reverse bias voltage is applied to a detector,
the voltage dependence of the signal has the form [1, 4]

(2)

Here, Q0 is the charge introduced by an α particle, d is
the detector thickness, and µ and τ are, respectively, the
mobility and lifetime of nonequilibrium carriers before
their localization at trapping centers.

Equation (2) was derived on the assumption that
nonequilibrium carriers can be lost only due to their
capture by centers during the drift. Thus, possible
recombination of the nonequilibrium carriers in the
stage of “track plasma” is disregarded. The linear track
dimensions, which are small in comparison with the
detector thickness, are also disregarded; in other words,
the generation is assumed to occur only in the immedi-
ate vicinity of the detector.

When an α particle penetrates the detector, the non-
equilibrium electrons drift initially in the space charge
region for a short time W/µF. However, when electrons
enter the high-resistivity base, they slow down consid-
erably on their way to the back electrode, because the
base recovers its charge neutrality with the time of
Maxwell relaxation. This time exceeds several tens of
times the time required to process the signal. Therefore,
according to Ramo’s theorem [5], a charge ~W/d will
appear at the detector electrodes in the absence of cap-
ture. Hence, Eq. (2) contains two factors, namely, the
distance passed by a charge during the carrier lifetime,
reduced to the detector thickness, and the probability
for a charge to drift through the W region without being
trapped.

Introducing two quantities, P1 = µFτ/d and P2 =
γ2/µτ, as fitting parameters, one can properly approxi-
mate the experimental relations η = Q/Q0 as a function
of U (Fig. 2, electron transport). In this way, one deter-
mines the main detector characteristics: the lifetimes of
nonequilibrium carriers before trapping, which govern
the charge-collection efficiency, and γ, the propagation
velocity of the field F (see the table). Unfortunately, in
the case under consideration, the electron lifetimes

were not sufficiently long (  ~ 1ns) to provide com-
plete charge collection. The maximum values of η were

η Q/Q0 µFτ /d( ) 1 γ2U/µτ–( )exp–[ ]= =

=  µFτ /d( ) 1 W /µFτ–( )exp–[ ] .

τ r
e
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0.35. The only exception was specimen Nu13-3d (see
the inset in Fig. 2), for which η was 0.65; this detector
also exhibited some specific features in signal behavior
at F > 104 V/cm (see below). The value of γ for all the
specimens studied was found to be close to 1 µm/V,
which is in agreement with the model [2].

Equation (2) also makes it possible to analyze the
shape of the pulse-height spectrum and the detector
energy resolution. The latter quantity characterizes the
spectral-line spread and is defined as the full width at
half maximum (FWHM) reduced to the average height
(at the center of gravity of the spectral band). The pulse
height spread originates physically from the spatial
inhomogeneity of the carrier trapping time. As a result,
the carrier drift gives rise to a spectrum of the values
of τ. Its most likely shape is a Gaussian curve [1, 4],
and, therefore, one can introduce an inhomogeneity
factor Rτ as the ratio of the FWHM of the spectrum τ to
the average value τav: Rτ = (FWHMτ)/τav (similar to the
resolution in a pulse-height spectrum).

Interestingly, an increase in the detector bias voltage
and the growth of the average signal amplitude leads to
a broadening of the spectrum as well (Fig. 3, specimen
512-1c3). This finding is not consistent with the line
narrowing as the charge losses decrease (a feature char-
acteristic of spectrometric detectors). The increase in
FWHM with the bias U is associated with the specific
role of τ in the dependence of the signal amplitude on
voltage, Q(U). According to formula (2), as the volume
of the drift region of nonequilibrium carriers, W(U),
increases, an ever increasing interval of values of Q
falls within a fixed interval of τ. The spectrum width
stabilizes as depletion is attained in the structure.
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Fig. 3. Spectral width FWHM normalized to the average
amplitude of the spectrum as a function of reverse bias volt-
age. Specimen with epitaxial AlGaAs layers (512-1b3).
Points represent the experimental data and the line shows
the results of calculation for the nonuniformity factor Rτ of
the electron lifetime equal to 0.2.
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The calculated curve FWHM = f(U) (Fig. 3) was
plotted with the parameters P1 = 0.302 and P2 = 0.014
taken from Fig. 2. A satisfactory agreement with exper-
iment was reached for Rτ = 0.2. Thus, the value of the
charge given by formula (2) allows one to determine the
main characteristics of detectors: the values of η and
carrier lifetime before trapping τ; the propagation
velocity of electric field in the structure γ; and the non-
uniformity factor of carrier transport through the detec-
tor volume Rτ.

4.2. Forward-Bias Mode

When a detector is forward-biased, the contacts do
not limit the current, and all the voltage drops across the
high-resistivity SI-GaAs layer of the structure. The sig-
nal amplitude depends linearly on the forward bias Uf
(Fig. 4) as

(3)Q/Q0 µFτ /d .=

Characteristics of SI-GaAs and nonequilibrium-carrier trans-
port in SI-GaAs-based detectors

Sample no. ρ, M Ω cm γ, µm/V , ns , ns , ns

512-1b3 – 1.87 1.3 – –

554-1c1 – 1.2 0.80 – –

554-34c1 140 1.1 0.80 1.15 6.5

553-1a1 60 1.7 1.3 1.45 7.0

554-34a1 78 1.3 0.81 1.0 –

554-1e3 72 1.2 0.81 1.07 4.0
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Fig. 4. Average signal in the pulse-height spectrum of α par-
ticles, normalized to the absorbed energy Eα = 5.70 MeV, as
a function of the forward bias voltage Uf . Specimen with a
Schottky barrier (553-1a1). Transport of (1) electrons and
(2) holes.
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As already mentioned, F ( 1 kV/cm in practice.
Assuming the electron and hole mobilities in weak
fields to be 7000 and 400 cm2/V, respectively, we

obtained the values of the lifetimes of electrons, ,

and holes,  (see table). For electrons, these values are
20–30% higher than those measured under reverse bias,
which should apparently be attributed to the difference
in the filling of nonequilibrium-carrier-trapping cen-
ters. For the holes, the lifetimes were found to be
slightly longer (4–7 ns), which is due to the dominant
role of EL2+ electron traps.

5. EFFECT OF A STRONG ELECTRIC FIELD 
(F > 104 V/cm)

The fields F used in the above α-particle detection
measurements did not exceed 10 kV/cm. However, it is
of interest to study the carrier transport in higher fields
by making use of the advantage inherent in the α-parti-
cle detection technique, specifically, the introduction of
a precisely calibrated charge into a detector.
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Fig. 5. Pulse-height spectra of a heterostructure-based
detector with epitaxial GaAsSb layers (Nu13-3d) measured
with variation of bias voltage in the range 0.5–1.25 kV.
(a) α-particle energy is 4.4 MeV, U = (1) 0.5 and (2) 1.0 keV.
(b) Spectrum of α particles with an energy of 4.4 MeV also
contains a weak line at 5.8 MeV; U = (1) 1.0 and (2) 1.2 keV.
Nonequilibrium-carrier transport in fields F >
10 kV/cm was studied for the second-type heterostruc-
tures p+-GaAsxSb1 – x–SI-GaAs–n+-GaAs because, as
was mentioned above, p+-GaAsSb layers are more
homogeneous, while the diodes based of these hetero-
structures are smaller in size. The latter circumstance
allows one to reduce the detector noise.

Indeed, the structures used to record the spectra of
α particles could withstand voltages of up to U =
1.25 kV (which corresponded to F = 30 kV/cm) with-
out the appearance of excess noise. The pulse-height
spectra of 244Cm α particles were measured for two
energies: Eα = 5.79 and 4.40 MeV. The first value is the
decay energy. The second one was obtained by slowing
α particles in air. Note that the exposure times in spec-
tral measurements were chosen to be equal.

The use of small-area mesas allows one to obtain
high fields F (which is actually our target goal). At the
same time, the small area of mesas complicates isola-
tion of the lines with the above energies in the spec-
trum. The reason is that the conditions of transport of
the nonequilibrium charge produced by α particles
striking different areas of the structure surface are sub-
stantially different. As a result, instead of a characteris-
tic single line, a set of amplitudes with a distribution
close to equiprobable was observed in the spectrum of
detector signals (Fig. 5), which is in qualitative agree-
ment with the geometrical layout used.

The spectrum in Fig. 5a exhibits a transformation
with increasing U, with three main effects pronounced.
First, the right-hand (sharp) edge shifts to higher ener-
gies, which indicates an improvement in the carrier
transport conditions. However, the carrier transport
through the sensitive volume remains incomplete
within the voltage range employed (U ( 1.0 kV), so
that the limiting position of the right-hand edge of the
spectrum at 3.3 MeV does not attain the energy intro-
duced by α particles into the detector (4.4 MeV). As
can be seen from the inset in Fig. 2, η remains equal to
0.75. Second, in addition to the reasonable behavior of
the sharp edge of the spectra, the total number of counts
increases (at a fixed exposure time). Finally, starting
from U = 0.7 kV, counts arise with energies exceeding
that introduced by α particles. This part of the spectrum
represents an exponentially decaying extended tail (see
Fig. 5a, spectrum 2).

To study this group of counts, we smoothed the cor-
responding spectral region and extrapolated the number
of counts N in a channel to N = 1. For U = 1 kV, this pro-
cedure yields the value of boundary energy Eb =
5.48 MeV, which exceeds the energy absorbed in the
detector, Eα = 4.40 MeV, by a factor of 5.48/4.40 = 1.24.

It is significant that this tail is more pronounced for
higher α-particle energies. For instance, the addition of
the weak 5.79-MeV α line to spectrum 2 in Fig. 5a (for
the same U = 1 kV) had almost no effect on the shape
of the main part of the spectrum but, at the same time,
SEMICONDUCTORS      Vol. 38      No. 4      2004
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increased significantly the number of counts to the right
of the sharp drop (see Fig. 5b, spectrum 1). The bound-
ary energy is now 7.8 MeV, which exceeds the α-parti-
cle energy 5.79 MeV by a factor of 1.35.

An increase in the bias voltage to 1.25 kV shifts Eb
to 17.5 MeV (see Fig. 5b, spectrum 2), with the average
energy in the triangular tail of the spectrum becoming
5.85 MeV, which is nearly the same as the α-particle
energy 5.79 MeV. This observation suggests signal
amplification, and the question naturally arises as to the
mechanism of this effect.

It appears important to establish whether the effect
under study is a manifestation of nonequilibrium car-
rier generation. Recall that, in the case of α particles,
the generation is intermittent, and the initial carrier
density in the track is about 1016 cm–3. The geometry of
the track, whose spread is due to nonequilibrium-car-
rier drift and diffusion, can be represented at the initial
moment as a hemi-ellipsoid and, then, as a hemisphere
~20 µm in radius. Diametrically opposite conditions
can be realized by steady-state exposure to light that is
strongly absorbed by the material. In this case, carriers
will be generated with equal probability over the sur-
face of the specimen.

To study the role of the conditions of nonequilib-
rium-carrier generation, the structure was illuminated
by a In:GaN light-emitting diode. Most of the photons
had a wavelength of 0.46 µm, so that carriers were gen-
erated primarily in a surface region thinner than 1 µm.
The photocurrents were a few tens of nA, i.e., substan-
tially in excess of the dark current, which was less than
2 nA at the maximum bias U = 1.25 kV. Figure 6 shows
the dependence of the photocurrent Iph on reverse bias
voltage U. One can clearly see two linear regions. The
rate of current rise within the second region (at higher U)
is higher by a factor of 1.5 compared to the first region.
It is worth noting that the transition from the first to the
second region occurs at U ≈ 0.7 kV—the value at which
amplitudes Eb > Eα appear in the α-particle spectra.

Within the interval U = 1.0–1.25 kV, the current
increases by 32%. This rise, despite the differences in
the conditions of carrier generation mentioned above, is
similar to the increase in the average energy (27%) for
the triangular tail in the spectrum in Fig. 5b. However,
the boundary energy of the spectrum Eb increases much
faster (by 54%).

This fact suggests that some α tracks are character-
ized by conditions that are particularly favorable for
signal amplification. In other words, the specific fea-
tures of the locality of carrier generation manifest
themselves in this case. Note also that, in the bias-volt-
age range 1.0–1.25-kV, the photocurrent does not
exhibit a superlinear rise—a feature characteristic, for
instance, of the effect of carrier multiplication by “uni-
form” impact ionization.

The attendant noise is more sensitive to the manifes-
tation of impact ionization. The noise was studied by
the technique developed in [6, 7]. This technique con-
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sists essentially in analyzing the behavior of the diode
noise as a function of a photocurrent at several fixed
values of U. The pulse-height analyzers were used as
before, and the magnitude of the noise was found from
the broadening of the line of the precision-amplitude
generator. According to the analysis performed in [7],
the linear dependence (FWHMg)2 = f(I), where
FWHMg is the width of the line of a precision-ampli-
tude generator at half maximum, indicates the shot
noise. The appearance of nonlinearity in this depen-
dence is indicative of the occurrence of flicker noise.

Figure 7 shows the dependence of the noise on the
total current I = Id + Iph (Id and Iph are the dark current
and photocurrent, respectively), obtained for bias volt-
ages in the range U = 0.55–1.20 kV. A linear depen-
dence (FWHMg)2 = f(I) is observed only at the initial
bias U = 0.55 kV (Fig. 7, curve 1). Starting from U =
0.75 kV, the dependences exhibit pronounced nonlin-
earity (curves 2–4). It is significant that, at higher volt-
ages, the dependences of the noise on current coin-
cided; i.e., the noise saturated with a further increase in
U (Fig. 7, curves 3, 4, inset). This circumstance sug-
gests that no noise characteristic of impact ionization
was observed in the illumination mode. The observed
increase in the noise in the interval U = 0.75–1.20 kV,
compared to that at U = 0.55 kV, is most likely associated
with the appearance of flicker noise due to the propaga-
tion of the electric field to the side area of the mesa.

As was mentioned above, the results discussed in
this section refer to the effect of steady-state carrier
excitation with equal probability over the surface area.
Therefore, in the case of α particles, the appearance of
signals corresponding to energies higher than Eα (see
Fig. 5) should be attributed to the specific features of
carrier generation by short-range ions. It was noted pre-
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Fig. 6. Photocurrent as a function of the reverse bias under
illumination with a In:GaN light-emitting diode. The volt-
age U ≈ 0.7 kV, at which current begins to rise faster, corre-
lates with the appearance of anomalously high energies in
the α-particle spectra.
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viously [8] that the introduction of a dense track of
electron–hole pairs into a region of strong electric field
leads to characteristic changes in the field configura-
tion. The field lines become focused at the vertex of the
track and, accordingly, the field strength near the vertex
increases (see Fig. 8).

The focusing effect is dynamic in nature and weak-
ens as the track spreads due to the diffusion and drift.
However, in the initial stage of the carrier spread from
the track, the increase in F is significant. Indeed, the
calculations in [8] show that the average value of F
within the 1-µm-wide region around the track vertex
exceeds the steady-state value fivefold. In the case under
consideration, this corresponds to F = 150 kV/cm.
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Fig. 7. Noise as a function of current measured with varia-
tion in the bias voltage on a detector: U = (1) 0.55, (2) 0.76,
(3) 0.94, and (4) 1.2 keV. Inset shows the dependence of
noise on bias voltage for a current of 80 nA.
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Fig. 8. Electric field configuration in a p–n junction in the
presence of a high-density track of electron–hole pairs pro-
duced by a short-range ion (cf. [8], Fig. 1). W is the bound-
ary of the space-charge region and R0 and h are the param-
eters of an ellipsoid modeling the track geometry.
Note that a spectrometric detector was used in [8],
which made it possible to observe directly the single
line at Eα and peaks with larger amplitudes in the spec-
tra. Even under the conditions when peaks with E > Eα
were distinctly seen against the Eα line, we could obtain
only qualitative agreement of the results of calculations
with experiment. This may be explained by the fact that
the calculations did not take into account the additional
field screening by the charge of the electrons emerging
from the track region. This screening results in an
increase in the effective track radius Reff. For instance,
in field-emission microscopes, this effect increases the
value of Reff to 7R0 (R0 is the cathode-tip radius) [9]. In
the case under consideration (nonspectrometric struc-
ture, incomplete charge collection in the detector), any
attempt to quantitatively interpret the data on the
increase in the measurable energy would be all the
more incorrect. Nevertheless, the above comparative
observations of the response of the structure to a
steady-state weak excitation by light revealed impor-
tant qualitative features: the absence of nonlinearity in
the dependence of the signal amplitude on bias voltage
and the saturation of excess noise. The latter phenome-
non suggests that the nature of signals at energies in
excess of the starting energy can be interpreted in terms
of the mechanism of local impact ionization in fields
amplified by dynamic focusing at the vertex of the track
of an ionizing particle.

6. CONCLUSION

We studied the characteristics of the detectors of
short-range strongly ionizing particles, based on semi-
insulating GaAs, using the detection and spectrometry
of α particles as an example. The diode structures of the
detectors were fabricated with contacts in the form of
Schottky barriers or heterostructures with epitaxially
grown heavily doped layers.

In the case of Schottky barriers, operating bias volt-
ages up to U ≈ 0.5 kV were attained with electric fields
F ≈ 10 kV/cm. Mesa heterostructures retain a low noise
level up to U ≈ 1.25 kV (F ≈ 30 kV/cm).

Transport of nonequilibrium carriers in strong (F ≈
10 kV/cm) and weak (F ≈ 1 kV/cm) fields was studied.
The electron lifetimes were measured to be ~1.0 and
1.2 ns for the Schottky diodes and heterostructures,
respectively. The difference in the electron lifetimes
can be explained by the differences in the filling of trap-
ping centers. The comparatively short lifetimes are due
to the high concentration of impurities and lattice
defects (of the EL2 type) in GaAs.

It was found that, in high fields (F ≈ 30 kV/cm), the
charge introduced by a particle is amplified. The ampli-
fication is related to the specific features in the geome-
try of the α-particle track, when the field lines are
dynamically focused at the track vertex. A local
increase in the field strength up to F ≈ 105 V/cm ini-
tiates impact ionization of nonequilibrium carriers.
SEMICONDUCTORS      Vol. 38      No. 4      2004
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Abstract—Electrical characteristics of eight-element InSb-based photodiode arrays were investigated at T =
78–145 K. The mutual-coupling coefficients of neighboring p–n junctions were no larger than 4.3%. The sur-
face of Zn-implanted p–n junctions was investigated using a scanning microscope in a secondary-electron mode
and by the electron-beam induced current method. The defects of the surface under the ZnS film, as well as local
inhomogeneities of the current through the p–n junctions, were revealed. © 2004 MAIK “Nauka/Interperiodica”.
The nature of currents in experimental InSb-based
p–n junctions obtained by various methods has been
investigated in many studies [1, 2]. Therefore, here we
consider only the interpretation of measurements of
current–voltage (I–V) characteristics of p–n junctions
in a photodiode array with the aim of determining the
magnitude of the minimal mutual electrical coupling
coefficient of neighboring p–n junctions with the pres-
ervation of their high sensitivity.

The electrical characteristics of InSb-based photo-
diode arrays with eight elements 80 × 100 µm in area,
which were designed for operation at temperatures
above 77 K, were investigated in a specially developed
microcryostat for a specific application. For some p–n
junctions, we observed the anomalies of the differential
resistance Rd in a form of an additional peak in the I–V
characteristic (Fig. 1) at T = 78 K and low bias voltages
U ≈ 0 ± k0T/q. Here, k0 is the Boltzmann constant; q is
the elementary charge; and T is the temperature in K.
This observation also motivated us to carry out a more
detailed investigation of the characteristics of linear
arrays and technology processes of their fabrication;
the results are reported in this paper.

The starting n-InSb of the brand ISÉ-1V had a car-
rier concentration of n(78 K) = (1–3) × 1014 cm–3 and a
Hall mobility of µH(78 K) = (4–9) × 105 cm2/(V s). The
linear arrays with p–n junctions were fabricated by the
implantation of 120-keV Zn++ ions and a dose of
20 µC/cm2. A ZnS film ~0.5 µm thick was used as a
mask and to passivate the surface. We also experi-
mented with doping ISÉ-1V wafers with 60-keV B+

ions through a passivating ZnS film ~0.05 µm thick to
slow down the ions, i.e., to reduce the degree of surface
1063-7826/04/3804- $26.00 © 20480
damage by ions. For such ion energies, according to the
data in [3], the mean ion range in InSb with an unpro-
tected surface, for example, for Zn ions, is Li ≈ 220 Å
for E = 40 keV. The thickness of doped layers d0 con-
siderably exceeds Li and depends on the doping level of
the starting material and on the temperature of the sub-
sequent annealing Ta. For example, annealing of
Zn+-doped p-InSb with p = 1014 cm–3 at Ta = 400°C for
15 min yields d0 = 0.7–12 µm [4]. However, the tech-
nology of doping with B+ through a ZnS film turns out
to be less reliable with respect to the recovery of the
specific differential resistance of the p–n junction R0A
for U = 0 V (A is the area of the p–n junction) and the
uniformity of photoelectric parameters of linear arrays.
Therefore, the implantation of Zn++ was used to fabri-
cate these arrays. The investigations of the Zn++ doping
in relation to the ion dose in the range from 3 × 1012 to
6.2 × 1014 cm–2 showed that no p–n junctions were
formed for a dose lower than 3 × 1012 cm–2. For doses
higher than 6.2 × 1014 cm–2, the surface was severely
damaged by ions up to its amorphization, which con-
firmed the data of Korshunov [5]. The damaged surface
layer traps the dopant [1] and prevents its spreading
during heat treatment; as a result, the doping profile
remains unchanged and corresponds to the ion range.
Precision etching removed both the ion-damaged layer
and the dopant itself, and it was impossible to restore
R0A. For the doses mentioned, the doping level affected
R0A only slightly; therefore, a dose of 9 × 1012 cm–2

(30 µC/cm2), which exceeded the lower limit of doping
by a factor of 3, was used in the technology. No effect
of the ion energy in the range E = 60–120 keV on R0A
004 MAIK “Nauka/Interperiodica”
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was observed, since the annealing of radiation defects
and subsequent precision etching masked the effect of
the initial distribution profile of the dopant on the
parameters of photodiodes in our technology.

During annealing of the damage in the range T ≈
360–380°C, along with the healing of defects, thermal
conversion of n-type to p-type conductivity occurs in
starting n-InSb wafers. This process starts at the surface
and extends into the semiconductor bulk. As a result,
the inversion layer is formed over the entire surface of
the semiconductor wafer [1]. This layer operates as the
leakage channel, and Rd of the p–n junctions decreases.
Therefore, we searched for a precision method of
removing a thermal-conversion p-layer. The anodic
oxidation of the surface of the n-InSb wafers in a 0.1 N
NaOH solution in ethylene glycol was tested. The ther-
mal-conversion p-layer was initially transformed into
oxide, which was removed by etching in HCl or HF. We
also used chemical etching in the CP-4A + H2O (1 : 5)
solution and, finally, etching in a 1% solution Br +
methanol. The latter method yielded the most accept-

8

6

4

2

0
70 90 110 130

T, K

RdA, 102 Ω cm2

I = 0.36 µA

0.5

0.7

1.6

7.0

30

Fig. 1. Temperature dependence of RdA for an InSb-based
p–n junction with an anomaly in RdA at U = ±k0T/q for var-
ious reverse currents.
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able and reproducible results with respect to the recov-
ery of Rd.

Figure 2 shows the forward portions of the I–V char-
acteristics of InSb-based photodiode structures mea-
sured at three temperatures. Three current mechanisms
were observed for the p–n junctions in the range of for-
ward biases investigated at 78 K. For U < 7k0T/q, the
I−V characteristic had the form I = Idexp(qU/γk0T),
where γ = 1.1 and Id = 4 × 10–7 A/cm2. Such a charac-
teristic is typical of the diffusion current. For 7k0T/q <
U < 20k0T/q, the I–V characteristic corresponded to the
dependence I = I0exp(qU/βk0T), where β = 2.3 and I0 =
1.5 × 10–4 A cm–2. Thus, along with the diffusion com-
ponent of the current, the recombination component
was also observed. For U > 30k0T/q, high-level injec-
tion set in. The resistance of the space-charge region
became comparable with that of the semiconductor
bulk, the diffusion process was developed deeper into
the base, and the I–V characteristic was described by
the dependence I = Icexp(qU/ck0T) [6]. Here, c = 2[b +

d/ld]/(b + 1), d is the thickness of the diode base,(cosh
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Fig. 2. Current–voltage characteristics of InSb-based p–n
junctions for forward biases at temperatures T = (1) 78,
(2) 115, and (3) 145 K. See the text for explanations.
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ld = L[2b/(b + 1)]1/2, L is the diffusion length, and b =
µn/µp is the ratio of carrier mobilities. According to the
experimental dependences at d = 350 µm and b = 50,
the diffusion length L of carriers in the base was esti-
mated. At T = 78 K, L = 44 µm and slightly increased
to 46 µm at T = 145 K. As the temperature increased,
the characteristic portion of a purely diffusion mecha-
nism disappeared at T > 110 K, and the value of β
decreased from 2.3 at T = 78 K to 1.9 at T = 145 K.
Thus, at such temperatures, the current of the InSb-
based p–n junctions consisted of two components,
namely, diffusion and recombination components, over
the entire range of forward biases up to the high-level
injection mode.

For reverse biases, the I–V characteristics of the InSb-
based p–n junctions were described by the dependences
I = (Id + Ig)[exp(qU/ck0T) – 1] = Is[exp(qU/ck0T) – 1],
where Id is the diffusion component of the current. In
general, for np = pn (concentrations of minority carriers
in the p- and n-type regions, respectively), Id consisted
of electron and hole components of p- and n-type
regions of the junction. Ig = qniW/2τ0 is the generation
current of the space-charge region (SCR) (Fig. 3),
where W is the width of the SCR, ni is the intrinsic-car-
rier concentration, and τ0 is the corresponding effective
lifetime. Over the entire temperature range investi-
gated, the I–V characteristics had the dependence I = Is.
However, the current Is was not saturated, but increased
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Fig. 3. Current–voltage characteristics of InSb-based p–n
junctions for reverse biases. Temperature T = (1) 78, (2) 95,
(3) 115, (4) 130, and (5) 145 K.
slowly. The nature of the Is current can be determined
from its temperature dependence (Fig. 4). For U ≈
−0.2 V and temperatures in the vicinity of 78 K, the
current Is varied slightly as the temperature increased,
which corresponded neither to the Id nor to the Ig tem-
perature dependences. Such behavior of the Is current
can be attributed to the surface leakage [7]. At T > 110 K
and U ≈ –0.2 V, the Is current varied with the tempera-
ture according to the exponential law. When the nature
of this current was clarified, as well as that of the cur-
rent in the increasing portion of the I–V characteristic
(I < Is) for the reverse biases, the dependences of RdA of
the p–n junctions on U and temperature were investi-
gated (Fig. 5). At T > 110 K and I < Is, the kinks char-
acteristic of the alteration of the current mechanism
were observed in the RdA = f(U) curves. The tempera-
ture dependences RdA = f(103/T), which were plotted
for three photodiodes for U = –75 mV and U =
−250 mV (Fig. 6), gave us an insight into the nature of
currents, since the value of (RdA)diff ∝  1/Id varied with

the temperature as 1/ , while (RdA)g ∝  1/Id ∝  1/ni.
It follows from Fig. 6 that, at T > 110 K and U > –0.1 V,
the current Id is predominant, whereas, for U < –0.1 V,
the current Ig is predominant. As the temperature
increases, the region of prevalence of Ig shifts to the
larger reverse biases (Fig. 5, dashed curves). This is
caused by the need to compensate the decrease in the
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Fig. 4. Temperature dependence of reverse currents of
InSb-based photodiodes nos. 1–4 for U = –0.2 V.
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width W of the SCR in the p–n junction by the voltage
as the temperature increases.

For the same linear arrays, the p–n junctions were
investigated using a scanning electron microscope
(SEM) in the electron-beam-induced-current (EBIC)
mode [8, 9]. This method allows one to reveal the
recombination defects, both grown-in defects and those
introduced during the treatment, as well as nonunifor-
mities in the distribution of the EBIC over the area of
the p–n junction. These nonuniformities are associated,
for example, with the nonuniform distribution of the
diffusion length of minority carriers. The examples of
the results obtained are illustrated in Figs. 7b–9b. Fig-
ures 7a–9a show the corresponding SEM images of the
surface of the samples; the secondary-electron mode
was used. Analysis of these images allows us to sepa-
rate bulk defects in the material itself (in this case,
InSb) from defects at the surface, specifically, those at
the outer surface of the ZnS film (compare Figs. 7b–9b
and 7a–9a). We failed to reveal the individual extended
defects in the p–n junction shown in Fig. 7. However,
the distribution of the EBIC was nonuniform: the cur-
rent increased in the region near the metal contact. The
anomaly of RdA was observed for this p–n junction
(Fig. 1). The dependence I(103/T) for the same p–n
junction is shown in Fig. 4 (photodiode 5). For such
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Fig. 5. Reverse-bias dependence of the differential resis-
tance of the current–voltage characteristics for InSb-based
p–n junctions. Temperature T = (1) 78, (2) 95, (3) 115,
(4) 130, and (5) 145 K.
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photodiodes, the values of the current sensitivity Si
were also relatively small. For the p–n junction whose
SEM image is shown in Fig. 8, the EBIC is uniformly
distributed over the area of the p–n junction, and the
diffusion length is larger than that for the p–n junction
shown in Fig. 7. For this junction, we managed to reveal
individual extended defects (Fig. 10) with a magnifica-
tion of ×2000. These defects increase the local rate of
recombination; however, they have virtually no effect
on the value of Si for the p–n junction. For the p–n junc-
tion in Fig. 9, the diffusion length was even larger than
for the junction shown in Fig. 8, which caused an
increase in the coefficient of mutual coupling between
the elements of the linear array. With a large magnifica-
tion (×2400, Fig. 11), the extended defects were also
revealed for this p–n junction, specifically, a linear
defect, which is possibly associated with a bundle of
dislocations or with the low-angle boundary. In the
SEM images shown in Figs. 7b–9b, the defects in the
InSb layer at a depth as great as 3 µm and the defect at
the ZnS/InSb interface itself are distinct. In the latter
case, these defects exist in the form of voids and inclu-
sions of Zn and S, which emerge in this case at the ini-
tial stage of the thermal decomposition of ZnS (com-
pare Figs. 8b and 9b with Fig. 7b, where these defects
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Fig. 6. Temperature dependence of components of the dif-
ferential resistance for InSb-based photodiode structures
nos. 1–3 for two bias voltages.
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are virtually absent). Consequently, the resolution of
this method is ~3 µm.

The results of investigating the mutual-coupling
coefficient for photodiodes of the linear array shown in
Fig. 8 are given in the table. It can be seen that the aver-
age mutual-coupling coefficient for neighboring photo-
diodes does not exceed 4.3%. This value is comparable
with the value of 3% known from the literature [10].
The average mutual-coupling coefficient for alternate
photodiodes did not exceed 0.7%. The voltage sensitiv-
ity of photodiodes was in the range of (1.15–1.27) ×
106 V/W with an average of Sv = 1.24 × 106 V/W. Thus,

25 kV 0019 100.0 U IPMT*
(a)

25 kV 0018 100.0 U IPMT*
(b)

Fig. 7. SEM image of an element of the InSb-based linear
array (a) in the secondary-electron mode and (b) in the
EBIC mode; magnification ×100.
the nonuniformity of Sv did not exceed 9.7% and also
differed insignificantly from the value known from the
literature (±8%) [11], which was obtained for a large
matrix of 128 × 128 elements. The nonuniformity of D*
was considerably higher (51%); i.e., the noise of the
photodiode structures made the main contribution to
the spread of D*.

These data and additional research on surface etch-
ing during the precision removal of the implantation-
damaged layer showed that the anomalies in I–V char-
acteristics consisted in the emergence of an “incipient”
S-like portion near to the zero bias. This portion

25 kV 0009 10.0 U IPMT*
(a)

25 kV 0008 10.0 U IPMT*
(b)

Fig. 8. SEM image of an element of the InSb-based linear
array (a) in the secondary-electron mode and (b) in the
EBIC mode; magnification ×100.
Parameters of the InSb-based photodiode linear array

No. of photodiode
in the linear array Mutual coupling coefficient, %

1 2 3 4 5 6 7 8

1 3.5 0.8

2 100 4.2 0.5

3 4.9 100 3.8 0.9

4 0.7 4.7 100 4.1 0.6

5 0.6 4.2 100 4.1 0.5

6 0.8 4.7 100 4.1 0.7

7 0.7 4.3 100 4.2

8 0.9 4.8 100
SEMICONDUCTORS      Vol. 38      No. 4      2004
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25 kV 0015 10.0 U IPMT*
(a)

25 kV 0014 10.0 U IPMT*
(b)

Fig. 9. SEM image of an element of the InSb-based linear
array (a) in the secondary-electron mode and (b) in the
induced-current mode; magnification ×100.

25 kV 0017 10.0 U IPMT*¥2000

Fig. 10. SEM image of the element shown in photograph 2b
with magnification ×2000.

25 kV 0012 10.0 U IPMT*¥2400

Fig. 11. SEM image of the element shown in photograph 3b
with magnification ×2400.
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emerged with incomplete etching of the surface, which
caused an increased leakage resistance of the p-type
layer implanted with Zn++. As a result, a portion of the
photocarrier current “dropped out” at this p-type layer
and did contribute to the external current of the photo-
diode. Such photodiodes usually had low Sv, increased
noise, and a drift of parameters during the operation in
the vicinity of U = 0. The aforementioned anomalies in
the I–V characteristics, i.e., the emergence of the S-like
feature, could be observed for some photodiodes using
a PNKhT (a device for the observation of transistor
characteristics). However, in most cases these anoma-
lies were not revealed by using such a device, and time-
consuming measurements of Rd depending on U and
temperature were required to discover them. However,
excess etching of the surface layer after the annealing
of radiation defects (the element in Fig. 3) also had a
detrimental effect on the parameters of the linear array
due to an increase in the coefficient of mutual coupling
between the elements. This was not so important for
single photodiodes; however, for p–n junctions in the
linear array, it was a substantial disadvantage.
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Abstract—Thermal calculations of various design models of SiC p–i–n diodes with a structure capacity of 0.2 pF
are carried out for substrate thicknesses of 360, 50, and 2 mm. Comparison with a silicon p–i–n structure on an
integrated heat sink is performed. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that silicon carbide is a promising
material for power electronics due to its unique electri-
cal parameters [1]. However, the high density of struc-
tural defects in SiC epitaxial structures is a serious
obstacle for the commercial production of high-current
SiC devices. At the same time, small-size microwave
SiC devices exhibit characteristics close to the theoret-
ical ones, which has led to the active development of
SiC-based microwave engineering.

In this study, the thermal resistance of the SiC
p−i–n diode was theoretically studied for the first time
in the frequency range ~10 GHz.

2. CALCULATION PROCEDURE

In the calculations, the structure capacitance of
reverse-biased p–i–n diodes was taken as Cpn = 0.2 pF,
which is a typical value for the 3-cm wavelength range.
The base thickness (n– region) was hn = 2 and 6 µm. The
thickness  of the n+-SiC low-resistivity substrate

was taken as follows:

(i) 360 µm for a typical SiC substrate (wafer);

H
n

+

1063-7826/04/3804- $26.00 © 20486
(ii) 50 µm for a substrate thinned in order to reduce
resistive losses;

(iii) 2 µm for a totally removed substrate with the
purpose of minimizing resistive losses (the ideal case);
an analog is the silicon p–i–n diode structure on an inte-
grated heat sink.

Table 1 lists the main parameters of silicon carbide,
silicon, and diamond (for the case of a diamond heat
sink). The thermal conductivity of SiC-4H was taken
from [2]; the other SiC parameters were taken from [3].

The thermal resistance was calculated within the
simplified equivalent model for a multilayer wafer
heated by a circular source under stationary conditions,
using the technique of [4].

A schematic representation of the thermal model
used in the calculation is shown in Fig. 1. When a sim-
ulated structure had no diamond pedestal, layers 7–9
are absent in the calculation scheme (Fig. 1).

The resistance calculation in terms of the simplified
equivalent model for a round heat source consists in
consideration of the heat-flow spread over the volume
of a layer (body), if the sizes of the latter exceed the
sizes of the heat source. A schematic diagram of the
heat flow from the heat source to the heat sink is shown
in Fig. 2.
Table 1

Parameter and designation Unit
SiC-4H Silicon IIa

diamond
IIb

diamondn–-type n+-type n–-type n+-type

High-frequency permittivity ε 6.7 11.8

Thermal conductivity λ W/(cm K)

at T = 300 K 3.8 2.9 1.45 0.8 22 13

at T = 500 K 1.8 1.8 0.8 0.45 10 6

Specific heat Cp J/(g K) 0.6 0.76 0.63 0.63

Density P g/cm3 3.21 2.32 3.5 3.5
004 MAIK “Nauka/Interperiodica”
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It can be seen from Fig. 2 that the heat flow entering
a layer with uniform electrical and thermal parameters
spreads over the layer volume, diverging first at the
angle β to the structure axis (z axis). At z = zb, the
angle of divergence of the heat flow abruptly increases
from β to α.

1 2 3 4 5
6 7

8
9
10

11

Fig. 1. Thermal model of the SiC p–i–n structure on a cop-
per holder: (1) ohmic contact to the p+ region (the thick-
nesses of the Al, Ti, Pt, Ni, and Au layers are 0.05, 0.1,
0.025, 0.05, and 0.2 µm, respectively [5]); (2) p+ region of
the p–i–n structure; (3) n– region of the p–i–n structure
(n–-type epitaxial layer 2 or 6 µm thick); (4) n+ region of the
p–i–n structures (n+-SiC substrate 360, 50, or 2 µm thick);
(5) ohmic contact to the n+ region (0.2 µm of Ni and 2 µm
of Au) [5] or the same contact with an integrated Au heat
sink 45 µm thick (galvanic coating); (6) AuGe solder layer
5 µm thick; (7) galvanic coating of the diamond pedestal
(Au layer 2 µm thick); (8) diamond pedestal (IIa- or IIb-
type diamond 0.6 × 0.6 × 0.2 mm in size); (9) galvanic coat-
ing of the diamond pedestal (Au layer 2 µm thick); (10) gal-
vanic coating of the copper holder (Au layer 5 µm thick);
(11) copper diode holder (a fragment of the diode case). The
height and diameter of the pedestal are 0.3 and 1 mm,
respectively.

dup

z b

α β H
1

dlow

z

Fig. 2. Schematic diagram of the heat flow through the layer
from the heat source to the heat sink.
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This calculation model is applicable with the fol-
lowing restrictions.

The thickness of a heat-conducting layer H1 ≤ 0.1dup
(dup is the diameter of the heat flow entering the layer);
i.e., the layer is quite thin. In this case, the thermal
resistance Rth of the layer is calculated using the for-
mula for a cylindrical source,

(1)

where λ1 is the thermal conductivity and S and d are the
cross-sectional area and the diameter of the heat-con-
ducting cylindrical layer, respectively.

The thickness of the heat-conducting layer H1 >
2dup; i.e., the layer is very thick. Then, the thermal resis-
tance of the layer can be calculated by the formula for
the spread in a semi-infinite body,

(2)

If the layer thickness is within 0.1dup < H1 < 2dup,
Rth  is calculated taking into account the heat flow
spread in the layer by the formula

(3)

Here, K1 is the coefficient accounting for the heat flow
spread; it is determined from the curve [4] shown in
Fig. 3.

The diameter dlow of the heat flow leaving the layer
is calculated as follows. First, the coordinate zb (Fig. 2)
is determined by the formula

(4)

Rth
H1

λ1S
--------

4H1

πdλ1
------------,= =

Rth
1

πdupλ1
----------------.=

Rth

2K1

πdupλ1
----------------.=

zb
dup

2 αtan βtan–( )
------------------------------------- 0.622dup,= =

0.2

z/d

0.6

K1

16

12

4

8

0 1 2

0.4

0.8

δ, %

K1

δ

Fig. 3. Dependences of the coefficient K1 and the relative
calculation error δ on the ratio of the layer thickness z = He
to the diameter d of the entering heat flow.
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Table 2.  Calculation of Rth of the SiC structures with an n– region 2 µm thick for Cpn = 0.2 pF

Layer 
no. in 
Fig. 1

Layer material
λ, W/(cm K)

p–i–n structure with  = 360 µm p–i–n structure with  = 50 µm

thick-
ness, µm

layer
diameter, µm

Rth of the layer, 
K/W thick-

ness, µm

layer
diameter, µm

Rth of the layer, 
K/W

300 K 500 K upper lower 300 K 500 K upper lower 300 K 500 K

3 SiC n– region 3.8 1.8 2 92 96 0.8 1.67 2 92 96 0.8 1.67

4 SiC n+ region, 
substrate

2.9 1.8 360 96 600 20.17 26.3* 50 96 176 10.02 17.47*

5 Lower Au contact 3.09 3.0 2 600 600 0.09 0.09** 2 176 179 0.26 0.26**

6 AuGe solder 1.47 ~1.42 5 600 608 0.47 0.47** 5 179 187 1.38 1.38**

10 Au coating of 
the holder

3.09 3.0 5 608 616 0.22 0.22** 5 187 195 0.6 0.6**

11 Cu holder 3.9 3.7 Semi-
infinite

616 2.63 2.63** Semi-
infinite

195 8.5 8.5**

Total  at 300 K: 2.38 21.56

at 500 K: 31.38 29.88

*Rth of the layer was calculated taking into account the temperature field gradient inside the layer.
**The values of Rth are the same as at 300 K, since the temperature of these layers is low.

H
n

+ H
n

+

Rth
tot
Table 3.  Calculation of Rth of the SiC p–i–n structures with an n– region 6 µm thick for Cpn = 0.2 pF

Layer 
no. in 
Fig. 1

Layer material
λ, W/(cm K)

p–i–n structure with  = 360 µm p–i–n structure with  = 50 µm

thick-
ness, µm

layer
diameter, µm

Rth of the layer, 
K/W thick-

ness, µm

layer
diameter, µm

Rth of the layer, 
K/W

300 K 500 K upper lower 300 K 500 K upper lower 300 K 500 K

3 SiC n– region 3.8 1.8 6 160 170 0.79 1.65 6 160 170 0.8 1.67

4 SiC n+ region, 
substrate

2.9 1.8 360 170 600 10.98 14.33* 50 170 253 5.36 7.55*

5 Lower Au contact 3.09 3.0 2 600 600 0.09 0.09** 2 253 256 0.13 0.13**

6 AuGe solder 1.47 ~1.42 5 600 608 0.47 0.47** 5 256 264 0.66 0.66**

10 Au coating of 
the holder

3.09 3.0 5 608 616 0.22 0.22** 5 264 272 0.3 0.3**

11 Cu holder 3.9 3.7 Semi-
infinite

616 2.63 2.63** Semi-
infinite

272 6.05 6.05**

Total  at 300 K: 15.38 13.29

at 500 K: 19.39 16.34

Note: The asterisks * and ** indicate the same as in Table 2.

H
n

+ H
n

+

Rth
tot
where  = 1.699 and  = 0.835 were deter-
mined in [4] for the case of a round heat source. If the
layer thickness H1 does not exceed zb (i.e., H1 <
0.622dup), the lower diameter dlow of the heat flow com-
ing out from the layer is given by

(5)

αtan βtan

d low dup 2H1 βtan+ dup 1.67H1.+= =
If the layer thickness H1 > 0.622dup,

(6)

In the latter case, the layer cross size may become lim-
ited. For example, if the SiC crystal size is 600 × 600 µm
and the thickness  is 360 µm (see Fig. 1 and Table 2,

layer 4), the heat-flow diameter attains a crystal size of

d low 2H1 α  . 3.4H1.tan=

H
n

+
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Table 4.  Calculation of Rth of the SiC p–i–n structures with a thin (2 µm) n+ substrate on a gold integrated heat sink for
Cpn = 0.2 pF

Layer 
no. in 
Fig. 1

Layer material
λ, W/(cm K)

p–i–n structure with an n– region
6 µm thick

p–i–n structure with an n– region
2 µm thick

thick-
ness, µm

layer
diameter, µm

Rth of the layer, 
K/W thick-

ness, µm

layer
diameter, µm

Rth of the layer, 
K/W

300 K 500 K upper lower 300 K 500 K upper lower 300 K 500 K

3 SiC n– region 3.8 1.8 6 160 170 0.79 1.65 2 92 96 0.8 1.67
4 SiC n+ region, 

substrate
2.9 1.8 2 170 173 0.32 0.51 2 96 99 0.95 1.53

5 Lower Au contact 3.09 3.0 45 173 247 4.67 4.81 45 99 173 10.61 10.94
6 AuGe solder 1.47 ~1.42 5 247 255 0.71 0.71** 5 173 181 1.44 1.44**

10 Au coating of 
the holder

3.09 3.0 5 255 263 0.32 0.32** 5 181 189 0.63 0.63**

11 Cu holder 3.9 3.7 Semi-
infinite

263 6.23 6.23 Semi-
infinite

189 8.6 8.6**

Total  at 300 K: 13.04 23.03

at 500 K: 14.23 24.81

Note: The asterisk ** indicates the same as in Table 2.

Rth
tot
Table 5.  Calculation of Rth of the SiC p–i–n structures with a thin (2 µm) n+ substrate on a gold integrated heat sink for
Cpn = 0.2 pF

Layer 
no. in 
Fig. 1

Layer material
λ, W/(cm K)

p–i–n structure with an n– region
6 µm thick

p–i–n structure with an n– region
2 µm thick

thick-
ness, µm

layer
diameter, µm

Rth of the layer, 
K/W thick-

ness, µm

layer
diameter, µm

Rth of the layer, 
K/W

300 K 500 K upper lower 300 K 500 K upper lower 300 K 500 K

3 SiC n– region 3.8 1.8 6 160 170 0.79 1.65 2 92 96 0.8 1.67
4 SiC n+ region, 

substrate
2.9 1.8 2 170 173 0.32 0.51 2 96 99 0.95 1.53

5 Au heat sink 3.09 3.0 45 173 247 4.67 4.81 45 99 173 10.61 10.94
6 AuGe solder 1.47 ~1.42 5 247 255 0.71 0.71** 5 173 181 1.44 1.44**
7 Au coating of the 

diamond
3.09 3.0 2 255 258 0.13 0.13** 2 181 184 0.25 0.25**

8 Diamond pedestal: 200 258 600 200 184 600
IIa type 22 10 0.73 0.73** 1.09 1.09**
IIb type 13 6 1.22 1.22** 1.84 1.84**

9 Au coating of the 
diamond

3.09 3.0 2 600 600 0.09 0.09** 2 600 600 0.09 0.09**

10 Au coating of the 
holder

3.09 3.0 5 600 608 0.22 0.22** 5 600 608 0.22 0.22**

11 Cu holder 3.9 3.7 Semi-
infinite

608 2.63 2.63** Semi-
infinite

608 2.63 2.63**

Total  for IIa-type diamond at 300 K: 10.29 18.08

at 500 K: 11.48 19.86
for IIb-type diamond at 300 K: 10.78 18.83

at 500 K: 11.97 20.61

Note: The asterisk ** indicates the same as in Table 2.

Rth
tot
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Table 6.  Calculation of Rth of the SiC p–i–n structures with a thin (50 µm) n+ substrate on a diamond pedestal for Cpn = 0.2 pF

Layer 
no. in 
Fig. 1

Layer material
λ, W/(cm K)–1

p–i–n structure with an n– region
6 µm thick

p–i–n structure with an n– region
2 µm thick

thick-
ness, µm

layer
diameter, µm

Rth of the layer, 
K/W thick-

ness, µm

layer
diameter, µm

Rth of the layer, 
K/W

300 K 500 K upper lower 300 K 500 K upper lower 300 K 500 K

3 SiC n– region 3.8 1.8 6 160 170 0.79 1.65 2 92 96 0.8 1.67

4 SiC n+ region, 
substrate

2.9 1.8 50 170 253 5.36 7.55* 50 96 176 10.02 17.47*

5 Au heat sink 3.09 3.0 2 253 256 0.13 0.13** 2 176 179 0.26 0.26**

6 AuGe solder 1.47 ~1.42 5 256 264 0.66 0.66** 5 179 187 1.38 1.38**

7 Au coating of the 
diamond

3.09 3.0 2 264 268 0.12 0.12** 2 187 191 0.24 0.24**

8 Diamond pedestal: 200 268 600 200 191 600

IIa type 22 10 0.78 0.78** 1.05 1.05**

IIb type 13 6 1.32 1.32** 1.76 1.76**

9 Au coating of the 
diamond

3.09 3.0 2 600 600 0.09 0.09** 2 600 600 0.09 0.09**

10 Au coating of the 
holder

3.09 3.0 5 600 608 0.22 0.22** 5 600 608 0.22 0.22**

11 Cu holder 3.9 3.7 Semi-
infinite

608 2.63 2.63** Semi-
infinite

608 2.63 2.63**

Total  for IIa-type diamond at 300 K: 10.78 16.69

at 500 K: 13.85 25.05

for IIb-type diamond at 300 K: 11.32 17.4

at 500 K: 14.39 25.76

Note: The asterisks * and ** indicate the same as in Table 2.

Rth
tot

Table 7.  Calculation of Rth of the SiC p–i–n structures on a gold integrated heat sink for Cpn = 0.2 pF

Layer 
no. in 
Fig. 1

Layer material
λ, W/(cm K)

Si-p–i–n structure with an n– region
6 µm thick

Si-p–i–n structure with an n– region
2 µm thick

thick-
ness, µm

layer
diameter, µm

Rth of the layer, 
K/W thick-

ness, µm

layer
diameter, µm

Rth of the layer, 
K/W

300 K 500 K upper lower 300 K 500 K upper lower 300 K 500 K

3 SiC n– region 1.45 0.8 6 121 131 3.59 6.51 2 70 73 3.6 6.52

4 SiC n+ region, 
substrate

0.8 0.45 1 131 133 0.93 1.64 1 73 74 3.98 5.3

5 Lower Au contact 3.09 3.0 45 133 207 6.76 6.97 45 74 148 15.88 16.35

6 AuGe solder 1.47 ~1.42 5 207 215 1.01 1.01 5 148 156 1.97 1.97

10 Au coating of 
the holder

3.09 3.0 5 215 223 0.44 0.44 5 156 164 0.84 0.84

11 Cu holder 3.9 3.7 Semi-
infinite

223 7.4 7.4 Semi-
infinite

164 9.96 9.96

Total  at 300 K: 20.13 35.23

at 500 K: 23.97 40.94

Rth
tot
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Table 8

Parameter Unit
SiC p–i–n structure*

1 1 3 (IIa) 3 (IIb) 2 4 (IIa) 4 (IIb) 1

Thickness of the n– region µm 2 2 2 2 2 2 2 6

Thickness of the n+ region µm 360 50 50 50 2 2 2 360

 at 500 K K/W 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.7

 at 500 K K/W 26.3 17.5 17.5 17.5 1.5 1.5 1.5 14.3

 at 500 K K/W – – – – 10.9 10.9 10.9 –

 at 300 K K/W – – 1.0 1.7 – 1.1 1.8 –

 at 300 K K/W 2.63 8.5 2.63 2.63 8.6 2.63 2.63 2.63

 at Tpn = 300 K K/W 24.4 21.6 16.7 17.4 23.0 18.1 18.8 15.2

 at Tpn = 500 K K/W 31.4 29.9 25.1 25.8 24.8 19.9 20.6 19.4

Parameter Unit
SiC p–i–n structure* Silicon p–i–n

structure1 3 (IIa) 3 (IIb) 2 4 (IIa) 4 (IIb)

Thickness of the n– region µm 6 6 6 6 6 6 2 6

Thickness of the n+ region µm 50 50 50 2 2 2 1 1

 at 500 K K/W 1.7 1.7 1.7 1.7 1.7 1.7 6.5 6.5

 at 500 K K/W 7.6 7.6 7.6 0.5 0.5 0.5 5.3 1.6

 at 500 K K/W – – – 4.8 4.8 4.8 16.4 7.0

 at 300 K K/W – 0.8 1.3 – 0.7 1.2 – –

 at 300 K K/W 6.1 2.63 2.63 6.2 2.63 2.63 10.0 7.4

 at Tpn = 300 K K/W 13.3 10.8 11.3 13.0 10.3 10.8 35.2 20.1

 at Tpn = 500 K K/W 16.3 13.9 14.4 14.2 11.5 12.0 40.9 24.0

* (1) Typical SiC structure on a copper gold-plated diode heat sink; (2) SiC structure with totally removed substrate on an integrated heat sink
consisting of a Au layer 45 µm thick and a copper gold-plated diode heat sink; (3) SiC structure with a thinned substrate on a diamond ped-
estal installed on a copper gold-plated diode heat sink; (4) SiC structure with totally removed substrate with an Au integrated heat
sink 45 µm thick on a diamond pedestal installed on a copper gold-plated diode heat sink; IIa and IIb are the types of the diamond pedestal;

 and  are the thermal resistances of the integrated Au heat sink and the diamond pedestal; Tpn is the temperature of the p–n junction.

R
th n–

R
th n+

Rth
ihr

Rth
dia

Rth
holder

Rth
tot

Rth
tot

R
th n–

R
th n+

Rth
ihr

Rth
dia

Rth
holder

Rth
tot

Rth
tot

Rth
ihr

Rth
dia
600 µm even at a distance of 176 µm from the crystal
surface (see formula (6)). In this case, the thermal resis-
tance Rth of the layer at a distance from the crystal sur-
face below and above 176 µm is determined by formu-
las (3) and (1), respectively.

The relative error in determining the average ther-
mal resistances of layers by this technique does not
exceed 5% [4].
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The thermal resistance was calculated layer by layer
using the above-mentioned models for layer tempera-
tures of 300 and 500 K, since the thermal conductivity
of layer materials (especially semiconductors) may
depend heavily on temperature. The results calculated
for the p–i–n structures with capacitance Cpn = 0.2 pF
of the depleted p–n junction are listed in Tables 2–7.

The resistance Rth of multilayer ohmic contacts was
calculated for only one layer—the galvanic gold coat-
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ing, which is the thickest one and, thus, controls the
value of Rth of the ohmic contact.

Here we clarify the data in Tables 2–7.

(i) The initial (upper) diameter in the “layer diame-
ter” column is determined by the p–n junction area,
which, in turn, is derived from the values of capacitance
Cpn = 0.2 pF and the thickness of the n–-type region
(layer 3): 2 or 6 µm.

(ii) The downward increase in the layer diameter
(Fig. 1) is explained by the increase in the area of the
heat flow as it moves from the source (p–n junction) to
the external heat sink. The flow area is restricted only
by the size of the structure (600 µm in the case under
consideration).

(iii) The data in the column “Rth of the layer” (at
500 K) imply that the p–n junction is heated to 500 K
by the power released in it, while the heat sink is at
room temperature.

(iv) The resistance Rth for the copper holder was cal-
culated for all types of SiC p–i–n structures, as in the
case of spread into a semi-infinite body.

(v) The values of the highest layer resistances Rth are
in boldface.

3. RESULTS AND ANALYSIS

We now consider the calculation of the thermal
resistance of a silicon p–i–n diode on an integrated heat
sink with an n– region 2 or 6 µm thick and Cpn = 0.2 pF.

In order to facilitate the analysis and choose the
optimum design (with respect to minimization of the
thermal resistance of the SiC p–i–n diode), all the basic
data are listed in Table 8. For comparison, the data on
the silicon p–i–n diode on an integrated heat sink are
also listed in Table 8.

As follows from the results of calculations, the high-
est thermal resistance at 500 K is observed in diode
structures with a thick n+-type substrate of thickness

 = 360 µm:  = 31.4 K/W (Tables 2, 8) and  =

19.4 K/W (Tables 3, 8) for the structures with a thick-
ness of the n– region of 2 and 6 µm, respectively. In this
case, the major contribution to the thermal resistance is
related to the n+ substrate:  = 26.3 and 14.3 K/W,

respectively. A decrease in the substrate thickness to
50 µm makes it possible to reduce the thermal resis-
tance  of the n+ region from 26.3 to 17.5 K/W

(by 35%) and from 14.3 to 7.6 K/W (by 47%) for thick-
nesses of the n– region of 2 and 6 µm, respectively. The

total thermal resistance  decreases only by 5%
(from 31.4 to 29.9 K/W) and 16% (from 19.4 to
16.3 K/W) for n–n+ structures 2 and 6 µm thick, respec-

H
n

+ Rth
tot Rth

tot

R
thn

+

R
thn

+

Rth
tot
tively. This is caused by the increasing role of the ther-

mal spreading resistance  in the copper heat sink

(holder) as the heat-flow diameter decreases: 
increases from 2.63 to 8.5 K/W and to 6.1 K/W for the
above values of structure thickness (2 and 6 µm, respec-
tively). In the ideal case, when the n+ substrate is almost
totally removed (  = 2 µm), the thermal resistance

 decreases to 1.5 and 0.5 K/W for the structure

with an n– region 2 and 6 µm thick, respectively, and is
no longer the major component of the thermal resis-
tance of the diode. Introduction of a diamond pedestal

(heat sink) provides an additional reduction in 
approximately by 20% from 24.8 to 19.9 K/W and from
14.4 to 11.5 K/W for the structures with a base
(n+ region) 2 and 6 µm thick, respectively. As calcula-
tions show, diamond pedestals of different modifica-
tions (type IIa or IIb) similarly affect the total thermal
resistance; the difference is as low as 3%.

For a typical silicon p–i–n diode on an integrated

heat sink, the value of  exceeds that of a SiC diode

on a thick substrate with  = 360 µm by 25–30% and

is twice as large as  for a SiC diode on an integrated
heat sink with a diamond pedestal. This difference is
mainly due to the high permittivity of silicon, ε = 11.8
(for silicon carbide, ε = 6.7), and the rather low thermal
conductivity of silicon, λ = 0.45–0.8 K/W at 500 K
against 1.8 K/W for silicon carbide.

4. CONCLUSION

We calculated the total thermal resistance  for
various designs of SiC p–i–n diodes with the junction

capacitance Cpn = 0.2 pF. The lowest resistance 
was obtained for the design that was close to ideal: SiC
p–i–n structures on a thinned (to 2 µm) substrate with a
gold integrated heat sink 45 µm thick on a diamond
heat sink (pedestal 0.6 × 0.6 × 0.2 mm in size). The low-

est resistances are  = 11.5–12 and 19.9–20.6 K/W
for an n– region 6 and 2 µm thick, respectively. More-
over, this structure should also be characterized by the
lowest resistive losses since the resistive losses are neg-
ligible in the substrate (n+ region). However, it is very
difficult to implement such structures in practice since
SiC membranes 5–10 µm thick have not yet been fabri-
cated, whereas silicon membranes of this thickness can
be easily obtained by chemical mechanical etching.

Among the designs of SiC diodes considered above,
the p–i–n structure with a thin (50 µm) substrate sol-
dered onto a diamond heat sink is of interest; this

Rth
holder

Rth
holder

H
n

+

R
thn

+

Rth
tot

Rth
tot

H
n

+

Rth
tot

Rth
tot

Rth
tot

Rth
tot
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design seems to be feasible. Its implementation would
make it possible to reduce the diode thermal resistance
and resistive losses and, hence, increase the microwave
power switched by the diode in comparison with the
basic type.
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