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Abstract—The role of oxygen in the mechanism of dissociation of the dicarbon complex in n-Si into compo-
nents is considered. It is assumed that released interstitial carbon atoms Ci migrate through the crystal and react
with both substitutional carbon Cs and interstitial oxygen with the resulting formation of complexes CiCs and
CiOi, respectively. The solution of a system of equations describing the formation of interstitial carbon atoms
in the course of annealing of dicarbon show that the rate constant for the reaction of annealing of the CiCs com-
plex (the G center) depends on the oxygen concentration. This dependence is treated as the dependence of the
activation energy for annealing of a CiCs complex and, consequently, the dissociation energy of this complex
on oxygen concentration. A more accurate value of dissociation energy for the G center was determined as
1.08 ± 0.03 eV. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION
Experiments with annealing of CiCs (dicarbon) com-

plexes, or G centers, in n-Si (see, for example, [1, 2])
showed that the temperature of annealing of this center
depends on the oxygen concentration in the crystal. The
aforementioned G centers are annealed out at lower
temperatures in silicon grown by the Czochralski
method (Cz-Si) than in silicon grown by the floating-
zone method (FZ-Si).

The dissociation energy for a CiCs complex (  =
1.10 ± 0.05 eV) reported by Boyarkina et al. [3] was
determined from comparison of the calculated kinetics
of annealing for this complex with experimental data
[1, 4] on the isochronous heat treatment of irradiated
n-Si. It was assumed in the calculations that the reac-
tion of annealing of a CiCs complex proceeds via the
scheme of decomposition of this center into its constit-
uent components with the subsequent migration of the
released interstitial carbon atom Ci through the crystal.
The involvement of oxygen in this reaction was not
taken into account.

The aim of this study is to calculate the annealing
kinetics for a CiCs complex taking into account the
effect of oxygen on the rate constant for the reaction of
decomposition of the center under consideration.

2. INVOLVEMENT OF OXYGEN 
IN THE REACTION OF DECOMPOSITION 
OF A CiCs COMPLEX (THE G CENTER)

Interstitial carbon atoms released as a result of
decomposition of G centers migrate and can be trapped
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by interstitial oxygen Oi with the resulting formation of
CiOi centers [6] or be retrapped by carbon at the Si lat-
tice sites (substitutional carbon Cs) with the resulting
formation of CiCs complexes [5]. The trapping of Ci
atoms by atoms of substitutional carbon Cs with the for-
mation of new CiCs complexes leads to an increase in
the characteristic time of decomposition of these com-
plexes [2], which is equivalent to an increase in the acti-
vation energy for annealing out of these centers.

We write a system of equations that describe the
variation in the concentrations of atoms of interstitial
carbon Ci and the G centers in the course of heat treat-
ment as

(1)

where NG, , , and  are the concentrations of
G centers, interstitial carbon atoms Ci, substitutional
carbon atoms Cs, and interstitial oxygen atoms Oi; νG is
the rate constant for the reaction of decomposition of a
G center; and  and  are the probabilities of
trapping of interstitial carbon atoms by atoms of substi-
tutional carbon and interstitial oxygen, respectively.

Experiments with isochronous annealing of intersti-
tial carbon atoms and CiCs complexes in n-Si irradiated
with 60Co gamma-ray photons [1] showed that the con-
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centration of interstitial carbon atoms became negligi-
ble (≤1012 cm–3) even at temperatures that were lower
than the temperatures corresponding to annealing out
of the CiCs complex (310 K for Cz-Si and 380 K for
FZ-Si). Therefore, we assume that the concentration of
interstitial carbon atoms remains unchanged in the
course of annealing the G centers; i.e., we have

(2)

By solving the system of Eqs. (1), we obtain

(3)

(4)

It was ascertained previously [5] that the probability
that an interstitial carbon atom will be trapped by an
oxygen atom exceeds the probability of its being
trapped by substitutional carbon by approximately a
factor of 3; i.e.,

(5)

As a result, we derive the following equation that
describes the annealing out of the G centers:

(6)

It can be seen that the effective rate constant for the
reaction of decomposition of the G center depends on
the oxygen concentration; i.e.,

(7)

3. DISCUSSION OF THE RESULTS 
OF CALCULATION

The concentration of substitutional carbon atoms
 = (1–5) × 1016 cm–3 both in FZ- and Cz-Si. In

Cz-Si, the concentration of interstitial oxygen  ≤
1018 cm–3; i.e., the ratio /  @ 1. The concen-
tration of interstitial carbon atoms is defined as

(8)
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For FZ-Si, the corresponding relations are written as

(9)

The ratio between the concentration of interstitial car-
bon atoms in FZ-Si and that in Cz-Si is given by

(10)

In the Cz-Si crystals, the concentration of interstitial
carbon atoms is low; as a result, almost all these atoms
are involved in the formation of the CiOi complexes,
taking into account that there is a sufficient amount of
oxygen in the crystals. At the same time, the concentra-
tion of interstitial carbon in FZ-Si is much higher and is
sufficient for the formation of both CiOi complexes and
new G centers, which entails an increase in the decom-
position time for these centers. As a result, the activa-
tion energy for annealing out of G centers EaG is higher
in FZ-Si than in Cz-Si.

The activation energy for annealing out of a G center
(by decomposition into its components) EaG is the sum
of the G-center dissociation energy , the energy of
rearrangement of the electronic subsystem of the crys-

tal , and the migration energy for the released

interstitial carbon atom  [3]:

(11)

A variation in the rate constant for the reaction of
decomposition of the CiCs complex (the G center),
which is described by formula (7), can be treated as a
variation in the activation energy of this process by the
quantity δEaG; i.e.,

(12)

Comparing (7) and (12), we obtain

(13)
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Fig. 1. Calculated dependences of dicarbon concentration
on the temperature of isochronous annealing of n-Si [(a)
corresponds to Cz-Si, (b, c) corresponds to FZ-Si] irradiated
with (a, c) gamma-ray photons and (b) fast electrons. The
values of the G-center dissociation energy EaG used in cal-
culations were equal to (a) 1.06 eV, (b) 1.11 eV for curve 1
and 1.15 eV for curve 2, and (c) 1.08 eV. The concentration
of interstitial oxygen  was taken as equal to (a) 9 × 1017,

(b) 1016, and (c) 2 × 1016 cm–3. Squares and circles repre-
sent experimental data taken from (a) [4, Fig. 1], (b) [4,
Fig. 3a], and (c) [2, Fig. 8].
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If  @ , as in Cz-Si, this addition is nearly

equal to zero. However, for FZ-Si, where  ≈
1016 cm–3 and  ≈ (1–5) × 1016 cm–3, we obtain δEaG ≈
kTln2.7 ≈ 0.04 eV for annealing temperature T ≈ 500 K.

Therefore, in order to fit the results of calculations
(with the effect of oxygen disregarded) to experimental
data on the kinetics of annealing of CiCs complexes in
FZ-Si, we had to use a larger value of dissociation
energy for this center than that in Cz-Si [3]. The range
of the values of dissociation energy  determined
from comparison of the results of calculations with
experimental data was equal to 1.05–1.15 eV. Evi-
dently, the upper limit of this range corresponds to
“oxygen-free” FZ-Si, where  = (1–3) × 1016 cm–3.
If the effect of oxygen on the annealing of CiCs com-
plexes is taken into account, this upper limit should be
decreased by δEaG = 0.04 eV. As a result, we obtain the
following range for dissociation energies for CiCs com-
plexes: 1.05–1.11 eV. In other words, we define this
energy as  = 1.08 ± 0.03 eV.

In Figs. 1a and 1b, we show the calculated depen-
dences of the G-center concentration on the tempera-
ture of isochronous annealing (Tann) of irradiated n-Si;
these dependences were obtained by solving Eq. (4).
The rate constant for the G-center dissociation reaction
νG was calculated using expression (6) from [3] as

(15)

The values of the dissociation energy  were
taken to be equal to 1.06 eV (Fig. 1a, solid curve),
1.11 eV (Fig. 1b, solid curve), and 1.08 eV (Fig. 1c,
both curves). The data for Cz-Si are shown in Fig. 1a,
and the data for FZ-Si are shown in Figs. 1b and 1c.

Calculated dependences of the G-center concentra-
tion on the temperature of isochronous annealing are
obtained with the effect of oxygen on the annealing out
of these centers disregarded and are represented by
dashed lines with  = 1.06 eV (Fig. 1a) and  =
1.11 and 1.15 eV for the lower and upper curves in
Fig. 1b, respectively.

The squares and circles correspond to experimental
data obtained as a result of annealing n-Si irradiated
with 60Co gamma-ray photons [4, 2] (Figs. 1a, 1c) and
with fast electrons [4] (Fig. 1b).

4. CONCLUSION

We explained the dependences of the annealing tem-
perature for dicarbon (the G center) in n-Si on the oxy-
gen concentration in the crystal taking into account the
involvement of oxygen in the trapping of the interstitial
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carbon atom released as a result of the decomposition
of the aforementioned center. We obtained a more accu-
rate value of dissociation energy for the G center (the
CiCs complex),  = 1.08 ± 0.03 eV.
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Abstract—Using the Bridgman–Stockbarger method, CdTe:Pb single crystals with various dopant concentra-

tions in the solution (  = 5 × 1018, 1019, and 5 × 1019 cm–3) were grown. Equilibrium characteristics of the
material are controlled by deep acceptors with energy Ev + (0.39 ± 0.02) eV. The hole concentration decreases

as the dopant concentration increases over the entire range of variation in . The band caused by transitions
in donor–acceptor pairs, as well as the edge emission band, is observed in the low-temperature photolumines-

cence spectra. As  increases, the intensity of the band associated with transitions from the conduction band
to an acceptor in the edge region increases abruptly. The peak of the zero-phonon line of this radiation shifts to
shorter wavelengths. The possible nature of transitions and the dynamics of variation in the photoluminescence
spectra are analyzed in relation to the doping level. © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

It is well known that doping of CdTe with Group IV
elements leads to the formation of a high-resistivity
material [1]. Our previous research showed that the
equilibrium characteristics of Ge-, Sn-, and Pb-doped
CdTe crystals are controlled by corresponding deep
levels: Ev + (0.60 – 0.65) eV, Ec – (0.60–0.90) eV, and
Ev + (0.39–0.43) eV [1–4]. Similar physical processes
occur in such crystals with identical variation in the
photoexcitation conditions and temperature, and it is
possible to explain them in the context of the same
model [5]. As a result, we may assume that the defects
associated with Ge, Sn, and Pb in CdTe have a similar
structure.

If we assume that a high-resistivity state of CdTe
crystals doped with Group IV elements is caused by
pinning the equilibrium Fermi level at a corresponding
deep donor, it is difficult to understand the following
experimental data. It was shown that, as the Pb concen-

tration in the solution  increases from 1018 to 5 ×
1019 cm–3, the hole concentration decreases by more
than three orders of magnitude with the invariable depth
of the deep acceptor level Ev + (0.4 ± 0.02) eV [1]. This
may indicate that the concentration of acceptor defects
formed in the crystal as a result of self-compensation
with doping with PbCd donors exceeds the concentra-
tion of these donors.

The complex character of interaction of Group IV
atoms with the CdTe lattice is confirmed by the results

CPb
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of study [6], in which magnetooptical investigations of
CdTe:Ge crystals were carried out. In addition to sim-
ple donor centers Ge+/0, complex acceptors A–/0 were
also found.

This study is devoted to the investigation of electri-
cal properties and low-temperature photoluminescence
(PL) of compensated CdTe:Pb single crystals in rela-
tion to the concentration of the impurity introduced. In
contrast to Ge- and Sn-doped CdTe samples, such crys-
tals have been investigated in less detail.

2. EXPERIMENTAL

Using the Bridgman–Stockbarger method, three
CdTe ingots with various Pb concentrations in the melt

were grown:  = 5 × 1018, 1019, and 5 × 1019 cm–3.
The total concentration of residual impurities in start-
ing Te and Cd was no higher than 10–4 at %. Prior to the
synthesis, the materials were additionally purified in
hydrogen. The ingots were of identical size with a
length of ~12 cm and a diameter of 2.2 cm. The free
space in the cell was approximately equal to the volume
of the crystal.

The crystals grown consisted of three to four single-
crystal blocks. The samples for electrical measure-
ments and PL investigations were prepared from neigh-
boring parts of the wafers, which were cut from the ini-
tial (I), middle (M), and last (L) portions of the ingots.
To prepare the samples and to deposit the contacts, the
standard procedures were used [7]. The PL spectra were

CPb
0

004 MAIK “Nauka/Interperiodica”



 

500

        

SAVITSKY 

 

et al

 

.

                                                                                                                                              
Equilibrium characteristics of the CdTe:Pb samples at 300 K

No. Sample
Impurity concentration 

in the melt , cm–3
Relative 

length ∆l/l0
Conduction 

type
Hall mobility 
µH, cm2/(V s)

Resistivity
ρ, Ω cm

, eV for band–
acceptor transitions

1 901 P-I 5 × 1018 0.22 p 60 1.86 × 107 1.544

2 901 P-M 5 × 1018 0.44 p 62 6.38 × 103 –

3 901 P-L 5 × 1018 0.88 p 56 3.66 × 104 1.548

4 902 P-I 1019 0.30 p 990 19.6 1.546

5 902 P-M 1019 0.58 p 67 3.43 × 104 1.545

6 902 P-L 1019 0.84 p 66 7.76 × 104 1.547

7 903 P-I 5 × 1019 0.26 p 72 1.64 × 106 1.552

8 903 P-M 5 × 1019 0.57 p 67 2.88 × 105 1.552

9 903 P-L 5 × 1019 0.87 p 32 1.26 × 106 1.554

CPb
0

hν0
BA
measured on as-cleaved surfaces. The electrical parame-
ters (the conductivity σ and the Hall coefficient RH) were
measured using a dc current in the temperature range
80–450 K.

The PL was investigated at 4.2 K according to the
standard procedure using a setup based on an MDR-23
monochromator. The excitation source was a He–Ne
laser with a power of 40 mW. The resolution was no
lower than 1 meV. The spectral range of measurements
was 7700–9300 Å.

3. RESULTS

We determined from electrical measurements that,
except for the initial region of ingot 902P, all the sam-
ples had p-type conduction (see table).

The energy of a deep level for all p-CdTe:Pb sam-
ples was in the range of Ev + (0.39 ± 0.02) eV. Resistiv-
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Fig. 1. Resistivity ρ of the CdTe:Pb samples at 300 K as a
function of the relative length of the ingots ∆l/l0: (1) 901P,
(2) 902P, and (3) 903P.
ity increased as  increased (see table and Fig. 1).1

One can see that the lowest-resistivity material was
formed in the central part of ingot 903P, and the resis-
tivity of the crystal increased as one approached its
ends. The resistivity of the middle parts of ingots 901P
and 902P was also lower compared with their end parts.
The initial parts of these ingots had considerably lower
hole concentrations (low enough to invert the conduc-
tion type in sample 902P-I). The cause of this phenom-
enon will be considered below.

Measuring the mobility, we failed to determine its

dependence on  (see table). A certain decrease in
the value of µH is observed in the end parts of ingots.
The run of the µH(T) dependence (Fig. 2) indicates that
the charge carriers are scattered mainly at lattice vibra-
tions.

Three emission bands can be distinguished in the PL
spectra (Fig. 3).2 These are the region associated with
donor–acceptor pairs (DAPs), i.e., the band at 1.4 eV in
the wavelength range λ = 8400–9300 Å; the edge-emis-
sion band (λ = 7920–8400 Å); and the excitonic band.
The first two bands are dominant for samples 901P-I
and 901P-M with lower Pb concentrations. An increase
in the impurity concentration in the end part of ingot
901P causes an abrupt increase in the near-edge emis-
sion (Fig. 4, curve 1).

The PL spectra for all parts of ingot 902P were
approximately identical; specifically, the edge emission
band with phonon replicas was dominant, and a consid-
erably weaker emission region associated with DAPs

1 The relative length (see table and abscissa in Fig. 1) is defined as
the ratio ∆l/l0. Here, ∆l is the distance from the starting point of
the ingot to the point where the wafer is cut, and l0 is the total
length of the ingot.

2 The use of normalized dependences makes it possible to compare
absolute values of emission intensities for various samples. The
magnitudes Imax correspond to peak values of the signal in the
PL-detecting device. For the a and b spectra (Fig. 3), as well as
for 1, 2, and 3 spectra (Fig. 4), the ratio between these peaks is 2 : 1
and 22 : 29 : 5, respectively.
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was observed. Similar spectra were also obtained for
ingot 903P. However, the total PL intensity was lower,
and the half-width of the bands increased for the I and
L parts of the ingot. Figure 4 shows typical PL spectra
for ingots 902P and 903P that were obtained for their
central parts. The exact peak positions for zero-phonon

lines ( ) in the edge-emission region of the sam-
ples are given in the table.

The excitonic emission band for samples 901P-I and
901P-M is peaked at hν = 1.592 eV (Fig. 3), which is
close to the line associated with the recombination of
excitons bounded at a neutral donor (hν = 1.593 eV
[8]). As the impurity concentration  in the sample
increases, the intensity of this band decreases. In the
subsequent consideration, we will analyze only the
DAP-associated bands and edge emission.

A wide PL spectral feature peaked at hν ≈ 1.4 eV
(Fig. 3) is typical of CdTe. In addition to the purely elec-
tronic transition, it contains a series of peaks, which corre-
spond to the emission of various numbers of longitudinal
optical (LO) phonons (for CdTe hνLO = 0.021 eV [8]).

The intensity of phonon replicas can be described by
the Poisson distribution:

(1)

where S is the Huang–Rhys factor, which characterizes
the magnitude of the electron–phonon interaction, and
I0 is the intensity of the zero-phonon line. The common
emission band can be approximated by the Poisson dis-
tribution with Gaussian lines for each single peak. Due
to this approximation procedure for samples 901P-I
and 901P-M, the best agreement with the experiment
was obtained at S = 2.01 and S = 1.96, respectively, and

hν0
BA
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Fig. 2. Temperature dependences of mobility µH for end
parts of the CdTe:Pb ingots: (1) 901P-L and (2) 902P-L.
The dashed line corresponds to the calculated dependence
µH(T) for scattering at optical phonons.
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with the position of the zero-phonon line  =
1.455 eV (Fig. 3).

The edge emission band for sample 901P-I (Fig. 3a)
consists of five lines, which correspond to two series of
transitions. The first series (DA) is formed by transi-
tions from shallow donor centers to acceptors. Its zero-

phonon line position  is 1.534 eV. The shorter-

wavelength series (BA) peaked at  = 1.544 eV is
formed by electron transitions from the conduction
band to the same acceptor center.

For radiative transitions from the conduction band
to the acceptor defect, the depth of the latter can be
found from the relationship [9]

(2)

where T is the electron temperature, which coincides
with the lattice temperature for low excitation levels,
and Eg is the band gap. Using the values Eg(4.2 K) =

1.606 eV [10] and  = 1.544 eV (sample 901P-I),
we obtain EA ≈ 0.062 eV.

In the middle part of ingot 901P (Fig. 3b), the BA
band vanishes, whereas the edge emission consists of
only the DA transitions with the same position of the

zero-phonon line  = 1.534 eV.

For the material with a higher Pb concentration
(ingots 902P, 903P, and the end of ingot 901P), only the
very intense line with phonon replicas emerges in the
edge-emission regions of the PL spectra. This line is
caused by the BA transition (Fig. 4). The peak of the

main line of this series  is shifted to shorter wave-
lengths proportionally to the impurity concentration
(see table and Fig. 4).

4. DISCUSSION

The equilibrium characteristics of the crystals inves-
tigated agree well with the data [1]. As CPb increases,
the hole concentration decreases. Therefore, the more
compensated material in parts I of ingots 901P and
902P can form due to the higher Pb concentration in
these regions. Radiometry investigations of Ge-doped
CdTe crystals showed that the Ge concentration in their
initial parts was anomalously high [11, 12]. This could
even lead to the formation of inclusions of the second
phase. We may assume that the situation for Pb-doped
CdTe is similar. The PL spectrum of the initial part of
ingot 901P includes the band of BA transitions, which
is typical of the samples with a higher impurity concen-
tration. This is indicative of a high Pb content in this
part of the ingot.

Our investigations of numerous crystals allow us to
suggest that a Pb impurity cannot lead to the formation
of a low-resistivity n-type material. We may assume

hν0
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hν0
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hν0
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------,+=
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that this is caused by a high content of interstitial Cd,
whose concentration decreases as the growth temperature
increases [13]. In some cases, during growth by the Bridg-
man–Stockbarger method, Cd can saturate the lower part
of the crystal, even forming Cd precipitates [14].

The PL band peaked at 1.4 eV is attributed to transi-
tions to the acceptor centers, whose depth is 0.12–0.17 eV.
The nature of these acceptors has been discussed for a
long time (see, for example, [15]). It is generally believed
that these defects have a complex nature and include both
shallow donors and Cd vacancies (A centers).

The A-center depth can be determined from formula
(2) with allowance made for the fact that the DAP band
is caused by the electron transitions to the conduction

band. Using the value of  = 1.455 eV, we obtain

 = 0.15 eV.

In our opinion, the A centers in the crystals investi-
gated are formed with the involvement of background
donor impurities. The total concentration of uncontrol-
lable impurity in CdTe can exceed 1016 cm–3 [16]. The

value of  obtained coincides with the A-center
depth (EA ≈ 0.16 eV) quite well for n-type crystals,
whose conductivity is determined by the presence of
hydrogen-like donors formed by Group III elements
[17]. Therefore, we believe that uncontrollable donors
located at Cd sites are incorporated into the A centers in
our crystals as well.

In analyzing the edge emission, the considerable
increase in the intensity of BA transitions and the shifts
of the peak of the zero-phonon line of this series to
shorter wavelengths at a higher Pb content should be
considered.

Self-compensation is characteristic of CdTe. There-
fore, as the concentration of the PbCd donors increases,
the concentration of intrinsic acceptor defects of VCd
type increases accordingly. These defects can be iso-
lated or incorporated into complexes. The transitions to
these centers form the BA PL band in the crystals under

study. We determined the value  = 0.062 eV. This is
close to the depth of the intrinsic acceptor, which is
formed in CdTe by annealing in vacuum (EA =
0.05 eV). Loreuz and Segall [18] relate the intrinsic
acceptor to the first charge state of the VCd vacancy.

The shift of peaks of the edge PL bands of CdTe to
shorter wavelengths with increasing doping level is
well known and is attributed to the increasing role of
the Coulomb component, which governs the magnitude
of the interimpurity interaction [8]. In this case, only
the position of the DA lines, which are caused by
donor–acceptor recombination, should vary, as was
observed by Agrinskaya et al. [19]. For the material
under study, the situation is different, as the line
arrangement varies during BA transitions (Fig. 5).

In the case under consideration, this shift may be
caused by the complex character of the acceptor center.

hν0
DAP

EA
DAP

EA
DAP

EA
BA
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The ionization energy of the VCd vacancy, which is sub-
jected to Coulomb interaction with the donor, depends
on the distance from the donor. We assume that such
donors are Pb atoms. The large energy depth of Pb
donors excludes their immediate involvement in the
formation of the BA band; however, they can affect VCd
electrostatically.

The peak of the zero-phonon line of BA transitions
for the crystals under investigation shifts by 0.01 eV as

 increases (see table). Let us assume that the Cou-
lomb interaction between PbCd and VCd for a sample
with a low Pb content (901P-I) can be disregarded. We
can then find the average distance between these defects

in the material with highest  (sample 903P-L). Using
the well-known expression for the Coulomb interaction
energy

for ∆W = 0.01 eV we obtain R = 1.5 × 10–6 cm. Know-
ing the average size of pairs, we can determine their
concentration:

thus, we obtain N ≈ 6.6 × 1016 cm–3. It is clear that the
concentration of the PbCd donors interacting electrostat-
ically with VCd is the same in sample 903P-L. In the

material with lower , the distance between the com-
ponents of a pair will be larger, and the shift of the peak

of the  band will be smaller.

In addition to the pairs with large R, the complexes
with the involvement of Pb atoms and VCd, which
occupy neighboring Cd sites, are present in the
CdTe:Pb crystals. The existence of such complexes,
whose constituents are bound by the ionic–covalent
bond, accounts for the high photosensitivity of the crys-
tals under investigation [20].

To estimate the total amount of Pb-related electri-
cally active defects (isolated or in the composition of
stable complexes), the concentration of complexes
should be found. Taking into account the fact that the
specific photosensitivities of the CdTe:Ge and CdTe:Pb
crystals are almost the same [19], we may assume that
such materials have an approximately identical amount
of photosensitivity-controlling defects (MCd–VCd, where
M are the Ge or Pb atoms), which is equal to (3−8) ×
1016 cm–3. This value was obtained by Nikonyuk et al.
from the investigation of photoelectric properties of
CdTe:Ge [21]. Thus, the concentration of the Pb impu-
rity in the CdTe lattice (~1017 cm–3) is considerably
lower than the concentration of Pb atoms in the melt.

Doping CdTe with Pb affects the state of back-
ground impurities only slightly. This inference follows

CPb
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from a comparison of absolute intensities of the DAP
band for the samples with different CPb. As was noted
above, this emission emerges with the transition to
complex acceptors, which are formed with the involve-
ment of uncontrollable donors. The ratio of intensities
of the DAP emission for ingots 901P and 902P is no
larger than 2.5, whereas for the BA transition in the
edge-emission region this ratio can be as large as 150.

5. CONCLUSION

Doping CdTe with Pb yields p-type material; the
compensation effect of Pb increases proportionally to
the impurity content. The properties of the CdTe:Pb
crystals differ substantially from the characteristics of
the Ge-doped and Sn-doped CdTe, for which the mate-
rial properties are virtually independent of CGe or CSn
when a certain critical concentration of Ge or Sn is
attained [2].

A considerable fraction of the Pb impurity is electri-
cally inactive and probably forms inclusions. The mag-
nitude and temperature run of mobility show that these
inhomogeneities do not form drift barriers for current.

In the CdTe lattice, the PbCd donors can interact with
intrinsic defects VCd. If the distances between them are
considerable, this leads to a decrease in the ionization
energy of VCd proportionally to the impurity concentra-
tion. As they arranged at neighboring sites of the Cd
sublattice, these defects form stable complexes.
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Abstract—The temperature dependence of conductivity and current–voltage characteristics of a layered
FeGaInS4 single crystal have been studied in various conditions. It is shown that the nonlinearity of the current–
voltage characteristic is due to the space-charge-limited current. The activation energies of impurity levels in
FeGaInS4 single crystals are determined. © 2004 MAIK “Nauka/Interperiodica”.
Considerable attention has been given recently to
studies of semimagnetic semiconductors of the II–III2–
VI4 type (where II stands for Mn, Fe, Ni, or Co; III, for
Ga or In; and VI, for S, Se, or Te) [1–4]. These com-
pounds are promising for the development of lasers,
light modulators, photodetectors and other magnetic-
field-controlled functional devices. In [5], new layered
semimagnetic semiconductors of CoIn2S4 composition
were obtained at a 1 : 1 ratio of the starting materials of
spinel structure (CoIn2S4, Fd3m space group) and tet-

ragonal structure (CoGa2S4, I  space group), and their
structural and magnetic properties were studied. The
fact that layered compounds are formed in the interac-
tion of semimagnetic semiconducting compounds
prompted us to try to obtain layered semimagnetic
semiconductors on the basis of other transition ele-
ments. As was done in [5], we obtained new layered
semimagnetic semiconductors of MnGaInS4 composi-
tion and studied their optical properties and photocon-
ductivity [6, 7]. In studying the phase diagram of the
system FeGa2S4–FeIn2S4, we obtained for the first time
the layered compound FeGaInS4.

In this paper, we report the results obtained in study-
ing the temperature dependence of conductivity σ(T)
and current–voltage (I–U) characteristics of FeGaInS4
single crystals.

The FeGaInS4 single crystals were grown by the
Bridgman method. An X-ray diffraction analysis dem-
onstrated that FeGaInS4 crystallizes as a one-packet
polytype of ZnIn2S4 [8], with lattice constants a =
3.81 Å, c = 12.17 Å, and z = 1 (P3m1 space group). The
contacts for I–U measurements were fabricated by fus-
ing-in indium on the opposite surfaces of the samples
(sandwich structure). The interelectrode spacing was
varied within the range 15–200 µm.

Figure 1 shows I–U characteristics of In–FeGaInS4–In
structures obtained at different temperatures. The I–U
characteristics exhibit two portions: an ohmic region
(I ∝  U) and a region with a steeper rise in current (I ∝
Un, n > 1).

4

1063-7826/04/3805- $26.00 © 200505
Figure 2 shows the temperature dependence of con-
ductivity with an electric field strength of 77 V/cm. It
can be seen that the curve that describes the dependence

 = f(103/T) comprises two linear portions with dif-
ferent slopes. The activation energies of impurity lev-
els, determined from these slopes, are E1 = 0.14 eV and
E2 = 0.25 eV.

In order to explain the mechanism of current trans-
port in the nonlinearity region, we studied I–U charac-
teristics of samples with different interelectrode spac-
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Fig. 1. Dark I–U characteristics of In–FeGaInS4–In struc-
tures obtained at temperatures T: (1) 193, (2) 290, (3) 315,
(4) 340, (5) 365, and (6) 385 K.
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Fig. 2. Temperature dependence of conductivity of a
FeGaInS4 single crystal with an electric field strength of
77 V/cm.
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Fig. 3. j/U vs. (1) voltage U at T = 290 K and (2) L–2 at a
voltage of 10 V.
ings L. It was found that the following dependences are
observed for the layers studied:

 

(Fig. 3, curves 1 and 2, respectively), which indicates
that the space-charge-limited current (SCLC) [9] is the
reason why the I–U characteristics are nonlinear. Here,
j is the current density and U is the bias.

According to [10], if the ohmic-to-nonlinear transi-
tion voltage is temperature-independent, the crystals
are weakly compensated. Analysis of the data we
obtained shows that the transition voltage from ohmic
conductivity to the SCLC mode is shifted to higher
voltages as the temperature is decreased; i.e., FeGaInS4
crystals are strongly compensated.

Thus, our study of the I–U characteristics and σ(T)
dependences demonstrated that the current in the non-
linear portion of the I–U characteristic is due to monop-
olar injection. The activation energies of impurity lev-
els in FeGaInS4 single crystals were determined.
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Abstract—The spectra and angular distribution of thermal radiation from semitransparent plane-parallel semi-
conductor wafers are theoretically and experimentally investigated. It is shown that the spectrum of thermal
radiation from these objects is oscillatory due to multiple-beam interference, and the radiation pattern has the
lobes. The measurements are performed in the region of free-carrier absorption of n-GaAs and n-Si. It is con-
cluded that the results of this study can be used for calculating new controlled IR-radiation sources. © 2004
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The thermal radiation (TR) of heated solids typi-
cally has a wide continuous spectrum and a quasi-iso-
tropic angular distribution. These TR characteristics of
opaque solids differ little from blackbody radiation.
Therefore, in contrast to highly monochromatic and
narrow-beam laser radiation, TR is conventionally con-
sidered noncoherent. However, as shown in studies [1–3],
the TR from certain periodic structures exhibits coher-
ent properties in certain spectral regions. Spectral peaks
and narrow radiation patterns were observed in the TR
of Si and SiC crystals on the surface of which a grating
was formed. Such features arise near the surface-plas-
mon frequency (in Si) or the phonon-polariton fre-
quency (in SiC).

In this study, we theoretically and experimentally
investigate the TR from semitransparent plane-parallel
semiconductor wafers. It is shown that the TR from
these systems also exhibits an antenna effect, i.e., sharp
spectral peaks and a radiation pattern with lobes. How-
ever, this effect arises here because of resonant proper-
ties of the radiating solid and, in contrast to the data in
[1–3], is not related to the excitation of surface waves
and manifests itself without the grating. The resonant
properties of the radiating wafers are caused by their
plane-parallel shape, which gives rise to the multiple-
beam interference. The interference pattern in the lumi-
nescence spectra of thin layers was observed previously
[4, 5]; however, this effect was not experimentally
investigated for TR. The features of TR in thin plane-
parallel layers were theoretically predicted in [6]. In
this study, we measured the TR in the spectral region of
the free-carrier absorption of light in n-GaA and n-Si.
To quantitatively describe the results of the measure-
ments of the spectral, angular, and polarization charac-
teristics of the radiation, we used Kirchhoff’s law. The
interference oscillations in the TR spectra observed
1063-7826/04/3805- $26.00 © 20507
along the surface normal of a plane-parallel wafer are
described in terms of this law in [7].

2. THEORY

We consider the plane-parallel wafer of a homoge-
neous semiconductor (0 ≤ z ≤ l) in free space. The semi-
conductor is at a temperature T and has the frequency-
dependent complex permittivity ε(ω) = ε' + iε''.

Let dJ = J(ω, ϑ)dωdΩdS designate the intensity of
light emission from an area dS of the solid surface at an
angle ϑ  to its normal into a solid-angle element dΩ in
the frequency range ω, ω + dω. According to Kirch-
hoff’s law,

(1)

where A(ω, ϑ) is the emissivity of a solid equal to its
absorptivity and N(ω) is the Planck distribution func-
tion at the temperature T.

The absorptivity A(ω, ϑ) is defined as the fraction of
the radiation energy flux incident on the solid surface
which is absorbed by this solid:

(2)

Here, Rl(ω, ϑ) is the optical reflectance from a wafer
and Dl(ω, ϑ) is the wafer transmittance. In formulas (1)
and (2), we take into account both independent polar-
izations of light. The polarization properties depend on
the partial absorptivity Av (v  = s, p) for s-polarized radi-
ation (the electric-wave vector is perpendicular to the inci-
dence plane) and p-polarized radiation (the magnetic-
wave vector is perpendicular to the incidence plane):

(3)

J ω ϑ,( ) A ω ϑ,( )"ω3N ω( )
4π3c2

----------------------- ϑ ,cos=

A 1 Rl– Dl.–=

Av 1 rlv
2– dlv

2.–=
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Here, rlv and dlv are the amplitudes of optical reflec-
tance and transmittance of the wafer, respectively. The
factor A(ω, ϑ) in formula (1) is defined as

(4)

For a linearly polarized plane wave incident from
vacuum on the wafer surface at an angle ϑ  to the nor-
mal, the amplitudes rlv and dlv are described by the
expressions [8]

(5)

where rv are the amplitudes of reflectances from the
surface of a semi-infinite medium with permittivity ε.
These amplitudes have the form

(6)

We introduce the following designations into expres-

sions (5) and (6): k1z = k1cosϑ , k2z = k1  =
 + i , ϕ = 2k2zl, and k1 = ω/c.

Expression (3), in which the amplitudes rlv and dlv
are calculated from Eqs. (5) and (6), defines the absorp-
tivity in terms of the macroscopic electrodynamics.
This expression is valid if the wafer thickness is much
greater than the atomic dimensions, while the relation
between the radiation wavelength and the wafer thick-
ness can be arbitrary. It is also noteworthy that the
absorption of light is not assumed to be weak.

If the absorption of light in a semiconductor is weak
(ε'' ! ε') and the wavelengths in the wafer are short (δ =
2 l @ 1), formula (3) can be simplified as

(7)

where Rv = |rv |2 and η = exp(–2 l). The parameter η
specifies the reduction of the TR intensity due to the
absorption during a single pass of the wave through the
wafer. The phase δ and the transmittance η can be
expressed in terms of the real refractive index n, the
absorptivity α, and the angle of refraction ϑ2 (nsinϑ2 =
sinϑ) using the relations α = 2 cosϑ2 and  =
(2π/λ)ncosϑ2. Here, λ = 2πc/ω is the radiation wave-
length in free space.

It can be seen from (1) and (7) that the intensity of
TR from a plane-parallel wafer oscillates as a function
of the wavelength λ at the fixed observation angle ϑ .
For a given λ, the intensity oscillates as a function of
the angle ϑ . The oscillations of the radiation intensity
are governed by the oscillatory dependence of the emis-
sivity A(λ, ϑ) of the plane-parallel wafer and are caused
by the interference of waves multiply reflected from the
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interfaces. If n and α vary only slightly over the oscil-
lation period, the positions of the A(λ) extrema are
determined by the interference conditions

(8)

where m = 1, 2, ….
The averaging of (7) over the phase δ leads to the

absorptivity

(9)

which coincides with that of the wafer if the interfer-
ence is disregarded [9].

3. EXPERIMENTAL

In the experimental investigation, we used plane-
parallel wafers of single-crystal GaAs with the concen-
tration of uncompensated donors Nd–Na = 9.6 ×
1017 cm–3 and single-crystal Si with Nd–Na = 6 ×
1017 cm–3. The plane-parallel wafers were obtained by
mechanical grinding and subsequent polishing of the
wide faces. The flatness and parallelism of the faces
were checked by conventional optical methods. For the
measurements, we selected wafers whose planes devi-
ated from parallelism by 5″–10″ to ensure that their flat-
ness was close to ideal. The wafers had an area of 10 ×
15 mm2 and a thickness of 111 µm (GaAs) and 92 µm
(Si). The measurements were carried out in the spectral
region of the free-carrier optical absorption, and the
wafers were heated to temperature T = 360 K.

The spectra were investigated using a Fourier spec-
trometer with a resolution of 1 cm–1. We detected the
nonpolarized TR from the plane-parallel and non-
plane-parallel GaAs samples that propagated close to
the normal to the surface of the crystals. The entrance
optical aperture of the spectrometer amounted to less
than 2.5°. The radiation from the GaAs wafers was nor-
malized to the blackbody radiation measured under the
same experimental conditions. The TR from the plane-
parallel wafers was compared to the radiation from
identical non-plane-parallel wafers that had the same
average thickness and temperature.

The angular dependences of TR were investigated
on Si samples at a wavelength of λ = 10.57 µm. We
detected s- and p-polarized radiation, as well as nonpo-
larized TR. The radiation from the plane-parallel Si
wafers was normalized to the radiation from the identi-
cal non-plane-parallel wafers; i.e., we measured the
ratio Av(ϑ)/ (ϑ) of the emissivities.

4. RESULTS AND DISCUSSION

Figure 1 shows the experimental spectral depen-
dences for the emissivities of the plane-parallel GaAs
wafers (oscillating curve 1) and the non-plane-parallel

λmax
2nl
m
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wafers (steadily increasing curve 2). Curve 3 shows the
measured variance of the optical thickness αl of these
wafers. It can be seen that the maxima and minima of
the emission from the plane-parallel wafer are arranged
virtually symmetrically relative to the curve of the radi-
ation from the non-plane-parallel wafer.

To analyze the experimental data, we compared
them to the results of the calculation performed using
formulas (3), (7), and (9). In this calculation, we took
into account the absorptance α and the refractive index
n of the wafers in relation to λ; the corresponding val-
ues were determined from our measurements and veri-
fied with the published data [10, 11]. It was found that
the results of calculations agree well with the experi-
ment within the entire investigated spectral range (λ =
4–16 µm). The calculations with formulas (3) and (7)
yield virtually identical results because the absorption
of light in the semiconductor is weak in the investigated
case, while the wavelengths in the wafer are much less
than its thickness.

For a descriptive comparison of experimental and
theoretical results, in Fig. 2 we show the emissivities
for the plane-parallel wafer (curves 1, 2) and the non-
plane-parallel wafer (curves 3, 4) in a narrow spectral
range (the experimental curves 2 and 3 are portions of
curves 1 and 2 in Fig. 1). One can see that the theoreti-
cal and experimental results virtually coincide for the
non-plane-parallel wafer. The small difference in the
calculated and measured amplitudes of the oscillations
(curves 1, 2) in the plane-parallel wafer may be attrib-
uted to a decrease in the oscillation amplitude caused
by the imperfect parallelism of the surfaces of the
experimental sample.

From the viewpoint of the practical use of the results
obtained, it is expedient to investigate the dependence
of the oscillation amplitude of the emissivity ∆A =
Amax – Amin of plane-parallel wafers on the parameters R
and η. Here, Amax and Amin are the amplitudes of the
neighboring maxima and minima, respectively. Using
formulas (7) and (8) and assuming that ϑ2 = 0 (i.e., Rs =
Rp = R and As = Ap = A), we obtain

(10)

The analysis shows that ∆A attains a maximum near R
and η close to unity. In this case, Amax is close to 0.5 and
Amin is virtually equal to zero, which corresponds to the
most pronounced interference pattern. In Fig. 2, we
show the calculated emissivity of a highly transparent
(η = 0.89) plane-parallel GaAs wafer (curve 5) and a
non-plane-parallel GaAs wafer (curve 6) with R = 0.9.
The reflectance can be increased by depositing dielec-
tric coatings on the wafer surface (a variation in the
phase δ, which governs the positions of the interference
extrema positions, was disregarded). It can be seen that
the spectrum of the plane-parallel wafer includes nar-
rower emission peaks in this case and features much
greater oscillation amplitude in comparison with

∆A
4ηR 1 R–( ) 1 η–( )
1 ηR–( )2 1 ηR+( )

----------------------------------------------.=
SEMICONDUCTORS      Vol. 38      No. 5      2004
curves 1 and 2. The dependences ∆A(η) for R = const
and ∆A(R) for η = const are described by nonmonotonic
curves with a peak. Dependences ∆A(η) can be
observed in experiment. Figure 1 shows that, in the
spectral regions λ < 6 µm and λ > 14 µm for which high
(αl < 0.2) and low (αl > 2) transparencies of the wafers
are characteristic, respectively, the oscillation ampli-
tude ∆A is smaller than that in the remaining spectral
region. The largest oscillations are observed near η =
exp(–αl) ≈ 0.56, which corresponds to λ ≈ 8.4 µm. In
Fig. 3, the dots correspond to the experimental depen-
dence ∆A on η, and the solid line represents the results
of calculation. For each dot, we plot an average value of
η in the spectral region Amax–Amin on the vertical axis.
Taking into account that the variation in η in these
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Fig. 1. Experimental spectral dependences of the emissivity
A(λ) (curves 1, 2) and the optical thickness αl (curve 3) for
n-GaAs wafers; 1 is a plane-parallel wafer, and 2 is an iden-
tical wafer that is not plane-parallel.
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Fig. 2. Spectral dependences of the emissivities of plane-
parallel (1, 2, 5) and non-plane-parallel (3, 4, 6) n-GaAs
wafers. Curves 2 and 3 represent experimental data, and the
remaining curves correspond to the calculation with the
parameters n = 3.3 (curves 1, 4–6); R = 0.29 (1, 4), 0.9 (5, 6);
and η = 0.4 (1, 4) and 0.89 (5, 6).
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regions is less than 6%, the error of this representation
is considered negligible.

In the calculation, we took into account the slight
tapering of the wafer. It was assumed that the wafer
thickness linearly increased along the x axis; i.e.,

where γ ! 1 is the angle between the emitting faces,
and l0 is the wafer thickness for x = 0. Replacing l by
l(x) in formula (7), we obtain the local emissivity A(x).
Then, the emissivity for the tapered wafer of a length L
can be written as the mean value:

(11)

The dependence of the oscillation amplitude on η was
calculated using the oscillatory functions 〈A(λ)〉 . The
agreement between the experimental and theoretical
data shown in Fig. 3 was obtained for L = 15 mm, l0 =
111 µm, and γ = 6''.

The angular distributions of the TR from the plane-
parallel Si wafers are shown in Figs. 4a and 4b. The
solid curves show the calculated ratios between the
emissivities Av(ϑ) and (ϑ) of the plane-parallel and
non-plane-parallel wafers, respectively, with different
directions of polarizations and λ = 10.57 µm (α = 8 cm–1).
It can be seen that, as a result of the multiple-beam
interference, the radiation acquires directivity with a
number of pronounces lobes. The angular dependences
Av(ϑ)/ (ϑ) for the s- and p-polarized emission
(Fig. 4b and the left-hand side of the pattern in Fig. 4a)
markedly differ from one another. In the range of 55°–75°,
the extrema for the p-polarized radiation virtually dis-
appear, which is related to a decrease in the reflectance
Rp almost to zero. The angular dependences for the s-
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Fig. 3. Experimental (dots) and calculated (solid line) emis-
sivity modulation ∆A of n-GaAs wafers vs. the transmit-
tance η.
polarized and nonpolarized emission are similar in
many respects (Fig. 4a). In Figs. 4a and 4b, the circles
and squares show the experimental results. One can see
that the calculated and experimental data are in good
agreement.

As in the radiation spectra, a more pronounced TR
pattern can be obtained in the angular dependences if R
of the plane-parallel wafer is increased. This effect can
be seen from Fig. 4c, which shows the calculated angu-
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Fig. 4. Angular distributions of the thermal radiation of
semiconductor wafers for λ = 10.57 µm. The solid lines cor-
respond to the calculation, and the circles and squares cor-
respond to the experiment; (a) and (b) are the ratios between
the emissivities of plane-parallel and identical non-plane-
parallel wafers, and (c) is the emissivities of plane-parallel
wafers. The left-hand side of the radiation pattern in Fig. 4a
corresponds to s polarization; the right-hand side, to nonpo-
larized radiation. Figure 4b corresponds to p polarization;
Fig. 4c, to s polarization. The parameters used in the calcu-
lation: (a, b) η = 0.93, l = 92 µm, n = 3.4, n-Si wafer; (c) η =
0.87, l = 179 µm, a wafer with n = 6 (left-hand side of the
pattern) and a wafer with n = 3.4 (right-hand side).
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lar dependences for the emissivities As(ϑ) of a wafer
with the refractive index n = 6 (the left-hand side of the
pattern) and a wafer with the refractive index n = 3.4
(the right-hand side of the pattern). For both wafers, l =
179 µm and η = 0.87 (for ϑ  = 0).

Nowadays, semiconductor luminescent light emit-
ting diodes (LEDs) are widely used in the near IR
region. It is a complicated problem to significantly
expand their operating spectral range (to the region λ >
4.5 µm) because the external quantum efficiency [12]
falls drastically as the radiation wavelength increases.
In contrast to luminescent LEDs, thermal sources can
usually operate in an arbitrary spectral region; however,
they require an external modulating device. Certain
types of semiconductor thermal sources [13, 14] are an
exception because their emission intensity can be mod-
ulated by the current flowing through a crystal.

A source using thermal radiation from thin plane-
parallel layers can have a narrow-band radiation spec-
trum in the medium- and far-IR range. Modifying the
optical parameters of a semiconductor emitting element
by external effects allows one to carry out spectral and
amplitude modulation of its radiation.

5. CONCLUSION
We showed theoretically and experimentally that

multiple-beam interference manifests itself in the ther-
mal radiation of semiconductor plane-parallel semi-
transparent wafers. The thermal-radiation spectrum of
the plane-parallel wafer differs markedly from that of
identical non-plane-parallel wafers and is oscillatory.
The amplitude of the oscillation of the emissivity
depends on the transmittance and reflectance of the
wafer and increases as they increase. The thermal-radi-
ation intensity in the ranges corresponding to the inter-
ference maxima for a plane-parallel wafer can far
exceed the radiation intensity from an identical non-
plane-parallel wafer. Due to the resonant properties of
the plane-parallel wafer, the directivity pattern of its
thermal radiation has lobes. The width and number of
the lobes in the radiation pattern are governed by the
SEMICONDUCTORS      Vol. 38      No. 5      2004
optical parameters of the wafer. The experimental data
of the spectral dependences of the thermal radiation and
its angular distributions agree well with the theoretical
data. The results of this study can be used to design new
controlled IR-radiation sources.
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Abstract—Nonlinear absorption spectra of Zn0.37Cd0.63Se crystals were measured using the method of two
light sources. At high levels of excitation by neodymium laser pulses, both fundamental two-photon absorption
and absorption by excess free carriers are observed. At low excitation, impurity centers with energy levels
spaced 0.72, 0.63, 0.53, 0.42, 0.36, 0.25, and 0.20 eV from the edge of the band gap are detected. © 2004 MAIK
“Nauka/Interperiodica”.
The development of high-intensity tunable laser
sources has stimulated further advances in the main
areas of the classical spectroscopy of solids and
revealed fundamentally new possibilities of spectro-
scopic methods.

The laser-induced excitation of crystals under the
condition "ω > ∆CV/2, where ∆CV is the band-gap width,
is known to result not only in two-photon absorption
(TPA) but also in a number of other competitive intense
nonlinear absorption processes, such as (1) two-stage
transitions (TSTs) via local deep levels of impurities or
defects in the band gap; (2) absorption by excess free
carriers excited during the TPA process; and (3) stimu-
lated absorption and stimulated blooming induced by a
change in the population of the impurity levels [1].

The superposition of all these effects hinders the
interpretation of experimental data on changes in the
intensity of radiation that passes through a crystal.
However, investigation of these effects may provide
new information on the impurity centers and the energy
spectrum of the crystal.

Nonlinear absorption spectra can be studied by ana-
lyzing the dependence β = f(2"ω – ∆CV) as a function
of photon energy, where β = KI–1 is the nonlinear
absorption coefficient, I is the intensity of radiation,
and K is the absorption factor.

One technical difficulty of this method lies in
obtaining light beams with isotype parameters at differ-
ent photon energies. Moreover, the result significantly
depends on the statistical properties of light [2, 3] and
on possible manifestations of size effects [4].

The possibilities of studying the nonlinear absorp-
tion spectra by varying the band gap width ∆CV are also
limited since a considerable change in ∆CV can be
attained only for crystals of solid solutions, for exam-
ple, CdxSe1 – x, ZnxCd1 – xSe.

The method of two light sources is considered the
most informative technique. This method uses a beam
of high-intensity laser radiation at a given photon
1063-7826/04/3805- $26.00 © 20512
energy "ω1 and a beam of broadband radiation of lower
intensity, from which an almost monochromatic beam
with a variable photon energy "ω2 is selected [5].

On the basis of experimental data, the absorption
factor K(ω2) can be determined as

(1)

where ∆I(ω2) = I(ω2) – I0(ω2); I0(ω2) and I(ω2) are the
intensities of light incident on the sample surface at the
instants t = 0 and t > 0, respectively; and X is the sample
thickness. Taking into account that ∆I/(ω2)/I0(ω2) =
∆h(ω2)/h0(ω2), where h0(ω2) is the deviation of the elec-
tron beam on the oscilloscope display from the zero level
induced by the probe beam at t = 0 and ∆h(ω2) is the
deviation of the electron beam from h0(ω2) at t > 0, we
obtain the expression for the calculations in the form

(2)

It is known that II–VI solid solutions are widely
used in the production of planar optical waveguides,
which are thin-film analogs of optical fibers in inte-
grated optics. Therefore, it is of interest to investigate
the nonlinear absorption spectra of Zn0.37Cd0.63Se
exposed to high-intensity laser radiation with photon
energy "ω1 = 1.17 eV and pulse width 1.5 · 10–8 s.

Figure 1 shows the experimental dependences of the
absorption factor of two Zn0.37Cd0.63Se crystals (with a
band-gap width of 2.16 eV) from different growth cells
versus the probe photon energy "ω2 for linear polariza-
tion and the "ω1-beam intensity equal to 7 (curve 1) and
17 (curve 2) MW/cm2. Each point of the spectra was
obtained by averaging over a large amount of experi-
mental data.

It can be seen that, at a lower level of laser illumina-
tion (curve 1), the nonlinear absorption spectrum shows
seven peaks with amplitudes that are different for sam-
ples taken from different sets.
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When the intensity of laser radiation is as high as
17 MW/cm2, a smooth curve of nonlinear absorption is
observed. The absorption by excess free carriers mani-
fests itself when the photon energies "ω2 are less than
1.75 eV. Impurity and (or) defect levels in the band gap
can be involved in the TPA both as virtual and real
states. In the former case, fundamental TPA occurs; in
the latter, a resonant TPA or TST process.

One of the simplest ways to separate TPA and TST
is to analyze the time change in the shape of the probe
pulse with frequency "ω2. Its relaxation after the laser
irradiation is switched off indicates the occurrence of
TST. However, the shape of the additional reduction in
time of the probe-beam intensity is often identical to the
laser pulse shape within the entire spectral range. Thus,
these data appeared to be insufficient to separate the
processes under study. To improve the situation, we
also measured the dependences K = f(I1), where I1 is the
intensity of radiation with "ω1, for different photon
energies "ω2. The resulting curves are shown in Fig. 2.
At "ω2 = 1.75 eV, the dependence is linear, which may
be indicative of a fundamental TPA process. At lower
energies "ω2, the dependences are nonlinear, which
indicates resonant TST or TPA processes.

The dependence K = f("ω2) calculated for the case
of a fundamental TPA process and allowed–forbidden
transitions taking account of the Coulomb electron–
hole interaction is shown in Fig. 1 (curve 3).

When the level of excitation "ω1 is low, the real lev-
els that are present in the band gap of ZnxCd1 – xSe give
rise to a resonance increase in nonlinear absorption in
the form

where ∆i is the depth of the impurity level in the band
gap and mC and mV are the effective masses of electrons
and holes, respectively [6, 7].

1
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Fig. 1. Absorption spectra of Zn0.37Cd0.63Se for a laser
pulse power of (1) 7 and (2) 17 MW/cm2; (3) calculation of
the fundamental two-photon absorption.
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Using the peaks in the nonlinear absorption curve
obtained at low excitation, we estimated the energies of
the deep levels in the band gap with an accuracy up to
the term (µ/mV)("ω1 + "ω2 – ∆CV): 0.72, 0.63, 0.53,
0.42, 0.36, 0.25, and 0.20 eV. Note that the bands at
0.72 and 0.36 eV in the nonlinear absorption spectrum
of Zn0.37Cd0.63Se coincide in position with the energy
levels of copper in ZnSe. The value of 0.42 eV is close
to the energy of spin–orbital splitting of the valence
band in ZnSe [6].

Since the nonlinear absorption signal repeats the
laser pulse shape, these levels can act as fast nonradia-
tive recombination centers, thus hindering the observa-
tion of photoluminescence in these crystals.

Thus, the method of two light sources proved to be
the most informative way to study the nonlinear absorp-
tion processes in crystals under laser excitation and to
obtain new data on the impurity centers and band struc-
ture of the crystals.
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Abstract—Temperature dependences of electron mobility in p-Hg1 – xCdxTe films (x = 0.210–0.223) grown by
molecular beam epitaxy are investigated. In the temperature range 125–300 K, mobility was found by the
mobility-spectrum method, and for the range 77–125 K, it was found using a magnetophotoconductivity
method suggested in this study. The method is based on the measurement of the magnetic-field dependence of
photoconductivity. The magnetic field is parallel to the radiation and normal to the sample surface. The electron
mobility is determined using the simple expression µn [m2/(V s)] = 1/BH [T]. Here, BH is the induction of the
magnetic field corresponding to a half-amplitude of the photoconductivity signal under zero magnetic field.
In the temperature range 100–125 K, the results obtained by the magnetophotoconductivity and mobility-spec-
trum methods coincide. For the samples investigated, the electron mobility at 77 K is in the range 5–8 m2/(V s).
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Hg1 – xCdxTe solid solution (cadmium–mercury tel-
luride, CMT) is one of main materials for detectors of
infrared (IR) radiation in a wide wavelength range
from the near-IR region (1–2 µm) to the far-IR region
(8–12 µm). One of the main parameters of the material
that largely determines the characteristics of photode-
tectors is the diffusion length of minority carriers,
which in turn depends on their mobility. Therefore,
minority-carrier mobility can be used to evaluate the
suitability a material for the fabrication of photodetec-
tors with required characteristics. Knowledge of the
mobility is also necessary in analyzing the measure-
ments of the steady-state lifetime, which along with
mobility determines the diffusion length.

To determine the minority-carrier mobility in
p-CMT grown by different methods, a series of meth-
ods is developed. For example, the mobility and con-
centration of equilibrium minority carriers were deter-
mined by the method of multiband fitting of theoretical
magnetic-field dependences of the Hall coefficient and
magnetoresistance to the experimental data. More
sophisticated methods of analysis of similar measure-
ments are the mobility-spectrum method [4–6] and the
quantitative mobility-spectrum method [7]. These
methods allow one to determine the mobility and con-
centration of carriers without preliminary knowledge of
the number of carrier types in the sample under investi-
gation. However, for temperatures (T) at which the
electron concentration becomes too low, which is
observed at T < 100 K for p-CMT with x = 0.22, these
methods yield a large error [8].
1063-7826/04/3805- $26.00 © 20514
The differential methods based on determining the
electron mobility from the peak position in the deriva-
tive of magnetoresistance with respect to the magnetic
field [9] or from the reflectance module for the micro-
wave signal [10] are more sensitive. In these methods,
the equilibrium minority-carrier mobility is measured.
Therefore, the temperature region of their application is
restricted because the carriers are frozen when the sam-
ple is cooled. The complexity of the experimental
equipment used should also be noted.

The electron mobility in p-CMT was also deter-
mined from measurements of the photomagnetic effect
[11], photomagnetic effect and photoconductivity [12],
and photo-Hall measurements [13]. Since the mobility
of nonequilibrium photoexcited carriers was measured
in this case, these methods can be used at lower temper-
atures. The carrier mobility is found by fitting the theo-
retical expressions describing the effects listed to the
experimental data. The disadvantage of these methods
consists in the fact that a large number of simulta-
neously fitted parameters (as many as six) are used,
which decreases the reliability of the data obtained. The
method of determining electron mobility from photo-
Hall magnetic-field dependences was suggested in
[14]. At low temperatures, when the electron concentra-
tion is much lower than the hole concentration, the volt-
age measured is described by the expression

(1)∆UH

k µp µn p p̂〈 〉, , ,( )B

1 µn
2B2+

--------------------------------------------,=
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where µp and µn are the hole and electron mobilities,
p and  are the concentrations of equilibrium and
nonequilibrium holes, and k is the proportionality coef-
ficient independent of the magnetic field B. From the
slope of the straight line plotted in the coordinates
B/∆UH versus B2, the electron mobility can be found by
fitting. In this method, two parameters are also fitted
simultaneously, i.e., the electron mobility and hole con-
centration averaged by the sample thickness, which
decreases the accuracy of fitting.

We suggested a direct method of determining
minority-electron mobility based on the measurements
of magnetic-field dependences of photoconductivity in
the geometry of the Hall effect (magnetophotoconduc-
tivity, MPC). Using this method, we plotted the temper-
ature dependences of the electron mobility for p-CMT
films.

2. EXPERIMENTAL

Samples prepared from films grown by molecular
beam epitaxy on GaAs(013) substrates were investi-
gated [15]. The films’ thickness was 7–10 µm, and the
composition corresponded to x = 0.21–0.23. After
growth, the samples had n-type conduction, and they
were annealed in helium to convert them to p-type con-
duction. High-quality photodetectors were fabricated
using similar samples [16, 17]. The parameters of the
samples (composition, film thickness d, hole concentra-
tion p, and mobility µp) are given in Table 1.

To measure MPC, the Hall effect, and magnetoresis-
tance, samples were cut out in the form of rectangular
strips 10 mm long and 1.5 mm wide. Then the samples
were mounted on a sapphire substrate, and indium con-
tacts were formed. The sample geometry is shown in
Fig. 1.

For four CMT samples, the magnetic-field depen-
dences of the MPC signal were measured in the temper-
ature range T = 77–125 K. The Hall effect and magne-
toresistance were measured at T = 77–300 K. For tem-

p̂〈 〉

I = const 1

3 5

4 6
c

2

w

B

Fig. 1. Schematic representation of magnetophotoconduc-
tivity measurements. The illuminated part of the sample is
hatched. The current I passes through the contacts 1 and 2;
magnetophotoconductivity and magnetoresistance are mea-
sured using contacts 3 and 5 or 4 and 6; the Hall effect is
measured using contacts 3 and 4 or 5 and 6.
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peratures of 77–125 K, the electron mobility was
determined from the analysis of MPC, and at higher
temperatures it was determined by the mobility-spec-
trum method.

The layout of the setup used to measure the Hall
effect, magnetoresistance, and MPC is shown in Fig. 2.
Sample 1 in liquid-nitrogen cryostat 2 was placed
between the poles of electromagnet 3. The induction of
the magnetic field varied from 0 to 2 T. Its magnitude
was measured using Hall sensor 4 powered from source 5.
To measure the Hall effect, magnetoresistance, and
MPC, the dc current from source 7 was passed through
the sample. The position K1 of a switch K corresponds
to the measurement of the Hall effect and magnetore-
sistance. To measure MPC (the position K2 of the
switch K), the sample was additionally illuminated
using LED 10 (wavelength λ ≈ 0.94 µm), powered by
an ac voltage generator 11. The signal measured was
detected using lock-in amplifier 12 at the reference fre-
quency of generator 11. The sample temperature was
varied from 77 to 300 K using heater 8 and temperature
controller 9. The signals from the sample and the Hall
sensor were recorded using a computer.

Table 1.  Parameters of CMT samples

Sample Composi-
tion, x d, µm p, 1022

m–3
µp,

m2/(V s)

971124 0.220 7.7 0.94 0.036

001123 0.215 7.1 6.3 0.026

010629-1 0.210 9.5 2.3 0.032

020528 0.223 8.75 1.3 0.040

7
11

9

12

1

10

4

8
2

3

5

6

Signal

Ref

Out

Lock-in
amplifier

(K1) (K2)S N
K

Fig. 2. Experimental setup.
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3. THEORY

For the samples shaped like a Hall bridge and sub-
jected to electric and magnetic fields directed as shown
in Fig. 1, the longitudinal voltage Uσ measured from
contacts 3 and 5 (or 4 and 6) in the ac generator mode
is given by the expression [18]

(2)

where c is the distance between potential contacts 3 and
5 (or 4 and 6), w and d are the sample width and thick-
ness, and I is the current across the sample.

The expression for conductivity in the magnetic
field with the presence of electrons and holes takes the
form [18]

(3)

where p and n are the concentrations of electrons and
holes, and µp and µn are the mobilities of electrons and
holes, respectively.

The conductivity of the sample varies due to the
generation of nonequilibrium carriers by light. The
light is directed onto the sample through a narrow rect-
angular diaphragm that excludes the effect of the con-
tacts, since the distance from the diaphragm edges to
contacts considerably exceeds the diffusion length of
nonequilibrium carriers. In contrast to [14], the mea-
surement of MPC does not require uniform exposure of
the sample as a whole.

For a small variation in the carrier concentration
(∆n, ∆p), the increment of longitudinal voltage can be
obtained by expanding expression (2) into the series
and retaining the term proportional to the variation in
mobility ∆σ,

(4)

To find ∆σ(B), let us substitute n = n0 + ∆n, p = p0 + ∆p
(n0 and p0 are the equilibrium concentrations of elec-
trons and holes) in formula (3). Since the excitation
level is low, we may disregard the terms of the order
∆n2, ∆p2, and ∆n∆p; as a result, we obtain

(5)
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----------------------------------------------------------------------------------
At low temperatures, when n0 ! p0, and for values

of induction of the magnetic field for which B2 ! 1
and µnµpB2 ! 1, expression (5) can be written in the
form

(6)

For p-CMT, the main recombination mechanism at
low temperatures is the recombination through the traps
[19]. Then, for the steady-state case, the electroneutral-
ity equation can be written as

(7)

where K is the coefficient characterizing the variation in
the electron concentration at the traps. In this case, the
expressions for ∆σ(B) and ∆Uσ(B) can be written as

(8)

(9)

As one can see from expression (9), allowance made
for the effect of traps leads to the emergence of an addi-
tional term that is independent of the magnetic field.
Since the magnitude of this term is smaller than the
MPC signal in the absence of magnetic field by a factor
of µn/µp ≈ 100, it can be discarded:

(10)

The mobility can be determined from the magnetic-
field dependence of the signal ∆Uσ(B), which is
described by expression (10). For this purpose, the
magnetic induction BH corresponding to the signal level
∆Uσ(0)/2 should be measured. At this point, the condi-

tion 1 +  = 2 is met; as a result, the formula for
mobility is easily derived:

(11)

The error in determining the mobility includes four
components. These are the error in determining the
magnetic induction BH, the error in determining half of
the photoconductivity signal ∆Uσ(B)/∆Uσ(0) = 1/2, the
error caused by the presence of more than two types of
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carriers in the sample, and the error associated with the
violation of the condition n0 ! p0.

Since the form of expression (10) is simple, it is pos-
sible to show that the first two errors are small and are
no greater than a few percent.

When deriving formula (10), we assumed that only
two types of carriers exist in the sample, namely, elec-
trons and heavy holes. It is known from studies [1, 2, 6]
that, along with heavy holes with the concentration ph,
light holes with the concentration pl exist in CMT.
Numerical calculations showed that the effect of light
holes on MPC becomes noticeable at the concentration
pl = 0.05ph, which considerably exceeds their actual
concentration (pl ≤ 0.001ph according to the data [1]).
Consequently, when analyzing MPC, the effect of light
holes can be disregarded.

Violation of the condition n0 ! p0 affects the mobil-
ity measured to a much greater extent. To determine the
temperature dependence of the error, numerical calcu-
lations were carried out. It is found that the error is
strongly temperature-dependent. At 77–90 K, it is very
small, specifically, less than 1%. At 100 K, this error is
2% and increases to 22% at 125 K. Let us estimate the
limiting error for this temperature. Figure 3 shows the
theoretical dependence ∆Uσ(B) (solid line). This
dependence was calculated with formulas (2) and (5)
under the following conditions: x = 0.21, T = 125 K, p =
2.3 × 1022 m–3, µp = 0.03 m2/(V s), and µn = 4.0 m2/(V s).
The dashed curve is obtained using formula (10) for
µn = 3.3 m2/(V s). As can be seen from Fig. 3, the mag-
netic-field dependence ∆Uσ(B) calculated with formu-
las (2) and (5) is well described by formula (10),
although for another value of mobility. As a result, the
error in determining the mobility from relationship (11)
arises. The error is systematic and causes a decrease in
the determining electron mobility.

4. RESULTS
Figure 4 shows the results of MPC measurements

(the ∆Uσ(B) signal) for sample 010129-1 at 77 and
125 K. Plotted theoretical curves calculated from formu-
la (10) include experimental points. The electron mobil-
ity determined from formula (11) is µn = 8.1 m2/(V s)
at 77 K and 3.6 m2/(V s) at 125 K.

One can see from Fig. 4 that, at 77–125 K, the exper-
imental data are well described by expression (10). Com-
pared with 77 K, the MPC signal at T = 125 K decreases
more slowly as the magnetic field increases due to a
decrease in the electron mobility.

At 100–130 K, the mixed conduction is observed for
p-CMT with x = 0.22, and the parameters of nonequi-
librium carriers can be determined using the mobility-
spectrum method. The electron mobilities determined
by various methods were compared for sample 971124.
Figure 5 shows the mobility spectra for this sample.
The carrier mobility is along the abscissa, and the con-
ductivity is along the ordinate. Carriers manifest them-
SEMICONDUCTORS      Vol. 38      No. 5      2004
selves in the spectrum by forming the conductivity
peaks. The carrier mobility is determined from the peak
position, and the concentration is determined from the
peak height. The electron mobility is taken as negative,
and the hole mobility is taken as positive. In Fig. 5, the
highest peak in the region of low positive mobilities
corresponds to majority carriers, specifically, heavy
holes. At 100 and 125 K, the positions of electron peaks
are indicated by arrows. No electron peak is observed
in the spectrum at 77 K since the electron concentration
is too low.

The electron mobilities for all the samples studied at
100 and 125 K, which were determined by the MPC
and mobility spectrum methods, are listed in Table 2.

1.0

0.8

0.6

0.4

0.2

0 0.5 1.0 1.5 2.0
Magnetic field, T

∆Uσ, arb. units

Fig. 3. Deviation of ∆Uσ(B) in approximation (10) from the
calculation by formulas (2) and (5). The solid line repre-
sents the calculation by formulas (2) and (5); the dashed
line represents the calculation by formula (10) for the elec-
tron mobility µn = 4.0 m2/(V s). Squares correspond to the
calculation by formula (10) for the electron mobility µn =
3.3 m2/(V s).
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Fig. 4. Magnetophotoconductivity for sample 010629-1 at
77 and 125 K. Squares correspond to the experiment; lines
represent the calculation from formula (10).
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As can be seen from Fig. 5 and Table 2, the results
obtained by different methods agree well with each
other; i.e., the mobilities of nonequilibrium minority
carriers coincide with the mobility of equilibrium carri-

10

1

0.1

–7 –6 –5 –4 –3 –2 –1 0 1 2

Conductivity, Ω–1 m–1

Mobility, m2/(V s)

µn = 3.2 m2/(V s)

µn = 3.8 m2/(V s)

µp = 0.036 m2/(V s)

125 K

100 K

77 K

Fig. 5. Mobility spectra for sample 971124. Mobilities cor-
responding to spectral peaks are indicated.

Table 2.  Electron mobilities

Sample

µn, m2/(V s)

mobility 
spectrum MPC mobility 

spectrum MPC

100 K 125 K

971124 3.8 3.7 3.2 3.1

001123 – 4.3 3.1 3.2

010629-1 – 6.3 4.2 3.7

020528 – 4.4 3.0 3.3

10
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4

2

1
0.8
0.6

70 80 90 100 200 300

971124
001123
010629-1
020528

Temperature, K

Mobility, m2/(V s)

Fig. 6. Temperature dependences of mobility. The solid line
is the law T–1.5 for sample 010629-1; the dashed line, the
law T–1.3 for sample 020528.
ers. At temperatures higher than 77 K, lattice scattering
is dominant in CMT [20] and photoexcited electrons
lose the excess energy in a short time (compared to the
electron lifetime) and become indistinguishable from
equilibrium electrons.

Figure 6 shows the temperature dependences of the
electron mobility. In the temperature range 77–125 K,
the mobility was determined from MPC measurements,
and in the range 140–300 K, it was determined from the
mobility spectrum.

It is well known (see, for example, [21]) that the
temperature dependence of mobility in the case of lat-
tice scattering follows the law T–m, where m = 1.5–2
[22]. It turned out that the temperature dependence of
electron mobility for sample 010629-1 follows the law
µn ∝  T–1.5 (the solid line in Fig. 6). For three other sam-
ples, it follows the law µn ∝  T–1.3 (the dashed line in
Fig. 6 plotted for sample 020528). The exponent m is
out of the range given in [22]. This is apparently caused
by the fact that the approximation was carried out in a
wide range (77–300 K). In the vicinity of 77 K, the
mobility starts to be affected by scattering by ionized
impurities, which follows the law ∝ T3/2. As follows
from the Matthiessen rule [21], this effect should
decrease the total value of m. Therefore, the accuracy of
the approximation decreases at high temperatures
(~300 K), which is observed in Fig. 6.

5. CONCLUSION

The electron mobilities in p-CMT films with the
composition x = 0.210–0.223 grown by molecular
beam epitaxy are measured in the range 77–300 K.

To determine the electron mobility in the range 77–
125 K, a direct method of determining the mobility
from the magnetic-field dependence of photoconduc-
tivity is suggested. The error of the method depends on
the measurement temperature. The error is a few per-
cent in the range 77–100 K and is as large as 25% at
125 K. In the range 125–300 K, the electron mobility
was determined by the mobility-spectrum method.

For the samples studied, the mobility at 77 K is in
the range 5–8 m2/(V s). The temperature dependence of
mobility follows the law T–m, where m = 1.3–1.5.

In the region of mixed conductivity, the mobility of
equilibrium electrons determined by the mobility-spec-
trum method coincides with the mobility of nonequilib-
rium electrons determined by the MPC method.
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Abstract—Synthetic diamond single crystals were grown by the thermal gradient method in a high-pressure
apparatus in the presence of solvent catalysts (nickel, iron). Absorption, luminescence, and photoluminescence
excitation measurements were performed in order to determine the nature of impurity–defect complexes in both
as-grown crystals and crystals treated at high temperature (T ≈ 2000–2200 K) and high pressure (P ≈ 6.0–6.5 GPa).
Different luminescence and absorption bands were assigned to impurity centers containing nitrogen and nickel
atoms. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The combination of unique physical (optical, elec-
trical, thermal, and mechanical) properties and the high
radiative and chemical durability of diamond opens up
wide possibilities for using this material in instrument
making (optical windows, heat removal, ultraviolet and
thermal sensors, detectors of ionizing radiation, active
media for lasers, optoelectronic devices, and so on).
However, the development of this line of research is
hindered by the lack of high-quality crystals with the
required parameters. In this context, the synthesis of
large diamond single crystals with a high-quality struc-
ture, based on new processing techniques and complex
research into the physical (primarily, optical) properties
of the synthesized crystals, is an urgent scientific and
engineering problem [1]. In this study, we report new
experimental data obtained by studying the absorption,
luminescence, and luminescence excitation spectra of
synthetic diamonds grown under different conditions
and subjected to thermobaric treatment in different
modes.

2. EXPERIMENTAL

Diamond single crystals were synthesized by the
thermal gradient method in the temperature range
1750–1800 K at pressures of ~(5.4–5.5) GPa in a split-
sphere high-pressure apparatus. Single crystals 4–7 mm
in diameter were grown in a Ni–Fe–C system. In some
cases, a stabilizing thermobaric treatment of crystals
was performed at temperatures in the range T ≈ (2000–
2200) K and pressures P ≈ (6.0–6.5) GPa for 3–24 h.
The initial crystals had a saturated yellow color. The
optical properties of diamonds were investigated in a
wide temperature range from 78 to 300 K by measuring
the absorption in the wavelength range 0.2–25 µm,
1063-7826/04/3805- $26.00 © 20520
photoluminescence (PL), and luminescence excitation
spectra in the range 0.2–2 µm. Absorption spectra in the
range 0.2–3.0 µm were recorded on a Carry 500 UV-
VIS-NIR double-beam spectrometer (Varian, United
States) and, in the range 1.4–25 µm, on a Protege-460
Fourier spectrometer (Nicolet, United States). Photolu-
minescence spectra were measured on an MDR-23M
monochromator with 600–1200 groove/mm gratings.
An FÉU-83 (or FÉU-100) photomultiplier and germa-
nium p–i–n diode, cooled to liquid-nitrogen tempera-
ture, were used as detectors of optical signals.
A DKSÉL-1000 xenon lamp (power 1000 W) with a set
of ultraviolet (UV) light filters served as the light
source. When luminescence excitation spectra were
recorded, the radiation of the xenon lamp, resolved by
the MDR-12 diffraction monochromator, was focused
on the sample under study.

3. RESULTS AND DISCUSSION

In our experiments, we recorded a number of strong
PL bands, including the electronic–vibrational bands
due to residual unintentional impurities (nitrogen,
nickel, and so on) and intrinsic structural defects in the
synthetic diamond crystals. As an example, Fig. 1
shows the typical PL spectra of as-grown diamond
crystals (Figs. 1a, 1b, sample 1811) and crystals sub-
jected to thermobaric high-temperature treatment at T =
2173 K and P ≈ 6.5 GPa for 16 h (Figs. 1c, 1d, sample
2005). As can be seen, the luminescence spectra of the
samples under investigation contain a strong wide band
A with a maximum in the wavelength range 510–
540 nm (the photon energy 2.30–2.45 eV), which is
characteristic of growth pyramids on octahedral faces.
At room temperature, this band has an extended long-
wavelength wing and a half-width of about 370 meV.
004 MAIK “Nauka/Interperiodica”
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When the crystals are cooled to 78 K, an electronic–
vibrational band with a leading zero-phonon line S3 at
an energy (wavelength) of about 2.496 eV (496.7 nm)
arises in the photoluminescence spectra. This line con-
tains characteristic low-energy vibrational replicas at
2.457 eV (504.6 nm), 2.426 eV (511 nm), and 2.391 eV
(518 nm). The energies of the corresponding phonons
are 40, 70, and 105 meV, which is consistent with the
data of [2–5]. The most distinct is the electronic transi-
tion involving a quasi-local phonon with an energy of
~40 meV (Fig. 2). The spectra also contain a weaker
zero-phonon line at 2.621 meV (473.3 nm), which is
due to the same luminescence center. In this case, the
initial synthetic diamond crystals have a yellow-green
saturated color. The experiments show that thermobaric
high-temperature treatment at a pressure of 6.5 GPa and
an annealing temperature of ~2173K for 20 h changes
the color of synthetic diamonds: they become much
lighter, with a characteristic soft green hue. The photo-
luminescence spectra of such crystals at liquid-nitrogen
temperature show a richer quasi-linear structure, which
is observed in the high-energy wing of the wide band.
Several strong narrow zero-phonon lines are also observed

1.8 2.0 2.2 2.4 2.6 2.8

S3

S2(A)

S3

S2(B)

S2(C)

a

b

c

d

Photon energy, eV

PL
 in

te
ns

ity
, a

rb
.u

ni
ts

Fig. 1. PL spectra of diamond single crystals measured at
(a, c) 78 and (b, d) 300 K. (a, b) Sample 1811 and (c, d) sam-
ple 2005.
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in the luminescence spectra: S2(A) at ~2.369 eV
(523.3 nm), S2(B) at ~2.535 eV (489.1 nm), S2(C) at
~2.594 eV (477.8 nm), and a number of weaker compo-
nents associated with these lines, including vibrational
replicas. The lines A, B, and C, observed after ther-
mobaric treatment (see also the fine structure of the
spectra in Fig. 2), can be assigned to the optical transi-
tions in the electronic structure of so-called S2 centers
[5]. It should be noted that the lines of the S2 group
(A, B, C) also manifested themselves with a much
lower intensity in the spectra of most of the starting
synthetic diamonds under study. High-temperature
thermobaric treatment of such samples led to an
increase in the intensity of the S2 lines by a factor of 5–10.
In general, these experiments showed that thermobaric
treatment of diamonds leads to a significant increase in
the intensity of both S3 and S2 electronic–vibrational
bands. As was noted, an increase in the concentration of
corresponding luminescence centers, S2 and S3, facili-
tates crystal bleach and enhances the luminescence
intensity by a factor of 3–5 in comparison with starting
samples at the same excitation levels. In our opinion,
this fact indicates that annealing of nonradiative recom-
bination centers takes place upon thermobaric treat-
ment and active rearrangement of defects in a crystal
matrix, which involves residual process impurities
(mainly nitrogen and nickel). Previously, these lumi-
nescence centers were found in natural and synthetic
diamonds and assigned to Ni atoms in a positively
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Fig. 2. Fine structure of the PL spectra of sample 2005 mea-
sured at 78 K. (a) and (b) show different spectral regions.
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charged state (a positively charged Ni atom is associ-
ated with a divacancy and two or three neighboring
N atoms in a complex) [2–5]. It is noteworthy that the
relative intensity of the spectral groups S2 and S3 for
different initial synthetic diamonds varied substan-
tially: for example, in the PL spectra of sample 1811,
the S2 system does not manifest itself at all (Fig. 1).
Thermobaric treatment also significantly changes the
relative ratio of the intensities of the spectral groups S2
and S3, although the general behavior of the spectra
remains the same for all the treated samples (T = 2000–
2200 K, P ≈ 6.5 Gpa, 5–20 h). Nevertheless, the total
increase and relative redistribution of the intensities of
the electronic–vibrational bands S2 and S3 in the spec-
tra indicates a significant transformation of defects con-
taining Ni and N impurities, which leads to the change
in the color of diamonds from saturated yellow-green to
soft light green.

Figure 2b shows the long-wavelength region of the
PL spectrum of sample 2005 that was subjected to ther-
mobaric treatment. As can be seen, this spectral region
contains a group of narrow lines at 1.704, 1.660, and
1.605 eV. Analysis of the relative intensities of these PL
lines, in particular the lines at 1.704 and 1.660 eV,
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Fig. 3. Photoluminescence excitation spectra of diamond
single crystals measured at 78 K. (a–d) Sample 2005 and
(e) sample 1811. The photon energies at which the measure-
ments were performed are indicated.
shows that they are dissimilar for different crystals and
change with changing conditions of thermobaric treat-
ment (temperature 2000–2200 K, pressure 6.5 GPa,
duration 5–20 h). These facts indicate that the noted
lines are due, at least, to several independent lumines-
cence centers containing background Ni and N impuri-
ties. The fact that the intensities of the lines at 1.704 and
1.660 eV are significantly higher in the PL spectra mea-
sured from the region adjacent to the crystal seed sup-
ports the view that these lines should be assigned to
nickel-containing (nitrogen-containing) centers. These
lines were found previously [4–6] and also assigned to
nickel-containing (nitrogen-containing) centers.

Figure 3 shows luminescence excitation spectra
recorded for two samples with the photon energies cor-
responding to the maximum intensity of bands and
lines; the values of the photon energies at which the
measurements were performed are indicated. As can be
seen, the spectra contain wide excitation bands with
maxima at ~2.8 eV (440 nm) and 3.6 eV (340 nm),
whose relative intensity is governed to a great extent by
the measurement conditions, i.e., if they belong to the
corresponding PL bands or not. These facts indicate
that the S2 (A) and S2 (B) lines and the corresponding
luminescence centers are independent; i.e., these lines
can be assigned to two defects of different nature,
which is consistent with the assumption made in [3].
The luminescence excitation spectrum of sample 1811
contains a radically different main excitation band
peaked at 2.66 eV (485 nm) and a weak band in the
vicinity of 3.6 eV (340 nm) (the ratio of the intensities
of the bands at 2.66 and 3.6 eV was 1 : 20). The data
reported for samples 2005 and 1811 are proof that ther-
mobaric treatment leads to a significant transformation
of the structural defects in diamond crystals, which is
also confirmed by independent measurements of the
absorption spectra of the samples in the UV and visible
regions.

Figure 4 shows the infrared (IR) absorption spectra
of diamond crystals, both initial and those treated at
high temperatures and pressures. For convenience, the
spectra are shifted with respect to each other along the
vertical axis. As can be seen, the spectral range from
1500 to 3500 cm–1 contains wide bands due to the nat-
ural vibrations of the atoms of a diamond lattice. These
bands do not change during thermobaric treatment. The
group of bands in the frequency range 1000–1400 cm–1

is due to the vibrational modes of impurity N atoms
incorporated in various defect complexes. The absorp-
tion band peaked at 1130 cm–1 corresponds to the
C defect, which is a single substitutional N atom. The
band peaked at 1280 cm–1 is due to the A defect, which
is a pair of neighboring substitutional N atoms. Along
with the bands due to the N impurity, the spectrum of
initial crystals also contains a wide band peaked at
~860 cm–1, which, according to data in [7, 8], is due to
Me–X centers. These defects arise at the boundaries of
microscopic inclusions of a metal–solvent (Me). The
component X may be carbon and/or nitrogen. The main
SEMICONDUCTORS      Vol. 38      No. 5      2004
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changes that occur in the IR absorption spectra of dia-
mond single crystals as a result of their thermobaric
treatment are as follows: the bands at 1130 and 860 cm–1

nearly completely disappear and the intensity of the
band at 1280 cm–1 increases. Thus, under the chosen
conditions of thermobaric treatment, Me–X centers are
annealed and N atoms aggregate to form pairs (A defects).
Estimation of the concentration of N impurity in differ-
ent forms, performed using the technique reported in
[9], showed that the degree of aggregation of C defects
in all the crystals under investigation exceeds 90%. It
should also be noted that we did not observe any increase
in the total concentration of N impurity in synthetic dia-
mond single crystals subjected to thermobaric treatment.
These results cast doubt on the suggestion [8] that the
N impurity is incorporated into Me–X centers.

It is established that diamond crystals grown under
different conditions have dissimilar photoluminescence
spectra; the shape of the spectrum is controlled by the
distribution of the impurities (N, Ni, etc.) over the
growth sectors and faces of a crystal. It is shown that

a

b

3.0

2.5

2.0

1.5

1.0

0.5

0
500 1000 1500 2000 2500 3000 3500

Wave number, cm–1

Optical density

Fig. 4. IR absorption spectra of sample 2005 (a) prior to and
(b) after thermobaric treatment.
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thermobaric treatment of synthetic diamond crystals in
the temperature range 2000–2200 K at a stabilizing
pressure of 6–6.5 GPa leads to the aggregation of a sig-
nificant (more than 90%) fraction of C defects with for-
mation of A defects and almost complete annealing of
Me–X centers. At the same time, the color of the crys-
tals changes from saturated yellow-green to light green
and their transparency increases. As a result of ther-
mobaric treatment, the luminescence intensity signifi-
cantly increases (by a factor of 3–5) in comparison with
initial crystals. Apparently, this phenomenon is related
to the annealing of nonradiative recombination centers.
Significant changes are also observed in the excitation
spectrum of A luminescence, which indicates restruc-
turing of the absorption spectra of the samples and is
proof of the significant transformation of structural
defects in the diamond crystals subjected to ther-
mobaric treatment.
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Abstract—The feasibility of phase conjugation in excited semiconductor media is shown both theoretically
and experimentally. For the first time, phase conjugation of a light wave (nitrogen laser) with a photon energy
equal to half the exciton radiative recombination energy in the medium (ZnO epitaxial films) at room temper-
ature is revealed. The spectral dependences of the phase conjugation signal are studied. The quadratic interac-
tion between the electromagnetic and exciton waves in a semiconductor is suggested as a possible mechanism
of this effect. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Zinc oxide is a wide-gap (Eg = 3.39 eV) semicon-
ductor; it has the highest (60 meV) exciton binding
energy among the compounds of this class [1]. As a
result, exciton luminescence of ZnO can be observed at
temperatures of up to 55 K. The highly efficient radia-
tive recombination in ZnO films made it possible to
observe stimulated luminescence in the ultraviolet
(UV) region at 397 nm upon nitrogen laser excitation of
such films [2, 3]. This fact makes zinc oxide a promis-
ing material for the production of high-intensity diode-
laser sources of UV radiation. The operation of a diode
laser is to a large extent governed by the cavity mirrors,
since they are responsible for its Q factor and lasing
threshold, as well as the direction and spectral width of
the laser radiation.

The application of phase-conjugating mirrors in gas
laser cavities was considered in a number of studies [4–6].
The main advantage of such mirrors is their ability to
correct the distortions induced by the active medium or
the optical elements within the cavity and, thus, to pro-
vide for self-tuning of the cavity. In the case considered,
an incident wave is reflected exactly in the reverse direc-
tion, and the parallelism of the cavity mirrors may not be
strictly observed. In the experiments [6] on phase conju-
gation, the input power was about 1.6 × 107 W/cm2 and
the reflected wave power amounted to approximately
2 × 10–3 of the signal power (the mirror reflectance). In
all the variants of the experiments mentioned above, the
phase conjugation effect is based on three-wave mixing
in a nonlinear crystal or gaseous medium. Because of
this, the phase-conjugating mirrors used in this case are
rather bulky, have low reflectivity, and are not applica-
ble to diode lasers, which are rather small.

In this study, we revealed and investigated the phe-
nomenon of phase conjugation by excitons that are
present in zinc oxide upon high-power excitation by a
UV laser. This process involves only two-wave mixing,
1063-7826/04/3805- $26.00 © 20524
whose probability in noncentrosymmetrical electro-
optical semiconductors similar to ZnO is fairly high.

2. THEORY

In the tensor form, the expression for the polariza-
tion vector P in a semiconductor medium under the
action of electromagnetic waves E1 and E2 with differ-
ent frequencies Ω and ω can be written as [7]

(1)

where the summation is over all equal indices (j, k, l =
1, 2, 3) corresponding to the three components of the
total electric field; χ(1), χ(2), and χ(3) are the linear, qua-
dratic, and cubic parts of the optical susceptibility
expanded in terms of the electric field, which are gen-
erally the second-, third-, and fourth-rank tensors,
respectively.

Let us dwell on the quadratic susceptibility term in
expansion (1), which is characteristic of noncentrosym-
metrical crystals. This term is responsible for the sec-
ond harmonic generation and the electro-optical effect
(the latter is significant in ZnO that has a hexagonal
wurtzite lattice). For simplicity, we assume that the
polarization vector P and both electric field vectors E1
and E2 are directed along the crystal growth axis
(z axis). The electromagnetic wave propagates along
the x direction and has the form

The other electromagnetic wave in the material corre-
sponds to the state of an exciton at rest (the wave vector
K = 0) on the polariton dispersion curve and can be
written as

Pi χ ij
1( )E j χ ijk

2( )E jEk χ ijkl
3( ) E jEkEl …,+ + +=

E2 E20 iωt– ikx+( )exp E20* iωt ikx–( ).exp+=

E1 E10 iΩt–( )exp E10* iΩt( ).exp+=
004 MAIK “Nauka/Interperiodica”
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Then, the second term in Eq. (1) appears as

(2)

Let us discuss the first term on the right-hand side of
Eq. (2) in more detail and write it out with the assump-
tion that the light wave frequency comprises half the
frequency of the exciton wave; i.e., ω = Ω/2.

(3)

where c.c. denotes the terms that are complex conjugate
to the first two terms in Eq. (3). Expression (3) for the
polarization of a semiconductor medium describes two
electromagnetic waves: the first does not fit into the dis-
persion curve, while the second is a conjugate wave
propagating towards the incident wave (E2), regardless
of the angle of incidence. The intensity of the second
wave is proportional to the intensity of the incident wave,
the intensity of excitonic oscillations, and the quadratic
nonlinear optical susceptibility of the medium. Irradiat-
ing ZnO films by UV nitrogen laser radiation, which is
absorbed in this material within a depth of about 0.1–
0.2 µm, one can readily obtain the conditions for phase
conjugation in a thin surface ZnO layer.

3. EXPERIMENTAL

ZnO films on (0001)-oriented sapphire were
obtained by electron-beam high-vacuum deposition in
an L-560 (Leubold Haereus) system. The resulting
films 0.5 µm thick had high crystal quality; their growth
axis was perpendicular to the surface [9]. The peak at
3.24 eV due to the exciton luminescence was predomi-
nant in the luminescence spectrum at room temperature.
The photoluminescence (PL) spectra of the films were
studied upon their excitation by pulses of an LGI-505
nitrogen laser (pulse width 10 ns, peak power 15 kW,
wavelength 337.1 nm). The experimental setup
designed to implement phase conjugation on a zinc
oxide film is shown in Fig. 1. It is noteworthy that a
Narva-100 incandescent dc lamp was used as the source
of incident light, and the angle of incidence exceeded
45° in order to prevent the reflected light from entering
the input of a detecting MDR-6 monochromator. After
passing through an MDR-12 wide-aperture monochro-
mator, the light of the incandescent lamp was continu-
ous in time and had a spectral half-width of no more
than 4 nm. The detection system was tuned to the repe-
tition rate of the pumping LGI-505 laser and consisted
of a Unipan-237 computer-controlled ac amplifier. The
experiments were carried out at room temperature with
a zinc oxide sample oriented so that both electromag-
netic waves from the laser and the incandescent lamp
had nonzero components along the film growth axis.
The laser beam was focused onto a spot less than
100 µm in diameter on the film surface, which corre-

χ 2( ) E1 E2+( ) E1 E2+( )

=  2χ 2( )E1E2 χ2E1
2( ) χ 2( )E2

2.+ +

2χ 2( )E1E2 = 2χ 2( ) E10E20 i3ωt– ikx+( )exp[

+ E10E20* iωt– ikx–( )exp c.c.+ ] ,
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sponded to a pump power density of about 108 W/cm2.
The overlap of the laser beam spot with the spot from
the lamp on the sample surface was controlled by an
optical microscope. A standard glass plate was used as
a beam splitter (Fig. 1). The spectra of the reversed sig-
nal and the film luminescence were recorded using KS-15
and SZS-23 light filters, respectively, which cut off the
second-order spurious signals of the double monochro-
mator MDR-6 from the detected signals.

4. RESULTS AND DISCUSSION

Figure 2 shows the PL spectrum (curve 1) of the
ZnO films under study recorded upon laser excitation
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Fig. 1. Schematic of the setup used for phase conjugation on
a zinc oxide film: (1) Narva-100 light source, (2) lenses,
(3) MDR-12 monochromator, (4) beam splitter, (5) ZnO
sample, (6) LGI-505 laser, (7) MDR-6 monochromator,
(8) FÉU-79 photomultiplier, (9) recording system, and
(10) light filter.
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Fig. 2. (1) PL and (2) phase-conjugation spectra measured
from a ZnO film on sapphire at 300 K.
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without additional illumination. Only an exciton peak
at 3.24 eV with a small shoulder in the long-wavelength
region (at 3.12 eV) can be seen in the spectrum. These
spectral features can be attributed to the radiative
recombination of a free exciton with an exciton bound
at a donor [2, 3].

Let us now consider a sample subjected to a com-
bined action of nitrogen laser pulses and continuous
blue-violet radiation with a photon energy ranging from
2.58 to 3.26 eV (Fig. 3). As can be seen from Fig. 3, the
detected signal contains only a PL component peaked
at 3.24 eV with a shoulder at 3.12 eV. Note that a
change in the continuous light wavelength does not
affect the shape and intensity of the spectral lines.

Much more interesting behavior is displayed by the
signal detected in the red spectral region with a photon
energy equal to half the energy of exciton radiative
recombination in zinc oxide (Fig. 4). In this case, a KS-15
infrared filter was placed in front of the detecting
monochromator MDR-6 so that neither the scattered
light from the 337.1-nm laser nor the luminescence sig-
nal from the ZnO film could pass through the mono-
chromator. This was done to cut off the second-order
luminescence line that may arise in the monochroma-
tor. It is clearly seen that no phase-conjugated (time-
reversed) signal is present in the red region in the case
of illumination with a photon energy of 1.75 eV (Fig. 4,
curve 1). However, as the photon energy approaches
half the exciton component (3.24/2 = 1.62 eV), a nar-
row spectral peak of the time-reversed signal appears at
the energy of incident photons. The detection method is
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Fig. 3. PL and phase-conjugation spectra of a ZnO film on
sapphire measured in the blue-violet region at 300 K under
illumination with a photon energy of (1) 3.26, (2) 3.18,
(3) 3.10, (4) 2.95, (5) 2.82, (6) 2.69, and (7) 2.58 eV.
also evidence that, in contrast to the incident wave, the
time-reversed signal is periodic with a frequency equal
to the repetition rate of the pump. The half-width of the
time-reversed signal coincides with that of the incident
light wave, and its intensity depends on the spectral
position.

Figure 2 (curve 2) shows the intensity of the peak
corresponding to the time-reversed wave plotted versus
the spectral peak position. It can be seen that, as in
Fig. 4, the intensity of the time-reversed signal peaks at
an energy of incident photons of 1.61 eV, which is very
close to half the energy of the exciton PL peak. Curve 2
in Fig. 2 has a characteristic long-wavelength shoulder,
which is similar to the shoulder in the photolumines-
cence curve (curve 1).

Note that, according to the mathematics given
above, the phase-conjugation effect may occur in media
with quadratic optical nonlinearity if the incident wave
frequency comprises one half of the frequency of exci-
tonic oscillations (3). The intensity of the resulting
time-reversed signal is proportional to both the incident
and the exciton wave intensities. In our case, the inten-
sity of the incident red light is almost constant in the
spectral range under study (1.4–1.7 eV). Therefore, the
spectrum of the time-reversed signal repeats the spec-
tral dependence of the exciton wave intensity (Fig. 2,
curves 2 and 1, respectively), and the process itself
occurs only at the instant when the exciton density in a
semiconductor becomes high. Since the radiative
recombination time of excitons in ZnO films at room
temperature is about a picosecond, excitonic oscilla-
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Fig. 4. Phase-conjugation spectra of a ZnO film on sapphire
measured in the red region at 300 K for an incident photon
energy of (1) 1.75, (2) 1.72, (3) 1.70, (4) 1.67, (5) 1.65,
(6) 1.63, (7) 1.61, (8) 1.57, (9) 1.53, (10) 1.49, (11) 1.46,
(12) 1.42, and (13) 1.39 eV.
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tions can exist only within the pump pulse duration. As
a result, the phase-conjugation process also has pulse
character, which is confirmed by the detection of an
alternating signal at the repetition rate of pump pulses
in our experiments. In view of the pronounced spectral
dependence of the time-reversed signal intensity
(Fig. 2, curve 2), the discovered process cannot be asso-
ciated with the scattering of continuous light by poly-
crystalline grains of a ZnO film; at the same time, the
signal of purely geometric reflection of light from the
sample surface does not enter the detection system.

5. CONCLUSION
Phase conjugation of an electromagnetic wave on

the surface of a ZnO film highly excited by a nitrogen
laser is predicted theoretically (see expression (3)) and
confirmed experimentally. It is shown that phase conju-
gation occurs when the energy of incident photons
comprises one half of the exciton radiative recombina-
tion energy. Therefore, we may conclude that phase
conjugation involves the exciton states of the semicon-
ductor film. Assuming that, under the conditions of
band-to-band excitation, laser radiation is absorbed in a
submicron (0.1 µm) surface layer [8], one can easily
obtain a high density of excitons by nitrogen laser
pumping of semiconductor. It should be noted that thin
ZnO films, which have high crystal quality and excel-
lent luminescent properties, are especially suitable for
phase conjugation. In our case, almost complete con-
version of the laser pump energy into the energy of
excitonic oscillations in zinc oxide was attained.

This mechanism of phase conjugation in a semicon-
ductor medium significantly differs from the four-wave
mixing of counterpropagating beams that occurs in
optically nonlinear media [6]. In the latter case, phase
conjugation of a signal wave also occurs, but a medium
must have cubic optical nonlinearity and be transparent
for all the light beams. Because of the low cubic optical
SEMICONDUCTORS      Vol. 38      No. 5      2004
susceptibility [7], the efficiency of phase conjugation is
low and a large volume of nonlinear medium is
required. In our case, the semiconductor medium is
opaque for the pump wave and, thus, thin layers can be
used. For a complete reconstruction of the phase in a
time-reversed wave, optically thin mirrors should be
used; i.e., their thickness should be of the same order of
magnitude as the incident wavelength. This condition
can be met only in the case of our study.
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Abstract—The behavior of paramagnetic defects and dark conductivity in heterogeneous samples of hydroge-
nated nanocrystalline carbon-containing silicon (nc-SiC:H) prepared by the photo-CVD method is studied. It
is shown that, with increasing carbon content in nc-SiC:H, a phase transition from a nanocrystalline to an amor-
phous structure occurs, producing a reduction in paramagnetic defect density and a significant decrease in the
dark conductivity. © 2004 MAIK “Nauka/Interperiodica”.
Thin films of nanocrystalline hydrogenated carbon-
containing silicon nc-SiC:H are promising materials for
use in solar cells as wide-gap optical windows [1] and
buffer layers [2]. Compared to microcrystalline silicon
(µc-Si:H) [3], nc-SiC:H samples with a small carbon
content have a wider optical transmission band. The
structure of nc-SiC:H, the carbon content, the ratio of
the amorphous phase to the crystalline phase, and the
crystallite size are governed by the growth conditions.
This circumstance provides an opportunity to control
such parameters as the optical transmission band and
conductivity [4].

In device-quality amorphous silicon (a-Si:H), the
high conductivity (~10–3 Ω–1 cm–1) is usually attributed
to the low density (NS ≈ 1016 cm–3) of paramagnetic
defects, i.e., silicon dangling bonds (DBs) with uncom-
pensated spins [5]. The conductivity of a-Si:H and
a-SiC:H decreases by three to four orders of magnitude
as NS increases to ~1018 cm–3 [6]; however, in heteroge-
neous samples containing both amorphous and nanoc-
rystalline fractions, the relation between the DB density
and conductivity is different. Thus, in µc-Si:H films
prepared by plasma-enhanced chemical vapor deposi-
tion (PECVD), the conductivity increases simulta-
neously with the DB defect density [7]. Compared to
µc-Si:H, nc-SiC:H samples are more complicated
objects, in which the effect of adding small amounts of
carbon has been inadequately studied. Moreover, there
are no data on the behavior of paramagnetic defects. We
performed structural investigations of nc-SiC:H sam-
ples prepared by the photo-CVD method and studied
the effect of paramagnetic defects on electron transport.

Films of nc-SiC:H ~150 nm thick were deposited on
glass substrates using the decomposition of monosilane
SiH4, hydrogen H2, and ethylene C2H4 by high-inten-
sity ultraviolet radiation. We have described in detail
the photo-CVD method in [8, 9]. The paramagnetic
1063-7826/04/3805- $26.00 © 20528
defect density (NS) was determined by analyzing the
electron spin resonance (ESR) spectra. The absolute
values of NS and the g-factor were evaluated by com-
paring the signals from the sample and from standards
with known parameters. The dark conductivity σD was
measured in the temperature range 300–420 K.

We have previously confirmed the presence of a car-
bon-containing amorphous phase in nc-SiC:H films
using infrared Fourier spectroscopy [9] and estimated
the carbon density by Auger spectroscopy [10]. The
carbon content x was estimated by the method sug-
gested in [11] and based on the analysis of the ratio
between the fluxes of the reacting gases.

The structure of the samples was studied by Raman
spectroscopy, and the spectra were analyzed by resolv-
ing the experimental curve into Gaussian components
that corresponded to the structural phases: crystalline
silicon c-Si (~520 cm–1), a-SiC:H with low carbon con-
tent (~480 cm–1), and an intermediate phase in the
region of microcrystallite boundaries (~506 cm–1).
Measurements in the range 750–950 cm–1 did not detect
any signal from crystalline silicon carbide c-SiC, and
we may assume that all the carbon atoms are localized
in the amorphous phase. The crystallite size estimated
from the X-ray diffraction data by using Scherrer’s for-
mula was ~12 nm. In Fig. 1, we present the resolution
of the Raman spectrum of the nc-SiC:H sample with
carbon content x = 11 at %. The relative content of the
nanocrystalline fraction XC was evaluated from the rel-
ative intensities of the Gaussian peaks obtained by
resolving the Raman experimental curve,

(1)

The inset in Fig. 1 shows XC as a function of the car-
bon content x. For [C2H4]/[SiH4] = 0.07, samples with
a low carbon content (x = 6 at %) and maximum crys-

XC

I520 I506+
I520 I506 I480+ +
-------------------------------------.=
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tallinity (XC ≈ 86%) were obtained. A structural phase
transition and the formation of a predominantly amor-
phous phase in the sample were observed with increas-
ing carbon content.

ESR spectra for a series of nc-SiC:H samples with
carbon content increasing from 6 to 11 at % is shown in
Fig. 2. For all the samples, asymmetric ESR lines with
a half-width ∆Hpp of about 20–30 G and a g-factor
equal to 2.0065 (±0.0005) were observed. The densities
NS calculated from these ESR data are plotted in Fig. 3
as functions of the carbon content XC. In the sample
with high crystallinity (XC = 86%), the DB density was
NS ≈ 2 × 1019 cm–3, and in the sample in which the
amorphous phase was dominant (XC ≈ 48%) NS was
found to be an order of magnitude smaller.

In the course of film growth by the photo-CVD
method, the increase in carbon content inhibited the
formation of the crystalline phase, which appreciably
decreased the DB defect density. The similar behavior
of NS indicates that the observed defects are related to
nanocrystallites and are apparently localized at their
surface. We have calculated the surface defect density
NSQ for the crystallites and obtained the value NSQ ≈ 2 ×
1013 cm–2. This is of the same order of magnitude as the
surface defect density measured for homogeneous
a-Si:H and a-SiC:H samples in [12], where NSQ varied
in the range 1012–1013 cm–2.

In addition to the established correlation between NS
and the content of the crystalline component, there is a
similar correlation with the behavior of the conductiv-
ity. In Fig. 3 the dependence of σD on the crystallinity
of the sample (at T = 300 K) is shown together with the
corresponding dependence of NS. The maximum con-
ductivity σD = 3.4 × 10–6 Ω–1 cm–1 corresponds to the
film of the greatest crystallinity dropping to σD = 3.2 ×
10–8 Ω–1 cm–1 as the fraction of the amorphous phase
increases. Measurements of the temperature depen-
dence of σD and the analysis of the Arrhenius curves
show that the conductivity in the temperature range
300–420 K is controlled by an activation mechanism.
In the film with high XC, the activation energy is small
(Ea = 0.37 eV) and increases steadily to Ea = 0.55 eV as
the fraction of the amorphous phase increases. We may
assume that, for nc-SiC:H, the conductivity is governed
by the dominant contribution of the states at the surface
of the nanocrystalline phase and at the interfaces of
microcrystallites, as shown for heterogeneous µc-SiC:H
films of similar composition [13].

In conclusion, we will discuss the behavior of DB
defects in nc-SiC:H. We believe that the origin of the
effect of the content of the crystalline component on the
spin state density is quite complicated, and the
observed effect is a superposition of two competitive
processes. The increase in carbon content in the sample
reduces the fraction of the crystalline phase. In this
case, additional carbon DB defects are formed [14] and
the observed value of NS contains contributions from
SEMICONDUCTORS      Vol. 38      No. 5      2004
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two different components. Indirect evidence of the
presence of signals from different DBs is an asymmet-
ric wide ESR line. However, the decrease in the silicon
DB defect density due to decreasing XC dominates over
the simultaneous increase in the number of carbon
defects. Therefore, NS varies by an order of magnitude
with decreasing XC. It is interesting to note that, in
µc-Si:H, where the only defects are silicon DBs, such a
structural transition results in a decrease in NS of more
than two orders of magnitude [7].

Thus, using the ESR method, we studied for the first
time paramagnetic defects in thin nc-SiC:H films with
a low carbon content prepared by the photo-CVD
method. We established a correlation between the
degree of crystallinity of the samples, the DB defect
density, and the conductivity.
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Abstract—The temperature dependence of conductivity and current–voltage characteristics of MnIn2Se4 crys-
tals have been studied. It is shown that the current in the nonlinear part of the current–voltage characteristic is
due to the field effect. The activation energies of carriers and trap concentrations are determined. A relaxation
of current with time is observed in MnIn2Se4. © 2004 MAIK “Nauka/Interperiodica”.
Ternary chalcogenide compounds possess a number
of exceedingly important properties and find applica-
tion in various fields of new technology. Of interest in
this regard is the group of ternary compounds II–III2–VI4
(where II stands for Mn, Fe, Ni, or Co; III, for Ga or In;
and VI, for S, Se, or Te), some of which have already
been synthesized but have been insufficiently studied
[1–5]. These compounds are promising for the develop-
ment of lasers, light modulators, photodetectors and
other magnetic-field-controlled functional devices.

MnIn2Se4 belongs to the class of II–III2–VI4 com-
pounds, whose physical properties have been little stud-
ied [2, 3].

The present paper presents the results obtained in
studying the temperature dependence of conductivity,
σ(T), and current–voltage (I–U) characteristics of
MnIn2Se4 crystals.

MnIn2Se4 was obtained by direct fusion of high-
purity (99.99%) elements taken in stoichiometric
amounts. An X-ray diffraction analysis revealed that
MnIn2Se4 polycrystals have a hexagonal structure with
lattice constants a = 4.19 Å, c = 12.90 Å; c/a = 3.08.
The samples studied were prepared by mechanical pro-
cessing of the ingots obtained. The contacts were fabri-
cated by fusing-in indium on the opposite surfaces of a
sample (sandwich structure). The electrical properties
of MnIn2Se4 were examined on plates with dimensions
2 × 4 × 6 mm, cut from the ingots. MnIn2Se4 crystals
have n-type conduction.

Figure 1 shows the temperature dependence of con-
ductivity for MnIn2Se4. The curve describing the
dependence σ ∝  exp(103/T) comprises two linear por-
tions with different slopes. The activation energies of
impurity levels in MnIn2Se4, found from these slopes,
are E1 = 21 meV and E2 = 27 meV.

Figure 2 shows I–U characteristics of In–MnIn2Se4–In
structures, measured at different temperatures. The I–U
characteristics exhibit two portions: a linear region (J ∝  U)
and a region with a steeper rise in current (J ∝  Un, n > 1).

It can be seen that, at low voltages, the current flow-
ing through the sample obeys Ohm’s law. As the volt-
1063-7826/04/3805- $26.00 © 20531
age increases further, Ohm’s law starts to be violated,
and the current increases by the power law (J ∝  Un). In
the nonlinear region, the current transport mechanism
is determined by the field effect, since the experimental
points in the dependence of the conductivity on electric
field are in good agreement with Frenkel’s theory of
thermionic ionization [6]:

where σ0 is the weak-field conductivity and β is the
Frenkel coefficient. The expression

was used to estimate (from the known minimum elec-
tric field strength at which σ starts to depend on F

σ σ0 β F( ),exp=

Nt
2e

kTβ
--------- Fcr 

 
3

=
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Fig. 1. Temperature dependence of conductivity of
MnIn2Se4.
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time t during which the crystal is kept under bias.
(i.e., Fcr)) the concentration of ionized centers (Nt =
9.2 × 1013 cm–3) [7].

A relaxation of the current in the course of time was
observed in MnIn2Se4. Figure 3 shows an experimental
dependence of the current on time t at fixed voltage U =
30 V. It can be seen that the current rapidly decreases
initially (0–50 s) and then more slowly at longer times
(60–400 s).

It is assumed that the variation of the current with
time is due to charge accumulation in a narrow region
of the crystal (~10–4–10–5 cm). This charge gives rise to
a reverse electromotive force, which reduces the cur-
rent that flows through the sample [8]. The relaxation
process begins at a voltage of 1 V. However, the current
shows a weaker dependence on time at high voltages
and temperatures.

Thus, a study of the I–U characteristics and the σ(T)
dependence demonstrated that the current in the nonlin-
ear region is due to the field effect. The activation ener-
gies of carriers and the trap concentrations were deter-
mined. A relaxation of the current in the course of time
was observed in MnIn2Se4.
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Abstract—The phonon spectra of Bi crystals and Bi–Sb alloys indicate the presence of phonon–polaritons caused
by the polarization of valence electrons, which reduces the rigidity of the transverse mode of optical lattice vibra-
tions and increases the rigidity of the longitudinal mode of vibrations. Doping Bi–Sb alloys with Sn (p-type impu-
rity) decreases the difference in the energy of plasma oscillations of free charge carriers and the energy of longi-
tudinal optical phonons. In this case, the behavior of the dielectric function is described in terms of the model cor-
responding to the excitation of plasmon–phonon–polaritons. © 2004 MAIK “Nauka/Interperiodica”.
The behavior of the dielectric function of bismuth in
the far-infrared spectral region is governed mainly by
free charge carriers [1]. The resonance frequencies of
valence electrons, although shifted to the infrared
region, are all still high [2]. In this case, the contribu-
tion of valence electrons to the dielectric function near
the frequencies characteristic of the plasma resonance
of free charge carriers can be described by the fre-
quency-independent susceptibility χv.c., whose imagi-
nary part can be disregarded: ε∞ = 1 + χv.c. = const. In
principle, resonances of polar optical phonons may
exist in the far-infrared region. Estimates based on the
ratios of atomic masses and masses of valence electrons
predict a frequency range from 10 to 150 cm–1 for the
lattice resonances, i.e., precisely that spectral range
where the plasma frequencies of free charge carriers in
Bi crystals and Bi–Sb alloys lie. When investigating the
optical functions in the immediate vicinity of the lattice
resonances, one should take into account the dispersion
due to particular excitations in a crystal, which are
described as phonon–polaritons [3]. At the same time,
it is well known that, from symmetry considerations,
long-wavelength lattice excitations in elemental crys-
tals with two atoms per unit cell do not contribute to
polarization [3]. Silicon, germanium, and the semimet-
als arsenic, antimony, and bismuth are among such ele-
ments. Nevertheless, some results obtained by studying
the spectra of optical functions of Bi crystals and Bi–Sb
alloys in the far-infrared region indicate the activity of
longitudinal optical phonons in bismuth, which is espe-
cially pronounced when the difference between the
energy of plasma oscillations and the energy of
phonons decreases.

For example, the investigations of the reflectance
spectra of p-doped Bi0.97Sb0.03 crystals revealed the
effect of energy transfer between independent anisotro-
pic components of plasma oscillations via isotropic
excitation of the crystal, whose frequency is close to
that of longitudinal optical phonons at the point Γ of the
1063-7826/04/3805- $26.00 © 20533
Brillouin zone [4, 5]. Information on the activity of
these optical phonons can be found in [6], where stud-
ies of the transmission spectra of Bi–Sb crystals are
reported. Thus, the observed activity of longitudinal
optical phonons in bismuth needs to be explained.

It is well known that close packing of atoms in a
semiconductor crystal leads to strong interaction
between valence electrons and to a decrease in the ion-
ization energy. When the packing density is sufficiently
high, this process leads to a polarization catastrophe—
the transformation of the semiconductor into a metal.
The intermediate position of semimetals accounts for
the importance of the problem of the cooperative effect
of all lattice atoms on the crystal polarizability.

The polarizability of condensed matter can be eval-
uated from the value of the ionization energy. This
observation manifests itself in the empirical Moss rela-
tion: nEg = const, where Eg is the band gap and n is the
refractive index of a material. In Bi–Sb alloys, this rela-
tion is satisfied fairly well [7].

It was found in [7] (where the plasma reflection
from Bi1 – xSbx crystals with x = 0, 0.03, 0.065, 0.075,
and 0.12 was studied) that the high-frequency permit-
tivity ε∞ is higher for Bi0.97Sb0.03 alloys, for which the
band gap width is minimum at the point L of the Bril-
louin zone. It is known that a gapless state is observed
in binary alloys Bi1 – xSbx with x = 0.04 at liquid-helium
temperatures [6]. The increase in ε∞ in Bi0.97Sb0.03
alloys amounts to 30% of the value typical of bismuth
(ε∞ = 100). The increase in the high-frequency permit-
tivity in the crystals with a minimum band gap width
indicates an increase in the polarizability of valence
electrons in Bi0.97Sb0.03 crystals, which is consistent
with the Moss relation.

Due to the high polarizability of valence electrons,
the electronic and lattice (phonon) properties turn out to
be significantly dependent on each other, which leads to
the formation of polaritons. This observation is con-
firmed by the investigations of the phonon spectrum of
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Phonon spectrum of Bi crystals [8].
bismuth carried out in [8–10]. The phonon-energy
spectrum was studied by neutron inelastic scattering
measurements on Bi [8, 9] and Bi0.95Sb0.05 [10] single
crystals. The most complete data, obtained in [8] for
bismuth at T = 78 K, are shown in Fig. 1. According to
the data of [10], the phonon spectrum of Bi0.95Sb0.05 sin-
gle crystals differs from the phonon spectrum of bis-
muth by no more than 3%. The phonon spectra change
only slightly in the temperature range 77–300 K [9, 10].

In general, optical (O) and acoustic (A) modes in
crystals of bismuth type can be called neither purely
longitudinal nor purely transverse, although they are
similar to such modes along symmetry directions [8].
In this case, they can be considered quasi-longitudinal
(LA, LO) or quasi-transverse (TA, TO) [9]. Along the
trigonal direction, for which the symmetry conditions
are simpler, one purely longitudinal mode (correspond-
ing to the λ1 representation) and two degenerate purely
transverse modes (λ3 representation) exist. It can be
seen from Fig. 1 that the frequencies of longitudinal
optical phonons ωL along the trigonal direction are
larger than the frequency of transverse phonons ωT .
According to the Lyddane–Sachs–Teller relation,

(1)

which is indicative of the effect of polarization of
valence electrons, leading to a reduction in the rigidity
of the transverse mode and the enhancement of the
rigidity of the longitudinal mode of lattice vibrations
[3]. The higher the polarization of valence electrons,
the larger the difference between ωL and ωT . The static
value of the dielectric function εs can be represented in
the form

(2)

εs

ε∞
-----

ωL
2

ωT
2

------,=

εs 1 χv.c. χph+ + ε∞ χph.+= =
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When the condition ωL/ωT > 1 is satisfied, it follows
from relations (1) and (2) that χph > 0. Positive values
of χph indicate the possibility of excitation of phonon–
polaritons in bismuth.

In the course of systematic investigations of the
reflectance of Bi crystals and Bi–Sb alloys doped with
donor and acceptor impurities [4, 5, 7], it was found
that the energy of plasma oscillations tends to the val-
ues corresponding to optical phonon frequencies,
which is shown in Fig. 2. When the difference between
the energies of elementary excitations in the electronic
and ionic systems of a crystal is insignificant, the
dielectric function can be written as

(3)

where εf.c.(ω) is the contribution of free charge carriers
(intraband transitions), εv.c.(ω) is the contribution of
bound carriers (interband transitions), and εph(ω) is the
contribution of the ion core.

The contribution of free charge carriers was taken
into account in terms of the Drude model, where, when
ωpτ @ 1, the real and imaginary parts of permittivity
have the form

(4)

where ωp and  are the frequency and decay rate of
plasma oscillations, respectively.

At frequencies below the fundamental-absorption
edge, the contribution εv.c.(ω) corresponds to the oscil-
lations of shell valence electrons relative to the core
under the action of light at the light wave frequency. As
far as the effect of interband transitions is small, the
quantities εv.c.(ω) and εph(ω) can be combined and con-
sidered as the contribution to the dielectric function
corresponding to the excitation of phonon–polaritons.
Calculation of the spectral dependence of the phonon–
polariton contribution can be performed within the
model of a classical oscillator with dispersion:

(5)

where  is the decay rate of a phonon oscillator [3].

The results of calculation of the reflection coeffi-
cient in terms of the additive model (3) are shown in
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Fig. 3. As can be seen from Fig. 3, the additive model
quite adequately describes the spectral behavior of the
reflection coefficient in most of the frequency range
under study.

It is noteworthy that the dielectric function should
be calculated with regard to the contribution of
phonon–polaritons only in the case of Bi0.97Sb0.03 alloy
crystals, which are characterized by anomalously small
values of band gap width at the point L of the Brillouin
zone (which, as was noted, leads to an increase in the
polarizability of valence electrons). The decrease in the
difference between the plasma resonance frequency of
free charge carriers and the optical phonon frequency,
which occurs when the above crystals are doped by
acceptor impurities, leads to the formation of excitation
known as the plasmon–phonon–polariton excitation.
Here, the term plasmon means that free charge carriers
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Fig. 2. (1) Energy of plasma oscillations in Bi0.97Sb0.03 sin-

gle crystals (  ⊥  C3,  || C3, T = 80 K) and (2) energy cor-
responding to the limiting frequency of longitudinal opti-
cal phonons in Bi, depending on the dopant concentration
and type.
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Fig. 3. Reflectance spectrum of a Bi0.97Sb0.03:Sn crystal

with a content of Sn of 0.1 at. %: (1) experiment at  ⊥  C3,

 || C3, T = 80 K; (2) calculation in terms of the Drude
model (see formulas (4)); and (3) calculation in terms of the
additive model (3).
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are involved in the formation of a polariton. The
appearance of plasmon–phonon–polaritons in the case
of similar energies of plasma oscillations and optical
phonons is quite reasonable. This phenomenon is due to
the fact that the energy accumulated by the electron gas
in the form of longitudinal oscillations of charge den-
sity (plasma oscillations) is most likely dissipated into
lattice vibrations via excitation of longitudinal optical
phonons.
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Abstract—Epitaxial layers of Mg-doped InAs were grown by MOCVD, and electrical properties of these lay-
ers were studied. The doping with magnesium in the course of MOCVD growth allows one to obtain strongly
compensated p-InAs with a high hole density (p ≈ 2 × 1018 cm–3) and a low carrier mobility (µ ≈ 50 cm2/(V s))
at T = 300 K. When the samples are lightly doped with Mg, neutral impurities are bound with Mg, and n-type
InAs layers with a carrier mobility exceeding that in undoped samples are formed. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Without intentional doping, InAs always has n-type
conduction, regardless of the production method. In the
Czochralski technique, crystallization proceeds from a
near stoichiometric melt at a growth temperature of
~900°C. An n-type material is obtained, with a mini-
mum electron density of n ≈ 1016 cm–3 and a mobility of
µ ≈ 5 × 104 cm2/(V s) at T = 77 K, and µ ≈ 2 ×
104 cm2/(V s) at T = 300 K. In this case, the conduction
is controlled by shallow donor impurities S, Se, and Te
with ionization energy E1 = 0.002 eV, which are always
present in the starting components.

In crystals synthesized at lower (500–650°C) tem-
peratures by various epitaxial methods, studies of pho-
toconductivity and temperature dependence of the Hall
factor also reveal impurities with activation energy E2 =
0.02–0.03 eV, which are related to deviations from sto-
ichiometry in the melt at the lower film growth temper-
ature. According to the phase diagram, at these temper-
atures InAs crystallizes to form an As-deficient lattice.
Consequently, there appears a donor-type structural
defect, “As vacancy + impurity captured by this
vacancy” (VAs + impurity), which raises the electron
density in an epitaxial film. The ratio between the As
and In content and, consequently, the number of struc-
tural defects and the electron density in a crystal depend
on the growth temperature.

Materials of p type are most frequently obtained
using zinc, which dissolves well in InAs and makes it
possible to produce a material with the hole density p >
1 × 1018 cm–3. However, the Zn impurity is character-
ized by a high diffusion rate, so it penetrates from epi-
taxial layers into the substrate, which may affect the
properties of the material and their reproducibility. Also
known is the use of Mn as an acceptor in InAs. In this
case, the maximum carrier density is p ≈ (5–8) ×
1018 cm–3. However, Mn produces deep levels in InAs,
1063-7826/04/3805- $26.00 © 20537
which reduces the efficiency of luminescence from the
devices.

In this study, we investigated the doping of InAs
with Mg. The diffusion coefficient of Mg is D = 1.98 ×
10–6 cm2/s, in contrast to Zn, for which D = 3.11 ×
10−3 cm2/s [1]. In all the III–V compounds produced by
different methods, Mg replaces In atoms and behaves as
an acceptor. Regarding the MOCVD technique, doping
with Mg has been studied for GaAs layers [2], InP [3–5],
GaInAsP and AlGaInP solid solutions [4, 6, 7], and
InGaAs [4, 8], but the introduction of Mg into InAs lay-
ers has not been reported.

In this study, we made the first attempt to grow and
study Mg-doped InAs layers using MOCVD. Our goal
was to produce Mg-doped epitaxial InAs layers using
MOCVD and to study their electrical properties. The
conductivity, Hall factor R, mobility µ, and magnetore-
sistance ∆ρ/ρ were measured in samples with different
levels of Mg doping in the temperature range T = 77–
300 K. A comparison is made of results obtained for
samples produced at the same substrate temperature
and ratio of In and As components, but with different
Mg concentrations.

2. EXPERIMENTAL RESULTS AND DISCUSSION

InAs layers were grown by MOCVD in a horizontal
reactor at atmospheric pressure. The substrates were
placed on a molybdenum holder with a resistance
heater. Semi-insulating Cr-doped (111) GaAs or (100)
InAs (n ≈ 2 × 1016 cm–3) were used as substrates. The
total flow rate of hydrogen through the reactor was
16 l/min. Trimethylindium TMIn and arsine AsH3
diluted by hydrogen to 20% were used as precursors. To
dope the epitaxial layers with Mg, we chose magne-
sium biscyclopentadienyl (C5H5)2Mg. The photolumi-
nescent properties of undoped InAs grown on InAs
substrates were studied earlier in [9, 10], where the
004 MAIK “Nauka/Interperiodica”
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Table 1.  Parameters of undoped and Mg-doped InAs epitaxial layers

Sample 
no.

Amount of Mg 
introduced into 

the reactor, 
µmol min–1

T = 300 K T = 77 K

conduc-
tion type

carrier con-
centration, 
1016 cm–3

carrier 
mobility, 
cm2/(V s)

conduc-
tion type

carrier con-
centration, 
1016 cm–3

carrier 
mobility, 
cm2/(V s)

1 0 n 7.76 4450 0.55 n 7.7 4150 1.0

2 0.047 n 7.6 5220 1.1 n 6.4 7840 1.9

3 0.068 n 7.7 6430 0.6 n 6.35 11450 1.4

4 0.190 n 8.06 6320 0.95 n 1.4 9600 1.67

5 0.239 n 6.6 6130 1.1 n 5.8 9200 1.5

6 0.971 n 5.5 4250 0.83 n 1 4000 1.1

7 1.972 n n

8 3.223 n p

9 15.121 n p

10* 15.121 p 180 50 p 125 40

* Sample 10 was grown at 570°C; the growth temperature for other samples was 600°C.

Br
⊥ Br

⊥

optimal conditions for the layer growth were also deter-
mined: the ratio of components in the gas phase is
V/III = 40; the growth temperature, 600°C; and the
growth rate, 0.4 µm/h.

The basic parameters of the studied epitaxial layers,
both Mg-doped and undoped, are listed in Table 1.

First, we will discuss the properties of samples not
doped intentionally, which always had n-type conduc-
tion. Sample 1 is a typical representative of this kind of
sample. In sample 1, the electron density was n77 =
7.8 × 1016 cm–3 and n300 = 8 × 1016 cm–3, and the elec-
tron mobility was µ77 = 4150 cm2/(V s) and µ300 =
4450 cm2/(V s). As can be seen, the electron mobility at
this density is very low; it is defined not only by the
scattering on lattice vibrations and impurity ions, but
also by some additional factors. We will try to reveal
their nature in our analysis of the temperature and field
dependences of the Hall effect, mobility, and magne-
toresistance in these samples.

We will now discuss the behavior of properties of
InAs epitaxial layers as the amount of Mg introduced
into the reactor is increased. When the amount of Mg
dopant introduced is as low as 0.068 µmole/min, the
electron density remains virtually unchanged, but the
mobility increases by a factor of 2–3 (up to µ77 =
11450 cm2/(V s) in sample 3). When the amount of Mg
introduced into the reactor is raised to 0.19 µmole/min,
the density of electrons in a layer and their mobility
decrease. In sample 6, n77 = 5.2 × 1016 cm–3, n300 = 5.5 ×
1016 cm–3, µ77 = 4000 cm2/(V s), and µ300 =
4250 cm2/(V s). This indicates the beginning of com-
pensation of impurities. As the amount of Mg introduced
increases further, overcompensation of impurities takes
place, starting from 3.223 µmole/min (sample 8), and
the InAs layers have p-type conduction (at T = 77 K)
with a very low mobility (µ77 = 180 cm2/(V s)). At T =
300 K, the conduction is n-type. Similar behavior is
observed when 15.121 µmole/min of Mg is introduced.
We succeeded in obtaining p-type conduction at T =
300 and 77 K at the same Mg concentration, but with
the growth temperature reduced to T = 570°C. In this
case, the hole density in the layers was p77 = 1.2 ×
1018 cm–3 and p300 = 1.6 × 1018 cm–3, the mobility was
low (µ77 = 40 cm2/(V s) and µ300 = 51 cm2/(V s)), and
the layer morphology was very poor.

3. ANALYSIS OF RESULTS

We now turn to an analysis of the data obtained.
First, we discuss the temperature dependence of the
Hall factor R for all the samples under study. Figure 1
shows R as a function of the inverse temperature. It can
be seen that the Hall factor remains virtually unchanged
in the initial sample 1, as well as in all the Mg-doped
samples with the exception of sample 7, which is indic-
ative of the degeneracy of the electron gas. A small
decrease in R can be seen only at high temperatures
(T > 210 K), which can be attributed to the effect of
deeper levels (not the hydrogen-like type) in the band
gap (ED ≈ 0.02 eV). Anomalous behavior of R(1/T) is
observed in sample 7. This can be attributed to a strong
compensation of impurities, which leads to potential
fluctuations and to the distortion of the conduction and
valence band edges by the density-of-state “tails.” In
this case, according to the theory [11], the Hall factor
does not reflect the carrier density of carriers, and the
conduction occurs via the percolation level.

In p-type sample 10, a maximum is observed in the
temperature dependence of the Hall factor, which is an
indication of impurity-band conduction (p ≈ 1.6 ×
1018 cm–3) similar to Zn-doped InAs produced by the
Czochralski method.
SEMICONDUCTORS      Vol. 38      No. 5      2004
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We will now analyze the mobility of carriers in the
studied samples. It is well known that mobility, as well
as magnetoresistance, are effects that are sensitive to
the scattering mechanism and to the type of scattering
centers. Figure 2 shows the temperature dependences
of mobility. In all the samples, even in the initial
undoped sample 1, the mobility µe measured in the tem-
perature range 77–300 K is very low. Normally, a low
mobility may be related to the compensation of carri-
ers. However, the form of the temperature dependence
(a weak dependence at low temperatures) does not con-
firm this assumption but rather indicates the existence
of some additional mechanisms of scattering (µdef),
which differ from the scattering on lattice vibrations
(µlat) and ionized impurities (µion). The experimental
mobility is determined by the sum of these three com-
ponents:

(1)

In turn, µdef may be determined by several scattering
mechanisms. First, this may be scattering on space
charges, which reduces the room-temperature mobility
to the greatest extent. The related mobility µs is temper-
ature-dependent: µs ∝  T–0.9 [12]. Second, there can exist
large neutral clusters of impurities and defects, which
distort the current-flow lines and reduce the mobility. In
terms of the effective-medium theory [13], we can
determine the mobility in the conducting matrix (µ0)

1/µe 1/µion 1/µlat 1/µdef.+ +=

6

5
1
2
3

7

10

100

10

4 8 12
103/T, K–1

R, cm2/s

Fig. 1. The Hall constant vs. the inverse temperature. Curve
numbers correspond to the sample numbers in Table 1.
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and the fraction of the volume occupied by a cluster.
One other type of additional scattering is associated
with neutral impurity atoms; in these cases, the mobil-
ity µN is temperature-independent and

(2)

where N is the concentration of neutral impurities.
A complete pattern of the scattering mechanisms in

the samples under study can be obtained from a com-
bined analysis of the mobility and magnetoresistance,
both transverse (∆ρ/ρ)⊥  and longitudinal (∆ρ/ρ)||. The
transverse magnetoresistance, i.e., the change in resis-
tance in the magnetic field directed perpendicularly to
the current-flow lines in the sample, is the sum of phys-
ical component (∆ρ/ρ)phys, which is determined by the
Lorentz mobility, and the component (∆ρ/ρ)un hom,
which is related to different inhomogeneities (clusters
of defects, impurities, dislocations, etc.):

(3)

In a weak magnetic field (at µH/c ≤ 1), the physical
magnetoresistance

(4)

is proportional to H2, and the coefficient Br is deter-
mined by the mechanism of scattering and, according
to the theory, cannot exceed 0.56. As can be seen in
Table 1, Br > 0.56 for all the samples studied, which
indicates that the mobility is reduced and additional
scattering mechanisms or inhomogeneities exist. Fig-
ure 3 shows (∆ρ/ρ)⊥  as a function of H at T = 77 K. In

µN 3.08 1019/N ,×=

∆ρ/ρ ∆ρ/ρ( )phys ∆ρ/ρ( )un  hom .+=

∆ρ/ρ Br µH/c( )2=
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Fig. 2. Temperature dependences of mobility. Curve num-
bers correspond to the sample numbers in Table 1.
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all the samples, (∆ρ/ρ)⊥  increases in proportion to
∝ H22 in a weak magnetic field (H < 4–5 kOe), and a
deviation from quadratic behavior is observed in higher
fields. It is noteworthy that the termination of the qua-
dratic behavior depends on the carrier mobility in the
samples, but it occurs at lower field values than would
follow from the condition µH/c = 1, where µ is the
mobility determined in the experiment. This fact indi-
cates that the Lorentz mobility µLor, related to scattering
on impurity ions and lattice vibrations, is much higher

4
5

6

100

2 8 20
H, kOe

(∆ρ/ρ)⊥ , %

10

1 4 6 10 30

3
2

1

Fig. 3. Transverse magnetoresistance (∆ρ/ρ)⊥  at T = 77 K
vs. the magnetic field intensity at T = 77 K. Curve numbers
correspond to the sample numbers in Table 1.
than the Hall mobility measured in the experiment. The
values of µLor, calculated from the condition µH/c = 1,
where H is the field at which the quadratic dependence
terminates, are listed in Table 2. This mobility was used
in the calculation of the donor and acceptor concentra-
tions in the samples under study.

The principal indicator of the type of inhomogene-
ities in a sample is the longitudinal magnetoresistance,
(∆ρ/ρ)||, i.e., the case when H and I vectors are in parallel.

In a homogeneous isotropic semiconductor, such as
InAs, there should be no longitudinal magnetoresis-
tance, i.e., (∆ρ/ρ)|| = 0. If a sample is inhomogeneous,
(∆ρ/ρ)|| may differ from zero. Two situations are possi-
ble: (∆ρ/ρ)|| > 0 and (∆ρ/ρ)|| < 0.

If (∆ρ/ρ)|| is positive, then that is an indication that
large neutral clusters which distort the current-flow
paths exist. In this case, kinetic effects are described in
terms of the effective-medium theory as follows:

(5)

(6)

(7)

(8)

where σ0, R0, and µ0 are the values of these parameters
in the crystal matrix, and f is the fraction of the volume
occupied by inhomogeneities.

Among the studied samples, only three (nos. 1, 6,
and 7) demonstrated positive longitudinal magnetore-
sistance. The values of µ0 and f, determined from the
measured (∆ρ/ρ)||, are listed in Table 2. For these sam-
ples, the mobility in the matrix, µ0, was used as the
experimental mobility in the calculation of NA, ND, and
the compensation ratio

(9)

We now turn to the case when (∆ρ/ρ)|| < 0. This is
possible in the case of random distribution of impurities
in heavily doped and strongly compensated materials,

σ σ0 1 3/2 f–( ),=

R R0/ 1 3/4 f–( ),=

µ µ0 1 3/2 f–( ) 1 3/4 f–( ),=

∆ρ/ρ( )|| 0.3 f µ0H/c( )2,=

k NA/ND.=
       
Table 2.  Calculated values of NA, ND, NN, and k

Sample 
no.

Amount of Mg 
introduced, 
µmol min–1

µ L
or

,
cm

2 /(
V

 s
)

µ 0
,

cm
2 /(

V
 s

)

f ,

cm
2 /(

V
 s

)

,

cm
2 /(

V
 s

)

,

cm
2 /(

V
 s

)

N
A
,

10
16

 c
m

–3

N
D

,
10

17
 c

m
–3

N
N
,

10
15

 c
m

–3

k

1 0 14300 5500 0.2 7600 28000 13400 6.2 1.4 23 0.44

2 0.047 22000 7840 7140 27800 21700 2.55 1.05 1.4 0.24

3 0.068 25000 11450 9500 37000 50000 2 1.05 0.6 0.2

4 0.190 25000 9800 9170 35700 25000 2 9.2 1.2 0.22

5 0.239 25000 9600 9260 36000 28000 1.9 1.07 1.1 0.18

6 0.971 8400 4200 0.06 5460 21300 13900 11 1.65 2.2 0.66

7 1.972 920 0.56

µ s30
0

µ s77 µ N77
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when the impurity compensation ratio k ≈ 0.7 and when
potential fluctuations, distortions of the conduction
band bottom, and density-of-state “tails” appear. Fig-
ure 4 shows (∆ρ/ρ)|| and (∆ρ/ρ)⊥  as functions of the
magnetic field H for samples 6 and 7 at T = 77 and
300 K.

As mentioned above, the decrease in mobility may
be related to the existence of neutral impurities in crys-
tals. We believe that these defects are present in those
samples in which taking into account large defect clus-
ters (in terms of the effective-medium model) and space
charges, together with scattering on lattice vibrations
and ionized impurities, fails to give the experimental
mobility. It is necessary to add the scattering on neutral
impurities. Thus,

(10)

We will now trace the entire sequence of calculation
of the sample parameters. At T = 300 K, we obtain µs
from the relation

(11)

Since µion @ µlat at T = 300 K, we obtain

(12)

µlat ≈ 20000 cm2/(V s).
Taking into account the temperature dependence

µs ∝  T–0.9, we find µs at T = 77 K. Then at T = 77 K
we have

(13)

since

(14)

and then

(15)

All the terms on the right are known, so we find µN and
use relation (2) to obtain the concentration of neutral
impurities, N (Table 2).

The concentrations of impurity ions Nion, donors ND,
acceptors NA, and the compensation ratio k = NA/ND are
determined from the comparison of the theoretical
value of mobility, related to scattering on lattice vibra-
tions and ionized impurities and calculated for the
given carrier density, with the experimental values
determined from the end of the range of a quadratic
dependence of (∆ρ/ρ)⊥  on H:

(16)

(17)

(18)

Calculated values of NA, ND, NN, and k are listed in
Table 2.

1/µe 1/µlat 1/µion 1/µs 1/µN .+ + +=

1/µe 1/µlat 1/µion 1/µs.+ +=

1/µs 1/µe 1/µlat,–=

1/µ0 1/µlat 1/µion 1/µs 1/µN ,+ + +=

1/µLor 1/µlat 1/µion,+=

1/µN 1/µ0 1/µLor– 1/µs.–=

N ion µtheor/µLor77
( )n77,=

NA N ion n77–( )/2,=

ND NA n300,+=

k NA/ND.=
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Figure 5 shows the Mg concentration profile in sam-
ple 8, measured by SIMS. As can be seen in the figure,
the concentration of Mg atoms in the layer is 3–5 ×
1018 cm–3, and it changes stepwise across the interface
between the InAs epitaxial layer and the substrate. The
concentration of Mg atoms in the substrate lies at the
sensitivity limit of the equipment, ~5 × 1016 cm–3.

The reason why p-type conduction cannot be
obtained at a growth temperature of 600°C remains
unclear. It is possible that this case is similar to the sit-
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Fig. 4. Longitudinal and transverse magnetoresistance vs.
the magnetic field intensity for samples 6 and 7 at T = 77
and 300 K. Curve numbers correspond to the sample num-
bers in Table 1.
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Fig. 5. The cross-sectional distribution of Mg atoms in
sample 8.
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uation observed with Mg doping of InP layers [4].
Starting from some definite concentration of Mg atoms
in the layer, Mg is incorporated as a substituting accep-
tor and, simultaneously, as an interstitial donor, which
results in the formation of the donor–acceptor pairs.
When the temperature is reduced to 570°C, the Mg seg-
regation coefficient increases, and the incorporation
mechanisms are probably different.

During the doping of InAs epitaxial layers, Mg was
deposited onto the reactor walls and within the gas sys-
tem, which resulted in the background doping of InAs
epitaxial layers with Mg. Thus, the “residual memory”
effect was observed, which was earlier observed in Mg-
doped epitaxial layers of GaAs, InP, and InGaAs solid
solutions [2, 5, 7].

4. CONCLUSION

The undoped MOCVD-grown InAs epitaxial films
studied always had n-type conduction (n ≈ 7 × 1016 cm–3)
with a rather low mobility (µ77 ≈ 4000 cm2/(V s)),
which is related to the large number of defects and high
concentration of shallow donors and acceptors (NA =
5.3 × 1016 cm–3, ND = 1.3 × 1016 cm–3, compensation
ratio k = 0.4). The significant decrease in mobility is
also related to the high concentration of neutral impuri-
ties (NN = 4.3 × 1016 cm–3), which are possibly un-ion-
ized structural defects with the activation energy ED ≈
0.02 eV (VAs + impurity).

In Mg-doping of the layers, the experimentally
determined mobility at first sharply increases to µ77 =
7800 cm2/(V s) when a very small amount of Mg is intro-
duced (0.047 µmole/min), while the electron density
remains virtually unchanged. As can be seen in Table 2,
the concentration of neutral impurities in this case
decreases by a factor of 30 (from 4.3 × 1016 to 1.6 ×
1015 cm–3), and the mobility depression related to the
distortion of current-flow paths disappears ((∆ρ/ρ)||) is
zero). As the Mg concentration in epitaxial films is
raised further (0.068 µmole/min), the electron mobility
increases, but the electron density remains virtually
unchanged. The compensation ratio in these samples is
constant (0.2–0.24), and the concentration of donors
and acceptors does not change. The concentration of
neutral impurities decreases to an even greater extent
(to ~6 × 1014 cm–3 in sample 3). All these facts may
indicate that, in the Mg-doped epitaxial films under
study, residual impurity atoms can react with Mg, thus
lowering the concentration of neutral centers.

Overcompensation in InAs:Mg films becomes
noticeable when the amount of introduced Mg is
3.223 µmole/min (sample 6): the electron density and
mobility decrease, the acceptor concentration increases,
and the compensation ratio becomes higher (k = 0.66).
In these heavily doped and strongly compensated sam-
ples, negative transverse magnetoresistance (∆ρ/ρ)⊥  is
observed at T = 77 K, and at T = 300 K a small longitu-
dinal magnetoresistance (∆ρ/ρ)|| arises. The observa-
tion of these two effects indicates that (i) these samples
contain a small amount of large neutral clusters, which
distort the current-flow lines (in accordance with the
effective-medium theory, f = 0.06, µ0 = 920 cm2/(V s)),
and (ii) there exist potential fluctuations, which pro-
duce the density-of-states tails. When the amount of
Mg exceeds 3.223 µmole/min, the compensation of
carriers increases to an even greater extent (sample 7),
which is demonstrated by the anomalous temperature
dependence of the Hall factor (Fig. 1). Negative magne-
toresistance is observed at T = 77 K, and a positive lon-
gitudinal magnetoresistance at room temperature is
indicative of the presence of large clusters (in terms of
the effective-medium theory, the mobility in matrix
µ0 = 920 cm2/(V s) and the volume fraction occupied by
inhomogeneities f = 0.56) (Fig. 4).

The type of conduction in epitaxial layers was
changed at a Mg flow rate of 3.223 µmole/min. Con-
duction of p-type was observed at T = 77 K, while
n-type conduction was at T = 300 K. Samples of p-type
(p = 1018 cm–3) were reliably obtained only at a lower
growth temperature (570°C), but the carrier mobility in
these samples was very low.

Thus, Mg-doping of InAs in the course of MOCVD
growth allowed us to produce strongly compensated
p-InAs with the maximum hole density (p ≈ 2 ×
1018 cm–3) and low carrier mobility (µ ≈ 50 cm2/(V s) at
T = 300 K). It is noteworthy that, at a low level of dop-
ing with Mg (0.068 µmole/min), the n-InAs layers crystal-
lized had a higher mobility than that in undoped InAs sam-
ples because of the binding of neutral impurities by Mg.
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Abstract—The excitonic luminescence spectra of semi-insulating GaAs crystals with various concentrations
of shallow acceptors (C) and donors (Si) were measured at 4.2 K. An analysis of these spectra made it possible
to determine the coefficients of capture of free excitons by shallow neutral acceptors [  = (4 ± 2) × 10–8 cm3/s]

and donors [  = (1.5 ± 0.8) × 10–7 cm3/s] at liquid-helium temperature and also to estimate the coefficient

of capture of free excitons by shallow ionized donors (  @ ). © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

It is well known that the processes of binding of free
excitons X by shallow neutral acceptors A0 and also by
ionized (D+) and neutral (D0) donors are active in semi-
conductors; henceforth, the concentrations of excitons,
neutral acceptors, and ionized and neutral donors are
denoted by nX, , , and , respectively. These

processes give rise to exciton–impurity complexes; the
latter include the complex A0X, which consists of a neu-
tral acceptor and an exciton; the complex D+X, which
consists of an ionized donor and an exciton; and the
complex D0X, which consists of a neutral donor and an
exciton. Important characteristics of the rate of the pro-
cesses under consideration are the coefficients of cap-
ture of free excitons by neutral acceptors ( ), ion-

ized donors ( ), and neutral donors ( ). How-

ever, there are almost no published data on the
aforementioned coefficients. Only Lipnik [1] consid-
ered theoretically the process of binding of free exci-
tons by neutral impurities in semiconductors (unfortu-
nately, an expression for  was not derived in [1]).

In addition, an attempt was made in [2, 3] to estimate
the coefficient of capture of free excitons by shallow
neutral and ionized traps in CdS:  = 3 × 10–10 cm3/s

(or 3 × 10–7 cm3/s if a different model is used), accord-
ing to [2], and  = 6 × 10–8 cm3/s and  = 6 ×
10−9 cm3/s, according to [3]. In this study, we measured
the spectra of excitonic luminescence of semi-insulat-
ing GaAs crystals at T = 4.2 K (these crystals are pho-
toconductors at low temperatures [4]) with various con-
centrations of shallow acceptors NA and donors ND. We
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analyzed these spectra and determined the coefficients
 and  and estimated the coefficient .

2. A METHOD FOR DETERMINING 
THE COEFFICIENTS , , AND 

Evidently, the conductivity of photoconductors is
controlled by nonequilibrium electrons and holes. The
concentrations of neutral and ionized impurity centers
at T = 4.2 K are given by  =  = 0 and  = ND

in the dark and  ≈ NA and  ≈ ND @  under

illumination.1 The intensities of luminescence bands
caused by annihilation of exciton–impurity complexes
A0X ( ), D+X ( ), and D0X ( ) and also of

free excitons X (IX) are defined by the following
expressions [4]:

(1)

(2)

(3)

(4)

Here, αX is the probability of radiative annihilation of a
free exciton; αX = 2.5 × 108 s–1 at 4.2 K, as follows from
the decay time of luminescence caused by annihilation

1 The above expressions for , , and  in a photocon-

ductor under illumination are valid for isolated acceptors and
donors [4]. Free excitons are found to be bound mainly to these
isolated impurities in semi-insulating GaAs [5].
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of free excitons τX = 1/αX ≈ 4 ns at liquid-helium tem-
perature [6].2 When deriving formulas (1)–(4), we
assumed that, first, the concentrations of donors and
acceptors that bound the excitons are low and, second,
the annihilation of free and bound excitons is mainly
accompanied by the emission of photons. As can be
seen from formulas (1)–(4), the quantities , ,

and  can be expressed as

(5)

if we use experimental relative intensities of excitonic-
luminescence bands /IX, /IX, and /IX, the

concentrations of shallow acceptors and donors, and
the known value of probability αX.

3. EXPERIMENTAL

We used semi-insulating GaAs crystals in our exper-
iments. The dark conductivity of these crystals was
controlled by ionization of partially compensated deep
donors (defects EL2). Their concentration NEL2 ≈ 2 ×
1016 cm–3 > NA – ND > 0. The resulting resistivity ρ .
4 × 107 Ω cm at T = 300 K. Under illumination (with

2 It is worth noting that, if free excitons have a Maxwell distribu-
tion at low temperatures, then theoretically αX = 3 × 109 s–1 [7].
The difference between experimental and theoretical values of αX
indicates that free excitons do not have a Maxwell distribution at
low temperatures.
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Fig. 1. Luminescence bands related to the bound (A0X,
D+X, and D0X) and free (X) excitons in semi-insulating gal-
lium arsenide at T = 4.2 K.
intensity L) at T = 4.2 K, the conductivity was con-
trolled by photoexcited electrons and holes [4]. We ana-
lyzed the spectra of excitonic luminescence of semi-
insulating GaAs crystals with known (to within ±30%)
concentrations of shallow acceptors (C) NA and donors
(Si) ND; the spectra were measured at T = 4.2 K. When
resolved (to within ±20%) into separate components,
the spectra included the luminescence bands related to
annihilation of bound excitons A0X (the luminescence
peak at hνm = 1.512 eV), D+X (hνm = 1.5133 eV), and
D0X (hνm = 1.5141 eV) and also of free excitons X (hνm =
1.5153 eV) (see Fig. 1). The intensities , ,

, and IX were determined for various concentra-

tions of shallow acceptors and donors. For the excita-
tion intensities L, the quantities , , , and IX

increased quadratically with L [4, 5]:

As expected [4], the normalized (caused by annihila-
tion of bound excitons A0X) intensity /IX varied in

proportion to NA, whereas the normalized (caused by
annihilation of bound excitons D0X) intensity /IX

varied in proportion to ND; i.e., /IX ∝  NA and

/IX ∝  ND (see Fig. 2).

4. RESULTS AND DISCUSSION
We used formula (5) to determine the following val-

ues of coefficients of capture of free excitons by neutral
acceptors and by ionized and neutral donors at T = 4.2 K:

The value of  was estimated from the experimen-

tally observed relations  ! ND and /  =

/  ≤ 1. Consequently, the coefficients

, , and  in gallium arsenide are related as

 <  ! .

These relations between the coefficients under con-
sideration can be explained in the following way. The
formation of the bound excitons A0X, D+X, and D0X
occurs as a result of attraction of free excitons to accep-
tors and donors. This attraction is caused by the dipole–
dipole interaction (this corresponds to the formation of
complexes A0X and D0X) and charge–dipole interaction
(the formation of complexes D+X). It is evident that the
appearance of dipoles is related to the mutual polariza-
tion of free excitons and neutral acceptors and donors.
Undoubtedly, the dipole moment of neutral acceptors is
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Fig. 2. Dependences (a) /IX = f (NA) and (b) /IX =

f (ND) in semi-insulating gallium arsenide at T = 4.2 K.
Straight lines correspond to the theoretical dependences
[derived using formulas (1), (3), and (4)] (a) /IX =

( /αX)NA and (b) /IX = ( /αX)ND, where

 = 4 × 10–8 cm3/s,  = 1.5 × 10–7 cm3/s, and αX =

3 × 108 s–1. The mean deviation of experimental points from
theoretical straight lines illustrates the accuracy of determi-
nation of coefficients  and .
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smaller than that of neutral donors. This inference fol-
lows from comparison of the Bohr radii of holes bound
to acceptors with those of electrons bound to donors.
The dipole moment of ionized donors is much larger
than that of neutral donors.

The obtained values of the coefficients , ,

and  in GaAs are fairly large. This fact is indicative

of a very high efficiency of binding of free excitons by
shallow acceptors and donors in gallium arsenide.

5. CONCLUSION

The obtained experimental values of the coefficients
of capture of free excitons by neutral acceptors and by
ionized and neutral donors in gallium arsenide are
important for gaining insight into the mechanisms of
formation of various exciton–impurity complexes in
intermetallic semiconductors. These mechanisms are
being actively investigated at present.
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Abstract—Variations in the built-in potential of optical contact between n-InSe and p-GaSe in the course of
long-term (over 10 years) storage under normal ambient conditions were investigated in the case of n-InSe–p-GaSe
heterostructures. It was found that the above potential increases considerably with time. This increase is
accounted for by the fact that the surfaces of InSe and GaSe become closer to each other as a result of the dif-
fusive spread of oxygen originally adsorbed at the interface into the bulk of the contacting semiconductors. As
a result, InSe/GaSe islands are formed and shunt the structure (regions of real close InSe/GaSe contact are
formed). © 2004 MAIK “Nauka/Interperiodica”.
The n-InSe–p-GaSe heterojunction (HJ) is the first
photosensitive structure formed by bringing the sur-
faces of two semiconductors into direct contact; these
surfaces are obtained by cleaving in atmospheric air
[1]. The results of studying the electrical, photoelectric,
luminescent, and other properties of these structures
were reported previously [1–4]. In a number of publica-
tions (see, e.g., [5]), it was suggested that this HJ be
used as a photodiode that could replace traditional sili-
con-based analogues designed for operation under con-
ditions of severe irradiation. In all the publications
devoted to research on various properties of the afore-
mentioned structure, the contact-potential difference
(CPD) V0 determined from both the capacitance–volt-
age and current–voltage characteristics was equal to
~0.5 V with a certain spread (up to 20%), depending on
the ratio between the charge-carrier concentrations in
the contacting semiconductors [1–5]. In this case, it is
traditionally believed that, due to the natural anisotropy
of chemical bonds in and between the layers, the sur-
faces obtained by cleaving in atmospheric air for these
layered semiconductors are nearly ideal not only geo-
metrically but also with respect to resistance to adsorp-
tion of extraneous gases from the atmosphere [1–7].

In this paper, we report the results of measuring the
CPD for the n-InSe–p-GaSe HJs immediately after fab-
rication and after a lapse of 14 years. These results indi-
cate that there is a substantial increase in the CPD in the
course of aging of photosensitive structures.

In order to fabricate the HJ, we used the InSe and
GaSe crystals with concentrations of electrons and
holes of n ≈ 5 × 1015 cm–3 and p ≈ 1016 cm–3, respec-
tively (at room temperature). The charge-carrier con-
centrations in both semiconductors were determined
from the Hall effect measurements. The main differ-
1063-7826/04/3805- $26.00 © 20546
ence between the structures we fabricated and those
described in [1–5] was the fact that we used thicker
GaSe wafers (~(100–200) µm instead of ~(10–40) µm
in [1–5]), which made it possible to avoid plastic strain
in the semiconductor wafers and, consequently, consid-
erably reduce the level of leakage currents and improve
the main characteristics of photoconversion. For exam-
ple, the open-circuit voltage Voc of the HJs immediately
after fabrication was as high as 0.75–0.8 V when the
HJs were exposed to natural radiation with a power
density of 100 mW/cm2; these data should be compared
with the values Voc = 0.3–0.65 V obtained previously
[1–5, 8] under the same experimental conditions. The
fact that we used thicker GaSe wafers allowed us to
interpret the charge-transport mechanisms more cor-
rectly compared to [1–4]. The reason is that, in the for-
ward-biased HJ with thicker wafers, an appreciable role
in the charge transport is played by the currents
described by the expression J ∝  exp(eV/nkT), where e
is the elementary charge, V is the voltage, T is the tem-
perature, and k is the Boltzmann constant; the nonide-
ality factor n remained virtually constant (n ≈ 1.2) in the
entire temperature range under consideration [9].
According to [1–4], tunneling processes play the most
important role in forward-biased HJs.

The capacitance–voltage (C–V) characteristics C(V)
of our HJs depend on frequency, which is typical of
structures with a high series resistance; therefore, the
method suggested in [10] was used to determine the
CPD. In Fig. 1a, we show the C–V characteristics plot-
ted as C–2–V at various frequencies ω. In this case, the
value of V0 was equal to 0.5 V, which is in good agree-
ment with the results reported in [1–5]. The second
measurement of the C–V characteristic of the same HJ
kept in atmospheric air for 14 years indicated a signifi-
cant increase in the CPD (to (1.65 ± 0.05) V; see
004 MAIK “Nauka/Interperiodica”
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Fig. 1b, inset). In order to explain this experimental
result, we use the energy-band diagram of an ideal het-
erojunction as suggested by Anderson. According to
[11], the value of the CPD is given by

(1)

where χp and χn are the electron affinities for p- and
n-type semiconductors, respectively; Egp is the band
gap of the p-type semiconductor;  is the energy

spacing between the top of the valence band EV and the
Fermi level EF in the p-type semiconductor; and  is

the energy distance from the Fermi level to the bottom
of the conduction band in the n-type semiconductor.
The energy spacing between the Fermi level in p-GaSe
and the top of the valence band was determined from
the well-known formula [12]  = kTln(NV/p), in

which all the designations are commonly accepted, and
was found to be equal to 0.18 eV. The position of the
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Fig. 1. Capacitance–voltage characteristics of (a) freshly
fabricated and (b) aged n-InSe–p-GaSe heterojunctions at
frequencies of (1) 22, (2, 9) 20, (3) 18, (4) 15, (5) 12, (6, 10) 10,
and (8) 30 kHz. The frequency dependences of the capaci-
tance cutoff voltage for the (7) freshly fabricated and
(11) aged structures are shown in the insets. T = 295 K.
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Fermi level in n-InSe was determined similarly; we
found that  = 0.17 eV. When using formula (1), we

assumed that the electron affinity χn = χp = 3.6 eV
[13, 14]. According to (1), the value of CPD should be
equal to 1.65 V in the ideal case, which is exactly what
is observed experimentally for aged structures (Fig. 1b).
In spite of the widespread opinion that the surfaces of
layered semiconductors obtained by cleavage in atmo-
spheric air are inert with respect to adsorption of atoms
from the atmosphere, the initially formed structures
most likely included a layer of adsorbed oxygen at the
interface (an air interlayer), as illustrated in Fig. 2a.
Indirect evidence that there is an air interlayer at the
interface in the structures formed of layered semicon-
ductors can be found in both earlier and recent publica-
tions (see [15, 16]). Nevertheless, as far as we know, the
existence of this interlayer was not taken into account
in any of the publications on the physical properties of
n-InSe–p-GaSe HJs. Furthermore, if we treat the air
gap in the initially fabricated n-InSe–p-GaSe structures
as an insulating interlayer, we can understand why the
open-circuit voltage far exceeds the CPD [17, 18].

It is worth noting that the capacitance of the HJ
under investigation decreases in the course of aging
(Figs. 1a, 1b). The charge-carrier concentration in the
depletion region was determined from the slope of
dependences C–2 = f (V) and was found to be equal to
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Fig. 2. The energy-band diagram for the (a) freshly fabri-
cated and (b) aged n-InSe–p-GaSe heterojunctions under
conditions of equilibrium. All the energies are expressed in
electronvolts.
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~1.2 × 1015 and 3.8 × 1013 cm–3 for the freshly fabri-
cated and aged samples, respectively. At the same time,
the Hall measurements indicate that the charge-carrier
concentration is the same in the initial and aged semi-
conductor wafers. Apparently, the decrease in the
capacitance by a factor of ~(31 × 3.3)1/2 = 10 as a result
of aging occurs due to a 31-fold decrease in the density
of charged impurities at the interface (this decrease
leads to an increase in the width of the space-charge
region) and to an increase in the CPD by a factor of
~3.3. The decrease in the impurity concentration may
be caused by diffusion of oxygen into the bulk of con-
tacting semiconductors; oxygen is initially adsorbed at
the interface and gives rise to a nonequilibrium state of
the system with a long relaxation time. It is noteworthy
that the diffusion of oxygen into the bulk of semicon-
ductors (possibly accompanied by the formation of
insulating GaO, Ga2O, and Ga2O3 oxides on the GaSe
side and similar oxides on the InSe side) occurs prima-
rily in the regions where defects exist. For example,
these defects may include selenium vacancies in the
InSe and GaSe crystal lattices (the so-called “healing”
of intrinsic defects in semiconductor crystals [19]). The
disappearance of the oxygen layer at the interface gives
rise to a closer contact between semiconductor wafers.
In this case, the HJ interface consists of regions of real
close contact InSe–GaSe (p–n junction) that alternate
with regions with another chemical composition
(regions with the possible formation of oxides). It is
most likely that the close-contact regions “shunt” the
entire structure and that it is precisely the properties of
the InSe–GaSe p–n junction (an increase in the CPD
and a decrease in the effective area of the structure) that
govern the electrical properties of aged HJs. This
assumption is also confirmed by the results of studying
HJ electroluminescence at T = 77 K. The spectral dis-
tribution of emission is the same for the freshly fabri-
cated and aged samples. However, the visual difference
between these samples lies in the fact that alternating
regions with different emission intensity are observed
for aged samples (the emission intensity was distrib-
uted uniformly over the entire area in the case of freshly
fabricated samples). As mentioned above, the effective
area of aged HJ (the areas of formed regions of the p–n
junction) amounts to ~10% of the area of the freshly
fabricated structure (the semiconductor–(air gap)–
semiconductor structure) according to tentative calcu-
lations based on the measurements of C–V characteris-
tics. It is noteworthy that the calculated conversion effi-
ciency of aged structures exposed to radiation with a
power density of 75 mW/cm2 is about 10% taking into
account the effective area, which is ~4% greater than
the highest efficiency attained for the structures based
on n-InSe [13]. It should also be noted that the charac-
teristics of the aged photodiodes are similar to a certain
extent to those of charge-coupled devices; i.e., three
portions with a negative differential conductivity
appear in the I–V characteristics of the structures under
consideration if a forward bias voltage in the range V =
0–5.5 V is applied. These portions may be related to the
formation of inclusions at the interface that differ from
initial GaSe and InSe compounds and have a fairly small
size (i.e., quantum-dimensional effects). Undoubtedly,
this inference requires further careful study of the phe-
nomena under consideration.

Thus, the HJ fabricated by bringing cleaved surfaces
into direct optical contact is initially equivalent to a
semiconductor–insulator–semiconductor structure where
the layer formed as a result of adsorption of oxygen
plays the role of insulator. The n-InSe and p-GaSe sur-
faces are brought closer together as a result of oxygen
diffusion into the bulk of contacting semiconductors in
the course of aging of the n-InSe–p-GaSe HJ. This
closer contact of the InSe and GaSe surfaces leads to
the formation of regions of the real p–n junction; as a
result, the CPD of the structure increases by more than
a factor of 3. Consequently, one should take into
account the actual state of the transition layer when
studying and designing photodetectors based on the
direct optical contact of cleaved surfaces of layered
semiconductors. In order to improve the main charac-
teristics of photoconversion for both the n-InSe–p-
GaSe HJ and other structures based on optical contact,
it is necessary to develop the growth technology of
these HJs and structures that would make it possible to
use virtually the entire geometric area of the devices
under consideration. It is also important to consider
carefully the determination of the structure and the
chemical composition of the regions where oxygen was
introduced into semiconductor wafers the effect of
these layers on the physical properties of device struc-
tures. In addition, it is important to study the feasibility
of controlling the number and periodicity of the above
regions at the surfaces of GaSe and InSe layers.
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Abstract—The ultimate quantum efficiency of electroluminescence in silicon diodes and p–i–n structures at
room temperature is calculated. It is shown that the internal quantum yield of electroluminescence is about 10%
and is implemented at optimal doping levels for the n- and p-type regions of silicon diodes, ~1015 and 5 ×
1016 cm–3, respectively. With a decrease in the Shockley–Read–Hall lifetimes of electrons and holes, the inter-
nal quantum yield of electroluminescence in silicon barrier structures drops. The physical processes related to
the effect of excitons in silicon has much in common with those in electroluminescence, photoluminescence,
and photoconversion. It is shown that only electroluminescent p–i–n structures are promising for use in silicon
integrated circuits. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In view of the possibility of fabricating large-scale
silicon integrated circuits including optical transmis-
sion lines, much attention has been paid in recent years
to electroluminescence in silicon barrier structures at
room temperature (see, for example, [1–3]). Both
device structures used for the photoelectric conversion
of solar energy [1] and silicon diodes [2, 3] were stud-
ied. Specifically, an internal quantum yield of band-
edge emission of ~1% was obtained in [1, 2]. It was
shown in [3] that the band-edge electroluminescence
(at least, at low temperatures) may be due to the annihi-
lation of free excitons.

The influence of excitons on the effective lifetime of
electron–hole pairs, band-edge photoluminescence,
current–voltage characteristics, and the ultimate effi-
ciency of photoelectric conversion in pure silicon and
silicon device structures at room temperature was stud-
ied in [4–9]. When carrying out the analysis, we
assumed that two interrelated subsystems (electron–
hole and exciton) exist in a semiconductor and a quasi-
equilibrium between these subsystems is maintained
due to the coupling of electron–hole pairs into excitons
and the decay of excitons into electron–hole pairs. In
this approach, it was shown that the effective lifetime of
electron–hole pairs in a number of practically impor-
tant cases may be controlled by nonradiative exciton
Auger recombination involving deep centers; the inter-
nal quantum yield of band-edge photoluminescence
may be as high as 15% in this case. In this study, on the
basis of the results of [4–6], we performed a detailed
analysis of the conditions under which the highest
quantum yield of band-edge electroluminescence can
be obtained in Si p–n and p–i–n barrier structures. Spe-
1063-7826/04/3805- $26.00 © 20550
cific quantitative estimations are made for the room
temperature region.

2. BAND-EDGE ELECTROLUMINESCENCE
IN FORWARD-BIASED SILICON DIODES

Let us consider the situation when the thicknesses of
the n- and p-type regions of a diode exceed the diffu-
sion lengths of electrons and holes in these regions. In
this case, we can exclude the effect of surface recombi-
nation. We will also assume that the excitation is linear;
i.e., the inequalities nn @ pnexp(qV/kT) and pp @
npexp(qV/kT) are satisfied. Here, nn and pp are the con-
centrations of majority carriers in the n- and p-type
regions, respectively; pn and np are the concentrations
of minority carriers in the n- and p-type regions, respec-
tively; q is the elementary charge; k is the Boltzmann
constant; T is temperature; and V is the applied bias
voltage. The diffusion-current density in such a diode is
given by the conventional expression

(1)

where Lp and Ln are the diffusion lengths of minority
carriers in the n- and p-regions, respectively, and Dp and
Dn are the diffusivities of minority carriers in the n- and
p-regions, respectively. In the case of linear excitation,
the expressions for Lp and Ln can be written as [4, 5]
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(3)

where τrp and τrn are the Shockley–Read–Hall lifetimes
of holes and electrons in the n- and p-type regions,
respectively; Ai is the constant of radiative electron–
hole recombination; n* = (NcNv /Nx)exp(–Ex/kT) (here,
Nc, Nv, and Nx are the effective densities of states of
electrons, holes, and excitons, respectively); Ex is the

exciton binding energy; and τx = (1/  + 1/ )–1 (here,

 is the radiative lifetime of excitons and  is the
nonradiative lifetime of excitons, related to Auger
recombination involving a deep volume level).

Generally, the internal quantum yield of electrolu-
minescence of a diode with thick n- and p-type regions
can be written as

(4)

where J0 can be derived from (1) (if we leave out the

terms related to Ai and 1/n*  in the expressions for Lp

and Ln) and Jr is the recombination-current density in
the space-charge region of the diode. Generally, the
electroluminescence current density can be written as
J – J0. When the value of Jr can be neglected in com-
parison with J and the terms in parentheses in expres-
sions (2) and (3), which are associated with the radia-
tive recombination, are small in comparison with the
term related to the nonradiative recombination, the
expression for Je acquires the form

(5)

The values of Lp0 and Ln0 can be determined from the
expressions for Lp and Ln if we leave out the term
related to radiative recombination.

We define the internal quantum efficiency of the
electroluminescence in accordance with [3] for the case
when Jr can be disregarded in comparison with J.

(6)

3. BAND-EDGE ELECTROLUMINESCENCE 
IN Si p–i–n STRUCTURES

We will derive the theoretical expression for the
internal quantum yield of the band-edge electrolumi-
nescence of a silicon p–i–n structure on the assumption
that the i region is only lightly doped and the excitation
is nonlinear; thus, the criteria pnexp(qV/kT) @ nn and
npexp(qV/kT) @ pp are satisfied. In addition, we assume
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that the thickness of the i region d is smaller than the
diffusion length of holes or electrons. Disregarding the
recombination of electron–hole pairs on the surfaces of
the p+- and n+-regions and the recombination current (in
comparison with the diffusion current) in the space-
charge region, we obtain, according to [7], the follow-
ing expression for the internal quantum yield:

(7)

In this case, the electroluminescence current density is

(8)

where τr is the Shockley–Read–Hall lifetime at a high
excitation level and ni is the intrinsic carrier concentra-
tion in silicon.

It is noteworthy that in the case under consideration
the excess concentration of electron–hole pairs ∆p is
determined by the relation

(9)

4. RESULTS OF NUMERICAL CALCULATIONS 
AND DISCUSSION

A numerical estimation of the ultimate efficiency of
band-edge electroluminescence in silicon barrier struc-
tures, with the parameters reported in [4], will be per-
formed for the case of room temperature (T = 300K). In
accordance with the results obtained from the analysis
of the dependence of the effective lifetime of electron–
hole pairs in Si on the excitation level, the sum of the
probabilities of the edge interband and exciton recombi-

nations in Si, Ai + 1/n* , is equal to 2.5 × 1015 cm3 s–1

[4]. This value coincides with the value obtained in [10]
using the principle of detailed balance between absorp-
tion and emission (the Roosbroeck–Shockley model)
and is consistent with the experimental spectral depen-
dence of the light absorption coefficient in Si near the
intrinsic absorption edge measured in [11].

In the calculations, we used the maximum Shock-
ley–Read–Hall lifetimes obtained for holes and elec-
trons in n- and p-type silicon (4 × 10–2 and 7 × 10–3 s,

respectively). The quantity 1/n* , which characterizes
the nonradiative exciton Auger recombination in n-Si,

was assumed to be 2.7 × 1016 ; for p-silicon, the non-
radiative exciton Auger recombination was assumed to
be absent. For the coefficients of interband Auger
recombination of electrons and holes in Si, we used the

dependence Cn = (2.8 × 10–31 + 2.5 × 10–22/ ) cm6 s–1
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and the value Cp = 10–31 cm6 s–1. The diffusivities of
holes and electrons were assumed to be Dp = 10 cm2 s–1

and Dn = 25 cm2 s–1, respectively.
Figure 1 shows the dependences of the quantum effi-

ciency of electroluminescence η in silicon diodes on
the doping level of the n-type region for different elec-
tron concentrations in the p-type region. These depen-
dences were calculated using expression (6) and the
aforementioned parameters (the recombination in the
space-charge region of the p–n junction was disre-
garded). As can be seen from Fig. 1, the maximum
value of η is about 10%; it is attained at dopant con-
centrations of ~1015 cm–3 in the n-type region and 5 ×

1
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10–1

1014 1015 1016 1017 1018

nn, cm–3

η, %

Fig. 1. Dependences of the internal quantum yield of elec-
troluminescence of a thick diode on the level of doping of
the n-type region for lifetimes τrp and τrn equal to (1) 4 ×
10–2 and 7 × 10–3 s, (2) 10–2 and 10–3 s, (3) 10–3 and 10–4 s,
and (4) 10–4 and 10–4 s. The hole concentration in the p-type
region is 5 × 1016 cm–3.
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Fig. 2. Dependences of the internal quantum yield of elec-
troluminescence of a thick diode on τrp for τrn = (1) 7 × 10–3,

(2) 10–3, (3) 3 × 10–4, (4) 10–4, and (5) 10–5 s. nn = 1015 cm–3

and pp = 5 × 1016 cm–3.
1016 cm–3 in the p-type region. Thus, the optimum dop-
ing levels for the n- and p-type regions in a silicon diode
with maximum electroluminescence efficiency turn out
to be similar to the optimum doping levels for the cor-
responding regions of silicon solar cells with the high-
est attainable photoconversion efficiency [6]. Interest-
ingly, in this case, the net quantity Lp0 + Ln0, with regard
for the maximum values of the Shockley–Read–Hall
lifetimes for holes in n-Si and for electrons in p-Si, is
about 1 cm.

Figure 2 shows the dependences of η on the Shock-
ley–Read–Hall lifetime τrp for holes in the n-type
region for several fixed values of τrn. It can be seen that,
with a decrease in τrp and τrn, the internal quantum yield
of electroluminescence drops and, at τrp = τrn = 10–5 s,
turns out to be smaller than 0.1%. Therefore, a high
efficiency of band-edge electroluminescence or photo-
luminescence cannot generally be attained in conven-
tional silicon devices.

It is noteworthy that, in the case of high excitation
levels, the results of the analysis require some correc-
tions. For example, if the i region has n-type conductiv-
ity and the electron concentration in this region is equal
to 1012 cm–3, as calculations show, high excitation can
be implemented at V * 0.25 V. In this case, we assume
the Shockley–Read–Hall lifetime to be 4 × 10–2 s and

the quantity 1/n* , which characterizes the exciton

Auger recombination, to be 1.3 × 10–16  [4]. The dif-
ference between the numerical value of the latter
parameter and the previously used one is caused by the
fact that the probability of an Auger process with ejec-
tion of a hole in Si, which controls the nonradiative
exciton recombination at high excitation levels, is lower
than the probability of an Auger process with ejection
of an electron.

Figure 3 shows the dependences of the internal
quantum yield of electroluminescence on applied volt-
age for thin (compared to the diffusion length) silicon
p–i–n structures. As can be seen from this figure, the
ultimate efficiency of electroluminescence in p–i–n
structures (with the parameters used) can be as high as
about 10%, i.e., comparable with the ultimate effi-
ciency of photoluminescence [5], although it drops
with decreasing τr, as in the case of linear excitation. In
addition, the maximum of electroluminescence shifts to
higher voltages with a decrease in τr .

Thus, the results of numerical estimations using the
parameters reported in [4] showed that an ultimate
internal quantum yield of electroluminescence of about
10% can be attained in silicon diode structures *1 cm
thick. However, the conditions imposed on the diffu-
sion lengths of holes and electrons at which a fairly
high internal quantum yield can be attained practically
exclude the possibility of using such structures in
microelectronics. From the point of view of practical
use in integrated circuits, p–i–n structures are more

τ x
n

τ r
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promising since the internal quantum yield of electrolu-
minescence in these structures is independent of the
thickness of the i region.
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Abstract—The theory of tunneling current in metal–semiconductor contacts with subsurface isotype δ-doping
is developed. Analytical expressions for current that take into account the decrease in the potential barrier height
due to the image forces are obtained using the Murphy–Good approach. Characteristics of δ-doping that pro-
vide effective thermal field emission at the metal–semiconductor contact and a decrease in the effective barrier
height from the original value to several kT are calculated. It is established that the main voltage dependence of
the current in a contact with isotype δ-doping is exponential. It is shown that the nonideality factor can remain
small (n ≤ 1.07) for all values of the barrier height. A dramatic increase in n to the values n ≥ 1.5 is typical of
contacts with a partially depleted layer. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The current in metal–semiconductor (MS) contacts
depends on the doping level at the semiconductor sur-
face. It is well known that tunneling processes begin to
play an important role in field-enhanced thermal and
autoelectronic emission as the doping level is increased
[1, 2]. The theoretical description of current in MS con-
tacts is based on the results of [3]. The most important
theoretical studies of this problem were performed
more than a quarter of century ago, and an overview of
them can be found in [1, 4]. All the theoretical models
of contacts were based on the common assumption that
doping is homogeneous in the region near the surface.
Somewhat later, with the development of epitaxial
growth technologies, MS contacts with subsurface iso-
type δ-doping have appeared, where it is precisely the
tunneling processes that lead to a decrease in the effec-
tive barrier height and the appearance of an ohmic non-
fused MS contact in the limiting case of very heavy δ-
doping [5–7].The resistivity for ohmic contacts was
estimated using approximate formulas for the tunneling
current [5], numerical quantum-mechanical calcula-
tions of transport processes in contacts with a lowered
effective barrier height were performed, and good
agreement with the experimental data [8] was obtained.

In this study, we derived and analyzed in detail
expressions for the current–voltage characteristics of
MS contacts with subsurface δ-doping, where the
effects of field-enhanced thermal emission play a cru-
cial role. The calculations took into account the image
forces, and no restrictions were imposed on tempera-
ture and characteristics of δ-doping such as the surface
density Ns and the distance from the δ-layer to the MS
interface. We determined the tunneling transparency of
the barrier by using the Miller–Good method [9], which
1063-7826/04/3805- $26.00 © 20554
ensured good accuracy in the theory of electron emis-
sion from metals to free space, insulators, and semicon-
ductors [10, 11]. We calculated the effective barrier
height and the nonideality factor for the current–volt-
age characteristic of an MS contact and compared the
results with those for the case of heavy uniform doping
[1–4]. By using the analytical expressions thus derived,
one can optimize the parameters of current–voltage
characteristics, which is necessary for various applica-
tions, for example, the development of detector diodes
with a reduced effective barrier height [12, 13].

2. A MODEL OF POTENTIAL PROFILE: 
MOTT’S BARRIER WITH δ-DOPING

To be specific, we consider the problem for elec-
trons. Figure 1 shows the profiles of the conduction
band edge Ec along the x direction in a layered structure
that consists of metal, an epitaxial layer, and a heavily
doped n+ substrate at some positive bias V. All the layer
boundaries are assumed to be planar and parallel. The
variation of Ec near the MS interface with allowance for
the image forces can be written in the usual form [1–4] as

(1)

where µ is the Fermi level in the metal, Φ is the barrier
height on the side of the metal, e is the elementary
charge, ε is the relative permittivity of the semiconduc-
tor, and F is the electric-field strength. A δ layer of
donor impurity atoms with surface density Ns is located
in the x = d plane. We disregard the broadening δx in
impurity distribution along the x axis, assuming that
δx ! d. We also assume that the epitaxial layer is thin
and the bulk doping is low, so that the screening of the

Ec x( ) µ Φ e2

4εx
--------- eFx, x– d ,<+ +=
004 MAIK “Nauka/Interperiodica”
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electric field is produced only by the δ layer. In what
follows, we pay most attention to the MS contact, in
which both the δ layer and the entire epitaxial layer up
to the boundary x = D with the n+-substrate are fully
depleted (Fig. 1a). According to [2], such a contact is
Mott’s barrier. In this contact an external applied volt-
age V creates an additional homogeneous electric field
V/D which is added to the field of built-in charges at
V = 0. It will be shown below that disregarding the bulk
charge is not of fundamental importance for the calcu-
lations. Such an assumption only allows one to simplify
the calculation of the potential in the contact and to
establish the main features of the tunneling current.
Using these assumptions, it is easy to calculate the
potential profile in the contact at various levels of
δ-doping and at different values of the applied dc bias
(Fig. 1). Specifically, we can determine the position of
the conduction-band edge ∆ in the plane of the δ layer
as a function of the applied voltage V:

(2)

It is easy to find the condition for full depletion of the
δ layer:

(3)

At a high doping level Ns or at a large forward bias, the
δ layer is not fully depleted and the relation (2) does not
hold. In that case, the variation of the potential with a
characteristic potential well filled by electrons is illus-
trated in Fig. 1b.

3. EXPRESSIONS FOR THE TUNNELING 
TRANSMISSION FACTOR 
AND CURRENT DENSITY

The triangular barrier at the top of the potential pro-
file shown in Fig. 1 can be transparent for tunneling at
small d. The current–voltage characteristics of such
contacts were numerically calculated and measured in
[8]. To obtain analytical expressions for the current and
for the tunneling transmittance through the barrier (1)
taking the image forces into account, we use the
approach developed in [10]. Disregarding the effects of
nonparabolicity and nonsphericity of the semiconduc-
tor energy-band spectrum and denoting by Ex the
energy for the electron motion along the x direction, we
can write the following expression for the current den-
sity j(V) in the MS contact:

(4)

∆ V( ) Ec d( )≡ Φ
4πe2Nsd

ε
---------------------– 

  1 d
D
----– 

  d
D
----eV .+=

4πe2Nsd
ε

--------------------- Φ eV .–≤

j V( ) A*T
k

----------- Q Ex( )–[ ]exp

µ ∆ V( )+

∞

∫=

×
eV /kT( )exp Ex µ–( )/kT[ ]exp+
1 Ex µ–( )/kT[ ]exp+

--------------------------------------------------------------------------------
 
 
 

dEx,ln
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where

(5)

(6)

v (y) is the Nordheim function tabulated in [14], m is the
electron effective mass, k is the Boltzmann constant,
and A* = 4πemk2/(2π")3 is Richardson’s constant. In
writing expression (4), we assumed that Q(Ex) @ 1 and
the transparency of the tunnel barrier vanishes for Ex <
µ + ∆(V). The difference between the above and the
classical results for electron emission from metals to
free space [10, 14] is that expression (6) for y contains
a factor that depends on ε. As a result, the relative role
of the image forces decreases. It should be noted that
the tunneling transmission factor and the electron
energy distribution function can vary over a very wide
range, but their magnitude is bounded from above.
Therefore, the integrand necessarily has a maximum at
some energy ∆m, which we measure from the Fermi
level in the metal (see Fig. 1). Depending on the param-
eters of the tunnel barrier and temperature, the maxi-
mum can be found outside or inside the integration
domain. Provided that the quantity [max(∆, ∆m) – eV] is

Q Ex( ) 4 2
3

---------- m
e"F
---------- µ Φ Ex–+( )3/2v y( ),=

y
1

ε
------ e3F

µ Φ Ex–+
----------------------------,≡

∆(V)∆(V)∆(V) eVeVeV

î

î

∆m
Ec(x)

Ec(x)

D

D
eV

xd

d x

n+-substrate

n+-substrate

0

0

µ

(a)

(b)

µ

Fig. 1. Profile of the conduction-band edge Ec(x) in an MS
structure with δ-doping in the plane x = d for a (a) complete
and (b) partial depletion. The voltage V is applied in the for-
ward direction. The dashed line shows the lowering of the
potential barrier due to image forces. On the left, the arrows
indicate tunneling electrons and the solid lines show the
conditional electron energy distribution.
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several times greater than the thermal energy kT, we can
eliminate the logarithm in the integral (4):

(7)

An approximate method of integration using the
power expansion of Q(Ex) near an arbitrary energy ∆0
was suggested in [10]. To within the second power in
energy Ex, we have

(8)

The coefficients in (8) coincide with those calculated
previously [10, 11, 14]:

(9)

(10)

(11)

(12)

Here we introduced the function t(y) ≡ v(y) –
(2/3)yv '(y), which varies relatively little near unity
[10, 14]. Using these relations, we can obtain analytical
expressions for the current, which have different forms
depending on the tunneling transparency of the barrier
(or on temperature).

We can expand Q(Ex) near the maximum of the inte-
grand in (7) at ∆0 = ∆m. The position of the maximum is
determined from the condition that, in the exponential
in (7), the coefficient of the term linear in energy van-
ishes. This condition has the form cm ≡ c(∆m) = 1/kT or

(13)

(14)

Since the dependence t(y) is weak, ∆m can be deter-
mined with the required accuracy by several iterations
from the equations

(15)

and (14), setting t(ym) = 1 at the first step.

j V( ) A*T
k
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kT
------ 

 exp 1–=

× Q Ex( )–
Ex µ–

kT
---------------–exp Ex.d

µ ∆ V( )+

∞

∫
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2d 2m
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d 2m
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2d 2m
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kT
------,=
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e

εd
---------- Φ ∆–( )1/2

Φ ∆m–
------------------------.=

∆m Φ Φ ∆–( )2
"

2

8 kT( )2md2t2 ym( )
------------------------------------------–=
4. THIN TUNNEL BARRIERS 
(LOW TEMPERATURES)

We call the tunnel barrier thin if ∆m < ∆. Note that
such a characterization of tunnel barriers is justified at
a fixed temperature, since the value ∆m is a function
of T. In some cases, it is more convenient to introduce a
restriction on temperature. Setting t(ym) = 1, we find
from (15) the following inequalities for d or T:

(16a)

(16b)

For Φ – ∆ = 0.5 eV and m = 0.067m0 (the case of gal-
lium arsenide), we obtain from the above formulas d <
10 nm at T = 300 K or T < 300 K at d = 10 nm.

To find the current in the case of a thin tunnel bar-
rier, i.e., for ∆m < ∆, we expand Q(Ex) in the neighbor-
hood of ∆0 = ∆ and use (7) to obtain the following
expression:

(17)

Here, erf(z) ≡ (2/ ) –t2)dt is the probability

integral [15] and the coefficients b∆, c∆, f∆, and y∆ are
determined from formulas (9)–(12) with ∆0 replaced by ∆.

For barriers with high tunneling transparency for

which the condition 1 – kTc∆ @ kT  is satisfied, the
expression for the current density can be substantially
simplified using the asymptotic representation of the
probability integral:

(18)

This fairly simple expression has been previously
derived for Schottky diodes with subsurface δ-doping
[12]. Indeed, if we retain only two terms in expansion (8),
the integral (4) is reduced to tabulated form [15]:

(19)

For ∆ > 2kT, the series is approximated with good accu-
racy by the first term (18). Specifically, it follows from
(18) that the current is determined by thermal emission
over the barrier of height ∆, and the voltage dependence
of the forward current is close to exponential with the
argument eV/nkT. The nonideality factor n only slightly

d
"
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exceeds unity, since the ratio d/D is small and, accord-
ing to (2), ∆ weakly depends on V. The second reason
for exponential dependence of current is that, under
condition (16), the coefficient b∆ itself weakly depends
on ∆. The main conclusion that follows from expres-
sion (18) is that, for heavy δ-doping several nanometers
from the MS interface, the decrease in the effective
Schottky barrier height can be as large as several kT. At
the same time, the current–voltage characteristic
remains almost exponential with the nonideality factor
n ≈ 1. One difference between this and the usual formu-
las for the current in Schottky barriers is that an addi-
tional factor appears, which is equivalent to a strong
decrease in Richardson’s constant and the weak depen-
dence of this constant on temperature and bias voltage.

For greater d and a smaller tunneling-barrier trans-
parency corresponding to the condition 1 – c∆kT !

πkT , expression (17) can also be simplified:

(20)

In this case, ∆m approaches the lower integration limit ∆.
We see that the exponential variation of the current dif-
fers from that in expression (18). However, the temper-
ature dependence of the preexponential factor becomes
linear, which is typical of MS contacts, in which tunnel-
ing processes become important [1–4].

5. WIDE TUNNELING BARRIERS 
(HIGH TEMPERATURES)

If condition (16) is no longer valid, the maximum of
the energy distribution of tunneling electrons lies above
the lower integration limit ∆, as shown in Fig. 1b. As in
[10], in this case we expand Q(Ex) near the energy ∆0 = ∆m.
The position of ∆m is determined by condition (13); we
determined the quantity ∆m by joint solution of Eqs. (14)
and (15). The integral for the current density (7) is
reduced to the following expression:

(21)

While retaining some formal similarity with (17), for-
mula (21) has essential differences. The effective bar-
rier height for thermal emission is ∆m rather than ∆, and
all the expansion coefficients acquire the index m,
which indicates that bm, cm, and fm are determined by
relations (9)–(12) with ∆0 = ∆m. In the case of ∆m = ∆,
expression (21) coincides with the above solution (20).
If Φ – ∆m @ kT, we can estimate the coefficients bm

and fm. At T = 300 K, Φ – ∆ = 0.5 eV, and Φ – ∆m =

0.4 eV, we obtain bm ≈ 10 and  ≈ 5 eV–1. For wide

tunneling barriers and 2 (∆m – ∆) ≥ , the proba-

f ∆
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------ 
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bility function in (21) can be set equal to unity, which
slightly increases the absolute value of the current but
practically does not affect the form of the current–volt-
age characteristic, which, after a series of transforma-
tions, assumes the following form:

(22)

(23)

The analysis of the exponential functions in (22) shows
that the nonideality factor n can substantially exceed
unity and the temperature dependence of the current
can be strongly perturbed because of the presence of the
term ∝ T–3 in the argument of the exponential function.
It follows from the above expressions that the effective
barrier height tends to Φ with increasing d or T, as one
would expect because of the increasing contribution of
the thermal component of the emission to the current.
Nevertheless, the accuracy of calculations based on
expressions (22) and (23) decreases as ∆m approaches Φ;
this is related to the chosen approximation for the tun-
neling transparency (8), which fails near the top of the
barrier. For this reason, in (23) we cannot pass to the
limit corresponding to the classical expression for the
preexponential factor in thermal emission. For a more
adequate representation of the current in this range of
parameters, we can divide the interval of energy inte-
gration in (4) into two parts [10, 16] and set the tunnel-
ing transparency for thermal emission above the barrier
top equal to unity.

It should be noted that, if ∆m – eV @ kT, the require-
ment for complete depletion of the δ layer is not neces-
sary and the current–voltage characteristic can be cal-
culated approximately. If the maximum of the distribu-
tion of electrons tunneling through a triangular barrier
is high in energy as shown in Fig. 1b, the form of the
lower part of the tunnel barrier and the energy spectrum
of electrons in the potential well of the δ layer are not
important. For partial depletion of the δ layer, i.e., for
∆(V) < eV in expression (2), the distribution of the elec-
tric field in the MS contact changes. Provided that the
characteristic localization scale for electrons in the
potential well of the δ layer is much smaller than d and
the difference between the Fermi energy and Ec(d) can
be disregarded, we may assume that all the applied volt-
age falls within the interval from 0 to d. The electric
field is easily estimated, F ≈ (Φ – eV)/ed. To find the
current, we can use expressions (22) and (23) and set
∆ ≡ eV. This result corresponds in essence to the cur-
rent–voltage characteristic of the contact between a
metal and an undoped semiconductor of thickness d if
we disregard the screening length of the field in a

j V( ) j0
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degenerate semiconductor compared to d. This case is
characterized by greater n and still greater deviations of
the temperature dependence from that for thermal
emission.

6. DISCUSSION

Using the above expressions, we can illustrate the
form of current–voltage characteristics of MS contacts
with subsurface δ-doping. To this end, we approximate
the current calculated using the above formulas at some
fixed temperature by the expression for the current of
thermal emission over the effective barrier ∆eff:

(24)

This expression does not take into account the modifi-
cation of Richardson’s constant but provides an oppor-
tunity to estimate the “apparent” effective barrier height
∆eff and the nonideality factor n. In Fig. 2, these param-
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Fig. 2. (a) Effective barrier height ∆eff and (b) the nonideal-
ity factor n as functions of the distance d for the Al–n-GaAs
contact at T = 300 K at different levels of surface δ-doping
density: Ns = (1) 2 × 1012, (2) 4 × 1012, and (3) 1 × 1013 cm–2.
(a) Dashed lines show the dependence of ∆ on d for the cor-
responding values of Ns; the values of ∆a are indicated.
(4) The results of the calculation for partially depleted δ
layers. (b) The arrows indicate jumps in n as the δ layer is
filled with electrons.
eters are plotted as functions of the distance d to the
Al−n-GaAs contact at T = 300 K for different levels of
surface doping Ns. In the range of parameters corre-
sponding to nondepleted layers, all the d-dependences
of ∆eff and n at different Ns are the same (Fig. 2, curves 4).
It can be seen that, both for small and large values of d,
the effective barrier height increases and the magnitude
of the nonideality factor n ≈ 1. The minimum values of
the effective barrier heights are attained at d = 5–10 nm.
A steep variation in n occurs as the δ layer is filled with
electrons. Dashed lines show the values of ∆ deter-
mined from formula (2) at V = 0. Introducing the
parameters ∆eff and n by expression (24), we can com-
pare the results with the experimental data and with
numerical calculations [8] and verify that there is good
agreement between the data.

For a better representation of the temperature
dependence of the current and more detailed analysis of
the current in MS contacts, in Fig. 3 we plotted
ln{j/[T2(exp(eV/kT) – 1)]} as a function of 1/T. The cho-
sen parameters corresponded to thin tunnel contacts
with very different barrier heights. In the region of high
temperatures, curves 1, 2, and 3 are well approximated
by straight lines; thus, we can determine the activation
energy ∆a and the effective Richardson’s constant A**
in the standard way [1, 2]. We obtain (1) ∆a = 0.58 eV,
A** = 2.74 A cm–2 K–2; (2) ∆a = 0.47 eV, A** =
0.76 A cm–2 K–2; and (3) ∆a = 0.27 eV, A** =
0.012 A cm–2 K–2. For curve 4, we can obtain a rough
estimate ∆a ≤ 0.05 eV. All the values of ∆a are indicated
in Fig. 2a. We can see that these values are close to
those calculated by formula (2), and ∆eff is always
greater than ∆, since we have overestimated A* in (24).
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Fig. 3. Temperature dependences of the current in thin MS
tunneling contacts for four alternatives modes of δ-doping:
(1, 2) d = 4 nm, (1) Ns = 2 × 1012 and (2) 4 × 1012 cm–2;

(3, 4) d = 8 nm, (3) Ns = 4 × 1012 and (4) 8 × 1012 cm–2.
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Therefore, processing the experimental data for diodes
with a reduced barrier height [12, 13], one can obtain
reliable information about the variation in the conduc-
tion-band edge near the contact only on the basis of an
analysis of the measured temperature dependence using
the above expressions for the current.

7. CONCLUSION

We obtained analytical expressions for the current
of field-enhanced thermal emission in MS contacts
with subsurface isotype δ-doping. Tunneling was
described in the context of the Murphy–Good
approach, and the decrease in barrier height due to the
image forces was taken into account. We showed that
subsurface isotype δ-doping can give rise to a decrease
in the effective barrier height from the original values to
several kT. Thus the voltage dependence of the current
can remain exponential with a relatively small increase
in the nonideality factor (n ≤ 1.07); i.e., the characteris-
tic voltage at which the current–voltage characteristic
of such a contact deviates from linearity is comparable
to kT/e. At the same time, a drastic increase in the non-
ideality factor (up to n ≥ 1.5) is predicted for contacts
with a partially depleted δ layer. The expressions for the
current–voltage characteristic differ substantially from
the classical results on field-enhanced thermal emission
for contacts between a metal and a heavily doped semi-
conductor obtained in [3] (see also [1, 2, 4]). For this
reason, attempts [16] to use the formulas of [3] to pro-
cess the experimental data for MS tunneling contacts
with δ-doping were unproductive. On the contrary, the
above expressions provide good agreement with
numerical calculations and with experiment [8] and
ensure effective diagnostics of the contacts by using
temperature measurements of current–voltage charac-
teristics.
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Abstract—The results of optimization of the geometric structure and calculations of the electronic structure of

silicon anionic  clusters are reported. The semiempirical PM3 method was used in the calculations.
States of different multiplicities (2S + 1 = 2, 4, and 6) were considered. Comparison of the results of the calcu-

lations with experimental photoelectron spectra shows that, for  clusters, there is good agreement for

states of multiplicity 2. For  and  clusters, the spectra for states of multiplicities 4 and 2, respectively,
agree with experiment. © 2004 MAIK “Nauka/Interperiodica”.

Si12
– –Si16

–

Si12
– –Si14

–

Si15
– Si16

–

1. INTRODUCTION

Over the last decade, silicon clusters have become
an object of intensive studies, both experimental and
theoretical. This is related to the possibility of their
application in optoelectronics [1] and the need to search
for qualitatively new materials that can accelerate the
transition from microelectronics to nanoelectronics.
Clusters may become a basis for such materials due to
their unique properties, such as the strong dependence
of the electronic structure on size and geometry, which
allow one to model the required characteristics of a
device. Silicon is a basic material of the modern semi-
conductor industry, and, therefore, silicon clusters are
the most interesting objects to be studied.

Experimental studies of the geometric structure of
nanoparticles are rather difficult, since the production
and separation of clusters containing a given number of
atoms is a complicated problem. Theoretical simulation
of cluster geometry is therefore of special interest.
There are numerous studies in which the structure of
silicon clusters was simulated by different methods
(see, for example, [2–4]). At the same time, there are
only a few studies in which the structure of a cluster
was obtained by optimizing the geometry using
semiempirical methods. Moreover, the dependence of a
cluster’s structure on state multiplicity was not consid-
ered. In addition, in none of the studies was even an
indirect comparison of model calculations with experi-
mental data made.

We discuss the results of semiempirical calculations
of the geometric and electronic structure of anionic sil-
icon clusters that have a unit charge and contain from
12 to 16 silicon atoms. We calculated geometric struc-

tures of  clusters for states of different multi-Si12
– –Si16

–
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plicities (2S + 1 = 2, 4, and 6). The electronic structure
was calculated for each geometric configuration. On
the basis of such calculations, densities of electronic
states were determined and compared to the experimen-
tal photoelectron spectra [5]. The agreement of the the-
ory with experiment makes it possible to identify the
structure of the clusters that were experimentally pro-
duced. Moreover, we optimized the cluster geometry
and performed ab initio calculations of the electronic

structure of the  cluster. Therefore, we were able to
compare the adequacy of semiempirical and nonempir-
ical methods. It will be shown below that the use of the
semiempirical PM3 method for studying the electronic
structure of the clusters considered is more efficient, as
it allows one to obtain the desired results in much
shorter calculation times.

We chose anionic clusters as objects of our study

because it is precisely  clusters that are detected in
the experiments on the production of the clusters [6]
and, especially, in the study of the electronic structure
by photoelectron spectroscopy [5].

2. METHOD OF CALCULATION

We performed the calculations by the semiempirical
PM3 method [7, 8]. This method is based on the
approximation that neglects diatomic differential over-
lap (NDDO) [9]. The PM3 method takes into account
much more experimental data than other semiempirical
methods, thus yielding better results [7, 8]. The basis
6-21G was used for nonempirical calculations.

We calculated the energy eigenvalues for each
molecular orbital, i.e., the energy spectrum in which
each molecular orbital was represented by a level. We

Si12
–

Sin
–
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obtained the theoretical spectra after replacing each
energy level with a Gaussian distribution with a half-
width of 0.2 eV and summing the intensities of all dis-
tributions at each energy. We constructed partial contri-
butions of Sis and Sip states in a similar way, taking
into account that the intensity of each line correspond-
ing to a molecular orbital was equal to the sum of the
squares of the coefficients in the expression for the
molecular orbital written out as a linear combination of
atomic orbitals. The calculated and experimental spec-
tra were matched on the energy axis using the position
of the principal maximum.

3. GEOMETRIC STRUCTURE

In Fig. 1, the geometric structures of the  and

 clusters for the states of multiplicity 6 and of the

 cluster for the state of multiplicity 2 are shown;
these structures were optimized according to the princi-
ple described above. As will be shown below, the best
agreement between the theoretical and experimental
spectra is obtained for these structures. The structures
corresponding to the other multiplet states of these

clusters, as well as the structures of the  and 
clusters, are considered below in detail. In Table 1, we
give the symmetry types for each structure, as well as
the bonding energies per atom.

3.1. The  Cluster

All three structures of the  cluster of different
multiplicities belong to the Cs symmetry group. Each of
these structures can be described as a hexagonal bipyr-
amid with four additional atoms. The structure corre-
sponding to the state of multiplicity 2 is most stable.
The bonding energy per atom for this cluster is greater
than for the clusters with the multiplet states 4 and 6.
The distances between the nearest neighbor atoms at
the base of the bipyramid are different. The distance
between the atoms near the vertex atoms is 2.48 Å,
whereas the other distances in this ring are equal to only
2.23 Å. The cluster structure calculated by the nonem-
pirical method is identical to the optimized structure
obtained by the semiempirical method. On average, the
interatomic distances differ by 10%.

3.2. The  Cluster

The structure of the anionic  cluster in states of

multiplicities 2 and 4 is similar to that of the  clus-
ter. This structure also corresponds to a hexagonal
bipyramid but with 5 additional atoms. The distances
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–

Si16
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– Si15
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–

Si12
–

Si13
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Si13
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between the nearest neighbor atoms at the base of this
bipyramid decrease as the distance from the group of
additional atoms increases. Thus, we note that the dis-

Si–
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Si–
14

Si–
16

Fig. 1. Optimized geometric structure of the  and

 clusters for the states of multiplicity 6 and of the 
cluster for the state of multiplicity 2.
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tances between the nearest neighbor atoms decrease

with the number of neighboring atoms. The  cluster
in the state of multiplicity 2S + 1 = 6 has a somewhat
different structure. It consists of two pentagonal bipyr-
amids that share a face with one additional atom per
bipyramid. The greatest bonding energy per atom cor-

responds to the  cluster in the state of multiplicity 2.

3.3. The  Cluster

The structure of the  cluster is an icosahedron
with two additional atoms. Clusters with multiplicities 2
and 4 have a structure of symmetry C2v. The cluster in
the multiplet state 2S + 1 = 6 has a structure of lower
symmetry, Cs. The greatest bonding energy per atom
corresponds to the cluster in the state of multiplicity 2.

3.4. The  and  Clusters

The  and  clusters have similar structures,
which can be obtained by centering a 12-atom icosahe-

Si13
–

Si13
–

Si14
–

Si14
–

Si15
– Si16

–

Si15
– Si16

–

Table 1.  Parameters of the geometric structure and bonding

energies in the  – clusters

Cluster

Symmetry Bonding energy, 
eV/atom

2S + 1 
= 2

2S + 1 
= 4

2S + 1 
= 6

2S + 1 
= 2

2S + 1 
= 4

2S + 1 
= 6

Cs Cs Cs 4.59 4.53 4.55

Cs Cs C1 4.72 4.69 4.68

C2v C2v Cs 4.77 4.74 4.68

C2v C2v Cs 4.97 4.91 4.88

C1 C1 Cs 4.94 4.93 4.91

Si12
– –Si16

–

Si12
–

Si13
–

Si14
–

Si15
–

Si16
–

Table 2.  Energy positions of the main features in the spectra

of the  clusters

Experiment [5] PM3 calculations Ab initio calculations

0.0 0.2 –

0.6 0.6 0.6

1.0 1.0 1.1

1.8 1.5 1.6

2.5 2.2 2.6

Note: The energies are measured from the highest occupied
orbital (in eV).

Si12
–

dron and adding two and three vertex atoms, respec-
tively. The most stable configuration of 15 silicon
atoms corresponds to the state of multiplicity 4, and the

 cluster is most stable in the state of multiplicity 2.

4. ELECTRONIC STRUCTURE

The calculated density of states and the experimen-
tal photoelectron spectra [5] are shown in Fig. 2. The
position of the highest occupied orbital is chosen as the
energy zero. Comparison of the theoretical and experi-

mental data shows that, for the  cluster only, the
best agreement between the calculations and the exper-
iment corresponds to the most stable configuration (i.e.,
to that of multiplicity 2). For clusters with a different
number of atoms, agreement between the experiment
and the calculated spectra is attained for the structures
that do not have a maximum bonding energy per atom.

Thus, for  clusters, the agreement of the cal-
culated spectra with experiment is obtained for states of

multiplicity 6, and for the  cluster, for the state of
multiplicity 2. The agreement of the experimental spec-

trum with the spectrum obtained for the  cluster by
ab initio calculations is much worse than the agreement
with the spectrum obtained by semiempirical calcula-
tions. Although the energy positions of the main fea-
tures of the nonempirical spectrum practically coincide
with the positions of the peaks in the experimental
spectrum (Table 2), the shapes of the spectra are appre-
ciably different (Fig. 2a). The semiempirical calcula-
tions yield a spectrum whose shape and energy posi-
tions of the main peaks agree with the experiment.

Analyzing the spectra, we can make the following
remark: the contribution of Sip states is predominant in

all clusters at the top of the valence band. For the 
cluster, the Sis states are located in the region where the
intensity of the spectrum of Sip states decreases. For

the  cluster, partial contributions of Sis and Sip
states are more diffuse and the features of the spectra of
Sis and Sip states coincide in the interval (–1)–(–3) eV.

For the spectra of the  clusters, the maximum
of Sis states shifts to the top of the valence band and
coincides in energy with the principal maximum of the
spectrum of Sip states. The predominant contribution
of Sip states in the region near 0 eV is preserved.

We also calculated such characteristics of the elec-
tronic structure as the width of the cluster valence band
and the gap between the highest occupied and the low-
est unoccupied orbitals (HOMO–LUMO gap). These
values are listed in Table 3.
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Fig. 2. Experimental [5] and theoretical photoelectron spectra for the (a) , (b) , (c) , (d) , and (e)  clusters
(solid lines). Dashed curves correspond to the contributions of the Sis states and dash-dotted lines, to the contributions of Sip states.
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Table 3.  Main characteristics of the electronic structure of the  – clusters

Cluster Multiplicity
Ev, eV EHOMO–LUMO, eV

spin up spin down total energy spin up spin down total energy

2S + 1 = 2 13.51 13.12 13.50 4.34 3.97 3.97

2S + 1 = 4 14.08 13.52 14.08 3.18 3.47 3.06

2S + 1 = 6 13.60 12.80 13.60 3.90 4.20 3.65

2S + 1 = 2 13.98 13.51 13.98 4.13 3.87 3.68

2S + 1 = 4 14.03 13.37 14.03 3.90 4.11 3.57

2S + 1 = 6 14.28 13.55 14.28 3.83 3.97 3.61

2S + 1 = 2 13.47 13.53 13.63 3.59 4.08 3.75

2S + 1 = 4 13.99 13.05 13.99 3.94 3.63 3.17

2S + 1 = 6 14.23 12.93 14.23 3.82 3.29 2.82

2S + 1 = 2 15.12 14.84 15.12 4.07 3.88 3.92

2S + 1 = 4 15.30 14.55 15.30 3.81 3.88 3.25

2S + 1 = 6 15.38 14.35 15.38 3.97 3.73 3.34

2S + 1 = 2 15.22 15.14 15.24 3.68 3.70 3.70

2S + 1 = 4 15.46 14.96 15.46 3.77 3.55 3.48

2S + 1 = 6 15.45 14.59 15.45 3.71 3.70 3.14

Note: Ev  is the width of the valence band, EHOMO–LUMO is the HOMO–LUMO gap.
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5. CONCLUSIONS

We can draw the following conclusions from our
study.

(i) The geometric structure of the  and 
clusters can be conceived as a hexagonal bipyramid
with additional atoms. The exception is the structure of

the  cluster in the state of multiplicity 6.

(ii) The structures of the  clusters can be
represented as regular icosahedrons with additional

atoms; the icosahedrons are centered in the case of 

and  clusters.

(iii) For the  clusters, the calculated photo-
electron spectra agree with the experimental spectra for

the state of multiplicity 6; for the  and  clusters,
the spectra agree in the case of multiplicities 4 and 2,

respectively. For the  cluster, the spectrum obtained
by the semiempirical method agrees with the experi-
mental one much better than the spectrum obtained by
nonempirical calculations.

(iv) For all clusters, the contribution of the Sip states
at the top of the valence band is predominant. For the
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– –Si16
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– –Si14
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–

 clusters, the maximum of the spectrum of Sis
states lies much closer to the top of the valence band

than in the spectra of Sis states in the  and 
clusters.
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Abstract—Luminescence spectra of doped and undoped GaAs/GaAlAs and InGaAs/GaAs/GaAlAs structures
containing several tens of stepped quantum wells (QW) are investigated. The emission bands related to free and
bound excitons and impurity states are observed in QW spectra. The luminescence excitation spectra indicate
that the relaxation of free excitons to the e1hh1 state proceeds via the exciton mechanism, whereas an indepen-
dent relaxation of electrons and holes is specific to bound excitons and impurity states. The energy levels for
electrons and holes in stepped QWs, calculated in terms of Kane’s model, are compared with the data obtained
from the luminescence excitation spectra. The analysis of the relative intensities of emission bands related to
e1hh1 excitons and exciton states of higher energy shows that, as the optical excitation intensity increases, the
e1hh1 transition is more readily saturated at higher temperature, because the lifetime of excitons increases.
Under stronger excitation, the emission band of electron–hole plasma arises and increases in intensity
superlinearly. At an excitation level of ~105 W/cm2, excitons are screened and the plasma emission band
dominates in the QW emission. Nonequilibrium luminescence spectra obtained in a picosecond excitation
and recording mode show that the e1hh1 and e2hh2 radiative transitions are 100% polarized in the plane of QWs.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Optical spectra of quasi-2D III–V semiconductor
structures have been actively investigated over the last
three decades: the objects of study were different
undoped and doped structures with different types of
heterointerfaces. Recently, particular attention was
drawn to optical spectra of structures containing
InxGa1 – xAs solid solutions in the form of quasi-2D
quantum wells (QW), quantum wires, and quantum
dots, which were fabricated either specially for scien-
tific research or for commercial applications in transis-
tor and laser structures [1–9]. Structures with a simple
QW profile have been thoroughly studied, so now
attention has turned to structures containing QWs with
a complicated profile, in particular, stepped QWs [10].
In this study, we discuss optical properties of
GaAs/Ga1 – xAlxAs and In1 – xGaxAs/GaAs/Ga1 – xAlxAs
structures containing wide QWs, with narrow QWs
built in their bottom. The main goals of this study were
(i) to compare the energies of electron and hole levels,
as determined from the photoluminescence (PL) excita-
tion spectra, with those calculated taking into account
the band nonparabolicity; (ii) to determine the types of
radiative recombination in doped and undoped struc-
tures; and (iii) to study the emission spectra under weak
1063-7826/04/3805- $26.00 © 20565
and strong optical excitation at different temperatures
and modes of recording.

2. SAMPLES AND EXPERIMENT

GaAs/Ga1 – xAlxAs structures containing several
tens of stepped QWs were grown by MBE on semi-
insulating 〈100〉  GaAs substrates. We studied the
undoped structure 4-447 and the structures 4-443 and
4-445 with doped narrow QW regions, in which the Si
concentration was 2.6 × 1017 and 7.9 × 1017 cm–3. Struc-
tures 4-447, 4-443, and 4-445 contained, respectively,
35, 60, and 40 stepped QWs (Fig. 1a shows the poten-
tial profile in structure 4-447). The undoped
In0.24Ga0.76As/GaAs/Ga1 – xAlxAs structure 4-189 con-
tains 20 undoped stepped QWs that are separated from
the substrate and the capping layer by short-period
Ga0.65Al0.35As superlattices (Fig. 1b).

Luminescence was excited with a CW Ar laser and
pulsed lasers: a nitrogen laser with a photon energy of
3.68 eV, a pulse width of 5 ns, and a pulse repetition
rate of 100 Hz; a parametric system based on a Nd:YAG
laser (10 ns, 10 Hz); and the second harmonic of a
Nd:YAG laser, with a pulse width of several picosec-
onds. A parametric system that allows smooth tuning of
the photon energy of laser light was used in the study of
004 MAIK “Nauka/Interperiodica”
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the PL excitation spectra of QWs. Picosecond pulses of
the second harmonic of the Nd:YAG laser were used in
the study of fast kinetics of the QW luminescence and
in the recording of nonequilibrium spectra of the QW
emission. The transmission spectra in the range of
inter-subband transitions were recorded in a multiple-
pass configuration.

3. RESULTS AND DISCUSSION

3.1. Luminescence Spectra

The shape of the luminescence spectrum of undoped
structure 4-447 at T = 3 K heavily depends on the opti-
cal excitation mode (Fig. 2a). When the above-barrier
excitation is strong enough, the spectrum consists of
three narrow bands. In the case of a selective subbarrier
excitation of e2hh2 exciton transition (see the PL exci-
tation spectrum, Fig. 3a), only one band appears in the
QW luminescence, and two bands of lower energy are
observed under weak above-barrier excitation. The
high-energy band corresponds to e1hh1 free excitons,
and the energy spacings between this and the two other
bands are 4 and 8 meV, which corresponds to typical
energies of exciton localization on single-layer QW
width fluctuations of different lateral sizes in
GaAs/Ga1 – xAlxAs systems [11]. We explain the strong
dependence of the structure of the luminescence spec-
trum on the energy of exciting photons as follows:
under resonant excitation of a e2hh2 exciton, the relax-
ation of an exciton as a single whole occurs; in this
case, it is not localized during the radiative lifetime. In
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Fig. 1. Potential profile in QW structures. (a) GaAs/GaAlAs
structure 4-447 with 35 undoped QWs; 20-nm-thick cap-
ping layer is doped with Si to 3 × 1017 cm–3.
(b) InGaAs/GaAlAs structure 4-189 with 20 undoped QWs;
the QW region is confined by [Al0.35Ga0.65As(20 Å)/
Al0.2Ga0.8As(10 Å)] × 50 superlattices.
the case of above-barrier excitation, the relaxation of an
electron and hole proceeds independently. They form a
localized exciton in the following manner: first, a hole
is trapped by a QW width fluctuation; then, a localized
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Fig. 2. Luminescence spectra of undoped and doped
GaAs/GaAlAs structures. (a) Undoped structure 4-447:
(1, 4, 5) strong above-barrier excitation, (2) selective exci-
tation at the peak of the PL excitation spectrum at 1.7395 eV
(see Fig. 3a), (3) weak above-barrier excitation; tempera-
ture T = (1–3) 3, (4) 100, and (5) 200 K; (A) free exciton
e1hh1, (B) exciton localized at the interface. (b) Doped
structure 4-445, above-barrier excitation: T = (1) 3.4 and
(2) 100 K; (B') localized excitons e1hh1, (C', D') impurity
states, (e1lh1) exciton transition involving a light hole.
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hole captures an electron in its Coulomb field. When
the above-barrier excitation is strong enough, the states
of localized excitons are completely filled, and free
excitons are formed from electrons and holes under
these conditions. When a sample is heated above 130 K,
the luminescence spectrum is narrowed because of the
delocalization of excitons, and, in addition, an emission
band related to the e1lh1 exciton transition involving
light holes appears. The nature of emission from GaAs
QWs was recently studied using the time-resolved
luminescence and pump-probe techniques [12]. The
authors of [12] came to the conclusion that the spectra
obtained under resonant and nonresonant excitation are
fundamentally different, which agrees with our data.

The emission spectra of Si-doped structures 4-443
and 4-445 contain a strong band of localized excitons
and two weaker bands that are spaced 20–30 meV from
the main one (Fig. 2b) and are presumably caused by
impurities. At T > 50 K, the impurity bands disappear
successively, and e1lh1 excitons are delocalized.

The study of kinetics of luminescence at T = 3.4 K
has shown that the rise time of the exciton emission is
several tens of picoseconds. The intensity then
decreases fast over a period of 250 ps, and its further
decay is described well by the dependence exp(–t/t0)
with t0 ≈ 1 ns; t0 varies only slightly when the excitation
intensity is raised by up to two orders of magnitude.
The intensity of impurity-related emission in doped
structures varies only slightly during the time of full
decay of the exciton luminescence.

In the range T = 3–300 K, the temperature variation
of the energy of the e1hh1 exciton peak is well
described by the Varshni relation [13]: ∆E = aT2/(T + b),
a = 0.5405 × 10–3, b = 204.0.

As the temperature is raised from 80 to 200 K, the
quantum yield of the QW luminescence in the struc-
tures under study decreases by a factor of 4–6, depend-
ing on the excitation level and structure type. As the
excitation level increases, the integral intensity of the
QW luminescence in InGaAs/GaAs grows faster at
100 K than at 1.4 K.

3.2. Luminescence Excitation Spectra

In undoped structure 4-447, the shape of the PL
excitation spectrum at low temperature strongly
depends on the photon energy at which the spectrum is
recorded (Fig. 3a). At T = 3.4 K, the excitation spec-
trum of PL of free excitons (the high-energy edge of the
QW emission spectrum) exhibits a series of sharp
peaks, both strong and weak, and a sharp short-wave-
length step at about 2.03 eV. When the recording energy
is shifted to the range of emission of localized states,
the PL excitation spectra become smoother, and there
remain only weak features corresponding to strong
peaks and steps in the excitation spectrum of the PL of
free excitons. At T = 100 K, the PL excitation spectrum
has a weak structure throughout the entire lumines-
SEMICONDUCTORS      Vol. 38      No. 5      2004
cence spectrum. In the case of doped structures 4-443
and 4-445, the PL excitation spectrum exhibits no sharp
features and only weakly depends on temperature and
photon energy (Fig. 3b). These results show that the
resonant excitation of excitons corresponding to upper
(e2hh2, etc.) electron and hole subbands in QW
strongly enhances the quantum yield of luminescence
only for free excitons. The lack of a similar effect in the
excitation spectrum of PL of localized excitons con-
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Fig. 3. PL excitation spectra of GaAs/GaAlAs structures at
T = 3.4 K. (a) Undoped structure 4-447; recorded at (1) the
blue shoulder of luminescence band A, (2) the peak of A
band, (3) the peak of luminescence band B, and (4, 5) the
red tail of B band (see Fig. 2a); peak numbers in spectrum 1
correspond to notations in Table 2. (b) Doped structure 4-445;
recorded at the peaks of luminescence bands (1) B', (2) C',
and (3) D' (see Fig. 2b).
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firms that they are formed mainly via successive local-
ization of a hole and an electron in a broadened region
of QW, not via the capture of free excitons in this
region.

The sharp structure of the excitation spectrum of PL
of free excitons makes it possible to compare the peak
positions in this spectrum with the energies of electron
levels in stepped QWs of structure 4-447, calculated for
a nonparabolic electron band. The calculation was done
in terms of Kane’s model, using the transfer-matrix
method. The positions of hole levels were determined
in the approximation of a constant effective mass. Cal-
culated energies of quantum-well levels for electrons
and holes, reckoned from the bottom of corresponding
QWs, are listed in Table 1.

Table 1.  Energies of quantum-well levels in structure 4-447

Principal quan-
tum number Electrons Heavy holes Light holes

1 47.5 12.8 34.5

2 171.3 50.7 132.8

3 284.8 111.6 217.0

4 187.3 –

5 209.6 –

Note: Energies (meV) are reckoned from the bottom of the related
QWs.

Table 2.  Comparison of experimental and calculated transi-
tion energies

Number of peak in the
PL excitation spectrum
and the transition type

Energy spacing from the 
e1hh1 transition, meV

experiment 
(3.4 K) calculation

1 e1lh1 17 21.7

2 e1lh2 41.5 38

3 ? 72

4 e1lh3 108 100

(e1lh1) (120)

5 e2hh2 164 162

6 e1hh3 210 204

7 e3lh1 270 259

8 e3hh3 348 336

(e3lh2) (357)

9 e3hh4 404 412

10 e3hh4 409 412

11 e3lh3 450 441

(e3hh5) (434)

12 (step) interband transition 
in Al0.4Ga0.6As barrier

500 500
Calculated values of the energy differences between
the e1hh1 transition and transitions corresponding to
higher quantum-well levels for electrons and holes are
listed in Table 2. These data are compared with the
energy spacing between the peaks in the PL excitation
spectrum and the e1hh1 peak of the free exciton emis-
sion at 1.5757 eV at T = 3.4 K for structure 4-447.
These results allowed us to identify the peaks in the PL
excitation spectrum and to estimate the degree of coin-
cidence between the calculation and experiment for
stepped QWs.

3.3. Inter-Subband Transitions

The absorption spectrum related to inter-subband
transitions was studied for doped structure 4-445 in the
temperature range T = 20–300 K (Fig. 4). The spectrum
contains an absorption band whose energy (0.118 eV at
T = 20 K) coincides with the energy spacing between e1
and e2 levels, calculated and found from the PL excita-
tion spectrum. When the temperature is raised to room
temperature, the peak is shifted to 0.115 eV; this char-
acterizes the temperature dependence of the energy
spacing between the two lowest electron levels in a
stepped QW. This dependence is defined mainly by the
temperature-related variation of the barrier height in the
structures under study.

3.4. Luminescence under Strong Excitation

Now we discuss how the luminescence spectra
recorded in the CW mode change when the intensity of
pulsed excitation is raised. In the spectrum of the
undoped 4-447 structure recorded at T = 3 K, the e1hh1
exciton band becomes wider when the above-barrier
pulsed pumping is increased. At pumping level I ≈ 5 ×
103 W/cm2, a new band appears. When the pumping
level is raised further, this band increases in intensity
superlinearly and shifts to lower energies, whereas the
exciton band is depressed and vanishes at I = 3 ×
104 W/cm2 (Fig. 5a). This new band can be attributed to
the emission of the electron–hole plasma, and the
strong shift with the increase in I is related to the renor-
malization of the electron and hole energies in a QW at
high density of photocarriers. The excitation level I =
3 × 104 W/cm2 corresponds to a photon flux density of
1016 cm–2 in a 10-ns laser pulse, i.e., more than 1014 cm–2

per QW. If the exciton radius in a QW aex = 10 nm, then

(π )–1 = 3 × 1011 cm–2. If the exciton lifetime is ~1 ns,
the excitation at this level should cause a complete
screening of the Coulomb interaction, which is
observed in the experiment.

A similar transformation of the emission spectrum
with a rise in I is observed at 100 K; the difference is
that the blue tail of the exciton luminescence is
enhanced to a much greater extent, and the exciton and
plasma emission bands overlap. The strong narrowing
of the spectrum at I > 104 W/cm2 indicates that the exci-

aex
2
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ton effect is completely screened; in this case, all the
QW luminescence is related to plasma emission
(Fig. 5b). The appearance and superlinear enhancement
of the new band cannot be attributed to the formation of
charged exciton complexes, because this band is
observed at high temperatures.

Now we consider in some detail how the lumines-
cence spectra of stepped QWs change when the inten-
sity of pulsed optical excitation with a nitrogen laser is
raised, and when temperature increases from 4 K to
room temperature. Under weak excitation, a slight blue
tail appears in the emission spectrum with increasing
temperature as a result of thermal population of the
excited states. When the pulsed optical excitation is
enhanced, the relative intensity of transitions from
higher states increases. At low temperatures, the ener-
gies of two sharp short-wavelength peaks are in satis-
factory agreement with the expected energies of radia-
tive exciton transitions e1hh3 and e2hh2 (Fig. 6).

A specific feature of the luminescence of the QWs
under study is as follows: the higher the temperature,
the larger the relative intensity of emission from excited
states at an elevated level of excitation. The stronger
contribution of higher states can be accounted for by
the saturation of the ground-state transition e1hh1; i.e.,
the higher temperature makes saturation easier. This is
equivalent to the increase in the e1hh1 exciton lifetime,
τex, as temperature rises, which correlates well with the
data of [14–16]. In [14], the relation between τex and the
temperature-dependent spectral width of the exciton
line in a QW was obtained, and it was shown that, by
virtue of the momentum conservation law, the number
of excitons involved in the radiative recombination
decreases as temperature increases. A linear increase in
τex with temperature in 2D structures was experimen-
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Fig. 4. Transmission spectra of doped structure 4-445 in the
range of inter-subband transitions at T = (1) 20 and (2) 300 K.
The absorption band corresponds to electron transition e1e2.
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tally observed in [15, 16]; in QWs 6–10 nm in width, τex
increased from 150 to 1500 ps when temperature was
raised from 10 to 100 K [16]. Recently [17] it was
shown that the temperature behavior of τex in InGaAs
QWs depends strongly on the orientation of the GaAs
substrate, and a considerable rise in τex is observed for
the 〈001〉  orientation as the sample is heated.

The strongest transformation of the emission of
In0.24Ga0.76As QWs (structure 4-189) was observed at
high temperatures when the excitation power was
raised to 104 W/cm2 or more. Figure 7 shows lumines-
cence spectra at high and low excitation level in the
temperature range T = 4–300 K. Under strong excita-
tion, we observe a e2hh2 exciton and a new band that
appears as a shoulder on the e1hh1 exciton emission
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Fig. 5. Luminescence spectra of undoped GaAs/GaAlAs
structure 4-447 at different temperatures and excitation lev-
els I. E and P are the emission bands of excitons and elec-
tron–hole plasma. (a) T = 3 K: I = (1) 0.2, (2) 0.4, (3) 0.6,
(4) 1.3, and (5) 8.7 × 104 W cm–2. (b) T = 100 K: I =
(1) 1 × 102, (2) 1.5 × 103, (3) 3 × 103, (4) 6 × 103, and
(5) 4 × 104 W cm–2.
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band at 4 K. As temperature increases, this band is
strongly enhanced and is predominant in the emission
at T = 270 K; in this case, e1hh1 and e2hh2 exciton
transitions are observed as weak features on both sides
of its profile. Presumably, this band can be attributed to
the emission of the electron–hole plasma, by analogy to
the emission of an undoped structure 4-447 with GaAs
QWs under strong excitation (Fig. 5). It is noteworthy
that in stepped In0.24Ga0.76As QWs the peak of the
plasma-related band, which dominates under strong
excitation, lies on the high-energy side of the e1hh1
exciton transition.

The behavior of the luminescence spectra of doped
structures 4-443 and 4-445 is dependent on the temper-
ature and excitation level like the spectra in the
undoped structure 4-447, but the domination of plasma
emission is not reached at the same excitation level in
these structures.

Figure 8 shows spectra of polarized luminescence
from structure 4-447 excited with laser pulses (2.33 eV,
~300 W, ~4 ps) and the absorption spectrum of this
structure. The exciting light was focused onto a spot
300 µm in diameter on the structure surface at the end
of the sample, and luminescence from the edge facet
was detected. At this excitation level, the surface den-
sity of nonequilibrium carriers is 1013–1014 cm–2, so the
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Fig. 6. Luminescence spectra of GaAs/GaAlAs structure
4-445 at (a) T = 77 and (b) 160 K, at excitation levels I =
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Fig. 7. Luminescence spectra of InGaAs/GaAs/GaAlAs structure 4-189 at different temperatures and optical excitation levels.
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upper subbands are filled with carriers, not only the
ground ones. The emission related to electron transi-
tions to heavy-hole levels must be polarized in the plane
of a structure [18], as is observed in the experiment.
Since in this experiment luminescence is excited with
picosecond pulses and recorded for only a few picosec-
onds after the excitation is terminated, nonequilibrium
spectra are observed. These spectra exhibit a strong
band related to transitions between excited electron and
heavy-hole subbands, and the above-described emis-
sion of electron–hole plasma is not observed, because
its formation is relatively slow.

4. CONCLUSION

In undoped GaAs/GaAlAs structures with stepped
QWs, excitation spectra of PL of e1hh1 free excitons,
recorded at T ≈ 3 K, demonstrate sharp peaks corre-
sponding to the excitation of excitons related to higher
electron and hole subbands. At the same time, these
peaks are weak or not observed at all in the excitation
spectra of PL of localized excitons and impurity states
in undoped and doped structures. In the first case, an
exciton relaxes as a whole, whereas localized and
impurity states are formed from electrons and holes that
relax independently. When GaAs/GaAlAs and
InGaAs/GaAs/GaAlAs structures are subjected to
strong optical excitation, the lowest radiative transition
e1hh1 is saturated more easily at elevated temperatures,
which indicates that the lifetime of the e1hh1 exciton
increases at higher temperatures. The emission band of
electron–hole plasma appears at an excitation level of
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Fig. 8. Spectra of InGaAs/GaAs/GaAlAs structure 4-189 at
T = 300 K. PL spectra at different polarizations (solid lines);
interband absorption spectrum (dashed line). The angle
between the plane of polarization of light and the QW plane
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5 × 103 W/cm2 and increases in intensity superlinearly
with rising excitation intensity, whereas the exciton
emission disappears owing to the screening of the Cou-
lomb interaction. Radiative transitions e1hh1 and
e2hh2 observed in the picosecond mode of excitation
and recording are polarized in the plane of a QW, which
agrees with theory.
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Abstract—Properties of self-organized SiGe quantum dots formed for the first time by ion implantation of Ge
ions into Si are studied using Auger electron spectroscopy, atomic-force microscopy, and scanning electron
microscopy. It is found that a spatially correlated distribution of Ge atoms is observed in Si layers implanted
with Ge ions after subsequent annealing of these layers. As a result, nanometer-sized regions enriched with ger-
manium are formed; germanium concentration in these regions is 10–12% higher than that in the surrounding
matrix of the SiGe solid solution. Optical properties of the layers with SiGe quantum dots were studied using
Raman scattering and photoluminescence. An intense photoluminescence peak is observed in the wavelength
region of 1.54–1.58 µm at room temperature. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, considerable attention has been given to
the problem of searching for new methods for the gen-
eration, modulation, and detection of electromagnetic
radiation in the infrared and microwave spectral
regions. Nanometer-sized semiconductor structures can
be used to fabricate next-generation optoelectronic
devices that can operate in the aforementioned spectral
regions and have properties that cannot be obtained
using traditional materials. In this context, it is neces-
sary to develop new types of semiconductor nanostruc-
tures and carry out studies aimed at clarifying the spe-
cial features of interparticle interactions and collective
phenomena in low-dimensional systems. Among these
systems, SiGe nanostructures occupy a prominent
place because of their potential application in devices
and integration based on silicon technology.

Progress in the formation of structures with quan-
tum dots (QDs) was achieved owing to the self-orga-
nized growth of QDs in the Stranski–Krastanov mode
using molecular-beam epitaxy. At the same time, there
are other promising methods for the synthesis of
ordered nanostructures. One of these methods is ion
implantation.

In this paper, we report the results of studying the
properties of self-organized Si1 – xGex QDs (x = 0.3) that
were formed for the first time using ion implantation.
1063-7826/04/3805- $26.00 © 20572
2. EXPERIMENTAL

Germanium ions 74Ge+ were implanted into the
wafers of crystalline p-Si with a (111) orientation using
a SCI-218 BALZERS high-current accelerator. The
implantation doses were D = 5 × 1016 or 1 × 1017 cm–2,
and the ion energy was E = 50 keV. In order to eliminate
the channeling effect, the beam of ions incident on the
silicon wafer was deflected by 7° from the normal inci-
dence. After implantation, the samples were subjected
to photonic pulsed annealing for 3 s at a temperature of
900°C in a nitrogen atmosphere. Using the above treat-
ment, we managed to form regions with an increased
concentration of Ge in a thin layer of SiGe solid solu-
tion. The lateral size of these regions was several tens
of nanometers and the height could be as large as 10 nm
(nanosized structures).

We used a PHI-680 (Physical Electronics, USA)
Auger spectrometer to study the local elemental com-
position of the structures and also to estimate the geo-
metric parameters and spatial distribution of QDs in the
surface region. The energy and current of primary elec-
trons were equal to 10 keV and 10 nA, respectively; the
diameter of the primary beam was ~15 nm, and the
depth of the analysis was no larger than 50 Å. The sur-
face topography was studied using a Solver P47
(NT-MDT Co.) atomic-force microscope (AFM). In
order to study the shape of the nanosized structures and
their elemental composition, we treated the surface of
the samples in a KOH solution (33%) for 25 s at 100°C,
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Images of the regions enriched with germanium in a SiGe sample; the images were obtained using (a) atomic-force micros-
copy and (b) scanning electron microscopy. The dose of implanted Ge ions D = 5 × 1016 cm–2.
which made it possible to reveal the regions with the
highest germanium concentration.

Raman spectra were obtained in the backscattering
geometry (in which case the planes of polarization of
the incident and scattered light are perpendicular to
each other) using the 457.9-nm line of an Ar+ laser for
pumping. In order to avoid irreversible thermal effects
on the sample or its degradation, we set the pumping
power at 30 mW. The setup included a Jobin-Yvon
T64000 double monochromator and a GaAs photomul-
tiplier cooled to 78 K.

Photoluminescence (PL) was excited by radiation
from a He–Ne laser (wavelength, 632.8 nm; power,
20 mW). The excitation intensity was varied from 10 to
20 mW/cm2. The PL spectra were recorded using an
InGaAs photodiode (with an operating wavelength
range from 700 to 1800 nm) and synchronous detec-
tion. To this end, the laser radiation was modulated
using a chopper with a frequency of 400 Hz. The sam-
ples were mounted in an optical cryostat at an angle of
45° to the optical beam, whose diameter was 0.3 mm.
The PL spectra were measured in the temperature range
11–300 K.

3. RESULTS AND DISCUSSION

Chemical etching of the surface of the samples
under investigation made it possible to reveal a struc-
ture that was ordered in size. The profile of this struc-
ture was caused by the different etching rates for silicon
and germanium (the etching rate for germanium is
lower under the conditions specified above). The struc-
ture revealed using the AFM consists of regions whose
lateral sizes are (50 ± 10) nm and height varies from 5
to 10 nm (Fig. 1a). An analysis of the surface image
obtained in secondary electrons using a scanning elec-
tron microscope confirmed the presence of regions with
a different contrast related to the nonuniformity of ger-
SEMICONDUCTORS      Vol. 38      No. 5      2004
manium distribution (Fig. 1b); these regions are 30–
50 nm in size.

Using Auger spectroscopy with a high spatial reso-
lution, we determined the elemental composition of the
regions under consideration (Fig. 2). We found that the
concentration of Ge atoms in these regions was 10–
12% higher than in the surrounding Si1 – xGex solid solu-
tion (outside of these regions) and amounted to x ≈ 0.3.

The Raman spectra of the samples are shown in Fig. 3.
After the structures under investigation were annealed,
the peaks that are located at 270 cm–1 (Ge–Ge, TO),
370 cm–1 (Si–Ge, TO), 480 cm–1 (Si–Si, LO) and corre-
spond to the scattering of photons by the transverse
(TO) and longitudinal (LO) optical phonons in the SiGe
amorphous material [1] disappeared from the spectra;
this observation indicates that there is no amorphous
phase in the annealed samples (unlike the unannealed
samples). Peaks at 316 cm–1 (related to optical phonons
in stressed germanium [2]) and at 500–515 cm–1

(related to optical phonons in stressed silicon [3]) were
also not observed in the spectra. This fact suggests that
the layer of the SiGe solid solution is not stressed and,
consequently, the appearance of regions enriched with
germanium is caused by the relaxation of elastic
stresses.

The presence of additional peaks at 502.7 and
250 cm–1 (related to vibrations of the Si–Si and Ge–Ge
bonds in SiGe, respectively) in the Raman spectra,
along with the peaks inherent in the Si0.8Ge0.2 solid
solution (518.6, 403.3 cm–1 (vibrations of Si–Ge
bonds), and 285.7 cm–1 [4]), indicates that Si0.7Ge0.3
regions are present in SiGe. In the latter case
(Si0.7Ge0.3), the aforementioned wave numbers should
be equal to 517.9, 404.8, and 287.3 cm–1 [4]. A shift of
the peaks to lower frequencies for x ≈ 0.3 is related to
the spatial confinement of the main modes of optical
phonons, which is characteristic of the vibrations in
SiGe QDs [3, 5].
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Fig. 2. Auger spectra of a SiGe sample (1) in the region enriched with Ge and (2) in the surrounding SiGe matrix. The dose of
implanted Ge ions D = 5 × 1016 cm–2.
Two main peaks are observed in the PL spectra mea-
sured at various temperatures T: a peak at a wavelength
λ = 1124 nm (1.1 eV, T = 11–30 K) and a peak at λ =
1530–1540 nm (0.794–0.805 eV, T = 11–300 K). The
former peak corresponds to the zero-phonon line in sil-
icon emission (the phonon replica peaked at 1.04 eV is
also observed in the spectrum measured at T = 11 K;
this line is spaced ~60 meV from the main line, which
corresponds to the energy of a TO phonon in Si). The
latter peak corresponds to the emission from SixGe1 – x
QDs. The inference that the PL peak in the region of
1540 nm is caused by emission from ordered Si0.7Ge0.3
QDs is supported by the fact that this peak should be
located at wavelengths λ = 1.252–1310 nm for the
Si1 – xGex solid solution with x = 0.2–0.3. Furthermore,
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Fig. 3. Raman spectra of a SiGe sample. The dose of
implanted Ge ions D = (1) 5 × 1016 and (2) 1 × 1017 cm–2.
the intensity of emission in the region of 0.8 eV is much
higher than that in the region of 1.1 eV and is detected
even at temperatures higher than 295 K in the samples
implanted with a dose of Ge ions of D = 5 × 1016 cm–2;
the half-width of the PL peak under consideration is
~61 meV. Most likely, the relaxation of elastic stresses
in the SiGe layer in the course of heat treatment led to
the ordering of the regions with an increased concentra-
tion of Ge atoms, i.e., to the formation of QDs, which
caused the observed intensity of the PL signal. Emis-
sion from dislocations in silicon may be another cause
of the PL signal at an energy of ~800 meV. In that case,
two characteristic lines peaked at 810 and 870 meV
should be observed in the PL spectrum; the width of
these lines should be ~10 meV, and their intensity
should decrease severalfold as the sample temperature
increases from 11 to 77 K [2]. An analysis of variations
in the PL spectra with temperature (Fig. 4) shows that
the contribution of emission from dislocations in Si is
insignificant in the case under consideration.

We can use a model based on the effective-mass
approximation [6] to estimate the average size of QDs.
In Fig. 5, we show the calculated energies of band-to-
band transitions in SiGe QDs in relation to the QD
height at T = 11 and 77.3 K. Horizontal lines corre-
spond to the transition energies determined from the PL
spectra (taking into account the measurement accuracy)
at the temperatures under consideration. Comparison of
the experimental data with the results of calculations
made it possible to estimate the average QD height,
which was found to be equal to ~(7.2–7.3) nm, which
was in satisfactory agreement with the AFM data.

The origination of ordered regions with increased
content of germanium can be explained in the following
way. A mismatch between the lattice constants of Si
and Ge amounts to ~4% and gives rise to appreciable
elastic stresses in the SiGe structure. Under certain con-
ditions related to the thickness of the Si–Ge layer and
the specific features of the layer formation, these
stresses relax; as a result, dislocations are generated.
SEMICONDUCTORS      Vol. 38      No. 5      2004
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Fig. 4. Photoluminescence spectra of a SiGe sample at tem-
peratures T = (1) 11, (2) 30, (3) 45, (4) 60, (5) 75, (6) 100,
(7) 150, and (8) 300 K. The dose of implanted Ge ions D =
5 × 1016 cm–2.
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Fig. 5. Calculated energies of band-to-band transitions for a
SiGe quantum dot in relation to the quantum-dot height at
temperatures T = (1) 11 and (2) 77.3 K. Horizontal lines rep-
resent the transition energies determined from the photolu-
minescence (PL) spectra.
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The elastic-stress fields arising around misfit disloca-
tions and the interaction of these fields lead to the redis-
tribution and spatial ordering of dislocations. The spa-
tially ordered dislocations act as gettering centers for
germanium, which, in turn, leads to a periodic distribu-
tion of the regions with an increased content of germa-
nium, i.e., to the formation of QDs. According to Bur-
baev et al. [2], the dislocation density in a completely
relaxed Si0.7Ge0.3 epitaxial film with a thickness of
100 Å is equal to 1010–1011 cm–2. The QD density in the
structure we obtained (D = 5 × 1016 cm–2) is equal to
~1010 cm–2. Thus, the assumption that dislocations are
trapping centers for germanium is confirmed.

4. CONCLUSION

We note that ion implantation was used for the first
time to form an array of self-organized ordered SiGe
quantum dots. The reported results of experiments on
the detection of clusterization of germanium atoms
introduced into silicon by ion implantation open up
new possibilities for forming nanosized structures in a
germanium–silicon system.

The observation of intense photoluminescence in
the SiGe quantum dots at room temperature in the
wavelength range 1.54–1.58 µm is reason to hope that
these structures will find practical application in opto-
electronic devices and fiber-optic information links.
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Abstract—Ballistic transport of hot photoexcited electrons injected from a superlattice into an enlarged quan-
tum well is studied using the polarized hot photoluminescence technique. It is established that most photoex-
cited electrons thermalize before they are captured by the enlarged QW; however, a minor fraction of them
reach the enlarged quantum well ballistically, keeping their momentum-distribution anisotropy or spin orienta-
tion arising due to the absorption of linearly or circularly polarized light in the superlattice. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

When the width of a barrier separating two neigh-
boring quantum wells (QWs) in a superlattice (SL) is
decreased, the overlap between the electron states in the
neighboring QWs increases. Such a coupling between
the neighboring QWs results in a significant modifica-
tion of the energy spectrum of the SL, which consists in
the formation of minibands separated by forbidden
bands in the charge-carrier spectrum. In turn, the for-
mation of minibands in the charge-carrier spectrum has
a considerable effect on the transport properties of the
SL. In particular, the motion of charge carriers along
the SL growth direction (so-called vertical transport)
becomes possible. Interest in the vertical transport in
SLs has arisen since the existence of negative differen-
tial resistance [1] and Bloch oscillations [2] in these
structures was predicted. In addition, this is a kind of
system where localization effects originating from the
fluctuations of the structural parameters of SLs can be
investigated.

Vertical transport and localization effects were stud-
ied by optical techniques, which offer higher spectral
and temporal resolution in comparison to conventional
methods based on electrical measurements. To make
use of optical techniques for transport studies, an
enlarged QW is introduced in the structure; this QW
serves as a detector of electrons injected from the SL.
This method was used mainly for studies of the behav-
ior of thermalized charge carriers or excitons, whose
transport is affected significantly by the localization
effects in SLs. At the same time, there are specific dif-
ficulties in investigating the transport of hot charge car-
riers in SLs as compared to bulk semiconductors,
because the application of external electric or magnetic
fields leads to a considerable modification of the elec-
tron spectrum of SLs. The results reported in this paper,
as well as in our previous publications, were obtained
1063-7826/04/3805- $26.00 © 20576
by the method of enlarged QW. However, in contrast to
our previous studies, we analyzed here the spectrum of
charge carriers injected from the SL. For this purpose,
we examined the spectrum of hot electrons excited high
in the conduction band by photons with an energy that
considerably exceeds the SL band gap. We had previ-
ously shown [5–7] that hot photoexcited electrons in an
SL are characterized by a strongly anisotropic quasi-
momentum distribution function, in which the degree
of anisotropy is strongly dependent on the excitation
photon energy. One would expect this anisotropy to
show up in the dependence of the number of electrons
injected into the QW on the excitation photon energy.

In this study, we examined the intensity and polar-
ization of the photoluminescence (PL) of electrons
injected into an enlarged QW from an SL. It is found
that the momentum distribution of injected electrons
differs significantly from the distribution initially
formed in the SL after photoexcitation. It is shown that
electrons mostly become thermalized before they reach
the enlarged QW. However, a minor fraction of the elec-
trons are injected into the QW through a ballistic verti-
cal-transport process. These electrons partially retain the
momentum-alignment anisotropy or spin orientation that
is initially formed in the SL upon absorption of linearly
or circularly polarized light. The electrons that become
bound with holes into excitons are apparently localized
mainly within the SL at structural imperfections.

2. EXPERIMENTAL

Experiments were performed on a heterostructure
containing an undoped GaAs/AlAs SL and an enlarged
QW. The undoped SL was grown on a (100)-oriented
substrate. The SL had 60 periods; the widths of the
wells and the barriers were fixed and equal to Lw = 40 Å
and Lb = 6 Å, respectively. The Be-doped (~1018 cm–3)
enlarged (100 Å) GaAs QW was grown on top of the SL
004 MAIK “Nauka/Interperiodica”
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(see Fig. 1). In addition, two test structures were grown:
one of them was a Be-doped 40/6 Å SL, and the other
was a structure with a Be-doped 100/100 Å QW. The
test SL and QW structures were used to interpret the
spectra of the SL + QW structure.

The hot PL (HPL) of the samples was excited by a
tunable Ti:sapphire laser pumped by an Ar+-ion laser.
The PL spectra were recorded using a DFS-24 double
grating monochromator equipped with a photomulti-
plier and a photon-counting system. Experiments on
the HPL depolarization were carried out in magnetic
fields of up to 7 T in the Voigt configuration (in which
the magnetic field is perpendicular to the photon wave
vector and lies in the plane of the SL layers) or in the
Faraday configuration (the magnetic field is collinear
with the SL growth direction and with the photon wave
vector). The degree of linear polarization of the HPL
was measured on the high-frequency wing of the spec-
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Fig. 1. Schematic layout of the structure SL + QW [(40/6)
+ 100] Å and the optical transitions observed in the PL spec-
tra (see Fig. 2). The labeling used here corresponds to that
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trum; its magnitude was determined from the conven-
tional expression

where I|| and I⊥  stand for the intensities of the lumines-
cence polarized parallel (elum || eex) or perpendicular
(elum ⊥  eex) to the polarization of the excitation photons.

3. RESULTS AND DISCUSSION

Figure 2 shows the PL spectra of the SL + QW struc-
ture for two values of excitation photon energy: "ωex =
(1) 1.833 eV and (2) 1.664 eV. The most intense band,
labeled XSL in spectrum 1, is due to the recombination
of excitons in the SL (the corresponding optical transi-
tions are shown in Fig. 1). The weak shoulder (QWN = 2)
is apparently related to the recombination of electrons
from the second quantum-confinement level in the
enlarged QW through the acceptor level. The weak line
(denoted as SL–QW) is present in the spectrum only
when the excitation photon energy exceeds the band
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Fig. 2. PL spectra of the structure SL + QW [(40/6) + 100] Å
for the excitation photon energy "ωex = (1) 1.833 and
(2) 1.664 eV. The spectra of the test (3) SL and (4) QW
structures were measured with "ωex = 1.833 eV at temper-
ature T = 4 K. The labeling of the spectral features is
explained in the text and in Fig. 1.
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gap of the SL; this is demonstrated by the shape of
spectrum 2, corresponding to the excitation photon
energy "ωex = 1.664 eV (which is lower in energy than
the SL exciton band XSL). Finally, on the high-energy
wing of the spectrum, there is also a step denoted as 0.
Its position depends on the excitation photon energy: it
shifts to higher energies as "ωex increases. However,
when the excitation photon energy is lower than the SL
band gap, this step is absent (compare spectra 1 and 2).
In contrast to the other features in the PL spectrum,
step 0 is linearly polarized under excitation with lin-
early polarized light. If the excitation is circularly
polarized, step 0 and the SL–QW band are circularly
polarized as well, but the degree of polarization of

Linear and circular polarization of the HPL measured in the
40/6 Å SL, the 100 Å QW, and the structure SL + QW [(40/6) +
100] Å

Polarization SL (40/6) Å QW 100 Å SL + QW
[(40/6) + 100] Å

ρt 0.08 0.27 0.16

ρc 0.69 0.18 0.3

2.0

1.8

1.6

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0 2 4 6

XSL

SL–QW

Magnetic field, T

Intensity, arb. units

Fig. 3. Dependences of the intensities of the XSL and SL–QW
bands on the magnetic field applied perpendicularly to the
SL growth direction (the Voigt geometry). The measure-
ment temperature T = 4 K.
step 0 exceeds that of the SL–QW band by a factor of 2.
The degrees of linear and circular polarizations ρl and
ρc, measured on the high-energy wing of the HPL spec-
trum (point 0), are listed in the table.

For comparison, we also show in Fig. 2 the PL spec-
tra of the test SL and QW structures (curves 3 and 4,
respectively) obtained for the excitation photon energy
"ωex = 1.833 eV. The band e–A0, appearing in the spec-
trum of the test SL (curve 3) in addition to the exciton
band XSL, originates from the recombination of ther-
malized electrons with holes bound to acceptors (note
that the test SL is doped with acceptors, in contrast to
the SL in the SL + QW structure). Arrows marked with
0 in curves 3 and 4 indicate the points where the linear
and circular polarizations of the PL of the test structures
were measured; the corresponding degrees of polariza-
tion are listed in the table.

Figure 3 shows the dependences of the intensities of
the XSL and SL–QW bands on the strength of the exter-
nal magnetic field applied in the Voigt geometry (i.e.,
with the field oriented in the plane of the QW layers).
The intensity of the XSL band grows noticeably (by a
factor of ~1.5) as the field is increased from 3 to 6 T. In
contrast, the intensity of the SL–QW band decreases
slightly (by ~10%) as the field varies in the same range.
The intensities of the e–A0 and QWN = 2 PL bands are
almost independent of the magnetic field.

Let us discuss the origin of the SL–QW band and the
step 0. The linearly polarized step 0 and the nonpolar-
ized SL–QW band are present in the PL spectrum only
when the excitation photon energy exceeds the SL band
gap. Thus, we believe that these spectral features are
due to the recombination, through the acceptor states
localized in the enlarged QW, of electrons injected
from the SL. We suggest that the step 0 originates from
the recombination of electrons that are excited in the SL
and reach the enlarged QW ballistically (i.e., without
energy and momentum relaxation). An indication of the
ballistic nature of the transport process is the significant
linear and circular polarization of the HPL of electrons
injected from the SL.

Indeed, the absorption of linearly or circularly
polarized light in an SL results in the momentum align-
ment or spin orientation of the photoexcited electrons
[5–7], which are partially retained in the process of bal-
listic motion from the SL to the enlarged QW. Thus, lin-
early or circularly polarized photons are emitted in the
process of recombination of these momentum-aligned
or spin-oriented electrons with equilibrium holes bound
to acceptors. Since only the enlarged QW is doped with
acceptors, linearly or circularly polarized emission can
only originate from the recombination of electrons that
were excited in the SL and reached the enlarged QW
ballistically. Polarized HPL could be related to elec-
tron–hole recombination directly in the SL; however,
we rule out this possibility, because the SL is not doped
with acceptors. At the same time, electrons excited in
the QW itself upon absorption of linearly or circularly
SEMICONDUCTORS      Vol. 38      No. 5      2004
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polarized light also recombine with acceptor-bound
holes, emitting polarized photons. However, the num-
ber of such electrons is apparently small because of the
small size of the QW in comparison to the whole SL.
This is corroborated by the shape of the HPL spectrum
obtained upon excitation by photons with energies
lower than the SL band gap, i.e., when the electrons are
generated only in the QW. In this case, step 0 is not
observed in the luminescence spectrum of the QW
(compare curves 1 and 2 in Fig. 2).

Let us compare polarization HPL characteristics
measured in the zero-phonon peaks 0 of the SL and QW
structures with those of the step 0. The degree of linear
polarization of the step 0 was measured as 16% (see
table). This value considerably exceeds the degree of
polarization for the zero-phonon peak of the test SL
with the same parameters as the SL in the SL + QW
structure. In the test SL under similar excitation condi-
tions (the kinetic energy of photoexcited electrons is
comparable to the SL miniband width), the degree of
HPL polarization does not exceed ρl ≈ 0.08. On the
other hand, the linear polarization of the 0 band is con-
siderably smaller than the polarization of the zero-
phonon peak recorded at the same energy in the spec-
trum of the test QW, which is similar to the QW in the
SL + QW structure. This means that electrons injected
from the SL into the QW partially retain the momentum
alignment formed in the SL upon absorption of linearly
polarized light. Furthermore, this means that electrons
reach the enlarged QW through the ballistic-transport
mechanism. Let us discuss the factors that cause a
reduction in the linear polarization of the HPL of elec-
trons injected into the QW from the SL, as compared to
the HPL polarization in the test SL structure.

In semiconductor SLs, the absorption of linearly or
circularly polarized light leads to the momentum align-
ment or spin orientation of photoexcited charge carri-
ers, with the degree of electron momentum alignment
or spin orientation dependent on the relationship
between the kinetic energy of the motion of electrons in
the plane of the SL layers and the energy of their
motion along the SL growth direction (the z axis) [6].
Accordingly, the degree of linear or circular polariza-
tion of the HPL in the SL depends on the energy of
recombining electrons. This is related to the fact that,
for a given total kinetic energy of photoexcited elec-
trons, various energies of miniband motion and in-
plane (lateral) motion are possible. Electrons excited in
states with the z component of the wave vector Qz ≈ 0
have the largest lateral quasi-momentum and, thus, they
recombine, emitting photons with the highest linear or
lowest circular polarization [6]. In contrast, electrons
whose kinetic energy is equal to that of the miniband
motion have the smallest lateral quasi-momenta (k ≈ 0),
and therefore they recombine, emitting photons with
the highest circular and nearly zero linear polarization.
It is evident that, among all the electrons photoexcited
in the SL, there are two groups with the lowest proba-
bility of reaching the enlarged QW: electrons with the
SEMICONDUCTORS      Vol. 38      No. 5      2004
wave vector Q ≈ π/(Lω + Lb) (which suffer Bragg
reflections at the SL Brillouin minizone boundaries)
and electrons with the wave vector Q ≈ 0. The probabil-
ity that these electrons will be injected into the QW and
contribute to the corresponding HPL emission is the
lowest. Thus, the linear and circular HPL polarizations
are determined by the electrons ballistically injected
into the QW with nonzero lateral and nonextremum
miniband quasi-momentum (0 < Q < π/(Lw + Lb)). The
recombination radiation of these electrons in the
enlarged QW turns out to be partially polarized (lin-
early or circularly). It should be noted that the degree of
momentum alignment or spin orientation of electrons
may change during their capture in the QW. However,
the existence of appreciable linear and circular polar-
ization of the HPL indicates that the momentum align-
ment and spin orientation do not relax completely upon
capture.

We believe that the nonpolarized SL–QW band is
due to the recombination of electrons (injected from
the SL) via the acceptor states in the QW. However, the
energy position of this band and the fact that it is not
linearly polarized indicate that recombining electrons
are injected into the QW from the bottom of the SL
miniband. Evidently, the quasi-momentum distribution
function of electrons reaching the bottom of the SL
miniband is isotropic, and their recombination radia-
tion is not linearly polarized. Such an interpretation of
the nature of this band implies that its energy position
is determined by the energy of the miniband bottom
and, thus, should be independent of the excitation pho-
ton energy (unlike the position of the step 0). Obvi-
ously, the intensity ratio of the step 0 and the SL–QW
band corresponds to the ratio of probabilities of an elec-
tron reaching the enlarged QW in the processes of bal-
listic and nonballistic vertical transport. The experi-
mentally measured ratio is equal to I(0)/I(SL–QW) ≈ 0.07,
which means that the majority of electrons become ther-
malized before they are captured by the enlarged QW.

In a magnetic field applied in the Voigt configura-
tion, the intensity of the SL–QW band slightly
decreases (see Fig. 3), as one would expect. This is
caused by the localization of the thermalized electrons
in the SL under the influence of the magnetic field. On
the other hand, this localization favors the binding of
thermalized electrons with holes and, thus, the forma-
tion of excitons in the SL. This effect manifests itself in
a noticeable (by a factor of 1.5) increase in the SL exci-
ton luminescence intensity (the XSL band), in agreement
with the conclusions of [8].

4. CONCLUSION

We investigated the vertical transport of hot momen-
tum-aligned or spin-oriented electrons from a
GaAs/AlAs SL to an enlarged QW. It is shown that,
during the ballistic transport, hot electrons partially
retain the anisotropy of the quasi-momentum distribu-
tion function or spin orientation that builds up under
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excitation with linearly or circularly polarized light,
respectively. Only 7% of photoexcited electrons reach
the enlarged QW ballistically. Most of the photoexcited
electrons are thermalized in the SL before they are cap-
tured by the QW. Application of a magnetic field per-
pendicular to the SL growth direction leads to the local-
ization of electrons in the SL and, thus, to a reduction
in the electron flow from the SL to the QW.
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Abstract—Features of absorption and reflection of infrared radiation in the range 500–6000 cm–1 are investi-
gated; these features are associated with free carriers in the layers of mesoporous Si (porosity, 60–70%) formed
in single-crystal p-Si(100) wafers with a hole concentration of Np ≈ 1020 cm–3. It is found that the contribution
of free holes to the optical parameters of the samples decreases as the porosity of the material increases and
further falls when the samples are naturally oxidized in air. The experimental results are explained in the context
of a model based on the Bruggeman effective medium approximation and the Drude classical theory with a cor-
rection for additional carrier scattering in silicon residues (nanocrystals). A comparison between the calculated
and experimental dependences yields a hole concentration in nanocrystals of Np ≈ 1019 cm–3 for as-prepared
layers and shows a reduction of Np when they are naturally oxidized. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, porous Si (por-Si) formed by electro-
chemical etching of crystalline Si is an object of great
interest (see, for example, reviews [1, 2]). For fairly
high porosity (≥50%), this material consists of a system
of associated Si nanocrystals with an open surface [2].
This circumstance determines the diversity of the phys-
ical properties of por-Si and, as a consequence, new
areas of possible optical [3, 4], energy [5], and medical
and biological [6] applications.

In most previous studies, as a rule, the properties of
por-Si that were not associated with the presence of
nonequilibrium carriers in it were used. Moreover, until
recently, it was considered that virtually complete
depletion of equilibrium carriers occurs in this material
for various reasons (see, for example, [7, 8]). Such a
depletion is easy to explain for so-called microporous
Si that is obtained on lightly doped substrates and has a
pore size and Si nanocrystal size on the order of a few
nanometers [1]. In this case, the electronic spectrum of
carriers undergoes considerable variations due to the
quantum-dimensional effect [1]. However, in mesopo-
rous Si (mesopor-Si) obtained from heavily doped p-Si
wafers, the minimal crystallite size can exceed 10 nm
[2], and consequently the quantum-dimensional effect
is negligible [1]. Moreover, the concentration of the
doping impurity in mesopor-Si layers can attain a level
comparable with the level of substrate doping [8]. It has
been recently found that the concentration of equilib-
rium free carriers (holes) in mesopor-Si can be rather
high (1016–1018 cm–3) and sensitive to the dielectric sur-
rounding and surface state of Si residues (nanocrystals)
[9, 10]. The above hole concentrations were estimated
from the IR absorption spectra of mesopor-Si layers,
1063-7826/04/3805- $26.00 © 20581
which were analyzed in terms of the Drude classical
theory for the same scattering constants as for the initial
single-crystal substrate. However, one would expect the
size of Si nanocrystals and their large specific surface
to have an effect on the concentration and characteristic
scattering times of free carriers in mesopor-Si. Both
parameters noted can be obtained by the simultaneous
analysis of the absorption and reflection spectra of free
charge carriers [11].

In this study, the transmission and reflection spectra
of mesopor-Si layers with various values of porosity are
investigated experimentally and analyzed theoretically.
This approach makes it possible to determine the con-
centrations and scattering times of equilibrium holes in
Si nanocrystals that form mesopor-Si.

2. EXPERIMENTAL

The mesopor-Si layers were formed on single-crys-
tal p-Si(100) wafers (resistivity ρ ≈ 1.5 mΩ cm) using the
standard method of electrochemical etching (anodiza-
tion) [1] in an HF (48%) : C2H5OH solution in a ratio of
1 : 1 at various current densities j (see table). The etch-
ing time was chosen as 20, 30, and 60 min for the layers
formed at j = 75, 50, and 25 mA/cm2, respectively. The
thicknesses of porous layers subsequently measured
using an optical microscope over the cleaved surfaces
of the samples were d = (40 ± 1) µm. After the process
of anodization had finished, the mesopor-Si layers were
separated from the substrate by increasing the current
density to 500 mA/cm2 for a short time. Free-standing
films of meso-PS were rinsed in deionized water for
1−2 s and dried in air for several hours. The porosity of
the samples determined by gravimetry was in the range
004 MAIK “Nauka/Interperiodica”
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60–70% (see table). Both the as-prepared layers and the
same samples kept in air (naturally oxidized) for 1 month
were used.

The IR transmission and reflection spectra were
measured using a Perkin-Elmer RX I Fourier spectrom-

Table

Current 
density j, 
mA/cm2

Porosity 
p, %

Refractive 
index n

Concentration of free
carriers Np, cm–3

as-prepared 
samples

samples 
aged in air

25 62 1.76 1.1 × 1019 1.4 × 1018

50 68 1.60 1.3 × 1019 1.02 × 1018

75 71 1.52 1.5 × 1019 1.23 × 1018
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Fig. 1. Transmission spectra of as-prepared mesopor-Si lay-
ers for various current densities of anodization.
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Fig. 2. Reflection spectra of as-prepared mesopor-Si layers
formed at various current densities of anodization and of sin-
gle-crystal Si wafers used for the fabrication of mesopor-Si.
eter in the frequency range ν = 500–6000 cm–1 with a
resolution of 2 cm–1. The spectra were recorded with a
normal incidence of IR radiation on the sample. The
experiments were carried out at room temperature in air.

3. RESULTS

Figure 1 shows the IR transmission spectra for the
layers of as-prepared mesopor-Si. The spectra include
the absorption bands that correspond to various local
surface vibrations. Among them, the following are most
noticeable: the stretching modes Si–Hx (x = 1, 2, 3) at
frequencies 2070–2170 cm–1, the scissors mode Si–H2
at a frequency of 910 cm–1, and the bending vibrations
Si–Hx with a band peaked at 660 cm–1. In addition, a
weaker band of stretching vibrations Si–O–Si (1050–
1100 cm–1) and a band in the range 3000–3800 cm–1

associated with the absorption at vibrations of O–H
bonds in water molecules adsorbed at the surface of
pores of mesopor-Si were noticeable. These two bands
are apparently caused by rinsing the samples in water
with subsequent exposure to air. Note that during sub-
sequent exposure of mesopor-Si to air, the intensities of
the two aforementioned bands increase steadily.

In addition to the bands of local surface vibrations,
absorption associated with the presence of free carriers
(the monotonic spectral component in Fig. 1) is
observed in the spectrum of as-prepared mesopor-Si.
The transmittance of porous layers decreases as the cur-
rent density j decreases; i.e., the porosity p decreases
(see table). This can be caused, for example, by an
increase in the amount of the substance in the porous
layer and/or by a change in the contribution of free carri-
ers. To clarify the causes of the dependence observed, the
reflection spectra of mesopor-Si should be analyzed.

Figure 2 shows the reflection spectra of the layers
under study as well as (for comparison) those of the
wafers of single-crystal Si used to prepare mesopor-Si.
For silicon wafers, a nonmonotonic dependence of the
reflectance with a clearly pronounced plasma minimum
is observed. Such a dependence is characteristic of
heavily doped semiconductors and is caused by the
contribution of free carriers [12]. Reflectance R of the
mesopor-Si layers is several times less and has a less
pronounced minimum than the substrate. The absolute
values of R decrease as the layer porosity increases.

The spectral dependence R(ν) for the mesopor-Si
layers includes oscillations caused by the interference
of beams reflected from the surface of the mesopor-Si
film (see Fig. 2). An analysis of the interference period
yields the refractive indices n of the samples under
investigation (see table). The refractive indices can be
determined correctly from the interference period only
in the region of weak dispersion, i.e., weak absorption
in our case. Therefore, we will find n only for frequen-
cies ν > 3000 cm–1. It can be seen (see table) that values
of n decrease as j decreases, which agree well with the
SEMICONDUCTORS      Vol. 38      No. 5      2004
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decrease in the amount of the substance in the layers
with higher porosity.

Comparing the position of the plasma minimum in
the R(ν) spectra for the Si substrate and the mesopor-Si
layers, which are shown in Fig. 2, we may conclude that
the concentration of free carriers in porous layers is
lower than in the substrate. However, to obtain quanti-
tative information on the concentration and scattering
times of free carriers in the layers with different poros-
ity, a more detailed analysis is required, which will be
carried out below. As the first stage of such an analysis,
let us consider the spectral dependences of the absorp-
tion coefficient obtained from the experimental data on
the transmission and reflection.

Figure 3 shows the spectra of the absorption coeffi-
cient of as-prepared mesopor-Si layers calculated by
the formula α = –[ln(T/(1 – R)2]/d, where T is the trans-
mittance (the T(ν) dependences are shown in Fig. 1)
and d is the layer thickness. One can see that, along
with the lines of absorption at local bonds listed above,
absorption at free carriers, which depends nonlinearly
on the frequency of the IR radiation, is observed. The
contribution of free carriers to α decreases with
increasing j, as shown in Fig. 3 (inset). This circum-
stance can be caused both by an increase in the amount
of the substance and by a decrease in the concentration
of free holes as the surface area of Si residues (nanoc-
rystals) varies with decreasing nanocrystal sizes as the
layer porosity increases.

Since the area of the internal surface of mesopor-Si
is apparently directly proportional to the number of sur-
face atoms, we can consider the absorption at local
vibrations caused by the presence of foreign atoms at
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Fig. 3. Spectra of the absorption coefficient for as-prepared
mesopor-Si layers formed at various current densities of
anodizing. The dependence of the absorption factor at free
carriers at a frequency of 1300 cm–1, α(1300), and inte-
grated absorption at the surface vibrations Si–Hx (x = 1, 2, 3),
α(Si–Hx), versus current density j of formation of the sam-
ples are shown in the inset.
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the surface as its quantitative measure. The inset to
Fig. 3 shows the total absorption at the Si–Hx (x = 1, 2, 3)
valence bonds integrated over the spectrum in the range
2070–2170 cm–1 minus the contribution of free carriers
as a function of the anodizing current density. The
decrease in this parameter with increasing j indicates that
the area of the internal surface of mesopor-Si decreases,
which is quite understandable if one takes into account
the rather high porosity of the layers under study.

Spectral dependences α(ν) for the mesopor-Si sam-
ples aged for a long time in air were calculated and ana-
lyzed in a similar way. These dependences are shown in
Fig. 4. First of all, it can be seen that the contribution of
free carriers is much smaller than that in as-prepared
layers (see Fig. 3). Simultaneously, the amplitude of
absorption at the Si–O–Si stretching modes and O–H
bonds in water molecules adsorbed at the surface of
pores noticeably increases in the absorption spectrum of
the layers aged in air. This is indicative of the natural oxi-
dation of the surface of Si nanocrystals in mesopor-Si. It
seems likely that the decrease in the concentration of
free holes in the samples is associated with these pro-
cesses.

Note that the absorption caused by free carriers in
naturally oxidized layers depends on j much more than
in as-prepared layers (Figs. 3, 4, insets). The simulta-
neous absorption at the Si–O–Si surface bonds inte-
grated in the range 1050–1100 cm–1 depends very
slightly on j and, consequently, on the layer porosity.
A decrease in the number of free holes can be attributed
to their trapping at the surface states generated under
the natural oxidation of the surface of Si nanocrystals in
meso-PS. These states can be initiated by breaking the
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Fig. 4. Spectra of the absorption coefficient for mesopor-Si
layers formed at various current densities of anodization
and then oxidized in air for 1 month. The dependence of the
coefficient of absorption at free carriers at a frequency of
1300 cm–1, α(1300), and integrated absorption at the Si–O–Si
surface vibrations, α(Si–O–Si), versus current density j of
formation of the samples are shown in the inset.
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Si–Si surface bonds, i.e., by the formation of the so-
called dangling Si bonds in the inverse (to O–Si) bond
or the Pb centers [11, 13]. In addition, holes can be
trapped at the donor states associated with water
adsorbed at the surface of pores [13].

4. MODEL AND COMPARISON 
WITH EXPERIMENT

To describe quantitatively the IR absorption and
reflection spectra of the mesopor-Si layers, it is neces-
sary to take into account that such layers are a hetero-
system that consists of Si residues (nanocrystals) and
separating voids (pores). It should be taken into account
that the transverse (i.e., in the layer plane) sizes of
nanocrystals and voids in the layers are in the range 10–
50 nm [3, 11]. This is much smaller than the wave-
length of the IR radiation used. Therefore, mesopor-Si
may be considered an effective isotropic (in the layer
plane) medium with a certain complex permittivity εeff.
To describe the magnitude εeff, various models are used,
of which the so-called Bruggeman model, or the effec-
tive-medium approximation, seems to be most ade-
quate [11]. In this approach, the phases constituting the
system are equitable and form an effective medium
with permittivity εeff, which is described by the Brugge-
man formula [14]

(1)

where ε1, ε2 and f1, f2 are the permittivities and the fill-
ing factors for corresponding phases.

Using formula (1) for the description of the results
obtained, it should be taken into account that the voids
are filled with air. Consequently, ε1 = 1 and f1 = p. For
Si nanocrystals, the filling factor f2 = 1 – p and permit-
tivity depends on the frequency due to the contribution
of free carriers. This contribution in p-Si in the mid-IR
range is described well by the classical Drude model,
and permittivity can be expressed as

(2)

where ε∞ is the high-frequency (optical) permittivity of
the semiconductor (ε∞ = 11.7 for c-Si), ωp is the plasma
frequency of vibrations, and g is the damping constant
(g = τ–1, τ is the relaxation time of quasi-momentum of
free carriers [11]). The plasma frequency in the Interna-
tional System of Units is given by the expression

(3)

where Np is the concentration of free holes,  is the

effective mass (for free holes in c-Si,  = 0.37m0),
m0 = 9.1 × 10–31 kg, and ε0 = 8.85 × 10–12 F/m.

ε1 εeff–
ε1 2εeff+
--------------------- 

  f 1

ε2 εeff–
ε2 2εeff+
--------------------- 

  f 2+ 0,=

ε2 ω( ) ε∞
ωp

2

ω2 iωg+
----------------------,–=

ωp
2 N pe2

mp*ε0

------------,=

mp*

mp*
It should be noted that the experimental absorption
and transmission spectra are obtained using spectros-
copy units ν (ν = ω/2πc). It is also convenient to express
the damping constants in such units: g* = g/2πc.

Note that formulas (2) and (3) describe well the
dependence R(ν) for a single-crystal substrate, as
shown in Fig. 2 for νp = ωp/2πc = 5500 cm–1 and g* =
740 cm–1. Specifically, the position of the reflection
minimum νmin in the R(ν) dependence is consistent with
the known approximate relationship: νmin ≈ νp(ε∞ – 1)–1/2

[12]. The found value of νp corresponds to the free hole
concentration Np = 1.2 × 1020 cm–3, which agrees well
with the doping level of the substrates used.

In the mesopor-Si layers, the holes are located within
Si nanocrystals with transverse sizes d = 10–50 nm.
Therefore, additional scattering of their quasi-momen-
tum should be expected for the interaction with the sur-
face of nanocrystals, for example, for the reflection
from the surface. Such scattering should manifest itself
especially noticeably at the times t * dV–1, where V is
the thermal velocity of carrier motion, i.e., in the case
where the amplitude of hole oscillations (L) in the elec-
tric field of the IR radiation is comparable with nanoc-
rystal sizes or exceeds them: L = VT * d, where T =
2π/ω is the period of the electromagnetic wave [9, 10].
An exact mathematical description of such a depen-
dence would certainly require the development of a cor-
responding microscopic theory. However, as a first
approximation an analogy with the description of the
carrier lifetime in diffusion-thin semiconductor layers
in relation to the layer thickness and surface recombi-
nation rate can be used [15]. This allows us to write the
following expression for the scattering time of quasi-
momentum of holes in nanocrystals:

(4)

Here, τ0 is the scattering time independent of the nanoc-
rystal size (“bulk” scattering time), and s is the dimen-
sionless constant that determines the efficiency of sur-
face scattering. This constant depends on the nanocrys-
tal shape and on the state of its surface coverage. Since
L = VT = V · 2πω–1, the scattering time depends on the
frequency of the IR radiation. The expression for the
damping constant, which enters formula (2), can then
be written as

(5)

where g0 =  and g1 = 2πsV(g0d)–1. Let us introduce

the notation  = g0/2πc and  = g1/2πc.

The absorption coefficient for mesopor-Si can be
expressed in terms of the imaginary part κ of the com-

τ 1– τ0
1– sL

d
------.+=

g g0 1
g1

ω
-----+ 

  ,=

τ0
1–

g0* g1*
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plex refractive index with the use of the known relation-
ship [12]

(6)

where κ = Im  and  = .

To simulate the reflectance of the mesopor-Si layer,
the possibility of Fabry–Perot interference in the layer
should be taken into account, which can be clearly seen
from the experimental data (see Fig. 2). To take into
account the contribution of interference to the R(ν)
spectrum, let us use the expression for intensity of
reflected light in the presence of multilayer interference
and absorption [16]

(7)

where α is given by expression (6), and R0 is the reflec-
tance for the normal incidence of light with no allow-
ance made for interference, which is given by the well-
known formula

(8)

Figure 5 shows certain α(ν) and R(ν) dependences
calculated by formulas (6) and (7) with allowance made
for relationships (1)–(5) and (8) for p = 0.65 and νp =
1200 cm–1. One can see from Fig. 5a that, for ν > g*,
the dependence α(ν) ∞ ν–2 is observed. This depen-
dence is consistent with the well-known high-fre-
quency asymptotic behavior for absorption at free car-
riers in homogeneous bulk semiconductors [13, 15]. In
the frequency region ν > g*, the run of calculated
absorption and reflection curves substantially depends
on the features of damping. In the limiting case of the
absence of hole scattering at the surface of Si nanocrys-
tals (s =  = 0), the damping is frequency-indepen-
dent, and α depends on ν only slightly. The existence of
a frequency-dependent component of damping causes a
sharper fall in the α(ν) dependence with frequency and
simultaneously a smoother run of R(ν) in the vicinity of
the plasma minimum (see Fig. 5b). Such characteristics
of the absorption and reflection spectra agree well with
the experimental curves (see Figs. 2, 3), which confirms
the validity of the chosen model of decay. It is also
noteworthy that it is necessary to take into account
simultaneously the multilayer interference and the
absorption in the mesopor-Si layer in order to describe
the reflectance of this layer correctly (see Figs. 2, 5b).

Figure 6 shows the spectra of absorption and reflec-
tion for one of the as-prepared samples. These spectra
were measured and calculated by the approximation of
experimental curves. For the approximation, the param-
eters νp, g*, and  were varied. It was established

above (see Fig. 5) that  affects α(ν) and R(ν) only in

α 4πνκ,=

ñ ñ εeff

R R0 1
1 R0–( )2 2αd–( )exp

1 R0
2 2αd–( )exp–

--------------------------------------------------+ ,=

R0
n 1–( )2 κ2+

n 1+( )2 κ2+
-------------------------------.=

g1*

g1*

g1*
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the low-frequency region. Therefore, the choice of val-
ues of νp and g* for the description of the experimental
results is rather strict. The good agreement obtained
between the calculated and experimental dependences
makes it possible to determine the parameters of the
model.

The experimental spectra were approximated by the
calculated spectra; as a result, we obtained g* = 1100,
1100, and 1150 cm–1 and νp = 1780, 1640, and
1900 cm–1 for the layers of as-prepared mesopor-Si
with j = 25, 50, and 75 mA/cm2, respectively. For all the
samples, the approximately constant value of  was
~103 cm–1. A similar analysis was also carried out for
the layers aged in air and prepared with the same values
of j. The found values of νp yield, according to for-
mula (3), the concentrations of free holes listed in the
table. One can see that, for as-prepared mesopor-Si,
Np = (1.1–1.5) × 1019 cm–3, while for naturally oxidized
samples this concentration decreases to Np = (1.0–1.4) ×
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1018 cm–3. This result is in good agreement with the
experimentally measured decrease in the absorption
factor at free carriers (see Figs. 3, 4).

At first glance, the absence of a decrease in Np and
even its certain increase with increasing layer porosity
is somewhat unexpected, since the measured coeffi-
cient of absorption at free carriers decreases in this case
(see Fig. 3). However, it is noteworthy that the found
values of Np, according to the model, characterize the
concentration of free carriers inside the nanocrystals,
i.e., with no allowance made for the space occupied by
voids. An increase in the value of Np for the samples
with higher porosity can be attributed to an increase in
the relative concentration of the doping impurity
(boron). Indeed, as was established experimentally in
[8], the ratio between the concentrations of B and Si in
mesopor-Si increases with increasing porosity. This
fact is associated with the preferential removal of Si
atoms during electrochemical etching in a hydrofluoric
acid solution. Our values of Np are consistent with an
increase in relative B concentrations and at the same
time indicate that only a small fraction (<10%) of the
retained impurity is active and produces free holes in
mesopor-Si. The incomplete activation may be caused
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Fig. 6. Measured (thin line) and calculated approximation
(thick line) spectra of (a) absorption coefficients and (b)
reflectances for mesopor-Si prepared at j = 50 mA/cm2.
by an increase in the binding energy of acceptors in Si
nanocrystals surrounded by an insulator medium with
lower permittivity (“dielectric confinement” [9]). In
addition, equilibrium holes can be captured at the sur-
face by the traps associated with dangling Si bonds and
adsorption complexes with the involvement of water
molecules, as our results for meso-PS samples aged in
air indicate.

5. CONCLUSION

Thus, we investigated the IR absorption and reflec-
tion spectra of mesopor-Si layers formed on heavily
doped Si substrates. The experimental results indicate
that free holes make a noticeable contribution to the
optical characteristics of as-prepared layers and that
this contribution decreases during natural oxidation of
the samples. The measured absorption and reflection
spectra are explained well in the context of the sug-
gested model based on the Bruggeman effective
medium approximation and the Drude classical model
with a correction for the additional surface scattering of
carriers. For as-prepared mesopor-Si layers, the con-
centrations of free holes in Si nanocrystals found by fitting
to the experimental data are equal to Np = (1.1–1.5) ×
1019 cm–3. This value is an order of magnitude smaller
than Np for the single-crystal substrate. For the meso-
por-Si samples aged in air, an additional decrease in Np

is observed and is attributed to hole trapping at the sur-
face states that arise. The dependence of Np and scatter-
ing parameters of holes in Si nanocrystals on the degree
of porosity of the layers is investigated. It is concluded
that Np may increase in high-porosity samples of as-
prepared mesopor-Si. The results obtained show that high
concentrations of equilibrium carriers in mesopor-Si are
attainable and that it is possible to control this concen-
tration by varying the conditions of formation and stor-
age of the samples.
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Abstract—The photoconductivity of films of an amorphous molecular semiconductor based on poly-N-
epoxypropylcarbazole with high contents of organic dye molecules and films of a polymer composition with
organic dye aggregates is studied. It is found that the dependence of the photoconductivity activation energy on
the external electric field disappears as one passes from polymer compositions of the former type to those of
the latter. The experimental results are explained by assuming that carrier photogeneration and transport in
polymer compositions with regions of quasi-ordered dye molecules, in contrast to amorphous molecular semi-
conductors, take place within such regions. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Materials based on functional polymers and poly-
mer compositions with organic dyes and related com-
pounds that exhibit photoconductivity in the visible and
near infrared (IR) regions are used as media for record-
ing and displaying optical information, solar energy
conversion, and light emission control [1–3]. Such
materials often feature the absence of translation sym-
metry in the molecule distribution; from the viewpoint
of the disorder and structure model, they are solid solu-
tions [4–6]. In general, this is a true solution of three
types of materials in a neutral film-forming binder.
Molecules of two materials in the solid solution are
responsible for electron and hole transport, and mole-
cules of the third material play the role of carrier-pho-
togeneration and/or carrier-recombination centers. In
this case, the transport of electrons proceeds via mole-
cules that have acceptor properties and are spaced at a

distance of Rn =  from each other (Na is the con-
centration of these molecules in polymer composition).
The transport of holes proceeds via molecules that have
donor properties and are spaced at a distance of Rp =

 from each other (Nd is the concentration of these
molecules in polymer composition). Due to the isotro-
pic arrangement and steric factors, the electronic levels
of molecules are not split and remain local. The local-
ization radii of electron wave functions at acceptor mol-
ecules (αn) and holes at donor molecules (αp) can differ.
The transport of carriers proceeds due to tunneling tran-
sitions between local levels of molecules: electrons
between the lowest unoccupied molecular orbitals
(LUMOs) of neighboring acceptor molecules and holes
between the highest occupied molecular orbitals
(HOMOs) of donor molecules. Most of the practically

Na
1/3–

Nd
1/3–
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useful polymer compositions are characterized by the
empirically established dependence of the electron and
hole drift mobility (µn and µp) on the external electric
field E and temperature T (see [1, 4]):

(1)

(2)

where W0n and W0p are the activation energies of elec-
tron and hole mobility at E = 0; kB is the Boltzmann
constant; T0 is the temperature at which the experimen-
tal dependences (1/T) and (1/T) mea-
sured at various E and extrapolated to the region of high
T intersect; β is the coefficient numerically identical
with the Pool–Frenkel constant,

(3)

q is the elementary charge; ε0 is the permittivity of free
space; and ε is the relative permittivity. We note that the
first cofactors in Eqs. (1) and (2) are similar to the
expression for the probability of a carrier tunneling
transition between localized states [7]. The second
cofactors are similar to the expression for the probabil-
ity that a carrier will overcome the potential barrier
caused by an oppositely charged center, when a carrier
moves in the external electric field [8]. Therefore, the
carrier transport can be conceived as involving diffu-
sion within molecules and carrier hops (tunneling)
between these molecules [1–4].

µn Rn
2 2Rn/an–( )exp∝

× W0n βE1/2–( ) 1/T 1/T0–( )/kB–[ ] ,exp

µp Rp
2 2Rp/ap–( )exp∝

× W0 p βE1/2–( ) 1/T 1/T0/kB–( )–[ ] ,exp

µn( )log µp( )log

β q3/πεε0( )1/2
;=
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As a photon is absorbed by a photogeneration cen-
ter, an electron and hole become separated and can
leave the center and transfer to the LUMO of an accep-
tor molecule and the HOMO of a donor molecule,
respectively. Thus, a Coulomb-bound (geminate) elec-
tron–hole pair (EHP) is formed with the initial distance
r0 between charges in it. The quantum yield Φ0 of the
EHP formation is controlled by intramolecular conver-
sion and interconversion of a molecule of the photoge-
neration center, by the ratio of the HOMO and LUMO
energies of this center and the energies of correspond-
ing molecular orbitals of donor and acceptor molecules,
and by steric factors and spin conversion in the EHP.
EHP carriers can then either become widely separated,
thus forming the free nonequilibrium carriers that are
responsible for photoconductivity, or recombine at the
photogeneration center. For most practically useful
polymer compositions, the photocurrent density jph and
the quantum yield of free carrier photogeneration η can
be expressed by the empirical dependence [4]

(4)

where W0ph is the activation energy of free carrier pho-
togeneration at E = 0 and T0 is the temperature at which
the experimental dependences log(η) on 1/T, measured
at various E and extrapolated to the region of high T,
intersect. We note that, within the model of two-stage
carrier photogeneration via the EHP formation and dis-
sociation, the quantity W0ph can be identified with the
energy of the Coulomb interaction between an electron
and hole in the EHP:

(5)

where r0 is the distance between opposite-sign carriers
in the EHP.

Although the above scheme of carrier photogenera-
tion and transport in polymer compositions corre-
sponds very approximately to reality, this scheme can
be used to detect significant differences between crys-
talline and amorphous vitreous semiconductors [9]. We
note in particular the heavy dependence of the mobility
and efficiency of carrier photogeneration on the activa-
tion energy of these parameters in a zero electric field.
This factor is limiting for polymer-composition appli-
cations in recording media and photoelectric convert-
ers, where high EHP dissociation rates are required
[10] along with high photogeneration efficiency.
Apparently, this circumstance has recently stimulated
interest in compositions containing both nanoparticles
of inorganic semiconductor materials [11, 12] and
organic dye aggregates [13, 14]. It is assumed that the
mobility of nonequilibrium carriers in such materials
can be significantly increased if the carrier transport
proceeds in ordered fragments of polymers; the band
mechanism of transport takes place in these fragments.

jph η Φ0RnRp Rn/αn– Rp/α p–( )exp∝ ∝

× W0ph βE1/2–( ) 1/T 1/T0–( )/kB–[ ] ,exp

W0ph q2/4πε0εr0,=
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However, the photoconductivity can be limited in these
cases due to potential barriers and traps for carriers in
the regions of aggregate–polymer–aggregate hetero-
junctions. Moreover, the problem of changes in the car-
rier photogeneration mechanism in going from polymer
compositions with isotropic spatial distribution of mol-
ecules to polymer compositions with a high dye content
has so far been inadequately studied. The aim of this
study is to compare features of the photoconductivity of
polymer composition films with various contents of
dyes susceptible to and incapable of aggregation, as
well as to clarify the carrier photogeneration mecha-
nism at a high dye content.

2. EXPERIMENTAL

To achieve the above goal, we studied the special
features of optical absorption, photoluminescence
(PL), and photoconductivity of polymer composition
films based on the photoconductive oligomer, poly-N-
epoxypropylcarbazole (PEPC) (I) (see [15])

with additives of dyed boron–fluoride (BF) complexes
(II) [16] and compounds with intramolecular charge
transport (CICT) (III) [17].

Samples were prepared as structures with a free sur-
face (glass substrate)–(PEPC+BF or PEPC + CICT
polymer composition film) and as sandwich structures
(glass substrate)–(conducting SnO2:In2O3 layer)–
(PEPC + BF or PEPC + CICT polymer composition
film)–Al. The BF and CICT content N was varied from
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0 to 70%.1 The PEPC + BF and PEPC + CICT films
were prepared by applying a corresponding amount of
PEPC and BF or CICT solution in tetrahydrofurane
onto glass substrates with or without a conducting layer
and with subsequent drying for 4 h in an oven at a tem-
perature of 80°C. The thickness L of these films (0.5–
5 µm) was measured using an MII-4 interference
microscope. Aluminum contacts were deposited onto
the polymer film surface by thermal evaporation in a
vacuum chamber of a VUP-4M setup at a residual gas
pressure of (2–5) × 10–5 Torr. These contacts were no
thinner than 500 Å. The sandwich structure area was
25 mm2. The spectra of the absorptivity κ and the PL
intensity (IPL) of PEPC + BF and PEPC + CICT films in
the samples with a free surface were measured in the
wavelength range λ = 400–1000 nm using a KSVIP-23
computerized spectrometric system. The sandwich
structure samples were used to measure the photocur-
rent density (jph) when the side of the SnO2:In2O3 elec-
trode is exposed to monochromatic light. As a light
source, an incandescent lamp with a set of light filters
or a He–Ne laser with the wavelength λ = 633 nm were
used. The light intensity I in the range of 0.2–10 W/m2

was varied using neutral light filters. The electric field E
in polymer films (as an electric voltage was applied to
the electric contacts) was varied in the range (1–20) ×
107 V/m. The current kinetics during and after exposure
to light was measured using a storage oscilloscope. To
measure the dependences of jph on E and T, the samples
were placed in a thermostat with an optical window; the
temperature could be varied from 290 to 360 K. The tem-
perature dependences of jph were used to determine W0ph.

3. RESULTS AND DISCUSSION

The PEPC films without specially introduced addi-
tives do not absorb light, and the samples with a sand-
wich structure with such films do not exhibit a photo-

1 Hereinafter, this refers to the mass fraction.

1.0

0.5

0
500400 600 700 λ, nm

κ/κmax, IPL/IPLmax

1

24
3

1' 2' 3' 4'

Fig. 1. (1–4) Optical absorption spectra κ/κmax and (1'–4')
photoluminescence intensities IPL/IPL max (normalized to
maximum values) of (1, 1') PEPC + 1% BF, (2, 2') PEPC +
50% BF, (3, 3') PEPC + 1% CICT, and (4, 4') PEPC + 50%
CICT films at T = 293 K. The photoluminescence excitation
wavelength is λ = (1', 2') 585 and (3', 4') 620 nm.
conductivity effect in the visible region of the spectrum.
Absorption and photoconductivity is observed in this
wavelength region when BF and CICT additives are
introduced into PEPC.

Figure 1 shows the normalized dependences of κ
and IPL on λ for films of polymer composition with var-
ious BF and CICT contents. As the BF content
increases, the vibrational structure of the absorption
and luminescence spectra in the PEPC films becomes
significantly smoothed beginning from N > 1%, and the
band broadens and shifts to longer wavelengths. This
observation indicates that intermolecular interactions in
the dye–dye system set in; ultimately, these interactions
lead to aggregation [16]. Hence, at a high BF content in
films of polymer composition, regions of sandwich-
structure aggregates are formed, which are character-
ized by an inhomogeneous broadening of allowed elec-
tronic states. The affinity of BF to form aggregates is
caused by the intraionic structure of molecules and the
absence of steric hindrances. In contrast to BF, the
absorption and luminescence spectra do not exhibit
appreciable changes as the CICT content increases in
PEPC films (Fig. 1). This means that there are no strong
interactions between molecules in PEPC films even at
high CICT content, and electronic states remain degen-
erate. The latter is caused by the following. First, the
fluorene base of the CICT molecule contains four nitro
groups; as shown by quantum chemical calculations
[18], two central groups emerge from the molecule
plane and prevent the formation of sandwich-structure
aggregates. Second, the long flexible –C17H35 chain is a
hindrance for neighboring CICT molecules to approach
each other.

In the sandwich-structure samples with PEPC + BF
and PEPC + CICT films, photoconductivity was
detected in the dye absorption region. After the samples
with low dye content and with an applied voltage have
begun to be exposed to light, the electric current flow-
ing through the polymer composition film increases
and reaches its quasi-steady value jph, which varies only
slightly during further irradiation. The current
decreases after the exposure to light; the kinetics of the
photocurrent rise and relaxation is symmetric. At fixed
E, jph increases with I, and the dependence of jph on I
can be analytically expressed as

(6)

where the exponent m = (0.95 ± 0.05). The photocurrent
increases with temperature. Figure 2 shows the results
of jph measurements in the samples with PEPC + 1% BF
and PEPC + 1% CICT films, exposed to light with a
0–0 transition wavelength λ0–0. This quantity was esti-
mated using the value of λ at the intersection point of
the normalized dependences of the absorptivity and PL
intensity of films of polymer composition (Fig. 1). The
dependences of jph on E and T can be approximated by
straight lines in the log jph–E1/2 and log jph–1/T coordi-
nates, respectively, and can be analytically described by

jph Im,∝
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an expression similar to formula (4). We note that, in the
case of the samples with PEPC + 1% BF and PEPC + 1%
CICT films, the dependences (1/T) extrapolated
to high T and measured at various E < 1.2 × 108 V/m
intersect near the temperatures T0 = (490 ± 15) K (Fig. 2).
The activation energies Wph of the photocurrent, which
are determined from the slopes of the dependences

 on 1/T for various E < 1.2 × 108 V/m, decrease
as E increases. The dependences of Wph on E are linear
in the coordinates Wph – E1/2 (Fig. 3, curves 1, 2); the
slope yields (4.6 ± 0.3) × 10–5 eV (V/m)–1/2, which is
close to the Pool–Frenkel constant (see formula (3)) for
ε = 3. The straight lines extrapolated to the point E = 0
intersect with the vertical axis, which allows one to
determine the corresponding photogeneration activa-
tion energies W0ph in the zero field. The results show
that the photoconductivity of polymer composition
films at low dye content is caused by carrier photoge-
neration from dye molecules; hence, the model con-
cepts of photogeneration and transport previously
developed for amorphous molecular semiconductors
[4] are applicable in this case.

However, the differences in the photoconductivity
features of films of polymer composition with BF and
CICT begin to manifest themselves as N increases. For
example, the sandwich-structure samples with PEPC +
50% CICT films, in comparison with PEPC + 1% CICT
films, exhibit the following features:

(i) the kinetics of the photocurrent rise and relax-
ation remains symmetric;

(ii) the exponent m in the dependence (6) decreases
to m = (0.65 ± 0.1);

(iii) the dependences  on E1/2 remain linear,
and the slope decreases only slightly;

(iv) the regions of the dependences (1/T)
extrapolated to high T and measured for various E <
1.2 × 108 V/m intersect but near a higher temperature,
T0 = (510 ± 15) K (Fig. 2); and

(v) the dependences Wph on E are also linear in the
coordinates Wph and E1/2; however, the slope slightly
decreases and the photogeneration activation energy W0ph
in the zero field decreases (Fig. 3).

The results obtained indicate that the basic features
of carrier photogeneration are unchanged as the CICT
content increases; however, the probability of EHP dis-
sociation increases (W0ph decreases). The W0ph decrease
can be explained by the fact that the average distance
between CICT molecules decreases as N increases.
After photon absorption, an EHP can be formed not
only due to a positive charge (hole) release from an
excited CICT molecule to a PEPC carbazole fragment,
but also due to electron transfer from an excited CICT
molecule to an unexcited CICT molecule. In this case,
r0 in formula (5) increases. An additional factor affect-
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Fig. 2. Temperature dependences of the photocurrent in the
sandwich-structure samples with (1–5) PEPC + 1% BF,
(1'–5') PEPC + 50% BF, (6–10) PEPC + 1% CICT, and
(6'–10') PEPC + 50% CICT films with a positive voltage at
the Al electrode for E = (1, 1', 6, 6') 4 × 107, (2, 2', 7, 7') 5 ×
107, (3, 3', 8, 8') 7 × 107, (4, 4', 9, 9') 8 × 107, and (5, 5', 10,
10') 11 × 107 V/m. The excitation light wavelength is λ =
(1–5, 1'–5') 585 nm and (6–10, 6'–10') 633 nm; the intensity
is I = 2 W/m2. The polymer film thickness is L = 2 µm.
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Fig. 3. Dependence of the photoconductivity activation
energy on the electric field in sandwich-structure samples
with (1) PEPC + 1% CICT, (2) PEPC + 50% CICT,
(3) PEPC + 1% BF, and (4) PEPC + 50% BF films with a
positive voltage at the Al electrode, excitation light wave-
length λ = (1, 2) 633 and (3, 4) 585 nm, and excitation light
intensity I = 2 W/m2. The polymer film thickness is L = 2 µm.
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ing the decrease in W0ph may be an increase in ε in
Eq. (5) as the content of CICTs increases. These com-
pounds have a larger intrinsic dipole moment in com-
parison with that of PEPC carbazole fragments. The
above inference is confirmed by a decrease in the slope
of the dependences Wph on E1/2 (Fig. 3) and the previ-
ously obtained data [19, 20] on the features of carrier
photogeneration and recombination in PEPC films con-
taining compounds with intramolecular charge trans-
port and various dipole moments of molecules.

The sandwich-structure samples with PEPC + 50%
BF films, in comparison with the PEPC + 1% BF films,
exhibit the following features:

(i) the kinetics of photocurrent rise and relaxation
becomes asymmetric; after the end of exposure to light,
a slow (a few seconds) component arises in the kinetics
of photocurrent relaxation;

(ii) the exponent m in dependence (6) decreases to
m = (0.65 ± 0.1);

(iii) the dependences  on E1/2 at E < 1.2 ×
108 V/m remain linear and the slope of these plots
decreases only slightly;

(iv) the portions of the dependences of (1/T)
extrapolated to high T and measured for various E <
1.2 × 108 V/m become parallel (see Fig. 2);

(v) the value of Wph is almost independent of E, and
the photogeneration activation energy W0ph in the zero
field is close to (0.1 ± 0.05) eV (Fig. 3).

The results obtained indicate that, as the BF content
increases, carriers are photogenerated not only in indi-
vidual BF molecules, but also in their aggregates. In the
latter case, transitions occur between interacting BF
molecules, whose electronic levels cannot be consid-
ered as degenerate. As nonequilibrium carriers are gen-
erated, the main hindrance for their drift in an external
electric field is potential barriers for the transitions
from molecule to molecule, especially at the aggregate–
PEPC–aggregate interfaces. The activation energy of
these transitions is close to the activation energy of car-
rier release from localized states, whose density is
higher between regions of clustered aggregates, i.e., in
the polymeric binder. Therefore, the activation energy
W0ph of the photocurrent is close to 0.1 eV (Fig. 3) and
corresponds to the activation energy of the hole transi-
tions between PEPC carbazole fragments [21]. An
external electric field increases the transparency of
potential barriers of intermolecular electron transitions,
which manifests itself in the linearity of the dependence
of  on E1/2. The asymmetric kinetic curves (pho-
tocurrent rise at the beginning of exposure to light and
its slow decrease after exposure), as well as the sublin-
ear current–illuminance characteristic, show the effect
of trapping nonequilibrium carriers and their volume
recombination [22]. The latter effect seems to be

jphlog

jphlog

jphlog
caused by different energies of localized states at the
aggregate–PEPC interfaces, where traps can be effi-
ciently generated. Such traps with captured carriers are
also recombination centers [23].

4. CONCLUSION

The main result of this study is as follows. It was
detected that the dependence of the photoconductivity
activation energy on the external electric field changes
as one passes from polymeric compositions that corre-
spond to the model concepts of amorphous molecular
semiconductors to those containing regions of clustered
quasi-ordered structures of organic molecules. As the
dye molecule content increases, the photoconductivity
activation energy decreases and the characteristic tem-
perature T0 in relation (4) increases. In polymer compo-
sitions with regions of dye quasi-ordered molecules, in
contrast to amorphous molecular semiconductors, car-
rier photogeneration and transport take place both
between these regions and within them. In the film vol-
ume near heterojunctions, localized states can be
formed; the trapping of excess carriers by these states
enhances volume recombination. The results obtained
can be used to refine the physical models of carrier pho-
togeneration in materials with organic semiconductor
nanoparticles and, specifically, to develop new media
with a high efficiency of volume radiative recombina-
tion [24].
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Abstract—The effect of elastic flexural strain on electrical conductivity of porous silicon with different pore
morphology and different properties of depletion regions around the pores is studied. Porous layers are formed
using anodic electrochemical etching of the p- and n-Si wafers and have a porosity of 5–68%. It is shown that
specific features of variations in electrical conductivity of porous silicon under the effect of deformation depend
on the structural characteristics of the porous material. In order to explain the results obtained, various physical
models of the charge-carrier transport in porous silicon are used. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Porous silicon (por-Si) is one of the promising
materials in modern electronics and can be used as a
buffer in heteroepitaxy, in active elements of semicon-
ductor devices, components of ultrasonic-electronics
devices, and so on. All these potential applications
require a detailed study of the mechanical properties of
porous layers. Information about the mechanical char-
acteristics of por-Si in scientific publications is very
scanty, and there is no published research on the ten-
soresistive effect in por-Si. In this paper, we report the
results of a comprehensive study of the tensoresistive
effect in por-Si layers with differing morphology and
porosity.

It is well known that por-Si can have porosity in the
range 3–95%. The complexity of any studies involving
por-Si consists in the fact that it is necessary to con-
stantly take into account the structural parameters of
the porous material. It was shown previously [1] that
electrical properties of por-Si can be classed into four
groups, depending on porosity, morphology of pores,
and special features of the formation of depletion
regions around the pores. It is important, that, in each
of the four groups (por-Si1–por-Si4), there exists a spe-
cific mechanism of drift of charge carriers, which gov-
erns not only the electrical conductivity of the material
but also the characteristics of variations in conductivity
with variations in temperature, illumination intensity,
and so on. Low porosity and the absence of depletion in
charge carriers are characteristic of por-Si of the first
group (por-Si1). In this material, drift of charge carriers
occurs over the single-crystal matrix and is described in
the context of the effective-medium theory in the model
of “silicon + pores.” Low porosity and the presence of
depletion regions around pores are characteristic of
por-Si of the second group (por-Si2). In this case, the
charge-carrier transport proceeds over nondepleted
1063-7826/04/3805- $26.00 © 20594
regions of the silicon matrix, according to the effective-
medium theory in a system that consists of silicon,
pores, and depletion regions. Charge-carrier transport
proceeds over the depleted silicon matrix in por-Si of
the third group (por-Si3), where porosity does not
exceed 50% and the processes of depletion encompass
the entire interpore space. The above transport is
described by the theory of heavily compensated disor-
dered semiconductors with small-scale fluctuations.
The por-Si material of the fourth group (por-Si4) has
high porosity and includes the products of electrochem-
ical reactions in the bulk, which envelop the silicon
nanocrystals. The composition of this envelope can
depend on the conditions of anodization and can range
from amorphous hydrogenated silicon a-Si:H to oxide
phases SiOx. In these cases, the drift of charge carriers
can proceed either over the low-resistivity a-Si:H enve-
lope or by hops between nanocrystallites through oxide
interlayers.

According to the data of Zimin et al. [2–5], porous
Si layers of different groups react specifically to exter-
nal effects such as heat treatment at 450–550°C in an
inert medium or irradiation with 2-MeV electrons. We
attempted to solve two main problems in the course of
carrying out this study. First, it was necessary to
describe the quantitative characteristics of the tensore-
sistive effect in por-Si layers that belonged to each of
the four groups (por-Si1–por-Si4). Second, it was of
interest to analyze how the phenomena under study in
porous layers with different morphology can be inter-
preted in terms of the physical models suggested previ-
ously [1] for charge-carrier transport. In this context, it
became necessary to measure additionally the tensore-
sistive effect in the samples of initial crystalline silicon
(c-Si) that were obtained with the corresponding crys-
tallographic orientations.
004 MAIK “Nauka/Interperiodica”
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Table 1.  Conditions of production and parameters of porous layers

por-Si type Substrate Conditions of production P, % dp, µm

por-Si1 n+-Si:Sb, (111) j = 10 mA/cm2 23 48

t = 40 min, an aqueous HF solution (48%)

por-Si2 n-Si:P, (100) j = 10 mA/cm2 5 100

t = 50 min, an aqueous HF solution (48%)

por-Si3 p+-Si:B, (111) j = 10 mA/cm2 20 42

t = 30 min, an aqueous HF solution (48%)

por-Si4 n+-Si:Sb, (111) j = 50 mA/cm2, t = 10–60 min 48–60 72–121

p+-Si:B, (111) Aqueous solution of HF (48%) : (CH3)2CHOH
2. EXPERIMENTAL

Porous layers were formed using anodic electro-
chemical etching of silicon wafers by the Unno–Imai
liquid-contact method [6]. By varying the type of dop-
ing impurity, the electrolyte composition, and the con-
ditions of anodization, we managed to form porous
structures that had porosity P in the range 5–68% and
belonged to one of the four groups, according to the
classification suggested in [1]. The anodization-current
densities j and the electrochemical-treatment times t are
listed in Table 1. The silicon resistivity was chosen as
0.01, 4.5, 0.03, and 0.01 or 0.03 Ω cm in order to obtain
por-Si1, por-Si2, por-Si3, and por-Si4, respectively.
The amorphized film was removed from the por-Si sur-
face using plasmochemical etching. The porosity of the
samples was determined gravimetrically. The thickness
of the por-Si layers dp ranged from 40 to 120 µm. X-ray
diffractometry showed that the phase of the products of
electrochemical reactions was similar to that of amor-
phous silicon in the por-Si4 samples.

The samples of two-layer por-Si/c-Si structures
under study, as well as the reference samples of initial
c-Si, were cut into strips with an area of 20 × 5 mm2.
The long side of the strips was parallel to the primary
flat of the silicon wafer. Aluminum electric contacts
were formed on the por-Si and c-Si surfaces using ther-
mal evaporation with subsequent fusing for 10 min at
300°C. The test structures were glued to a cantilever
that had a constant cross section and was made of elas-
tic steel. One end of the cantilever was rigidly fixed,
while the other end was subjected to flexure that gave
rise to the elastic tensile or compressive strain in the
sample. The long side of the samples was oriented
along the cantilever axis.

The value of strain ε was determined from the
expression

(1)

where a is the distance from the sample center to the
free end of the cantilever, h is the cantilever thickness,
L is the cantilever length, and c is the flexure in the ver-
tical direction. The flexural deformation with tension or

ε 3
2
---ah

L3
------c,=
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compression of the por-Si layer corresponded to the
conditions ε > 0 and ε < 0, respectively. It is well known
[7] that, in the case of a slight homogeneous flexure
(elastic deformation), each volume element in the sam-
ple under study is deformed in the same way as under
simple uniaxial loading. Deformation is effected along
the axis that corresponds to the crystallographic direc-
tion of the primary flat of the silicon wafer for all the
samples under investigation.

The values of strains ε in our experiments were in
the range ±1 × 10–3. These values exceed the intrinsic
strains in por-Si by an order of magnitude [8], which
makes it possible to ignore the latter strains when ana-
lyzing the experimental data. The electrical conductiv-
ity of the test structures was measured both in the dark
and with additional illumination in the visible region of
the spectrum. After removing the deforming force, we
observed a recovery of the conductivity to the initial
values, which indicated that the conditions for elastic
deformation were satisfied. If the measurements were
repeated for the por-Si samples of all groups, we
observed good reproducibility of the results, which
could be related to the structural stability of the material
in the strain range under consideration. In order to char-
acterize quantitatively the tensoresistive effect, we used
the values of relative variation in the resistance ∆R/R0
and the tensosensitivity coefficient for the material
KT = ∆R/(R0ε), where R0 is the resistance of the sample
in the initial state and ∆R is the variation in the sample’s
resistance as a result of deformation.

Taking into account that por-Si resistivity is quite
specific for each of the four por-Si groups [1], we used
different methods of electrical measurements that made
it possible to determine directly the resistance of the
por-Si layer [3].

3. RESULTS

Measurements of the tensoresistive effect in the sin-
gle-crystal n-Si samples showed that the electrical
resistance of the test structures decreased as a result of
flexural deformation with tension and increased as a
result of flexural deformation with compression. For
p-Si single crystals, the situation was opposite. This
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fact is well known for silicon strain sensors [9] and cor-
responds to the cases of negative and positive values of
the tensosensitivity coefficient for n- and p-Si, respec-
tively. The values of relative variation in the resistance
of c-Si and por-Si/c-Si structures for the largest magni-
tude of the strain are listed in Table 2. It follows from
an analysis of the data in Table 2 that the situation for
por-Si is not as predictable as for c-Si. Irrespective of
the type of doping impurity in initial silicon, the resis-
tance of all por-Si1–por-Si4 samples increases as a
result of flexural deformation with compression of the
porous layer and decreases if this layer is tensile-
stressed. It is worth noting that the tensoresistive effect
was not observed in por-Si4 layers to within the exper-
imental accuracy. The KT coefficient in the por-Si1–
por-Si4 layers under study was negative when mea-
sured without illumination and depended on the value
of ε. Dependences of the tensosensitivity coefficient on

Table 2.  Effect of strain on relative variation in the resis-
tance of porous layers of different groups and the corre-
sponding initial single-crystal silicon (n- or p-Si)

Material

Strain ε = 10–3

in the dark with illumination

∆R/R0 (com-
pression)

∆R/R0 
(tension)

∆R/R0 (com-
pression)

∆R/R0 
(tension)

por-Si1 0.050 –0.012 0.051 –0.011

n+-Si:B, (111) 0.046 –0.007 0.044 –0.008

por-Si2 0.098 –0.019 0.082 –0.025

n-Si:P, (100) 0.076 –0.019 0.079 –0.017

por-Si3 0.048 –0.010 –0.035 0.120

p+-Si:B, (111) –0.032 0.100 –0.030 0.100

por-Si4 The tensoresistive effect is not observed
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–50
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–1.2 –0.8 –0.4 0 0.4 0.8 1.2
ε, 10–3

KT
1
2

Fig. 1. Dependences of the tensosensitivity coefficient KT
on strain ε for por-Si1 and initial silicon n+-Si:Sb: (1) for
porous Si and (2) for single-crystal Si.
strain for the por-Si1, por-Si2, and por-Si3 samples
subjected or not subjected to illumination are shown in
Figs. 1, 2, and 3, respectively. The results for the refer-
ence samples of original c-Si are also shown for com-
parison.

4. DISCUSSION

The relative variation in electrical resistance of
por-Si1 as a result of deformation did not exceed 5%
(Table 2) and almost coincided with the corresponding
parameter for starting silicon. Additional illumination
did not affect the magnitude of the tensoresistive effect.
The similarity between the tensoresistive properties of
por-Si1 and those of initial silicon doped heavily with
antimony (Fig. 1) is related to the absence of depletion
regions in por-Si1. In this case, the resistivity of the
porous material, according to the effective-medium
theory [10], is described by the formula

(2)

where ρs and ρp are the resistivities of initial silicon and
the porous layer, respectively. According to formula (2),
the variations in electrical properties of por-Si1 as a
result of deformation should be identical to those of ini-
tial silicon since the elastic strain does not affect the
porosity P in the porous material.

Without additional illumination, por-Si2 featured a
higher tensosensitivity compared to that in initial sin-
gle-crystalline Si (Fig. 2, straight lines 3, 1). However,
under conditions of additional illumination, the tensos-
ensitivity coefficient of por-Si2 was smaller and nearly
coincided with the values for initial silicon. At the same
time, we observed no significant effect of illumination
on tensoresistive properties of single-crystalline sili-
con. The above experimental facts are attributed to the
existence of high-resistivity depletion regions around

ρp ρs
1 P+
1 P–
-------------,=
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3

–50

–60

Fig. 2. Dependences of the tensosensitivity coefficient KT
on strain ε for (3, 4) por-Si layer and (1, 2) initial single-
crystal silicon (1, 3) in the dark and (2, 4) with additional
illumination.
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the pores. If the depletion regions are taken into
account, the resistivity of porous material can be
expressed by the following formula in the context of the
effective-medium theory:

(3)

Here, P* is the effective porosity that involves not only
the volume of the porous space but also the volume
occupied by depletion regions. An increase in the ten-
sosensitivity coefficient for por-Si2 in comparison with
initial silicon is related to the contribution of depletion
regions. A decrease in KT in por-Si2 exposed to illumi-
nation is caused by an increase in the charge-carrier
concentration in depletion regions; as a result, the resis-
tivity of por-Si2 approaches that of initial c-Si owing to
a decrease in the effective porosity.

The change of sign of the tensosensitivity coeffi-
cient from negative to positive was observed in the
por-Si3 samples as a result of additional illumination
(Fig. 3). In addition, the values of KT in por-Si3 under
illumination became close to those in initial c-Si. This
unusual behavior can be explained in the following
way. It is known [1] that effective n-type conductivity is
observed in low-porosity silicon layers formed in
p+-Si:B. This fact is related to the appreciable decrease
in the hole concentration in the single-crystal por-Si3
matrix; as a result, the conductivity of the material
approaches that of intrinsic silicon. This circumstance
accounts for the negative sign of the tensosensitivity
coefficient in the samples that are not exposed to addi-
tional illumination. A drastic increase in the hole con-
centration is observed in por-Si3 as a result of illumina-
tion. Consequently, the material acquires p-type con-
ductivity, which is confirmed by measurements of
thermoelectric power. As a result, the sign of KT
becomes positive, which is characteristic of silicon
piezoresistors with p-type conductivity.

Studies of the por-Si4 layers made it possible to
ascertain that the por-Si4 material did not feature ten-

ρp ρs
1 P*+
1 P*–
----------------.=

–1.2 –0.8 –0.4 0.4 0.8 1.2
ε, 10–3

2 20
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Fig. 3. Dependences of the tensosensitivity coefficient KT
on strain ε for (3, 4) por-Si sample and (1, 2) corresponding
initial single-crystal silicon (1, 3) in the dark and (2, 4) with
additional illumination.
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soresistive properties (to within experimental accuracy)
even at the largest strains. This fact is consistent with
the model of the charge-carrier transport in por-Si4
over the sheath of amorphous silicon that envelops sili-
con crystallites [1, 3]. As shown by Gleskova et al. [11],
the tensoresistive effect is not observed in amorphous
hydrogenated silicon a-Si:H at a strain of 2%; the latter
exceeds the strains used in this study by an order of
magnitude.

5. CONCLUSION

The results of our studies of the effect of elastic
deformation on electrical conductivity of porous silicon
(por-Si) with varying morphology indicate that defor-
mation specifically affects the properties of porous lay-
ers of different types (por-Si1–por-Si4). It is worth not-
ing that the results obtained for por-Si of all four groups
are consistent with the suggested corresponding models
of the charge-carrier transport. In our future research
we plan to analyze the dependence of tensoresistive
properties on porosity for each of the por-Si groups and
evaluate the thermal stability of the tensosensitivity
coefficient.
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Abstract—Nanocrystalline silicon films formed using laser ablation of silicon targets were studied using elec-
tron spin resonance. The measurements were performed in the X band with modulation of the magnetic field at
a frequency of ~100 kHz at temperatures of 300 and 77 K. Two types of spectra were observed. The first type
of spectra is related to the high concentration of dangling silicon bonds in Si nanocrystals and SiOx sheaths of
nanocrystals and are inherent in nanocrystalline silicon (nc-Si) films that do not exhibit photoluminescence in
the visible region of the spectrum. The second type of spectra is related to the presence of E' centers, nonbridg-
ing oxygen hole centers (NBOHC), and peroxide radicals and is characteristic of films with photoluminescence
in the visible region of the spectrum, which indicates that high-barrier SiO2 layers exist in these films. An increase
in the photoluminescence intensity and a decrease in the signal of electron spin resonance were observed in porous
nc-Si films exposed to atmospheric air for a long time. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

After reports on the observation of intense photolu-
minescence (PL) in the visible region of the spectrum
at room temperature in porous silicon (por-Si) obtained
by anodization [1, 2], a large number of publications
concerned with both the clarification of the emission
mechanism and the search for new methods for produc-
ing PL-active nanostructures based on silicon have
appeared. Among these materials is nanocrystalline sil-
icon (nc-Si), which is a nanocomposite (a nanohetero-
structure) in which the Si nanocrystals are embedded in
the SiOx matrix (1 < x ≤ 2). The nc-Si films can be
obtained by various methods; among them, the well-
developed method based on laser ablation of silicon tar-
gets has distinct advantages when composite structures
are formed. This method features a high vacuum purity;
in addition, the composition and structure of the films
can be controlled by varying the laser-radiation param-
eters, the composition and pressure of the reactive or
inert gas in the chamber, the target composition, and
other parameters [3–5]. The following has been estab-
lished: the origin of visible PL in the materials under
consideration is related to the quantum-confinement
effect and the effect of dielectric enhancement; recom-
bination of charge carriers is controlled by annihilation
of electron–hole excitations in quantum dots (QDs) and
by kinetically coupled subsystems of excitons and elec-
tron–hole pairs in quantum wires; and the PL intensity
is governed to a great extent by the degree of suppres-
sion of the nonradiative-recombination channel. It is
well known that the main channel for nonradiative
recombination is related to the presence of dangling sil-
icon bonds at the surface of Si nanocrystals. There is no
definitive conception of specific mechanisms of radia-
1063-7826/04/3805- $26.00 © 20598
tive recombination (for example, for quantum wires,
the mechanisms related to the annihilation of free exci-
tons, self-localized excitons, or those localized at the
Si–O bonds), the mechanisms of Auger recombination
with the involvement of local states, and other pro-
cesses in relation to the production conditions and
structure of the films. Nanocrystals are difficult to study
because their dimensions are 1–5 nm, the area of inter-
nal Si/SiOx surface is large, and the defects both in the
interface region and in the SiOx shell of a nanocrystal
are diverse. In this context, it is very important to ascer-
tain the spectrum of defect-related states in photolumi-
nescent nc-Si films and the relationship between this
spectrum and the conditions of formation of the film in
order to gain insight into both the recombination mech-
anisms in these films and the mechanisms of formation
of the films under consideration.

Electron spin resonance (ESR) makes it possible to
determine the defect types in single-crystal Si (c-Si),
amorphous Si (a-Si), SiOx films, and interfaces. A brief
review of ESR studies of nanosized Si/SiO2 hetero-
structures that exhibit PL in the visible region of the
spectrum can be found in [6]. The complex structure of
ESR spectra in por-Si and the difficulties in identifying
the Pb centers at Si/SiO2 nanocrystal boundaries due to
the random orientation of Si nanocrystals in nc-Si films
were mentioned [6]. Nevertheless, an anticorrelation
between the Pb-center concentration in por-Si and the
PL intensity was observed. There are a number of pub-
lications concerned with measurements of ESR spectra
in por-Si obtained by anodization (see, for example, [7])
and by staining chemical etching [8], as well as in nc-Si
films with Si and Ge QDs obtained by implantation of
Si and Ge ions in SiO2 [9, 10]. However, as far as we
004 MAIK “Nauka/Interperiodica”
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know, there have been no publications on ESR studies
of nc-Si films obtained using the laser ablation of Si targets.

The aim of this study was to identify the main types
of paramagnetic defects and gain insight into their evo-
lution in nc-Si films whose conditions of formation and
luminescent properties have been investigated previ-
ously (see, for example, [5, 11–14]).

2. EXPERIMENTAL

The films with Si nanocrystals in a SiOx matrix were
obtained by pulsed laser deposition using ablation of an
c-Si target exposed to the radiation of a YAG:Nd3+ laser
with a wavelength of 1.06 µm. The laser operated in the
Q-switched mode; the energy in a pulse was ~0.2 J, the
pulse width was 10 ns, and the pulse-repetition rate was
25 Hz [5, 11–14]. Films of type I were deposited from
the direct high-energy flux of particles of the erosion
plume onto a substrate that was 15–30 mm from the tar-
get along the normal. We used argon as the buffer gas
and oxygen as the reactive gas; the gas pressure was
varied from 0.039 to 32 Pa. Films of type II were depos-
ited from the inverse flow of low-energy particles onto
the substrate positioned in the target planet. The depo-
sition was carried out in an Ar atmosphere at a pressure
of ~13 Pa, which was optimal for producing films with
intense PL. Pyroceram and mica platelets with an area
of 15 × 15 mm2 were used as substrates. We also formed
nc-Si films of both types by using an Si target with an
~80-nm-thick Au film deposited on the target surface.
The thickness of the nc-Si films was ~0.9 µm. In order
to increase the ESR signal intensity, we cut the sample
into four strips with an area of 3.75 × 15 mm2; these
strips were then glued to each other.

We studied the ESR in the X band at temperatures
T = 300 and 77 K; the magnetic field B was modulated
at the frequency νH = 100 kHz. We determined the num-
ber of paramagnetic defects and the value of the g-fac-
tor from comparison with the ESR of a standard
MgO:Mn2+ sample with a known number of spins; this
sample was placed in the cavity along with the sample
under investigation. The error in determining the num-
ber of defects in these measurements was ~40%; the
relative error in comparing the ESR signals from differ-
ent samples was no larger than ~15%.

3. RESULTS AND DISCUSSION

It was ascertained from the measurements that the
intensity and shape of ESR spectra depend on the con-
ditions of deposition of nc-Si films (Fig. 1). For the
type-I films deposited in an oxygen atmosphere under
its residual or higher (~15 Pa) pressure, a symmetric
line with a Gaussian shape is dominant in the spectrum;
the value of the g-factor for this line varies from 2.0029
to 2.0055 at the point of intersection with the base line,
while the linewidth varies from 1.3 to 0.6 mT (Fig. 1,
curves 1 and 2, respectively) (the spectrum of the first
type). A completely different shape of ESR spectrum
SEMICONDUCTORS      Vol. 38      No. 5      2004
(the spectrum of the second type) is observed for the
type-I nc-Si films deposited at an oxygen pressure of
~6.5 Pa, which is optimal for attaining efficient PL.
This spectrum is similar in shape to that of the type-II
films and is a superposition of several lines (Fig. 1,
curve 3). The number of paramagnetic centers deter-
mined from comparison of integrated intensities of
ESR lines for the sample under investigation and the
standard sample was on the order of 1015 for as-pre-
pared films. On the assumption that the defects are uni-
formly distributed over the film thickness, their concen-
tration varies in the range (1–6) × 1018 cm–3. We did not
detect any difference between the ESR spectra of films
doped with Au and those of undoped films deposited
under identical conditions.

Measurements carried out at a microwave power of
Pmw > 1 mW and at temperatures T = 300 and 77 K
made it possible to identify the defects. The parameters
of the broad ESR lines observed for the type-I films
(Fig. 1, curves 1, 2) remain unchanged as temperature
decreases. The intensities of these lines do not level off
as the power Pmw increases to 50 mW. This behavior is
characteristic of the ESR lines of dangling silicon
bonds that are observed in crystalline and amorphous
Si, where g = 2.0055 [15], and in amorphous SiOx lay-
ers, where the g-factor varies from 2.0055 to 2.0006 as
x increases from 0 to 2 [16]. The defects under consid-
eration can be represented as Si3≡Si– (in Si) and
Si2O≡Si– and SiO2≡Si– (in SiOx).

An appreciable narrowing of the lines and the
appearance of a number of pronounced features in the
low-field portion of the spectrum are observed for the
type-II films at T = 77 K (Fig. 2). As in the case of room
temperature, a narrow line that is observed in the spec-
tra of powders and may be associated with the values
g|| = (2.0017 ± 0.0001) and g⊥  = (2.0000 ± 0.0001) sat-
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Fig. 1. ESR spectra of nc-Si films: (1, 2) type-I films
obtained at an oxygen pressure of (1) 0.039 and (2) 15 Pa
and (3) type-II films. The spectra were measured at νH =
9.379 GHz, Pmw = 0.8 mW, and T = 300 K. The ESR inten-
sities are normalized to the unit volume of the sample.
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urates easily with increasing Pmw (Fig. 2, curve 2). This
behavior and the parameters of the spectra are typical of
E' centers [17], which are the dangling Si bonds in SiO2
and have the configuration O3≡Si–.

Other lines in the spectra (Fig. 2) increase in ampli-
tude as the microwave power increases, which makes it
possible to determine their positions accurately. The
values of the g-factor (g1 = 2.0019 ± 0.0002 and g2 =
2.0072 ± 0.0002) determined for the spectrum desig-
nated as PR in Fig. 2 coincide to within the measure-
ment accuracy with the corresponding principal values
of the g tensor for peroxide radicals in SiO2 [18, 19].
Due to the relatively low intensity of spectrum PR, we
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Fig. 2. ESR spectra of type-II nc-Si films measured at Pmw =
(1) 0.8 and (2) 10 mW, νH = 9.089 GHz, and T = 77 K. Spe-
cial features: g|| = 2.0017 and g⊥  = 2.0000 (E' center,
O3≡Si–); g1 = 2.0019 and g2 = 2.0072 (PR, Si3≡Si–O–O–);
and g1 = 2.0100 and g2 = 2.0010 (NBOHC, O3≡Si–O–).
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Fig. 3. ESR spectra of type-II nc-Si films (1) immediately
after deposition and (2, 3) after exposure to air for (2) 20
and (3) 90 h. The spectra were measured at νH = 9.379 GHz,
Pmw = 0.8 mW, and T = 300 K.
failed to detect the ESR signal in the region of magnetic
fields that corresponded to g3 ≈ 2.067. Apparently, as in
the case of fused-quartz glass irradiated with gamma-ray
photons [18, 19], this portion of the PR spectrum has an
amplitude that is lower by an order of magnitude owing
to the appreciable broadening caused by the spread in the
values of g3. A peroxide radical is an  molecular ion
connected to a single Si atom in the SiO2 matrix; i.e., this
radical has the configuration Si3≡Si–O–O–.

The line detected with confidence at g1 = 2.0100 ±
0.0002 and denoted as NBOHC in Fig. 2 can be
assigned to the nonbridging oxygen hole centers and
has the configuration O3≡Si–O– [20]. Thus, depending
on the deposition conditions, the defects are related
both to the dangling bonds of Si atoms (E' centers) and
to the dangling bonds of oxygen atoms (the NBOHC
and PR centers).

It was found that the intensity of ESR spectra
decreased by no more than 35% as a result of keeping
the type-I samples for half a year in atmospheric air at
room temperature. The ESR intensity decreases sub-
stantially for type-II nc-Si films under the same condi-
tions of oxidation. As can be seen from Fig. 3, this
behavior is mainly characteristic of the E' defects,
whose ESR signal cannot be detected after exposure to
air for a month. At the same time, the lines in the PR
spectrum whose intensity is decreased severalfold can be
detected even after a exposure to air for half a year. The
intensity of ESR spectra for the nc-Si films of type II do
not change if the samples are kept in liquid nitrogen.

Let us compare the results of studying the PL spec-
tra [5, 11–14] with those of studying the ESR spectra
reported here using the same nc-Si films. First of all, it is
noteworthy that the ESR spectra for the films that exhibit
PL and those that do not exhibit PL differ substantially.
As shown by Kaganovich et al. [5], the type-I films
whose ESR spectra are shown in Fig. 1 (curves 1, 2) do
not exhibit PL. The absence of PL was attributed [5] to
specific features of the type-I films grown in a vacuum
chamber under a low residual pressure of oxygen. First,
these films contain mostly large Si nanocrystals in
which there is no quantum confinement of charge carri-
ers and excitons. Second, the shells of such Si nanoc-
rystals have the composition of low-barrier phase SiOx
with x = 1. The concentration of Si nanocrystals is neg-
ligible in the type-I films obtained under a high oxygen
pressure; these films are amorphized SiOx structures
(1 < x < 2).

The ESR studies of these type-I films obtained
under the aforementioned conditions are also indicative
of both the presence of the SiOx phase and the absence
of the high-barrier SiO2 phase. Moreover, a high con-
centration of dangling Si bonds was deduced from the
ESR spectra. Therefore, the conditions for efficient
radiative recombination are not satisfied even if a small
number of Si nanocrystals are present in the film.

O2
–
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The ESR spectra of the second type (Fig. 1, curve 3)
were observed for the films that exhibited PL. These
were the type-I films obtained under optimal oxygen
pressure and the type-II films. According to data
reported previously [5, 11–14], the PL excited by the
radiation of a nitrogen laser is easily detected in the
energy range 1.55–3.2 eV; the PL decay times are
shorter than 50 ns.

The PL parameters of photoluminescent type-I films
changed only slightly (if at all) as a result of exposure
to air, whereas both the PL intensity and the PL decay
time increased as a result of this exposure for photolu-
minescent type-II films. The different behavior of these
two types of films was attributed to the fact that the
porosity of type-I and type-II films differs considerably.
According to ellipsometric data, the porosity amounts
to several percent for type-I films and 20–40% for type-
II films. The role of oxygen as a passivator of nonradi-
ative-recombination centers and as an oxidizer of SiOx
shells (x ≤ 2) to phases with higher barriers due to the
porosity of type-II films manifested itself when these
films were exposed to air for some time. The results of
ESR studies are consistent with the measurements of
PL in the two types of films under consideration from
the standpoint of the evolution of defects. The compo-
sition of defects in type-I films is stable, whereas the
concentration of defects (especially, the E' defects, i.e.,
the dangling Si bonds in SiO2) decreases sharply as a
result of exposure to air. An increase in the PL intensity
and a correlated decrease in the concentration of nonra-
diative-recombination centers are observed after nc-Si
was exposed to air for some time.

According to the studies of PL in the nc-Si films of
type II [11–14], doping these films with Au resulted in
an increase in the PL intensity and stability and in an
increase in the PL decay time by more than three orders
of magnitude (to tens of microseconds). This phenom-
enon was attributed to the catalytic effect of the elec-
tropositive metal (gold) when the Si nanocrystals were
oxidized and to passivation of dangling Si bonds in the
course of the formation of the film.

According to the ESR spectra, there is no difference
between undoped films and films doped with Au, nei-
ther in the defect composition nor in the number of
defects in the form of dangling bonds. In order to
explain this fact, we may assume that dopant Au atoms
(similarly to O atoms) saturate the paramagnetic dan-
gling Si bonds and transform them into diamagnetic
bonds, although this explanation needs verification.
Indeed, neutral centers containing electrons and acting
as nonradiative-recombination centers interact with
nonsaturated dangling Si bonds. An O (Au) atom cap-
tures this electron and saturates the dangling Si bond; as
a result, a positively charged center of radiative recom-
bination comes into existence. When the material is
doped with Au, the number of E' centers can remain
almost unchanged owing to an increase in the volume
of oxide phase as a result of the catalytic effect of Au in
SEMICONDUCTORS      Vol. 38      No. 5      2004
the course of oxidation. The absence of differences in
the defect composition between undoped films and the
films doped with Au can also be caused by the structure
of doped films. For example, the distribution of grains
in sizes is more uniform in undoped nc-Si films than
doped films, according to the data of atomic-force
microscopy that are plotted in the form of a bar chart of
probabilities for grains that have specific diameters.
Only a single characteristic grain size is observed in
undoped films, whereas there are several additional
pronounced characteristic sizes with larger values in
doped films. The appearance of the larger grain sizes is
a result of the activation effect of Au on the crystalliza-
tion process. The larger nonuniformity of the grain-size
distribution in doped films indicates that the structure
of these films is farther from equilibrium and, conse-
quently, is more imperfect. The increased number of
defects detected by ESR compensates for the decrease
in the number of defects, which is conducive to an
improvement in the photoluminescent characteristics of
the films. It is noteworthy that the change in photolumi-
nescent characteristics is also related to the effect of Au
not only on the nonradiative component of recombina-
tion, but also on radiative recombination. As a result,
we have a large variation in PL and an insignificant
variation in the concentration of defects related to dan-
gling Si bonds according to ESR spectra. Neither the
origin of PL nor its mechanism change as a result of
doping. Emission occurs as a result of the annihilation
of electron–hole excitations in Si nanocrystals (zero-
dimensional objects) [11–14]. It is worth noting that the
NBOHC radiative-recombination centers are of no
importance here.

4. CONCLUSIONS

(i) Two types of ESR spectra are observed for nc-Si
films obtained using laser ablation of Si targets. The
first type of spectra is observed for films that do not
exhibit PL in the visible spectral region and indicates
that there is a high concentration of dangling bonds in
Si nanocrystals and the composition of the nanocrystal
shell corresponds to SiOx. The second type of spectra is
observed only for films that exhibit PL in the visible
spectral region. In these films, the E' centers, peroxide
radicals, and nonbridging oxygen hole centers are
detected, which indicates that Si nanocrystals are sur-
rounded by SiO2 high-barrier phase.

(ii) When type-I films deposited from direct flux of
an erosion plume are aged in air, the defect spectrum
remains unchanged according to the ESR data; the PL
intensity does not increase. The same treatment of type-
II films deposited from the inverse flow of erosion par-
ticles leads to both a decrease in the concentration of E'
defects in the SiO2 shell and a correlated increase in the
PL intensity. This result is related to the high porosity
of type-II films.
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Abstract—Electrical transport in layers of porous silicon obtained by electrochemical etching of (110)-ori-
ented single-crystal silicon wafers of p type was studied. It was found that the lateral conductivity and photo-

conductivity of the layers along the [ ] crystallographic axis substantially exceed those along the [001] axis.
The results obtained are explained in terms of the effective-medium model, which takes into account the pres-
ence of potential barriers at boundaries of anisotropically shaped silicon nanocrystals. The exponential depen-
dence of the conductivity of porous silicon on the square root of the applied voltage is interpreted in terms of
the Poole–Frenkel effect. © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Recently, porous silicon (por-Si) has attracted
greater attention from researchers because of the pros-
pects for using it in the development of optoelectronic
devices, such as photoresistors, solar cells, light-emit-
ting diodes, etc. Not long ago, it was discovered that
por-Si exhibits a noticeable anisotropy [1–4]. For
example, por-Si samples prepared on low-symmetry
substrates, e.g., (110)-oriented wafers, show birefrin-
gence at normal incidence of light [2, 3, 5]. Until now,
researchers have focused their attention mainly on the
optical properties of systems of this kind. At the same
time, in order to develop devices with optimal parame-
ters on the basis of anisotropic por-Si, it is worthwhile
analyzing the specific features of carrier transport in
this material. In this study, the conductivity and photo-

conductivity along the [ ] and [001] crystallo-
graphic directions of anisotropically nanostructured
por-Si with a (110) surface orientation were examined.
To analyze the influence exerted by the ambient condi-
tions on the conductivity of por-Si, IR transmittance
spectra were recorded together with electrical measure-
ments.

2. EXPERIMENTAL PROCEDURE

The por-Si layers studied were obtained by electro-
chemical etching of (110)-oriented single-crystal
p++-Si:B wafers (ρ = 1.5 mΩ cm) in a 1 : 1 solution of
HF (48%) with ethanol. The etching current density
was 40 mA/cm2, which corresponds to a 60% porosity
of the sample. The resulting film was detached from the
substrate by sharply raising the current density to
500 mA/cm2 in the course of several seconds. The
thickness of the detached porous silicon layers was
approximately 50 µm. por-Si obtained by this method
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is composed of silicon nanocrystals about 10 nm in

size, which are elongated along the [ ] crystallo-
graphic axis [6].

For photoelectric measurements, aluminum con-
tacts were deposited by vacuum evaporation onto the
surface of the samples in two different configurations:

in parallel with the [ ] crystallographic axis (along
which the nanocrystals are elongated) and perpendicu-
larly to it (i.e., in parallel with the axis [001]). The inter-
electrode spacing was 0.1 mm. The temperature depen-
dences of conductivity and photoconductivity were
studied in the temperature range T = 120–410 K at a
voltage of 5 V across the contacts of a sample. The pho-
toconductivity was measured with a sample exposed to
monochromatic light with photon energy hν = 1.4 eV
and intensity I = 4 × 1016 cm–2 s–1. Transmittance spec-
tra were recorded with a Perkin Elmer Spectrum RXI
FT-IR Fourier spectrometer in the spectral range 500–
4000 cm–1 with a resolution of 4 cm–1 at normal inci-
dence of light.

3. EXPERIMENTAL RESULTS

Figure 1 shows transmittance spectra of por-Si with
a (110) surface orientation, measured using unpolar-
ized IR light. The transmittance spectra were recorded
at room temperature in air (curve 1), in a vacuum with
a residual pressure P = 10–3 Pa (curve 2), and in a vac-
uum with a residual pressure P = 10–3 Pa after annealing
the sample at T = 135°C for 1 h (curve 3). It can be seen
that a noticeable difference between the transmittance
spectra of por-Si samples obtained in different condi-
tions is observed only in the spectral ranges 3300–3500
and 1600–1650 cm–1, which correspond to absorption
by O–H bonds in H2O molecules. It follows from the
figure that, when the residual vapor pressure in the mea-
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suring cell is lowered or a sample is thermally annealed
in a vacuum, water molecules are desorbed from the
surface of por-Si.

It was found that the dark conductivity σd, as well as
the activation energy (EA) of the temperature depen-
dence of the conductivity of the por-Si samples under

study (in both the direction [ ] and the [001] direc-
tions), strongly depends on measurement conditions.
As the residual vapor pressure is lowered, σd increases
and its activation energy decreases. A further increase
in the conductivity and a decrease in EA occur when
por-Si samples are annealed in a vacuum. The electrical
properties of por-Si are stabilized on annealing the
samples in a vacuum with a residual pressure P =
10−3 Pa at T = 135°C for 1 h. Therefore, detailed studies
of the dark conductivity and photoconductivity were
carried out under precisely these conditions.

The measurements performed indicate that the con-
ductivity of por-Si with a (110) surface orientation
exhibits a nonlinear dependence on the voltage applied
to a sample. Figure 2 shows how the dark conductivity

measured along the [ ] (longitudinal conductivity)
and [001] (transverse conductivity) crystallographic
directions depends on the square root of the applied
voltage, U1/2. It can be seen that the dark conductivity
of por-Si exponentially depends on U1/2 and that the
longitudinal conductivity of por-Si substantially
exceeds the transverse conductivity at any of the bias
voltages used in the study.

The temperature dependences of the longitudinal
and transverse conductivity of por-Si are shown in
Fig. 3. It can be seen that the dependences σd(T) are
thermally activated in the entire range of temperatures
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Fig. 1. IR transmittance spectra of por-Si measured at room
temperature (1) in air, (2) in a vacuum at residual pressure
P = 10–3 Pa, and (3) in a vacuum at residual pressure P =
10–3 Pa after annealing a sample at T = 135°C for 1 h.
studied, i.e., σd(T) = σ0exp(–EA/kT), where σ0 is the
preexponential factor and k is the Boltzmann constant.
The value of EA for the longitudinal conductivity is
0.06 eV, which is substantially lower than the activation
energy of the transverse conductivity (0.22 eV). The
preexponential factor for the longitudinal conductivity
is 0.006 Ω–1 cm–1, which is nearly an order of magni-
tude lower than the value σ0 = 0.05 Ω–1 cm–1 for the
transverse conductivity. The fact that σ0 increases as the
activation energy becomes higher is in qualitative
agreement with the Meyer–Neldel rule, which is in par-
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Fig. 2. (1) Longitudinal (along the [ ] crystallographic
axis) and (2) transverse (along the [100] crystallographic
axis) conductivities of por-Si at room temperature vs. the
square root of the applied voltage.
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ticular characteristic of amorphous hydrogenated sili-
con, in which σ0 exponentially grows with EA [7]. It
should be noted that the relative difference between the
longitudinal and transverse conductivities is smaller at
higher temperatures (Fig. 3).

We also studied the influence exerted by the anisotropy
of the structure of por-Si on the photoconductivity σph.
Figure 4 shows temperature dependences of the longi-

tudinal (along the [ ] axis) and transverse (along the
[001] axis) photoconductivity. It can be seen that the
longitudinal photoconductivity exceeds the transverse
photoconductivity in the entire range of temperatures
studied. The relative difference between the longitudi-
nal and transverse conductivities, as well as that
between the longitudinal and transverse photoconduc-
tivities σph, decreases as the temperature increases. It is
also noteworthy that the difference between the longi-
tudinal and transverse photoconductivities is smaller
than that for the dark conductivity.

4. DISCUSSION

The exponential dependence of the dark conductiv-
ity on U1/2 is characteristic of the Poole–Frenkel mech-
anism [8]. It is well known that the Poole–Frenkel
effect consists in the fact that the probability of thermal
ionization of Coulomb centers in solids increases under
the action of an external electric field [8, 9]. In the case
in question, the electric field may enhance the thermal
ionization of impurity atoms and reduce fluctuations of
the potential profile (barriers at boundaries of nanoc-
rystals). This circumstance may lead to an increase in
thermal emission of carriers across the potential barri-
ers at the boundaries of nanocrystals. Previously, the
Poole–Frenkel mechanism of conduction was observed
in por-Si samples (in “sandwich” configuration) pre-
pared from (100)-oriented p-type single-crystal silicon
wafers [10]. It is noteworthy that, in the case of lateral
contacts used in the present study, it is difficult to deter-
mine the parameters of the Poole–Frenkel mechanism
because of the more complex geometric pattern of cur-
rent transport in a sample.

The activation energy of the temperature depen-
dence of the conductivity of the samples studied may be
determined by the position of the Fermi level with
respect to the top of the valence band and by the height
of potential barriers that exist at the boundaries of
nanocrystals and give rise to the thermally activated
behavior of the mobility. The increase in σd on lowering
the residual pressure in the cell or annealing the sam-
ples in a vacuum may be accounted for by desorption of
water molecules from the internal surface of por-Si, as
follows from the transmittance spectra in Fig. 1. As
water molecules on the silicon surface exhibit donor
properties [11], the desorption of water from the bound-
aries of nanocrystals leads to an increase in the density
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of free holes in the material. As a result, the conductiv-
ity increases and its activation energy decreases.

It is known that the anisotropy of optical properties
of por-Si can be successfully accounted for in terms of
the effective-medium model [4, 5]. Note that the effec-
tive-medium model can also be used to describe con-
duction in disordered systems [12]. However, correct
use of this model for describing the conduction in
por-Si requires that the presence of potential barriers at
the boundaries of nanocrystals be taken into account.
Apparently, the material has a certain distribution of
potential barriers by height. As the length of the perco-
lation path (constituted by silicon nanocrystals) in the

[ ] direction is shorter than that in the [001] direc-
tion owing to the shape anisotropy of nanocrystals, the

average height of potential barriers in the [ ] direc-
tion will also be lower than that in the [001] direction.
This will lead to higher values of longitudinal conduc-
tivity and lower values of its activation energy com-
pared to transverse conductivity.

The anisotropy of photoconductivity in por-Si
observed in this study can be accounted for in a similar
way. However, the density of free carriers in a sample
exposed to light increases, and the height of potential
barriers at the boundaries of nanocrystals decreases as
a result of screening. Therefore, the difference between
the longitudinal and transverse photoconductivities
should be less pronounced than that between the longi-
tudinal and transverse conductivities, and this is the
case in the experiment (Figs. 3, 4).
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of por-Si. The photoconductivity was measured with a sam-
ple exposed to light with photon energy hν = 1.4 eV and
intensity I = 4 × 1016 cm–2 s–1.
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5. CONCLUSION

Thus, it was demonstrated that the conductivities
and photoconductivities of por-Si with a (110) surface

orientation are different for the [ ] and [001] direc-
tions. In the authors' opinion, this fact can be accounted
for in terms of the effective-medium model if barriers
at boundaries of nanocrystals, which give rise to the
thermally activated behavior of the mobility, are con-
sidered. The dependence of the conductivity on the
electric field produced by external voltage indicates
that the Poole–Frenkel effect is observed in the por-Si
samples studied.
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Abstract—The design of the active region in InGaAsN quantum well (QW) injection lasers is investigated.
Long-wavelength (1.27–1.3 mm), low-threshold (<400 A/cm2), and high-efficiency (>50%) lasing is obtained
at room temperature from structures based on single InGaAsN QWs in GaAs or InGaAsN barrier layers.
The principal parameters (threshold, temperature, power) of these lasers have been studied in the wide-
stripe configuration. The characteristics of injection lasers with different designs of the active region are compared.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The development of GaAs-based injection lasers for
the 1.3-µm wavelength is a scientific and technological
problem of current practical interest. These systems
offer an alternative to InGaAsP/InP lasers. It is
expected that they will serve as inexpensive elements
for telecommunication systems and allow wide use of
fiber-optic communication in local computer networks.
The fundamental advantage of GaAs-based structures
over InP structures is the possibility of epitaxial grow-
ing of vertical-cavity surface-emitting lasers (VCSELs)
in a single growth cycle.

InGaAsN/GaAs quantum-well (QW) and
InAs/InGaAs quantum-dot (QD) heterostructures are
the main candidates to be used as an active region of
GaAs-based injection lasers operating in the 1.3-µm
range. Injection lasers, both those with Fabry–Perot
resonators [1, 2] and VCSELs with distributed Bragg
reflectors [3], with a lasing wavelength in the 1.3-µm
range were successfully fabricated from both types of
heterostructures.

Technological difficulties encountered in the growth
of the quaternary compound InGaAsN have drawn
attention to the study of different designs of the active
region of QW InGaAsN lasers. These investigations are
necessary in order to develop lasers that meet the
requirements imposed on light emitters for fiber-optic
communication lines.

There exist two principal designs of InGaAsN QW
heterostructures emitting at 1.3 µm. The main differ-
ence is as follows. In the first case, a narrow-gap
InGaAsN layer is inserted between GaAs layers, so that
the band gap in the barrier layers corresponds to the
GaAs band gap. In the other case, the barrier layers are
produced from InGaAsN of another elemental compo-
sition, with a band gap that is narrower than in GaAs
but wider than in the material of the QW. The insertion
1063-7826/04/3805- $26.00 © 20607
of InGaAsN QW between (In)GaAsN layers lattice-
matched with GaAs allows one to vary the parameters
(thickness and composition) of InGaAsN QWs, while
the emission wavelength remains unchanged.

In course of our study, we thoroughly analyzed and
optimized the parameters of MBE growth and tested
various designs of the active region of injection lasers
based on InGaAsN QWs in GaAs and InGaAsN matri-
ces. A comparative analysis of the performance charac-
teristics of these lasers has revealed a significant advan-
tage of the approach based on the use of lattice-matched
InGaAsN layers as the barriers for InGaAsN QWs. The
lowest threshold current density of 390 A/cm2 was
achieved in the wide-stripe configuration with the cav-
ity length of 2000 µm. The lowest transparency current
for this structure was 190 A/cm2. The external differen-
tial quantum efficiency for a device of this configura-
tion (with a cavity length of 2000 µm) in pulsed mode
was 50%. Furthermore, CW lasing with an efficiency of
48% was obtained. The temperature stability of the
threshold current density and lasing wavelength was
studied for both types of lasers.

2. EXPERIMENT

The structures were grown in an EP-1203 MBE
machine equipped with an Epi Unibulb RF Plasma
Source of nitrogen and a solid-state As source. The
active region was grown at 400°C. A laser structure
included a 1.5-µm-thick Al0.35Ga0.65As emitter and a
0.5-µm-thick GaAs waveguide. InGaAsN QWs in
GaAs (structure no. 1) or InGaAsN (structure no. 2)
barrier layers served as the active region. The growth
process was monitored by means of the high-energy
electron diffraction (HEED).

The laser structures were used to fabricate stripe
devices with a stripe width of 100 µm and various cav-
004 MAIK “Nauka/Interperiodica”
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ity lengths (L = 600–2000 µm). The characteristics of
stripe lasers were measured with pulsed injection
pumping with a pulse width of 0.2 µs and a 1-kHz rep-
etition rate. CW lasing was obtained with a stabilized
heat-sink temperature.

3. RESULTS AND DISCUSSION

Figure 1 shows experimental dependences of the
threshold current density Jth on the cavity length L for
lasers based on InGaAsN QWs in GaAs and InGaAsN
barrier layers. As can be seen in the figure, the threshold
current density in lasers produced from structure no. 2
is lower than in those from structure no. 1 in all the
range of cavity lengths. The lowest threshold current
density of 390 A/cm2 was achieved in a laser with a cav-
ity length of 1950 µm. This value ranks among the best
reported data on the threshold current density for
InGaAsN QW lasers operating at wavelengths of about
1.3 µm. A threshold current density of 600 A/cm2 was
obtained in a device with the same cavity length of
1950 µm produced from structure no. 1.

Figure 2 shows experimental dependences of the
inverse differential quantum efficiency 1/ηd as func-
tions of the cavity length L for lasers produced from
structures nos. 1 and 2. For all the cavity lengths, the
external differential quantum efficiency of the devices
produced from structure no. 2 is higher. For a 1950-µm
cavity, ηd was 50%. The maximum 1/ηd = 64% was
obtained in a 800-µm cavity. Internal loss αi in lasers
produced from structures nos. 1 and 2 was calculated
from the experimental dependences of ηd on the cavity
length. With InGaAsN QWs in GaAs barriers used as
the active region, the internal loss was αi = 4.6 cm–1.
The use of InGaAsN barriers lattice-matched with
GaAs reduced the internal loss to αi = 3.6 cm–1. The
internal differential efficiency was the same in both
types of structures, ηi = 80%.
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Fig. 1. Threshold current density Jth vs. the cavity length L
for lasers produced from structure no. 1 (GaAs barriers) and
no. 2 (InGaAsN barriers).
Thus, the use of InGaAsN barriers allowed us to sig-
nificantly reduce the threshold current density, raise the
external differential quantum efficiency, and reduce the
internal loss.

CW lasing in both types of structures was demon-
strated at a heat-sink temperature stabilized at 15°C.
Figure 3 shows experimental dependences of the total
output optical power as functions of the driving current
for lasers with a 2000-µm cavity. A threshold current
density of 420 A/cm2 and an efficiency of 0.47 W/A
were obtained in a laser produced from structure no. 2.
The corresponding data for a laser produced from struc-
ture no. 1 were 550 A/cm2 and 0.39 W/A.

In lasers produced from structures no. 1 and 2, we
also studied the temperature stability of the threshold
current density and lasing wavelength. Figure 4 shows
these experimental dependences for lasers with a
2000-µm cavity. The characteristic temperature T0 for

2.2

2.0

1.8

1.6

1.4

1.2

1.0
400 1000 1600 2200

GaAs

InGaAsN

ηi = 80%
αi = 4.6 cm–1

αi = 3.6 cm–1

1/ηd

L, µm

Fig. 2. Inverse differential quantum efficiency 1/ηd vs. the
cavity length L for lasers produced from structure nos. 1 and 2.
Points represent experimental data; lines, approximation.
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Fig. 3. Total output optical power in the CW mode vs. the
driving current in lasers produced from structure nos. 1 and 2.
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lasers based on InGaAsN QWs in GaAs and InGaAsN
barriers was 85 and 78 K, respectively. Changing the
barrier material from GaAs to InGaAsN resulted in a
small decrease in the characteristic temperature. How-
ever, the temperature dependence of the lasing wave-
length for both types of lasers is the same, with the
coefficient ∆λ/∆T = 0.43 nm/K.
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Fig. 4. Temperature dependences of the threshold current
density Jth and lasing wavelength λ in lasers produced from
structure nos. 1 and 2. Full symbols stand for experimental
data for Jth(T); open symbols, for λ(T). Lines represent
approximation.
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produced from structure nos. 1 and 2. Points represent
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Based on the measured dependences of the differen-
tial efficiency and threshold current density on the cav-
ity length, we calculated the dependences of gain G on
Jth for lasers produced from structures no. 1 and 2;
G(Jth) are presented in Fig. 5. We calculated the gain G0
and the transparency current density J0 from G(Jth).
These values were, for lasers based on structures no. 1,
G0 = 17.5 cm–1 and J0 = 325 A/cm2; for no. 2, 12.5 cm–1

and 190 A/cm2, respectively. The use of InGaAsN bar-
rier layers lattice-matched with GaAs led to a signifi-
cant reduction in the transparency current density com-
pared to the case of GaAs barrier layers but resulted in
the depression of the gain. The minimal value achieved
(J0 = 190 A/cm2) ranks among the best data reported.

4. CONCLUSION

The characteristics of injection lasers based on
InGaAsN QWs inserted between GaAs or InGaAsN
barrier layers were studied. Pulsed and CW lasing was
obtained in devices produced from both types of struc-
tures. The use of InGaAsN barriers in the active region
of a laser reduces the threshold current density and the
transparency current density by a factor of ~1.5 and
raises the external differential efficiency. These trends
are accompanied by a slight decrease (by ~5–7 K) in
the characteristic temperature T0 of lasers based on
structure no. 2 and a decrease in gain G0.
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Abstract—The kinetics of the rise and decay of electroluminescence in an efficient silicon light-emitting diode
that is formed by diffusion and features a high thermal stability of spectral parameters of electroluminescence
in the region of band-to-band transitions is studied for various injection currents. The parameters of the elec-
troluminescence kinetics are compared with effective lifetimes of minority charge carriers and characteristics
of the current kinetics. It is found that the onset of a sharp rise in the electroluminescence intensity is delayed
with respect to the instant when the voltage is applied to the diode; the results of measuring the emission dis-
tribution over the diode area are reported. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The growing interest in the electroluminescence
(EL) of indirect-gap semiconductors is caused by
recent reports [1, 2] on the fabrication of silicon light-
emitting diodes (LEDs) in which the quantum effi-
ciency of the band-to-band EL at room temperature was
almost as high as that for LEDs based on direct-gap
semiconductors. Since it was previously believed that a
high quantum efficiency is unattainable for single-crys-
tal silicon, the effects of various technological factors
and operation conditions for silicon LEDs in the region
of band-to-band recombination have not been studied
in detail. Such studies are important not only for
designing efficient silicon LEDs with emission in the
band-to-band region but also for improving the effi-
ciency of silicon-based LEDs and studying the mecha-
nisms of excitation–deexcitation of these LEDs where
the emission occurs with photon energies that are
smaller than the band gap. Specifically, the latter silicon
LEDs include those in which the EL is caused by exci-
tation of impurity centers (for example, Er3+ or Ho3+

ions [3–5]), centers related to extended defects (dislo-
cations and oxygen precipitates [6–9]), and nanostruc-
tures [10]. The data on band-to-band EL in silicon at
room temperature published so far (in addition to [1, 2],
see also [11–19]) do not give a complete and clear con-
ception of the aforementioned phenomenon, mainly
because a comprehensive approach to research on these
LEDs, in particular, to studies of the EL parameters and
various electrical and structural characteristics of the
LEDs, is lacking. For example, Green et al. [1] did not
study the EL kinetics, the current dependence of the
lifetime (τp) of minority charge carriers in the LED, and
the structural defects in the optically active region of
1063-7826/04/3805- $26.00 © 20610
the diode. It is also worth noting the research in [2],
where dislocation loops were observed in the active
region of a Si LED. A high attained quantum yield was
related to these dislocations [2]; however, the lifetime τp
and the kinetics of the EL rise and decay at different
currents were not measured. The kinetics of the band-
to-band EL for a commercial silicon diode was studied
recently in considerable detail [11]. However, not only
complete data on the technology and structural defects
in the studied devices were lacking, but also the results
of measurements of the lifetime of the minority charge
carriers for various currents were not reported [11].

In [20] we began to describe the results of compre-
hensive research into an efficient silicon LED (the
internal quantum efficiency was no lower than 0.1% at
room temperature) for which an unprecedentedly high
thermal stability of both the band-to-band EL intensity
at the maximum of distribution over the wavelengths
and the position of this maximum was observed [20]. In
this paper, we continue to report the results of further
studies in this field and concentrate on gaining insight
into the EL kinetics and related electrical parameters of
the diode.

2. EXPERIMENTAL

The diodes under investigation were produced using
planar technology on the basis of a ~350-µm-thick
wafer of n-Si with a dopant concentration of ~6 ×
1013 cm–3. After final rinsing in an ammonium–perox-
ide solution, the wafer was oxidized in the atmosphere
of wet oxygen for 2 h at a temperature of 1150°C. The
p–n junctions were formed by boron diffusion through
2 × 2 mm2 windows in the oxide film. Two stages of dif-
fusion were used: predeposition diffusion for 1 h at
004 MAIK “Nauka/Interperiodica”
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950°C from boron nitride and drive-in diffusion for 2 h
at 1150°C in an atmosphere of dry oxygen. The layer of
borosilicate glass was removed using a special etchant
before drive-in diffusion of boron. After the oxide film
was removed from the rear side of the wafer and after
final rinsing, the wafer was additionally doped with
phosphorus from PCl3 for 1 h at 1000°C in a nitrogen
atmosphere. Ohmic contacts were formed by sputtering
of Al in vacuum without additional fusing. A continu-
ous Al layer was deposited onto the rear side of the
wafer; the contact on the front side was formed using
photolithography and had the form of a thin strip along
the perimeter of the p–n junction area. Emission from
the central part (unshielded by metal) of the p–n junc-
tion was focused using a lens system either onto the
entrance slit of an MDR-23 monochromator (when the
EL was measured) or onto the entrance window of an
FD-10 AG germanium photodiode (when the quantum
efficiency or the EL kinetics were measured). The radi-
ation outgoing from monochromator was detected
using an uncooled InGaAs photodiode and a selective
nanovoltmeter. In order to excite the EL in the forward-
current mode, we used a pulsed voltage with pulse rise
and fall times shorter than 0.5 µs and a pulse-repetition
rate of 32 Hz. The time constant of the detection system
was equal to 2.7 µs in measurements of the EL rise and
decay times.

The lifetimes of charge carriers were determined
using the method suggested by Lax and Neustadter
[21]. Provided the condition 0.1 < J1/J0 < 1 is satisfied,
the value of τp is calculated with the following simpli-
fied formula [22]:

(1)

Here, J0 is the amplitude of the forward-current pulse,
J1 is the amplitude of the part of the reverse-current

τ p t1J1/0.2J0.≈
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Fig. 1. Electroluminescence (EL) spectrum of a Si light-
emitting diode at a temperature of 300 K and a current of
100 mA.
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pulse that corresponds to a high reverse conductance of
the diode, and t1 is the duration of this part of the pulse.
It is also worth noting that, according to [23], the effect
of the electric field on the results of measuring τp by the
employed method [21] at a high injection level can be
disregarded owing to the low concentration of doping
impurity in the n-type region. This field arises as a
result of gradual variation in the impurity concentration
in a diffused p–n junction.

3. RESULTS AND DISCUSSION

The EL spectrum measured at T = 300 K is shown in
Fig. 1. The resolution of the monochromator amounted
to 3 nm. The spectrum was corrected for spectral char-
acteristics of both the photodetector and the entire opti-
cal system; the shape of the spectrum is characteristic
of indirect (with involvement of phonons) band-to-
band transitions in single-crystal silicon. Microscopy
studies of angle laps of the samples using selective
etching showed that there were no dislocations and nor
any other extended defects in the base. As a result, dis-
location-related lines in the wavelength range λ = 1.0–
1.6 µm were not observed in the EL spectra. The posi-
tion of the peak in the EL spectrum of the sample under
investigation (at λ = 1.136 µm) was independent of cur-
rent in the entire range of currents under consideration
(20–500 mA).

The EL kinetics at 300 K for the current pulse with
an amplitude of 80 mA is illustrated in Fig. 2; the time
dependence of the current is also shown. The point in
time t = 0 corresponds to the onset of the voltage pulse.
It can be seen that there is a time lag in the onset of the
sharp increase in EL with respect to t = 0; as a result,
the kinetics of the rise in EL is significantly nonexpo-
nential. In Fig. 3, we show the EL time dependences
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Fig. 2. (1) Kinetics of electroluminescence (EL) and (2) the
corresponding current pulse at 300 K and a current-pulse
amplitude of 80 mA.
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measured at various amplitudes of current pulses and
plotted using a logarithmic scale of the time axis. It can
be seen from Fig. 3 that the onset of the sharp increase
in the EL intensity in silicon LED correlates with the
attainment of a steady-state current. The time lag of the
rise in current with respect to voltage in diodes is typi-
cally caused by modulation of the base resistance in a
diode [23]. Apparently, this effect also takes place in
the diode under investigation and causes the time lag
between the onset of the sharp increase in the EL inten-
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Fig. 3. Electroluminescence (EL) kinetics of a Si light-emit-
ting diode at 300 K and currents of (1) 20, (2) 40, (3) 60,
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the corresponding current pulses.
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the average current density.
sity and the instant that corresponds to the application
of a voltage pulse. The kinetics of the EL decay is ade-
quately described using an exponential function with
the decay constant τd. The dependence of τd on the aver-
age current density j (obtained by dividing the current
by the area of the p–n junction) is shown in Fig. 4. It is
noteworthy that the independence of the time of decay
of EL intensity to zero from the current-pulse ampli-
tude was also reported for the diode studied by Dittrich
et al. [11]. As in [11], we observed a decrease in τd in
the diode under investigation as a result of feeding a
reverse voltage (VR) to the diode immediately after ter-
mination of the forward-current pulse. However, the
relative decrease in the EL decay time after the reverse
biasing of the diode with VR = 0.5 V was larger in [11]
than in this study. The promotion of the EL decay as a
result of biasing the diode with a reverse voltage after
the forward-current pulse may be related to the widen-
ing of the space-charge region (SCR). An electric field
in SCR is conducive to a rapid exit of minority charge
carriers from the base and the cessation of EL. In order
to relieve the diode base of charge carriers injected by
forward current, it is necessary that the depth of pene-
tration of these carriers into the base does not exceed
the SCR width after cessation of the forward current. It
is well known [23] that the above depth decreases as
both the diffusion length of minority charge carriers
and the duration of the forward-current flow decrease.
All other factors being the same, the diffusion length
decreases as the lifetime of minority charge carriers
decreases, whereas the SCR width increases as both the
concentration of the doping impurity in the base and the
reverse voltage decrease. The difference between the
aforementioned parameters may be the main reason for
the differences between the effect of reverse voltage on
the EL decay kinetics in this study and in [11]. It is
noteworthy that the interband-EL decay time measured
experimentally in [11] was ~0.1 µs. This value does not
apparently represent the limiting response speed for Si
LEDs with a band-to-band emission spectrum; the time
it took to attain a steady-state forward current for the
diode studied in [11] was no longer than 0.5 µs. Appar-
ently, the small value of this quantity gave no way of
measuring the time lag between the onset of the sharp
increase in the EL intensity and the instant the voltage
pulse was applied. The experimental data of our studies
suggest that feeding the LED in the current-generator
mode can be used to eliminate the time lag between the
onset of the sharp increase in the interband EL intensity
and the instant of biasing the Si LED with a forward-
voltage pulse.

Since the kinetics of the rise in EL intensity in the
diode under investigation was clearly not exponential,
we used the time interval τ0.63 to evaluate the rate of the
rise in EL; during this period, the PL intensity attained
the value 0.63Im (Im is the maximum EL intensity). The
results of measuring the quantity τ0.63 at various current
densities j are shown in Fig. 4; the current-density
dependence of the lifetime of minority charge carriers τp
SEMICONDUCTORS      Vol. 38      No. 5      2004



KINETICS OF ELECTROLUMINESCENCE IN AN EFFICIENT SILICON 613
determined using formula (1) is also shown. Variations
in the quantities τp and τ0.63 are generally similar: both
decrease with increasing current; however, the depen-
dences τp(j) and τ0.63(j) differ significantly from each
other at relatively low current densities. Reverse current
flows through the diode after the forward-bias voltage
from an external source is switched off. The reverse
current is caused by the exit of minority charge carriers
to the external circuit; these carriers are accumulated in
the diode base during the forward-current flow [23]. As
can be seen from Fig. 2, the reverse current initially var-
ies only slightly with time (for a time τ1) in the diode
under investigation; subsequently, this current
decreases rapidly and practically vanishes over time τ2.
The value of τ2 was almost independent of j and was
equal to ~(15–20) µs. The dependence τ1(j) is shown in
Fig. 4. Comparing the kinetics of the EL decay with
that of reverse current in Fig. 3 and also the current
dependences of τ1 and τd in Fig. 4, we may conclude
that the EL (especially at fairly large values of j) almost
ceases to be detected much earlier than is the case with
reverse current. This behavior may be caused by the
fact that the time during which the voltage across the
diode is retained after the forward-bias voltage from an
external source is much longer (severalfold) than the
lifetime of minority charge carriers [23]. The above
persistent voltage is caused by the build-up of the
minority charge carriers in the base. The data obtained
in this study are not consistent with the idea [11] that
the quantity τ1 + τ2 is equivalent to the lifetime of
charge carriers.

Figure 4 also shows the dependence of external
quantum efficiency (ηex) in the diode under investiga-
tion on the current density j. ηex is the ratio between the
number of photons emitted by the diode into the sur-
rounding space and the number of charge carriers
injected into the base. The quantity ηex was determined
from measurements of the current that flowed through
the Si diode, the photocurrent of the Ge photodiode, the
current–power sensitivity of this photodiode, and the
value of the solid angle from which the LED emission
was focused onto the entrance window of the Ge pho-
todiode. It was assumed that the emission distribution
was spatially isotropic. In addition, it was assumed that
all the radiation focused onto the photodiode entrance
window, which was fabricated in the form of a minilens
built into the diode package, was collected in the active
area of the photodiode. For a planar silicon diode, the
ratio between the internal quantum efficiency (ηi) and
the external quantum efficiency is very large due to the
large value of the refractive index n in silicon. The
result of calculation [24] for an LED that was similar in
design to the LED studied by us (however, without a
dielectric film at the surface) yielded ηex/ηi ≈ 0.013 at
n = 3.6. As shown by Emel’yanov et al. [20], the value
of ηex can be several tens of percent smaller if there is
an oxide film (through which the emission leaves the
diode) in the diode under consideration than in the case
where there is no such film. Thus, it is likely that the
SEMICONDUCTORS      Vol. 38      No. 5      2004
value of ηi in the diode under investigation can be larger
than ηex by a factor of 100, i.e., can be as large as
~0.6%. The use of diodes with a special configuration
makes it theoretically possible to increase the ratio
ηex/ηi by more than a factor of 25 in comparison to this
ratio for a planar diode [24]. According to our estima-
tions, the average concentration of minority charge car-
riers injected into the base in the experiments described
above varied from N ≈ 5.5 × 1015 to ~1 × 1017 cm–3

(at j = 10 A/cm2). The value of ηex depends weakly on j
even at N ≥ 3.6 × 1016 cm–3.

The distribution of the interband-emission intensity
over the area of p–n junctions in efficient silicon LEDs
is of great interest. This distribution has not been stud-
ied so far. In this study, the Si LED was positioned
within the field of view of a microscope. We studied the
dependence of the intensity of radiation that was inci-
dent on the photosensitive area of the photodetector
mounted on the eyepiece of the photodetector micro-
scope on the position of the observation on the sample
surface. The field of view was limited by a circle with a
diameter of 0.4 mm. The results of measurements of the
EL-intensity distribution along the direction parallel to
one of the sides of the square sample are shown in
Fig. 5. The results of measuring the EL intensity for sev-
eral arbitrarily chosen directions within the p–n-junction
area varied by no more than 25% under the experimen-
tal conditions described above.

It was shown previously [20] that the value of τp for
the diode under investigation decreased severalfold as
temperature decreased from 300 to 80 K. In Fig. 6, we
show the results of studying the EL kinetics at 300 and
80 K and the current that flows through the diode for the
amplitude-value current of 0.4 A. As the temperature of

5

4

3

2

1

0
3.02.52.01.51.00.50

L, mm

EL intensity, arb. units

Fig. 5. Results of measuring the electroluminescence (EL)
intensity distribution along the direction that is parallel to
one of the sides (with a length of 2 mm) of a square p–n
junction. The distance L is reckoned from the point L = 0,
which is located outside the p–n-junction area.
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measurements decreases, a significant decrease in the
time of attaining the amplitude value of current, the
time lag in the onset of the sharp increase in the EL
intensity, and the rise and decay times of the EL inten-
sity is observed.

4. CONCLUSION

In this paper, as originally in [20], we report the
results of comprehensive studies of an efficient silicon
light-emitting diode that features a high thermal stabil-
ity of spectral characteristics of band-to-band electrolu-
minescence (EL). We studied the kinetics of the rise
and decay of EL, the kinetics of the current flow, and
the lifetimes of minority charge carriers for various cur-
rents. We observed and explained the time lag between
the onset of the sharp increase in EL intensity and the
instant the voltage pulse was applied to the diode. The
distribution of the interband EL intensity over the
p−n-junction area was evaluated for the first time.
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