
  

Semiconductors, Vol. 38, No. 8, 2004, pp. 861–898. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 8, 2004, pp. 897–936.
Original Russian Text Copyright © 2004 by Davydov, Klochikhin.

                      

REVIEW

                                     
Electronic and Vibrational States in InN 
and InxGa1 – xN Solid Solutions

V. Yu. Davydov1 and A. A. Klochikhin1, 2

1Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia
2Institute of Nuclear Physics, Russian Academy of Sciences, St. Petersburg, 188350 Russia

Submitted January 19, 2004; accepted for publication February 2, 2004

Abstract—The review presents the results of optical studies of the fundamental physical characteristics of InN,
the material which remains the least studied among nitrides of Group-III elements. The results of early optical
studies of InN are analyzed and compared with recent data. New experimental facts reported in the review refer
to hexagonal single-crystal epitaxial InN layers with an electron concentration of (1–2) × 1018 to 6 × 1020 cm–3,
which are grown by molecular beam epitaxy (MBE) and metal-organic vapor-phase epitaxy (MOVPE) on
Al2O3 substrates. The aim of this review is to make a joint analysis of optical spectra (absorption, photolumi-
nescence (PL), PL excitation, and photomodulated reflection) near the fundamental band gap. Furthermore,
basic structural and electrical characteristics that have been obtained by a whole range of techniques are given
for epitaxial layers of hexagonal InN. The principal result of recent studies is that the hexagonal InN crystal is
a narrow-gap semiconductor with a band gap of 0.65–0.7 eV. Previously, the band gap of this material was con-
sidered to be 1.89 eV. It is shown that the Burstein–Moss effect accounts for the strong difference between the
band gap and the optical absorption threshold in InN samples with a high concentration of electrons. The small
value of the band gap of hexagonal InN is confirmed by optical studies of InxGa1 – xN solid solutions at high
concentrations of In. Theoretical calculations of the band structure of hexagonal InN crystals are briefly
reviewed. © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION
Recently, indium nitride has attracted considerable

attention both in view of its use in heterostructures
based on GaN in the system of AlN–GaN-InN solid
solutions and by itself, as a material for various semi-
conductor devices [1–3].

1.1. History of the Problem

Synthesis conditions of InN layers are very unfavor-
able because of the low dissociation temperature of the
material [4]. The pronounced lattice mismatch between
InN and single crystals of sapphire, which are the most
appropriate substrates, also causes imperfection of the
epitaxial layers obtained. As a result, it has long been
possible to grow only defective layers, in which the
concentration of free electrons exceeded 1020 cm–3. As
is now clear, optical studies of such InN crystals require
careful analysis of experimental data in a wide range of
energies, since the threshold of interband optical transi-
tions, derived from the absorption coefficient, does not
coincide with the band gap. In early studies, this cir-
cumstance was almost completely ignored. Mainly for
this reason, overestimated (by nearly a factor of 3)
widths of the band gap Eg were obtained (1.9–2.05 eV
[5–8]) and then appeared in reference books.

Analysis of previously published data in terms of
modern knowledge reveals facts that cast doubt on the
correctness of the above value of the band gap of InN.
Some of these facts are presented below.

Until recently, there were no published data on pho-
toluminescence (PL) from InN; however, absorption
and PL spectra of InxAl1 – xN solid solutions at x ≈ 0.47
were used in [9] to estimate the band gap of such a solid
solution to be Eg ≈ 1.7 eV, which is considerably lower
than the known reference values for InN.

In addition, PL bands at 1.7–2.2 eV have been
observed in InxGa1 – xN solid solutions at x = 0.35–0.4
[10–12]. Such a position of the interband PL bands can
hardly be accounted for if the band gap of InN is taken
from reference data.

Finally, mention should be made of a study [13] in
which the absorption edge of single-crystal InN films
grown by plasma-assisted molecular beam epitaxy
(PAMBE) was observed in the range 1.1–1.5 eV.

Nevertheless, the above facts have not been criti-
cally comprehended. The only study [14] in which it
was assumed, on the basis of an analysis of absorption
spectra of InxGa1 – xN solid solutions with 0 < x < 0.42,
that InN may have an optical absorption threshold con-
siderably below 2 eV remains unknown to a wide circle
of readers, because it was published only in conference
proceedings.

As crystalline InN still remains the least studied
among nitrides of Group-III elements, it seems of inter-
est to describe in brief the history of the synthesis and
studies of this material. A detailed description of InN
synthesis by PAMBE, MOMBE, MOVPE, and RF-MBE
techniques can be found in reviews [15–17]. We refer
the reader to these publications and only schematically
outline here the main stages of the development of the
synthesis technology.

The modern technology of the synthesis of InN
crystals originates from the first half of the 1970s; at the
same time a more detailed study of their physical prop-
erties was begun. In the first stage of the investigations,
the main method used to obtain InN films was reactive
sputtering of an indium anode (target) heated by an
electron beam. The chemical reaction proceeded in a
flow of nitrogen activated with an electric discharge in
a hollow cathode. Quartz, sapphire, or glass served as
substrates for the films that were formed [5, 18, 19].
The resulting polycrystalline films of a wurtzite modi-
fication of InN were characterized by a high concentra-
tion of electrons (>1020 cm–3), which probably resulted
from a slow growth rate, low (room) substrate temper-
ature, and insufficiently good vacuum.

The most complete study of the optical properties of
films of this kind was performed in [5]. We will now
discuss the results of this study in more detail. The
threshold of interband absorption in such films with an
electron concentration of 3 × 1020 cm–3 was found to be
2.05 eV. Noteworthy is the unusual energy dependence
of the absorption coefficient. The corresponding curve
is V-shaped: the transparency of the film is the highest
at "ω ≈ 1.2–1.3 eV and steeply decreases when the pho-
ton energy decreases or increases. Such a behavior of
the absorption coefficient was accounted for in [5] in
terms of two different mechanisms: absorption by free
carriers in the low-energy part of the spectrum and
interband transitions at high energies.

The increase in the absorption coefficient from the
minimum value of 6 × 103 cm–1 at "ω ≈ 1.2–1.3 eV to
2 × 104 cm–1 in the range of low energies at "ω ≈ 0.8 eV
was attributed in [5] to a rise in the absorption by free
carriers. The plasma resonance revealed in the reflec-
tance spectrum at "ω ≈ 0.6 eV confirmed this interpre-
tation and indicated that the transmission of a film is
indeed strongly modified by plasma reflectance. Using
data on plasma reflectance and on the interference pat-
tern in the range of transparency, the authors of [5]
found the effective electron mass for InN to be me =
0.11m0. Their further conclusions were drawn on the
assumption that the shift of the optical absorption edge
by the Burstein–Moss effect [20] does not exceed
0.1 eV. Such a small Burstein–Moss shift apparently
conflicts with the high carrier concentration established
on the basis of the plasma reflection observed. There-
fore, to bring to agreement the observed position of the
absorption threshold at about 2 eV, the high electron
concentration of 3 × 1020 cm–3, and the effective mass
me = 0.11m0, the authors of [5] assumed that there are
side minima in the conduction band that lie below the
minima at the G point.

However, if we assume that there are no side minima
below that at the G point, then the shift of the edge of
SEMICONDUCTORS      Vol. 38      No. 8      2004
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interband optical transitions by the Burstein–Moss
effect at a carrier concentration of 3 × 1020 cm–3 and
effective mass me = 0.11m0 should be no less than
1.4 eV. As a consequence, such an estimate would give
a considerably narrower “true” band gap at room tem-
perature, specifically, 0.55–0.60 eV. However, this pos-
sibility was not even considered at that time as a possi-
ble interpretation of the experimental results.

Later, our understanding of the electronic structure
of InN was also determined by the results obtained in
studies of the optical absorption edge [6, 7]. It is the
widely cited results of [7] that served as a basis for the
conclusion that the band gap is within the range 1.9–
2 eV. The first of these two papers reported that InN
films with an electron concentration of 2 × 1016–1 ×
1017 cm–3 were obtained by RF sputtering of indium tar-
gets preliminarily enriched with nitrogen [6]. In [7], a
room-temperature electron mobility of 2700 cm2/(V s)
and a band gap of about 1.89 eV were reported for these
samples. It is noteworthy that such electron concentra-
tions and mobilities in InN were not be achieved in any
later studies. The fact that such record characteristics for
a film with an electron concentration of 1017 cm–3 [7]
contradict the observed absorption spectrum remained
unnoticed. This spectrum practically coincided with
the spectrum [5] for a material with an electron con-
centration of 3.3 × 1020 cm–3. This coincidence prima-
rily refers to the plasma reflection edge in both spectra
in the same spectral range, which indicates that the car-
rier concentration was determined in [7] with an error
of at least three orders of magnitude. However, the
authors disregarded this inconsistency in the experi-
mental data.

1.2. Advances in Synthesis Techniques

Success in studies of InN has primarily been
achieved through improvement of the synthesis tech-
nology, which, however, has not been as a fast as
desired because of a number of fundamental difficul-
ties. Among them are the following:

(i) the low dissociation temperature of InN (500°C
[21], 550°C [22], and 630°C [23]), which is determined
by the relatively low In–N bonding energy and
depends on the external pressure of the N vapor on the
InN surface;

(ii) the fast rise in the equilibrium pressure of N2
when the growth temperature TS is raised, which begins
at 470°C according to theoretical predictions [24] or at
450°C, as recently established experimentally in a
study of the evaporation of InN in a vacuum [25], and
results in the fact that the film surface is rapidly
depleted of nitrogen; and, finally,

(iii) the low pyrolitic efficiency of ammonium NH3
at low growth temperatures, which is a critical factor
for metal-organic vapor-phase epitaxy (MOVPE).
Moreover, the surface mobility of atoms decreases at
SEMICONDUCTORS      Vol. 38      No. 8      2004
low temperatures, which makes the growth of high-
quality films problematic.

Like films of other nitrides of Group-III elements,
InN films are grown on substrates made of foreign
materials. In this case, it is impossible to find a material
that is well lattice-matched with InN and has about the
same thermal expansion coefficient. Under these condi-
tions, the nitridation of the substrate, the formation of a
buffer layer, and the initial stage of the growth process
have a very strong effect on the perfection of a hete-
roepitaxial InN film, as do such parameters as the
growth temperature TS, the In/N flux ratio, and the
growth rate. Compared with other materials, (0001)
sapphire (Al2O3) substrates are more frequently used
for heteroepitaxy of InN because they have a hexagonal
symmetry and are readily available. In addition, (111)
and (100) Si substrates are used, but the quality of the
resulting material is low because of the mixing of cubic
and hexagonal phases of InN [26]. Attempts have also
been made to grow cubic InN on (100) GaAs substrates
with an InAs buffer layer [27]. However, even with a
well-formed GaN layer as a buffer, the lattice mismatch
is rather strong (~12%), which leads to the formation of
structural defects because of the relaxation of elastic
stresses.

Metal-organic vapor-phase epitaxy was not used to
grow InN before 1989, when it was first employed in
combination with RF activation of the gas N2 to deposit
InN films onto sapphire at growth temperature TS ≈
500°C [28].

Later, this technique was modified [29–31] both by
using postgrowth annealing at 450–550°C and by
improving the technology of substrate nitridation,
which yielded InN films with better structural proper-
ties. However, the electrical and optical parameters of
these films, such as the electron concentration (5 ×
1019 cm–3) and optical absorption threshold (~1.97 eV),
remained at the level of characteristics observed for
films obtained by means of plasma sputtering.

Information about single-crystal InN films grown by
the conventional MOVPE technique appeared only in
1989 [14]. The use of a high partial pressure of NH3 in
MOVPE reactors at low or atmospheric pressure made
it possible to raise the growth temperature TS to 550°C
and thereby improve the efficiency of ammonia pyroly-
sis [32, 33]. As a result, it became possible to deposit
onto sapphire, without any additional excitation of
nitrogen, InN films with a somewhat reduced concen-
tration (~5 × 1019 cm–3) and a higher mobility (up to
270 cm2/(V s) at room temperature) of electrons.

A further increase in the TS resulted in an improved
uniformity of epitaxial InN layers [34], and the use of
intermediate GaN layers grown at high temperature on
sapphire yielded a higher room-temperature electron
mobility (700 cm2/(V s)) with a comparatively good
quality of the films and an electron concentration not
exceeding ~5 × 1019 cm–3.
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Considerable progress in synthesis was made when
molecular beam epitaxy with plasma activation of
nitrogen (plasma-assisted molecular beam epitaxy,
PAMBE) was employed [36]. Several research groups
used various methods for the activation of nitrogen,
including electron-cyclotron resonance [13, 37], induc-
tively coupled high-frequency discharge [38, 39], and
even a combination of a metal-organic source of In and
high-frequency activation of N2 [40], to obtain epitaxial
InN layers with an electron concentration of (3–9) ×
1018 cm–3. In this case, the room-temperature elec-
tron mobility was comparable with, or even
exceeded, that in samples grown by MOVPE:
500 cm2/(V s) [40], 800 cm2/(V s) [38], 820 cm2/(V s)
[39], and 1700 cm2/(V s) [13]. With various buffer lay-
ers (AlN [38] and InN [13, 37, 39]) and different nitri-
dation procedures used, it was found that the PAMBE
technique applied at growth temperatures within the
range 470–550°C shows great promise. The improve-
ment of the electrical characteristics of the samples was
accompanied by an increase in their structural perfec-
tion, as indicated by X-ray diffraction analysis [41].

Modern technologies [38, 42, 43] made it possible
to obtain n-InN crystals with an electron concentration
of about (1.0–1.5) × 1018 cm–3. Progress in the synthesis
of comparatively high-quality single-crystal InN films
also made it possible to obtain new information about
the band gap in InN [44–47].

In samples of the new generation, interband PL was
observed for the first time in these crystals [44, 45, 48].
The interband origin of this PL is confirmed by the vari-
ation of the band shape with the electron concentration
and the sample temperature. A comparison of the
parameters of PL obtained for InN crystals with data for
doped GaAs and GaN crystals demonstrated that the PL
observed is due to interband recombination of free elec-
trons and photoexcited holes [15, 44, 45, 48]. A joint
analysis of interband PL and absorption spectra estab-
lished that InN is a narrow-gap semiconductor with a
band gap of about 0.65–0.7 eV. This result was also
confirmed in studies of InxGa1 – xN solid solutions at
high indium concentrations [15, 45, 48, 49].

1.3. Plan of the Review

In Section 2 of the review we consider experimental
and theoretical data on the dynamics of the crystal lat-
tice of hexagonal InN. Experimental data on Raman
scattering and IR absorption and reflection in the spec-
tral range of lattice vibrations form a basis for model
calculations of phonon dispersion curves over the entire
Brillouin zone and of the phonon density-of-states
function. We demonstrate that Raman spectroscopy is a
useful tool for determining the quality of InN samples.

Section 3 of the review is devoted to electronic
states in crystalline InN. It summarizes the principal
results of theoretical calculations of the electronic spec-
tra of InN and data obtained in studying the dielectric
function in a wide range of energies. In addition, we
describe in this section a new approach to the problem
of determining the band gap from optical data. The
approach developed includes, together with an analysis
of transmission and reflectance spectra, a study of PL
and its excitation spectra. We analyze the shape of the
interband PL band in relation to temperature and carrier
concentration and discuss the dependence of the band
gap on the free-carrier concentration. Analysis of the
shape of the interband PL band for samples of varied
quality shows that InN crystals show a significant spa-
tial nonuniformity of electron concentration distribu-
tion, which should also be taken into account in deter-
mining their parameters.

Section 4 of the review is devoted to studies of
InxGa1 – xN solid solutions with a high and intermediate
content of In (0.40 < x < 1). This section discusses the
principal results of optical studies of the band gap of
solid solutions and its dependence on composition.
Vibrational spectra of solid solutions with widely vary-
ing compositions are also presented.

2. VIBRATIONAL SPECTROSCOPY 
OF HEXAGONAL InN

The phonon spectrum is a fundamental characteris-
tic of a crystal, which determines the thermodynamic
properties of a material, kinetic properties of carriers,
and optical properties in the IR spectral range. Such
parameters of a phonon spectrum as the phonon den-
sity-of-states function and phonon dispersion curves
reflect specific features of the crystal structure and
interatomic interactions and provide important infor-
mation about the dynamics of the crystal lattice. As a
rule, information about the phonon dispersion curves
and the phonon density-of-states function is obtained
from neutron scattering experiments. However, InN
single crystals with the dimensions necessary for these
experiments have not been synthesized until now.

Another valuable source of information about the
dynamics of the crystal lattice is Raman spectroscopy.
Studies of first- and second-order Raman spectra yield
information about phonon energies both at the center of
the Brillouin zone and at its boundaries. In addition,
controlled introduction of defects into the samples stud-
ied in turn provides an opportunity to reconstruct on the
basis of Raman spectra another important characteristic
of the phonon spectrum, the phonon density-of-states
function. A major advantage of Raman spectroscopy
over neutron experiments is the possibility of obtaining
information for objects only several tens of micrometers
in size. Together with Raman spectroscopy, IR spectros-
copy is also one of the techniques most frequently used
to study long-wavelength optical phonons.

2.1. Phonons in Hexagonal InN

2.1.1. Selection rules. Like other Group-III nitrides,
InN can crystallize to give a structure of wurtzite or
SEMICONDUCTORS      Vol. 38      No. 8      2004
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sphalerite type (zinc blende). Hexagonal InN crystal-
lizes into a structure of wurtzite with four atoms in the

unit cell and belongs to the  (C63mc) space group.
According to group-theory analysis at the Γ point, the
phonon modes in hexagonal InN are characterized by
the following irreducible representations:

Among optical phonons, the modes of symmetry A1 and
E1 are Raman- and IR-active, modes of symmetry E2
are only Raman-active, and modes of symmetry B1 are
the so-called silent modes; i.e., they are observed nei-
ther in Raman nor in IR spectra [50].

Thus, six optical modes may be observed in a first-
order Raman spectrum: A1(TO), A1(LO), E1(TO),
E1(LO), E2(high), and E2(low).

Table 1 describes the scattering geometries in which
optical phonon modes of various symmetries can be
observed. The Porto notation system is used in the table
and below to describe the scattering geometry, e.g.,
z(xy) . The symbol z before the parenthesis indicates
the direction of propagation of the exciting light, and
the symbol  after the parentheses, the direction in
which scattered light is observed. In the parentheses,
the polarization of the exciting (x) and scattered (y)
light is indicated. The direction z is chosen parallel to
the hexagonal axis, and x and y are mutually orthogonal
and oriented in an arbitrary way in the plane perpendic-
ular to the direction z.

2.1.2. Principal experimental results. The phonon
spectrum of InN was first studied using Raman and IR
spectroscopies on hexagonal films grown on (0001)
sapphire [51–53]. In these studies, frequencies of some
of the six long-wavelength optical phonons in hexago-
nal InN, which can be observed experimentally, were
determined. However, these first studies already dem-
onstrated discrepancies in the measured phonon fre-
quencies and contradictions in determining the symme-
try of the phonons. The frequencies of the phonon
modes, determined in [51–53], and the distribution of
the modes over types of symmetry are presented in
Table 2.

To obtain as full information as possible from
Raman and IR measurements, InN samples with differ-
ent orientations of the optical axis relative to the sub-
strate plane were studied in [54, 55]. Undoped and Mg-
doped InN layers of thickness 0.1–0.7 µm were grown

by MBE on (0001) and ( ) α-Al2O3 substrates
[61, 62]. According to the results of X-ray diffraction
analysis, all the InN layers grown contained only the
hexagonal phase. When a (0001) sapphire substrate was
used, the optical axis of the InN layer was perpendicu-
lar to the substrate surface, whereas in deposition of

InN onto a ( ) sapphire substrate, the hexagonal
axis of the layer was parallel to the substrate plane and
had a fixed direction for each sample. Thus, with a set

C6v
4

Γac Γopt+ A1 E1+( ) A1 2B1 E1 2E2+ + +( ).+=

z

z

1102

1102
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of samples composed of InN layers with different ori-
entations of the hexagonal axis relative to the substrate
plane, it was possible to observe all the six optical
phonons allowed in Raman spectra and to classify them
by types of symmetry.

The Raman spectra were measured at room and low
temperatures in a backscattering geometry with excita-
tion energies in the range 1.83–2.54 eV.

The undoped samples were of n type with an elec-
tron concentration of ~1020 cm–3. The introduction of
Mg during growth made it possible to lower the carrier
concentration in n-InN to ~1019 cm–3.

Figures 1 and 2 show as an example Raman spectra
of undoped n-InN samples grown on sapphire sub-
strates of two orientations, which were measured at an
excitation energy of 2.54 eV. A thorough analysis of the
first-order Raman spectra obtained at room and cryo-
genic temperatures revealed that the polarized Raman
spectra conform well to the selection rules for the
wurtzite structure (see Table 1). The only exception is

Table 1.  Selection rules for optical phonons in a wurtzite
crystal lattice

Scattering geometry Allowed modes

E2, A1(LO)

E2

A1(TO)

E1(TO)

E2, A1(TO)

z yy( )z

z xy( )z

y zz( )y

y xz( )y

y xx( )y

Table 2.  Frequencies of optical phonons (cm–1) in hexago-
nal InN at 300 K

Symmetry of 
a vibration

E
2(

lo
w

)

A
1(

T
O

)

E
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T
O

)

E
2(

hi
gh

)

A
1(

L
O

)

E
1(

L
O

)

B
1(

lo
w

)

B
1(
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gh

)

Experiment

[51] 495 596

[52] 491 590

[53] 87 480 476 488 580 570 200 540

[54, 55] 87 447 475 488 586 593 220 565

[56] 443 477 491 590

[57] 445 472 488 588

[58] 88 440 490 590

Calculation

[57] 104 440 472 483 270 530

[58] 93 443 470 492 589 605 202 568

[59] 83 443 467 483 586 595 225 576

[60] 85 449 457 485 587 596 217 566
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the line at 593 cm–1, which was only observed in the
forbidden-scattering geometry x(zz)  (Fig. 2); this line
was attributed to the phonon of symmetry E1(LO). As
an indication that the above mode was correctly attrib-
uted to the phonon of symmetry E1(LO), it was noted
that the value of its energy doubled coincides with the
high-frequency boundary of the two-phonon spectrum
(Fig. 1, inset). The frequencies of all the six Raman-
active modes in InN [54, 55] and their distribution over
types of symmetry are listed in Table 2.

According to the selection rules in Table 1, the high-
intensity lines in the Raman spectra, with wave num-
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Fig. 1. Polarized room-temperature first-order Raman spec-
tra of a nominally undoped InN sample grown on a (0001)
sapphire substrate. Excitation energy Eexc = 2.54 eV; inset:
second-order spectrum. Taken from [54].
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Fig. 2. Polarized room-temperature first-order Raman spec-

tra of a nominally undoped InN sample grown on a ( )
sapphire substrate. Excitation energy Eexc = 2.54 eV; inset:
the imaginary part of the contribution of A1(TO) and
E1(TO) phonons to the dielectric constant of the lattice; the
result was obtained by a Kramers–Kronig transformation of
experimental data on reflectance at different orientations of
the electric field vector E of the electromagnetic wave with
respect to the c axis: E || c, A1(TO); E ⊥  c, E1(TO). Taken
from [54].

1102
bers in the range 580–596 cm–1, were attributed to
unscreened A1(LO)- and E1(LO)-phonon modes of hex-
agonal InN. At the same time, it should be noted that, as
a rule, the nominally undoped InN films used in this and
other studies had a free-electron concentration exceed-
ing 1019 cm–3. In this case, the interpretation of a spec-
trum in the range of longitudinal optical vibrations and
identification of the absolute spectral position of LO
phonons require that the interaction of the LO phonons
with collective excitations of free carriers be taken into
account.

2.1.3. Phonon–plasmon modes. The spectrum of
phonon–plasmon excitations is generally given by the
solution to the equation [63]

(1)

where (ω) and (ω) are the contribution of
interband transitions and that of free carriers to the
dielectric susceptibility of a crystal, respectively, and
ωLO and ωTO are the frequencies of longitudinal and
transverse optical vibrations. The dielectric susceptibil-
ity of the crystal lattice χL(ω) is related to other param-
eters of the crystal by

(2)

For wide-gap crystals in which the energy range of
interest is substantially narrower than the band gap,
"ω ! Eg, the frequency dependence of the interband
contribution to the dielectric susceptibility can be disre-

garded and it can be assumed that [1 + (ω)] = ε∞.
In the case of crystalline InN, several factors must be
taken into account. A specific feature of crystalline InN
is that the free-electron concentration in this material
reaches high values (which are characteristic of semi-
metals) and may vary widely between different sam-
ples. As a consequence, the plasmon energy may reach
values comparable with the band gap.

In the energy range limited, on one side, by the
energy of an optical phonon and, on the other, by the
optical absorption threshold, the interband contribution

to the dielectric susceptibility [1 + (ω)] varies
considerably. In this case, the threshold of optical tran-
sitions may shift significantly to higher energies, as
shown in the next section of the review, which, in turn,
results in the fact that the interband contribution to the
dielectric susceptibility depends on the free-carrier con-
centration. Therefore, in order to accurately calculate the
spectrum of phonon–plasmon modes, it is necessary to
take into account the dependences of both the electronic
contributions to the dielectric susceptibility on the free-

1 χq
inter ω( ) χq

intra ω( )
ωLO

2 ωTO
2–

ωTO
2 ω2–

------------------------+ + + 0,=

χq
inter χq

intra

χL ω( )
1 χq

inter ω( )+
------------------------------

ωLO
2 ωTO

2–

ωTO
2 ω( )2–

--------------------------.=

χq
inter

χq
inter
SEMICONDUCTORS      Vol. 38      No. 8      2004



ELECTRONIC AND VIBRATIONAL STATES 867
electron concentration. Simplified formulas that disre-

gard the frequency dependence of [1 + (ω)] can
only give a rough estimate.

In the case of doped crystals, the LO phonon and a
plasmon give way to two mixed plasmon–LO-phonon
excitations (PLP) designated as PLP+(q) and PLP–(q)
[64], whose frequencies strongly depend on the free-
carrier concentration. When the plasmon frequency is
low compared with the LO-phonon frequency (not very
high free-carrier concentration), PLP– modes show a
behavior typical of a plasmon, while the PLP+ modes
behave typically like a phonon. In the opposite case
(high free-carrier concentration), the PLP– modes
exhibit a phonon-like behavior and their frequencies
approach the frequency of the TO phonon, which
means that the electric field of the LO phonon is nearly
completely screened by free carriers. In turn, the PLP+

mode shifts to higher frequencies and becomes plas-
mon-like. Both branches have been observed, for exam-
ple, in GaN crystals [65–67].

At the same time, there are examples where a band
appears in the Raman spectra of samples with high car-
rier concentration, e.g., n-GaAs [64], at the frequency
of an unscreened LO phonon. As a rule, two mecha-
nisms are suggested to account for such an unusual
behavior of the phonon modes in Raman spectra: (i) the
existence of a thin carrier-depleted surface layer as a
result of band bending near the surface and (ii) noncon-
servation of the wave vector in scattering and the result-
ing appearance of mixed modes with large wave vectors
in the Raman spectra.

In [56], the existence of a carrier-depleted surface
layer in InN was ruled out on the basis of an analysis of
ellipsometric data. Thus, the band at the frequency of
an unscreened LO phonon in InN with a high free-elec-
tron concentration can be understood if we take into
account the scattering of virtual electron–hole pairs on
structural defects of the crystal lattice, which, in the
end, leads to violation of the wave-vector conservation
law. In this case, LO phonons with wave vectors that
exceed the Landau damping threshold appear in the
spectrum, and the cross section of the Raman spectra is
proportional to the defect concentration [68]. Figure 3
shows the example of spectra of nominally undoped
n-InN films with various electron concentrations,
which are associated with structural defects of the lat-
tice. It is clearly seen that the intensity of the LO band
grows as the electron concentration increases.

For large wave vectors, the PLP– mode shifts at a
given free-carrier concentration to frequencies higher
than that of the TO phonon and approaches the fre-
quency of an unscreened LO phonon from below [64].
Thus, we may consider that the spectral position of the
phonon modes in the range 580–596 cm–1 does corre-
spond to unscreened phonons of symmetry A1(LO) and
E1(LO).

χq
inter
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In addition to the two modes E2 and A1(LO) allowed
by the selection rules for the configuration z(xx)
(Fig. 1), one more band is observed in the Raman spec-
trum at a frequency of 445 cm–1. A study of the temper-
ature dependence of the intensity of this band made it
possible to rule out assigning it to a second-order spec-
trum. At the same time, a study of InN samples with dif-
ferent carrier concentrations revealed that this band is
shifted to lower frequencies when the free-electron
concentration decreases (Figs. 3, 4a). This observation
was the reason why this band was attributed to excita-
tions that belong to the lower branch of mixed plas-
mon–LO-phonon modes with small wave vectors. This
interpretation is confirmed by the fact that the line asso-
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Fig. 3. Raman spectra of undoped InN samples with differ-
ent electron concentrations (according to Hall measure-
ments) n: (1) 1 × 1019, (2) 5 × 1019, (3) 1 × 1020, and
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Fig. 4. (a) Raman and (b) IR reflectance spectra of InN:Mg
epitaxial layers with different free carrier concentrations n:
(1) 2 × 1020, (2) 1 × 1020, (3) 5 × 1019, and (4) 1 × 1019 cm–3.
Taken from [54].
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ciated with plasma oscillations in the IR reflection
spectrum shifts from 3500 to 800 cm–1 as the acceptor
concentration increases (Fig. 4b).

One more band has been observed in the Raman
spectra of some InN samples on the low-frequency
wing of the phonon line A1(LO) at 561 cm–1 (Fig. 1). At
present, there is no definitive interpretation of this
band in the literature. However, its position in the
region of high density of phonon states (see below)
indicates that phonons with wave vectors q ≠ 0 are
involved in this case.

In [54, 55], IR reflectance spectra were measured in
the spectral range 200–4000 cm–1 on InN samples

grown on (0001) and ( ) α-Al2O3 substrates at a
beam incidence angle of 20°. The phonon frequencies
of 448 cm–1 for A1(TO) and 476 cm–1 for E1(TO), which
were obtained by means of a Kramers–Kronig analysis,
agree well with the results of Raman measurements
(see inset in Fig. 2 and Table 1). Thus, all six Raman-
active modes in InN, 1A1(TO) + 1A1(LO) + 1E1(TO) +
1E1(LO) + 2E2, were recorded for the first time in these
studies, and their symmetry was determined. The fact
that five of these were measured on the same InN sam-

ple grown on a ( ) α-Al2O3 substrate makes it pos-
sible to obtain a self-consistent pattern of the behavior
of optical phonons in InN under various effects (defor-
mation, temperature, etc.).

The vibrational properties of hexagonal InN were
also studied in [57, 58] by means of Raman spectros-
copy and IR-spectroscopic ellipsometry [56]. The fre-
quencies of optical phonons of varied symmetry
obtained in these studies are also listed in Table 2. The
difference in the frequencies for phonons of the same
symmetry can, in all probability, be attributed to differ-
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Fig. 5. Raman spectra of two undoped InN samples of
unequal quality at two excitation energies.
ent residual strains in InN layers, since all the films
were grown on foreign substrates (sapphire, silicon,
etc.). It may be assumed that the effect of residual strain
on the phonon frequencies is negligible in [57], where
Raman spectroscopy was applied to a study of thick ori-
ented InN wafers. The coincidence of the frequencies
of phonons with E2(high) symmetry, which are the most
sensitive to strain, in [54, 55, 57] indicates that the data
presented in [54, 55] for the six optical phonons were
also obtained on InN layers with an insignificant resid-
ual strain. Apart from the experimentally recorded fre-
quencies of optical phonons, Table 2 also lists data for
zone-center optical phonons in hexagonal InN, which
were calculated from first principles [59] in terms of the
modified valence-force model [58] and in terms of the
perturbation theory with the use of an artificial density
functional [60]. It can be seen that the theoretically cal-
culated phonon frequencies agree satisfactorily with
the experimental data.

In order to study the structural homogeneity of InN
layers across their thickness, different energies of excit-
ing photons are used in Raman scattering measure-
ments [40]. According to the estimates of [56], the
depth of the layer probed when Raman spectra are
excited with photons of energy 2.54 eV (514-nm wave-
length) does not exceed 0.2 µm. The use of exciting
light with a photon energy of 1.9 eV (647 nm), instead
of 2.54 eV, provides a deeper penetration of light into
InN. Figure 5 shows an example of Raman spectra of
two samples, which were measured using the above
two energies of exciting photons. It can be seen that the
two spectra shown in the lower panel differ only
slightly, which indicates that the InN layer under study
is homogeneous across its thickness. At the same time,
the strong difference between the spectra in the upper
panel indicates that the number of structural defects
increases away from the surface into the sample. It is
noteworthy that, when the exciting photons have an
energy of 1.9 eV, the intensity of the Raman spectrum
of InN increases by more than a factor of 10. As the
band gap of the InN samples studied is close to 0.7 eV,
this effect cannot be attributed to a resonance enhance-
ment of the Raman scattering at excitation energies
close to the band gap. This effect has yet not been
explained and requires further research. However, the
strong increase in the intensity of Raman scattering
undoubtedly makes it possible to study very thin InN
layers, e.g., quantum wells.

Raman spectroscopy can also yield information
about the interface between the InN layer and the sap-
phire substrate. For this purpose, it is necessary to ana-
lyze the Raman scattering on an InN layer in the back-
scattering geometry, with observation through a trans-
parent sapphire substrate. Figure 6 shows spectra
obtained under backscattering conditions from the
upper part of the InN layer and from that adjacent to the
substrate. It can be seen that the InN layer adjacent to
the substrate is more defective, which is indicated by
the higher intensity of the band lying at the frequency
SEMICONDUCTORS      Vol. 38      No. 8      2004
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of an unscreened LO phonon. As already mentioned,
the appearance of this band is due to the violation of the
wave-vector conservation law as a result of the scatter-
ing of virtual electron–hole pairs on structural defects
of the crystal lattice. The intensity of this band grows as
the number of structural defects increases.

The good conformity of the polarized Raman spec-
tra of InN with the selection rules for the wurtzite struc-
ture is an indication of the satisfactory quality of the
samples examined. In [54, 55], the anisotropy of the
static dielectric constant was estimated for InN on the
basis of the Liddan–Sax–Teller relation (ε0/ε∞ =

) and on the assumption that, at frequencies
substantially exceeding the frequency of lattice vibra-
tions, the dielectric constant is isotropic and equal to
ε∞ = 8.4 [69]. The anisotropy of the static dielectric
constant of InN was also estimated in [69]. For the ordi-
nary and extraordinary directions these dielectric con-
stants were found to be ε⊥ 0 = 13.4 and ε||0 = 14.4,
respectively. It should be noted, however, that other val-
ues of ε∞, 5.8 [53] and 6.7 [56], are also available in the
literature. That is why the values of ε⊥ 0 and ε||0 cannot
be considered definitively established. However, the
ratio of the static dielectric constants is independent
of ε∞. The anisotropy of the static dielectric constant for
InN was estimated to be ε⊥ 0/ε||0 = 0.91.

2.1.4. Principal characteristics of the vibrational
spectrum of the crystal lattice of InN. In first-order
Raman spectra, only phonons with q ≈ 0 are allowed.
The selection rules that follow from the momentum
conservation law for second-order Raman scattering
require that the sum of the wave vectors q of two
phonons involved in scattering be approximately zero.
Thus, the restrictions on the wave vectors of phonons
involved in two-phonon scattering are less stringent
then those for the single-phonon process, and phonons
from the entire Brillouin zone can be involved. Conse-
quently, two-phonon spectra may contain information
about the density-of-vibrational-states function and
about the behavior of phonon dispersion curves. It can
be seen in the inset in Fig. 1 that mainly longitudinal
phonons predominate in the second-order spectrum of
InN. The band centered near the high-energy edge of
the second-order spectrum is very close in energy to
doubled frequencies of the zone-center phonons with
symmetry A1(LO) or E1(LO). Hence, the conclusion
may be drawn that, at the boundary of the Brillouin
zone, longitudinal phonons should have a lower energy
than that at the G point. The contribution of phonons of
symmetry E2 and A1(TO) to the second-order spectrum
is poorly pronounced; however, it is obvious that the
lower boundary of the second-order spectrum coincides
with the doubled frequency of the zone-center A1(TO)
phonon. This, in turn, means that transverse phonons
should have higher energies at the boundary of the Bril-
louin zone than those at the G point.

ωLO
2 /ωTO

2
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Important information about the width of the band
gap between the regions of optical and acoustic
phonons and also about the energies of silent modes of
symmetry B1 can be obtained by studying structurally
imperfect InN samples. In these samples, the wave-vec-
tor conservation law is violated and, therefore, the
Raman spectrum reproduces the density of vibrational
states. Studies with samples of this kind made it possi-
ble to estimate the frequencies of phonons of symmetry
B1 to be 220 cm–1 for the lower mode and 565 cm–1 for
the upper mode [54, 55].

The whole body of experimental data obtained
made it possible to carry out model calculations of the
lattice dynamics for hexagonal InN and to derive dis-
persion curves for acoustic and optical phonons as well
as the density-of-states function. The dynamics of the
InN lattice was modeled in terms of a phenomenologi-
cal model based on paired interatomic potentials and
the Coulomb potential in the rigid-ion approximation.
The ion charges were chosen in accordance with the
LO–TO splitting observed. The short-range potentials
also accounted for the contributions from neighboring
atoms of the second coordination sphere. The following
parameters were used: the frequencies of optical phonons
at the G point, which were found from first-order Raman
spectra; the frequencies of silent modes, which were eval-
uated from spectra of structurally imperfect samples; the
ion charge, whose value was determined on the basis of
the experimentally observed LO−TO splitting; and pub-
lished values of elastic constants.

The calculated phonon dispersion curves along the
principal directions in the first Brillouin zone and the
density-of-states function are shown in Fig. 7. It can be
seen that the phonon spectrum of InN consists of two
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Fig. 6. Raman spectra of InN measured (1) from the side of
the epitaxial film and (2) from the side of the substrate. The
asterisks denote the vibrational lines of sapphire.
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regions separated by a wide gap. The low-energy region
(0–230 cm–1) includes three acoustic branches, a low-
frequency branch B1, and an optical branch E2(low),
while the upper region (450–600 cm–1) is associated
with high-frequency optical modes.

It was shown in [70] that the density of states can be
reconstructed for GaN and AlN on the basis of experi-
mental Raman spectra of single crystals with a strongly
distorted crystal lattice. The same approach has been
used for InN [54, 55]. MBE-grown InN samples irradi-
ated with nitrogen ions N+ (energy 30 keV, dose 5 ×
1014 cm–2) were studied. In order to exclude the temper-
ature factor, the Raman spectra were recorded at T =
7 K. As can be seen from Fig. 7, the main features of the
calculated function and that obtained from the Raman
spectra of the samples irradiated with N+ are agree well
in the ranges of both acoustic and optical vibrations,
which suggests that the calculations of the crystal lat-
tice dynamics for InN are correct. In later studies, first-
principles calculations and those based on the modified
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Fig. 7. Calculated dispersion curves for phonons and the
density of states for hexagonal InN. For comparison, a
Raman spectrum at T = 7 K of an InN crystal irradiated with
N+ ions is shown. Taken from [54].
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valence-force model and perturbation theory for the
artificial density functional were used to evaluate the
dispersion of phonon frequencies over the entire Bril-
louin zone and the phonon density of states [58–60].
The data obtained agree well with the calculations
[54, 55] in terms of the rigid-ion model. In contrast to
AlN, the phonon spectrum of InN is on the whole sim-
ilar to that of GaN [59, 70, 71]. This is not surprising as
the dynamics of both the lattices is mainly determined
by the motion of nitrogen atoms because of the substan-
tial difference between the masses of the constituent
cations and anions.

Analysis of the dispersion relations for acoustic and
optical phonons allows important conclusions to be
drawn concerning the possible anharmonic decay chan-
nels of optical phonons in InN. It was noted in [59] that
three-phonon decay of the zone-center LO phonon into
two LA or TA phonons with equal frequencies and
opposite wave vectors is impossible for InN. This is so
because ωLO > 2ωLA, TA over the entire spectral range.
Note that it is three-phonon processes of this kind that
are the main decay channel of LO phonons in other
III−V semiconductors. In accordance with the results
obtained, it may be assumed that LO phonons in InN
may decay mainly into TO phonons with large wave
vectors and LA or TA phonons with large wave vectors,
rather than into two acoustic phonons. Such a decay
channel can affect the lifetime of LO phonons and can
thereby govern the effects associated with hot phonons,
which determine the transport properties of hot carriers;
this is important in designing high-speed devices [59].

The calculated density of states was used to evaluate
the lattice heat capacity at constant volume CV for InN.
Figure 8 shows a calculated temperature dependence of
CV, together with the experimental data on heat capac-
ity at constant pressure CP taken from [72]. Note that,
according to [72], the difference CP – CV can be disre-
garded under the atmospheric pressure. It can be seen
that the results of the calculation agree well with the
experimental data over the entire range of measurement
temperatures. Furthermore, the Debye temperature was
determined for InN as a function of temperature (Fig. 8,
inset), as was done for AlN and GaN [73, 74]. The cal-
culated estimate ΘD = 580 K at 150 K agrees well with
the value ΘD = 610 K, which was obtained in experi-
mental heat capacity measurements [72]. The calcula-
tions performed demonstrated that the Debye tempera-
ture for InN at 0 K is 370 K (note: ΘD = 800 K for AlN
and 570 K for GaN [59]).

3. ELECTRONIC STATES IN InN

Until recently, there have been no experimental data
that can be used to gain insight into the band structure
of InN, and the available information was limited to the
results of calculations. The band structure of hexagonal
InN has been calculated in numerous studies [75–79].
The most difficult task in theoretical calculations of the
band structure was to come to a definite conclusion
SEMICONDUCTORS      Vol. 38      No. 8      2004
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about the band gap, whose theoretically calculated
width strongly depends on the choice of model. This
circumstance gave no way of using the results of theo-
retical calculations as a criterion of correctness for
experimental band gap widths.

New experimental data, which demonstrate that
indium nitride should be considered a narrow-gap
semiconductor, posed an additional problem associated
with the violation of the so-called band-gap-common-
cation (anion) rule. This rule states that the energy of
the lowest-energy direct transition at the G point should
decrease in a series of isomorphic crystals as the atomic
number of an anion or cation increases. This rule is
observed for a number of semiconductors: InAs, GaAs,
and AlAs (Eg = 0.42, 1.52, and 3.13 eV, respectively),
as well as the series GaSb, GaAs, GaP, and GaN (Eg =
0.81, 1.52, 2.86, and 3.3 eV). In the case of InN, the
band gap, which is 0.65–0.7 eV according to new data,
is narrower than the band gap of isomorphic InP
(1.46 eV), and this contradicts the common-cation rule.
This problem was theoretically solved only recently
in [78, 79], where band gap widths of 0.8 and 0.85 eV,
respectively, were obtained.

3.1. Band Structure of InN: Theory

AlN, GaN, and InN crystals are distinguished from
other nitrides of Group-III elements by quite a number
of physical characteristics: high ionicity, small inter-
atomic spacings, low compressibility, high heat con-
ductivity, and a high melting point. The band gap
widths of this subgroup of nitrides also vary widely.
A theoretical description of the electronic properties of
nitrides of Group-III elements encounters severe diffi-
culties because of the pronounced difference in elec-
tronic structure between their constituent atoms and
those in more conventional semiconductors. Nitrogen,
which is an element from the first row of the periodic
table of elements, has no p electrons, with the result that
its electron shell is small in size. As a consequence, spe-
cial care should be taken to describe accurately the
wave functions of electrons in the vicinity of the atomic
nucleus [78]. Additional difficulties arise because of the
need to take into account the hybridization of 4d elec-
trons of In and 2s electrons of nitrogen. Moreover, the
striking difference between the sizes of anions and cat-
ions and the difference between their electronegativi-
ties lead to the transfer of a considerable amount of
charge from the cation to the anion and to strong ionic-
ity of the chemical bonds that are formed.

Figure 9 shows spectra of valence bands and the
lowest conduction bands of InN, which were derived
in [78]. The spectra are presented in two variants: for
single-electron excitations proper and for single-elec-
tron excitations taking into account self-energy correc-
tions. The differences between these spectra approxi-
mately correspond to the still existing ambiguity of the
results of calculations.
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Taking into account the fact that the dispersion of
electronic bands in crystals is, as a rule, less dependent
on the details of a calculation procedure, the results of
model calculations of the dielectric constant of InN
obtained in [78] are of considerable interest.

The electric field of the electromagnetic wave of fre-
quency ω, whose wave vector k is directed along the
z axis, varies in the isotropic absorbing medium by the
following law (see, e.g., [80]):

(3)

where c is the speed of light in free space. If the spatial
dispersion is disregarded, the functions η and κ are
functions of only the frequency ε = 1 + χ, which are
related to the complex dielectric constant and, accord-
ingly, to the real and imaginary parts of the dielectric
susceptibility χ of a crystal by

(4)

and

(5)

For a hexagonal crystal, there are two different com-
ponents of the dielectric-susceptibility and dielectric-
constant tensors. The imaginary and real parts of the
corresponding components of the dielectric-constant
tensor ε are shown in Figs. 10 and 11 in a wide energy
range. A characteristic feature of the imaginary part of
the dielectric constant is its relatively weak energy
dependence in the range from the absorption threshold
to about 4 eV. As can be seen from the spectrum of elec-
tronic bands in Fig. 9, this energy range corresponds to
interband transitions from the valence bands to the low-
est conduction band.
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Fig. 9. Calculated band structure of InN. Taken from [78].
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The decrease in the intensity I(z) of the light wave
because of the absorption is described by the expression

(6)

where

, (7)

and κ(ω) is related to the imaginary part of the dielec-
tric susceptibility by expression (5). For comparison of
the calculated results with experimental data on inter-
band absorption, the behavior of the absorption coeffi-
cient near the threshold Eg is of interest. As follows
from the last formula, the frequency dependence of the
absorption coefficient mostly coincides with that for the
imaginary part of the dielectric constant. The results of
a calculation of the absorption coefficients in [78] in
this approximation are shown in Fig. 12. This calcula-
tion disregarded the presence of free carriers in real
crystals or the formation of excitonic states in crystals
in the absence of free carriers.

3.2. Band Structure of InN: Experiment

Recently, the dielectric function of the nitrides GaN,
AlN, and InN was analyzed systematically in a wide
energy range [81]. This study confirmed both the main
results of theoretical calculations [78] and the fact that
indium nitride is undoubtedly a narrow-gap material.

Two types of InN samples, grown by MBE and mag-
netron sputtering, were studied in [81]. A single-crystal
InN epitaxial film of thickness 960 nm was synthesized
by MBE on a (0001) sapphire substrate. Preliminarily,
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Fig. 10. Imaginary part of the dielectric constant of InN.
Taken from [78].
a 10-nm-thick layer of AlN and a 310-nm-thick buffer
layer of GaN were deposited onto the sapphire sub-
strate. The lattice constants were determined from the
symmetric (002) and asymmetric (20.5) Bragg reflec-
tions as a = 3.552 Å and c = 5.686 Å. Hall measure-
ments at room temperature demonstrated that the con-
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Fig. 12. Imaginary part of the dielectric constant (of the
absorption coefficient) vs. the photon energy for an InN
crystal. Taken from [78].
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centration of electrons were n = 8 × 1017 cm–3, and their
mobility was 1500 cm2/(V s).

Polycrystalline films deposited by magnetron sput-
tering onto a silicon substrate were 1210 nm thick.
Their lattice constants were c = 5.786 Å and a = 3.58 Å.

The results of the calculation [78] of the real and
imaginary parts of the dielectric function are compared
with experimental data [81] for a film deposited by
MBE and a sample synthesized by magnetron sputter-
ing in Figs. 13a and 13b. Primarily noteworthy is the
fact that the experimental results for the two types of
samples are markedly different. These differences, as
well as the differences in the lattice constants, are so
great that it is more likely that these samples represent
two crystals of different nature. Particularly charac-
teristic in this regard is the discrepancy in the range
3.5–5 eV. In its nature, this discrepancy resembles the
difference between the electronic spectra of amorphous
and crystalline samples. The data for the film synthe-
sized by MBE agree significantly better with the theo-
retical results.

The absorption coefficients of both types of film are
compared in Fig. 13c. The behavior of the absorption
coefficient of the sample synthesized by magnetron
sputtering is indicative of a high electron concentration
and the corresponding shift of the absorption threshold.
Based on the data on absorption in an MBE-grown film,
the band gap of InN was estimated in [81] to be 0.75 eV.
In our opinion, it should be remembered here that (i) at
a carrier concentration of n = 8 × 1017 cm–3 the real band
gap will be 30 meV below the absorption threshold and
(ii) the exponential decrease in the absorption, which is
observed as the energy decreases, is to be taken into
account in evaluating the position of the absorption
threshold.

3.3. Optical Properties of InN at the Fundamental 
Absorption Edge

The data presented indicate that determining the
band gap in samples with high free-carrier concentra-
tion requires that the influence exerted by free carriers
on the absorption at the threshold be taken into account
in ample detail. Important additional data on the band
gap and on the free-carrier concentration can be
obtained from PL spectra. Below, we discuss the results of
studies in which single-crystal epitaxial InN films were
used to determine the band gap, and spectra of interband
transitions in the vicinity of the absorption threshold and
PL and PL excitation spectra, as well as spectra of photo-
modulated photoreflectance, were analyzed.

As all the samples had quite a high free-carrier con-
centration, neither absorption nor PL spectra could
directly yield the band gap Eg. To evaluate Eg, a joint
analysis of such spectra obtained for a set of InN sam-
ples with different free-carrier concentrations was car-
ried out.
SEMICONDUCTORS      Vol. 38      No. 8      2004
3.3.1. Characteristics of the samples studied. The
first results that clearly indicated that the band gap of
InN is narrow [44–48] were obtained on samples grown
by PAMBE [37], MOMBE [40], and MOVPE [34, 82]
on (0001) sapphire substrates. The samples were nom-
inally undoped.

Taking into account the problem of the quality of the
sample, all the films studied in [44, 45, 48] were prelim-
inarily selected with respect to their structural charac-
teristics.

The crystal structure of the samples was analyzed
using a number of techniques. As indicated by X-ray
spectra, all the samples had a hexagonal structure, with-
out any traces of polymorphism. The lattice constants
were determined from the symmetric and asymmetric
(0002) Bragg reflections to be close to c = 5.7039 Å and
a = 3.5365 Å. Special emphasis was placed on measur-
ing the lattice constants, because it was known that the
lattice parameters of samples used in [7] markedly
differed from the values known for InN. For the best
quality samples, the width of the rocking curves was
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Fig. 13. (a) Real and (b) imaginary parts of the dielectric
function of InN and (c) absorption coefficient. Solid lines:
sample grown by MBE; dotted lines: sample obtained by
magnetron sputtering; data of [81]. Dashed lines: theory [78].
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250–300 seconds of arc. The full widths at half-maxi-
mum (FWHM) of the (0002) reflections for θ–2θ scan-
ning were within 50–60 seconds of arc.

Raman spectra were excited by laser lines with
wavelengths of 641, 514, and 488 nm, which made it
possible to obtain spectra from InN samples at different
depths. The polarization of the Raman spectra con-
formed well with the selection rules for InN crystals of a
hexagonal symmetry. The FWHM of Raman lines of InN
were within the range typical of a well-ordered lattice.

Atomic-force microscopy failed to reveal in the
samples any pronounced columnar structure character-
istic of the samples used in [7]. According to the data
furnished by Auger spectroscopy and the Rutherford
backscattering technique, the content of oxygen in the
samples did not exceed 1 at %. The electron concentra-
tion in most of the samples was in the range from 1 ×
1018 to 4 × 1019 cm–3. The highest mobility of
1900 cm2/(V s) was recorded for an MOMBE-grown
sample with carrier concentration n = 8 × 1018 cm–3. In
addition, samples with a very high carrier concentration
of up to 3 × 1021 cm–3, which were prepared by MOVPE
and magnetron sputtering, were studied.

The absorption coefficient α(ω) was calculated
from absorption spectra, with a correction made for
multiple reflections. The film thicknesses were mea-
sured with a scanning electron microscope.

The measurements were performed in a wide energy
range that included the near-IR region. PbS and InGaAs
diodes served as IR detectors.
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Fig. 14. Optical density spectra of n-InN samples with dif-
ferent free carrier concentrations n: (1) 1 × 1018, (2) 6 ×
1018, (3) 9 × 1018, (4) 1.1 × 1019, (5) 2.1 × 1019, and (6) 3 ×
1021 cm–3.
3.3.2. Interband absorption in heavily doped
semiconductors (Burstein–Moss effect). Figure 14
shows optical density spectra of epitaxial InN films
with a free-carrier concentration in the range from 1 ×
1018 to 3 × 1021 cm–3. It can be seen that, as the free-car-
rier concentration in the samples increases, the absorp-
tion threshold steadily shifts from an energy of ~0.7 eV
for a sample with the lowest electron concentration to
~1.9 eV for that with the highest electron concentra-
tion. It was established that the absorption coefficient
α(ω) rapidly reaches values of ~104 cm–1, which are
characteristic of interband transitions in direct-gap
crystals.

These results demonstrated that a nontrivial specific
feature of InN crystals is the strong dependence of the
absorption threshold on the free-carrier concentration.
Generally speaking, such a behavior is characteristic
not only of InN crystals. Significant shifts of the
absorption threshold, which are accounted for by the
Burstein–Moss effect [20], can also be found in other
heavily doped semiconductors, for example, gallium
arsenide. As demonstrated in [83], the magnitude of the
Burstein–Moss effect can be judged from the shift of
the photosensitivity threshold of the rectifying contacts
n-GaAs–Au, which is a parameter directly related to
the absorption coefficient. Figure 15 shows photosensi-
tivity spectra for a doped n-type GaAs crystal, in which
the free-electron concentration is widely varied. Fig-
ures 14 and 15 show a similar behavior of the absorp-
tion edge with the carrier concentration. A noticeable
difference between the spectra of n-InN and n-GaAs
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Fig. 15. Shift of the photosensitivity spectra of n-GaAs–Au
rectifying contacts with increasing free-carrier concentra-
tion n: (1) 6 × 1016, (2) 6 × 1017, (3) 2 × 1018, (4) 2.6 × 1018,
and (5) 4.4 × 1018 cm–3. According to data of [83].
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arises only for InN crystals with an electron concentra-
tion of 3 × 1021 cm–3 because of the appearance of the
plasma reflection edge in the low-energy part of the
spectrum.

Taking into account this analogy, it seems appropri-
ate to relate the difference in the positions of the
absorption edge in InN crystals with different electron
concentrations to the Burstein–Moss effect [20], i.e., to
the fact that transitions from the valence band to the
conduction band are impossible when the final states
are occupied by electrons.

3.3.2.1. Burstein–Moss effect in a direct-gap crystal.
Let us consider in more detail the Burstein–Moss effect
in a direct-gap crystal. In general, the contribution of
vertical interband transitions to the dielectric suscepti-
bility tensor has the form

(8)

Here,  is the matrix element of the flux operator
between the electron state with a spin σ in the valence
band v  and that in the conduction band c with a spin σ';

(p), the energy of an electron in the conduction or
valence band; and v 0, the volume of the unit cell of the
lattice. In the case of vertical transitions, both the states
have the same quasi-momentum p, and the summation
is done over the first Brillouin zone. The Fermi distri-
bution function

(9)

for the valence bands can be replaced with unity in the
case of an n-type crystal because the Fermi energy for
a heavily doped (degenerate) semiconductor lies above
the bottom of the conduction band and all states of the
valence bands are occupied. The filling of the conduc-
tion band, which depends on the carrier concentration
and temperature, is given by the Fermi function

(10)

and, therefore, summation over p is limited to those
states which remain free at a given doping level, i.e., to

those states for which (1 – ) ≠ 0.

In further analysis in this section, we take the photon
momentum to be zero, use the effective-mass approxi-
mation, and restrict our consideration to the contribu-
tion from two bands without regard for the possible
nonparabolicity on the assumption that the dispersion
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laws are isotropic. Substituting for the energies of the
hole and electron

(11)

and

(12)

where mh and me are the effective electron and hole
masses, we obtain, as a result of integration with
respect to momentum for the imaginary part of the
dielectric susceptibility, an expression whose fre-
quency dependence in the vicinity of the threshold of
interband transition is given by the following function:

(13)

Here, µ = memh/(me + mh) is the reduced mass of parti-

cles; EF = /2me, the Fermi energy of electrons; T, the
temperature in energy units; pF/" = (3π2n)1/3; and n, the
free-electron concentration.

At a zero temperature, the absorption threshold has
the form of a step at an energy "ω = Eg + EF(me +
mh)/mh. Thus, with a large difference between the elec-
tron and hole masses, me ! mh, the threshold is shifted
away from Eg by an amount that only slightly exceeds
the Fermi energy. At finite temperatures, expression (13)
leads to an exponential rise in absorption at the thresh-
old.

In real crystals, it is necessary to take into account
additional factors, which considerably complicate the
situation.

3.3.2.2. Violation of the momentum conservation
law in interband absorption. We note first of all that the
presence of dopants, which are randomly or regularly
distributed over the crystal, and various defects of the
crystal lattice affects the motion of electrons and holes.
As a result of particle scattering from a random poten-
tial created by impurities and defects, the momentum of
electrons, pe, may differ from that of holes, ph. This
means that it is necessary to take into account not only
vertical interband transitions. The energy of a pair cre-
ated upon absorption of a photon can then be repre-
sented as

(14)

Here, Q = (pe – ph), p = (peµ/me + phµ/mh), and M =
(me + mh) is the translational mass of the pair.
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The quantity Q may take quite a number of values,
depending on the mechanism of scattering on the ran-
dom potential, and it is necessary to perform summa-
tion over these values. In this case, the dependence of
the interband contribution to the dielectric susceptibil-
ity, which determines the behavior of the absorption
coefficient, can be represented as

(15)

where ∆(Q) is the distribution function of the allowed
values of Q. This function is a squared overlapping
integral between the wave functions of the electron and
hole, which are created at the same point of space upon
absorption of a photon and whose momentum of the
center of mass is equal to Q. The function ∆(Q) can be
found if the electron and hole wave functions for
motion in a random potential are known. In the case of
free motion,

∆(Q)  δ(Q); (16)

i.e., the function reduces to a 3D delta function that
expresses the momentum conservation law. In this case,
it follows from (15) that only vertical transitions are
allowed and the frequency dependence of the interband
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Fig. 16. Shift of the optical absorption edge due to the
Burstein–Moss effect. Two sets of five curves each corre-
spond to the Fermi energies EF = 0.100 and 0.200 eV.

Curves 1–5 were obtained at [∆(Q2/2M)/EF]2 = 0.01, 0.25,
0.5, 1.0, and 1.50. T = 80 K and Eg(n) = 0.7 eV.
absorption coefficient is transformed into (13). If ∆(Q)
in no way restricts the possible values of Q, the integra-
tion with respect to d3Q extends over the entire volume
of the first Brillouin zone.

Both these limiting cases can be represented as the
expression

(17)

In the case when the conservation law is obeyed, γ = 1,
which leads to (13), whereas in the absence of limita-
tions on the momenta, γ = 4.

As the properties of ∆(Q) generally remain
unknown, expression (15) is convenient for an approx-
imate description of the behavior of the imaginary part
of the dielectric susceptibility between the two limiting
cases of γ = 1 and γ = 4, as well as for an estimate of the
degree of smearing of the function ∆(Q).

Figure 16 shows the results of calculation of the
dependence χ''(ω) (interband absorption coefficient)
for different extents of departure from the momentum
conservation law. In these calculations, the function
∆(Q) was used in the form of a 3D Gaussian function
and the ratio of effective electron and hole masses was
considered to be 1 : 10. It can be seen in the figure how
the shape of the curve varies as the half-width of the
distribution increases.

It follows from the figure that, as before [in (13)],
the absorption at the threshold grows exponentially, and
then as the energy increases, expression (15) leads,
depending on the uncertainty in Q, to a behavior of
the type

where γ can take values in the range from unity for an
extremely low uncertainty in Q to four for large uncer-
tainties.

3.3.2.3. Charge density fluctuations. The character
of the frequency dependence of the absorption coeffi-
cient can be noticeably affected by large-scale fluctua-
tions of the dopant distribution. Such fluctuations, irre-
spective of their origin, create a potential profile both
for electrons in the conduction band and holes in the
valence band. This effect was briefly analyzed for InN
in [48]. We present here some substantiation of the con-
clusions made in that study and restrict our consider-
ation to take account of fluctuations with sizes greater
than the reciprocal of the Thomas–Fermi wave vector

qTF = ωp/vF, where ωp is the plasma frequency of
electrons and vF is the velocity of an electron at the
Fermi surface.
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The electron–hole pair created upon absorption of a
photon is electrically neutral. The changes in the poten-
tial energies of the electron and hole in the field of a
fluctuation have opposite signs and do not alter the
band gap but modify the electron density distribution,

which becomes nonuniform:   ( (p) –
φ(r)); i.e., the distribution becomes dependent on the
potential energy φ(r) [84]:

(18)

Then the absorption coefficient can be written in
terms of the averaged contribution of interband transi-
tions to the dielectric susceptibility

(19)

where the angle brackets denote averaging over the dis-
tribution of values of φ.

The nonuniform distribution of the charge of elec-
trons is experimentally manifested as a kind of inhomo-
geneous smearing of the optical absorption threshold
and broadening of the PL bands. The available data [48]
indicate that these effects are greater for samples in
which the carrier concentration is higher. The inhomo-
geneous smearing and broadening result in a consider-
able weakening of the temperature dependences of both
the absorption coefficient and the shape of PL bands.
The fluctuations of φ usually do not exceed 0.1EF in
order of magnitude. Specifically, the result of this is that
the slopes of the short-wavelength wing of the PL band
and the long-wavelength absorption edge are not deter-
mined by the temperature of the experiment. However,
they can be described by introducing an effective tem-
perature that has been found to be considerably higher
than the sample temperature [48]. In this case, the slope
of the long-wavelength absorption edge or that of the
short-wavelength wing of the PL band may correspond
to an effective temperature of about several hundred
degrees.

3.3.2.4. Dependence of the band gap on the carrier
concentration. As shown in [48], the value of Eg, which
appears in all expressions for χ, depends on the carrier
concentration. According to the Gell-Mann–Bruckner
theory, such a dependence occurs in a Fermi liquid
because of the Hartree–Fock exchange interaction of
Fermi particles [63, 85]. This dependence is to be taken
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into account when analyzing the optical properties of
degenerate semiconductors. The correction to the self-
energy of an electron, ∆Eex(n), which is associated with
the electron–electron exchange interaction, depends on
the electron concentration n. To calculate this correc-
tion in the general case, it is necessary to know the wave
functions of the electron. Using the average value of the
correction for the exchange interaction to estimate this
energy, we obtain

(20)

Note that, in contrast to Coulomb interaction, the
exchange interaction is not screened and, in the effec-
tive-mass approximation for an isotropic conduction
band, this expression reduces to the known function for
the ideal Fermi liquid [63] and gives the following shift
in energy per particle:

(21)

For clarity, this quantity can be conveniently expressed
in millielectronvolts, with n0 = 1 × 1018 cm–3 used as the
concentration unit. As a result, we have

(22)

In this approximation, the function of the relative con-
centration n/n0 is universal and independent of other
parameters of the crystal. Nevertheless, the individual
characteristics of the crystal may change ∆Eex(n)
because the wave functions of electrons in the crystal
are different from those of free electrons. For example,
substitution into (20) of the wave functions in the form

(23)

where uσ, p'(r) is the Bloch factor and V is the volume of
the crystal, shows that ∆Eex(n) is proportional to
squared overlapping integrals

(24)

between Bloch factors with p ≠ p'. In the effective-mass
approximation, p = p' = 0 and the overlapping integrals
are equal to unity. However, in the case of degenerate
electrons, the range within which the values of p fall is
rather wide and the overlapping integral may be, on
average, much smaller than their values in the effective-
mass approximation. Therefore, expression (22) can be
regarded as an estimate of the upper bound on the con-
centration-related shift of Eg. It follows from this esti-
mate that the shift of the conduction band as a function
of n is to be taken into account in evaluating the band
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Fig. 17. Eg vs. free-carrier concentration for crystals of (a) GaAs, (b) InN, and (c) GaN; the concentration is given in units of n0 =

1 × 1018 cm–3. Taken from [48].
gap width. Taking this shift into account, Eg in (19)
must be replaced by Eg(n), i.e.,

(25)

The result obtained makes it possible to analyze data
on interband absorption and PL in heavily doped GaAs,
InN, and GaN crystals [48]. As shown by studies of the
absorption and PL (see below), the dependence Eg(n)
for these three materials has a form characteristic of the
Hartree–Fock exchange interaction (see Fig. 17). The
shift is on the same order of magnitude as estimate (22).
However, the values of the numerical factor in (22) are
less than 106 meV and different for these three materi-
als. The highest value (about 70 meV) is observed for
GaAs. Extrapolation of Eg(n) to a zero carrier concen-
tration gives for this crystal Eg = 1.5 eV, i.e., a value
close to the true band gap. The Bloch factor is 50 meV
for the GaN crystal and about 20 meV for InN. Thus,
we have a noticeable quantitative departure from esti-
mate (22). This fact can be accounted for by the differ-
ence of overlapping integrals (24) from unity if it is
assumed that, for InN and GaN, the departure from the
effective-mass approximation for the conductivity
bands exceeds that for GaAs. Linear extrapolation of
Eg(n) to zero concentration for InN gives a value Eg =
0.68 eV [48].
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3.3.3. Interband PL in heavily doped semicon-
ductors. A specific feature of heavily doped n-type
semiconductors is that the shortest-wavelength part of
their PL spectrum is formed by recombination of
degenerate electrons and holes produced upon absorp-
tion of a photon. As a consequence, such characteristics
of PL as the shape of the PL band and its dependence
on temperature and electron concentration are now
determined not only by the properties of electrons, but
also by those of holes generated upon absorption of an
exciting photon.

3.3.3.1. Principal characteristics of the interband PL.
Typical spectra of the interband PL in InN, which was
first observed in [44, 45, 48], are shown in Fig. 18. The
width of the PL band and the position of its peak are
determined by such characteristics of the crystal as
free-carrier concentration, effective electron and hole
masses, and the band gap. The dependence of the spec-
tral density of interband transitions with emission of a
photon, by analogy with (19), can be represented as

(26)

In this case, as before, γ may take values in the range
from unity for transitions with momentum conservation
to four for those in which the conservation law is vio-
lated. If the dependence of the Fermi energy for a
degenerate n-type semiconductor on the concentration n
and the effective mass EF = 3.58(m0/me)(n/n0)2/3 meV
(where n0 = 1 × 1018 cm–3) is taken into account, then
expression (26) describes the most important character-
istics of the PL band for various samples. At the same
time, it should be noted that such a description is
approximate. A more rigorous analysis of the shape of
the PL band is performed below.
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The general nature of such a phenomenon as inter-
band recombination of free electrons and holes in
doped semiconductors is revealed by analyzing PL
spectra of various materials at comparable free-carrier
concentrations.

InN
T = 77 K
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Fig. 18. PL spectra of n-InN samples with different free-
carrier concentrations n: (1) 1 × 1018, (2) 6 × 1018, (3) 9 ×
1018, (4) 1.1 × 1019, and (5) 2.1 × 1019 cm–3. Taken from [15].
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Figure 19 compares interband PL spectra of
n-GaAs, n-InN, and n-GaN. As follows from (26), the
shape of PL bands depends on whether the recombina-
tion occurs via vertical transitions or whether the band
is formed as a result of interband transitions with viola-
tion of the momentum conservation law [48]. In the
case of a high electron concentration, the width of the
PL band is largely determined for any variant of transi-
tions by the energy interval into which occupied states of
the conduction band fall at a given concentration. There-
fore, a simple comparison of the FWHM of the bands
observed in these three materials at approximately the
same free-carrier concentration suggests that the effec-
tive electron mass in InN has an intermediate value
between the electron masses in GaAs and GaN.

3.3.3.2. Dependence of the shape of the PL band
on the carrier concentration. Figure 20 shows how the
shape of the interband PL band in n-InN changes when
the electron concentration is widely varied. The same
figure presents the band shapes calculated using the
model and procedure suggested in [48]. It was estab-
lished that the good agreement between the calculated
and observed PL band shapes is achieved on the
assumption that the momentum conservation law is
strongly violated in interband transitions.

The inset in the same figure shows the Fermi energy
obtained for the samples studied by fitting the band
shapes, with the effective mass taken to be me = 0.1m0.
Also shown are the Fermi energies for the electron con-
centrations obtained in Hall measurements. These val-
ues agree well with the Fermi energies found by fitting
the PL band shapes, which confirms the interband ori-
gin of the bands observed.
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Fig. 19. Interband PL bands of heavily doped n-type crystals of (a) GaAs, (b) InN, and (c) GaN. The electron concentrations are
1.1 × 1019, 0.9 × 1019, and 0.9 × 1019 cm–3, respectively. Points: experimental data; solid curves: results of calculation by formula
(26) at γ = 1 for GaAs and 4 for InN and GaN. Taken from [48].
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The interband recombination in various doped semi-
conducting materials clearly exhibits common features.
For example, Fig. 21 shows the dependence of the
shape and width of the PL bands on the electron con-
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centration for three n-GaAs samples. Comparison of
data for InN and GaAs reveals the same behavior of the
main parameters of the PL bands: as the electron con-
centration increases, the bands become broader and
their peaks are shifted to shorter wavelengths. At the
same time, noteworthy is a clearly observable shift of
the long-wavelength edge of the PL band in GaAs. This
shift is revealed in the fitting of the band shape and is
described by the dependence Eg(n). A similar shift,
although considerably smaller in magnitude, is also
observed in the case of InN. As shown above [see esti-
mate (26)], the dependence Eg(n) for GaAs, InN, and
GaN can be attributed to an increase in the energy of the
Hartree–Fock exchange interaction with the carrier con-
centration.

3.3.3.3. Temperature dependence of the PL band.
As a rule, as the temperature increases, the PL band
related to interband recombination of free carriers is
shifted to longer wavelengths and broadened. The com-
mon reason for the shift of PL bands associated with
recombination of free electrons is the temperature-
induced narrowing of the band gap. Moreover, temper-
ature predetermines the energy distribution of free elec-
trons, and changing the temperature affects the band
shape by primarily modifying the slope of the short-
wavelength wing of the band. The presence of Urbach
tails at the valence bands and the temperature depen-
dence of the population of hole states also affect the
behavior of the interband PL bands with temperature.

The temperature dependence of the intensity and
shape of the PL band in InN is shown in Fig. 22. It is
noteworthy that raising the temperature from 4.2 to
20 K results in the peak of the band undergoing a minor
shift to shorter wavelengths. A similar anomalous shift
of the absorption edge was observed in [86]. As shown
below, this effect can be accounted for by the presence
of the Urbach tail above the top of the valence bands.
The reason is that, at extremely low temperatures, holes
occupy only the deepest isolated localized states,
whose number in the crystal is small compared with the
total number of states in the valence bands. As a result,
even a minor increase in temperature leads to a redistri-
bution of the population of hole states and to a shift of
the population maximum to the region of extended
states. Thus, the magnitude of the short-wavelength
shift of the peak of the interband PL band gives a rea-
sonable estimate of the Urbach parameter for the den-
sity-of-states tail of the valence bands. If the tempera-
ture increases further, a characteristic long-wavelength
shift of the band occurs, which is due to the tempera-
ture-induced shrinkage of the band gap.

Typical temperature dependences of such parame-
ters of the PL band as intensity and FWHM are shown
in Fig. 23. The intensity of PL exponentially decreases
as the temperature increases, which indicates an
increase in the rate of nonradiative recombination of
holes. The increase in the FWHM with temperature is
SEMICONDUCTORS      Vol. 38      No. 8      2004
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accounted for by a change in the thermal distribution of
both electrons and holes.

Figure 24a shows experimental data on absorption
and PL at room temperature for one of the InN samples,
together with the results of calculations by formulas (17)
and (26) at the same fitting parameters. The good agree-
ment between the experimental data on absorption and
PL and the calculation results makes it possible to reli-
ably identify the interband nature of these process and
determine rather accurately such a parameter of the
material as the band gap width.

Figures 24b and 24c compare the experimental and
calculated shapes of PL bands at two temperatures for
InN and GaAs. Despite the noticeable difference
between the shapes of the PL bands of these two mate-
rials, the behavior is qualitatively the same in both
cases. A good agreement between experiment and the-
ory can be achieved for both semiconductors, and the
results of the calculation make it possible to find the
temperature-induced shrinkage of the band gap from
the variation of the parameter Eg(n) with temperature.

The examples considered demonstrate that it suffices
to take into account the Burstein–Moss effect in order to
satisfactorily interpret experimental data on interband
recombination and to provide a model description of it in
a wide range of electron concentrations.

Below, we consider in more detail the influence
exerted by such factors as violation of the momentum
conservation law, relaxation processes, inhomogeneous
broadening of the PL band, and the Urbach tails of the
density of states of electrons and holes on the shape of
the PL band. Taking into account the above factors and
their influence on the interband recombination yields
valuable information that completes the evidence
obtained from a simple model analysis of spectra of
interband absorption and PL.

3.3.3.4. Recombination of thermalized holes.
When considering recombination processes, as in the
case of absorption, it is necessary to take into account
the scattering of electrons and holes from impurities
and crystal lattice defects that are randomly distributed
over the crystal. This leads to violation of the momen-
tum conservation law and necessitates taking into
account not only vertical interband transitions. In addi-
tion to this mechanism, which is common to absorption
and PL and complicates the analysis, the departure
from equilibrium in the distribution of electrons over
states in the conduction band and in that of holes (gen-
erated upon absorption of a photon) over states in the
valence band may be important in the case of PL.

In the case of a high electron concentration, the
shape of the interband PL band in crystalline n-type
semiconductors is determined by transitions of elec-
trons with an equilibrium energy distribution to the hole
states formed upon absorption of photons and intraband
relaxation. When PL is excited by photons with an
SEMICONDUCTORS      Vol. 38      No. 8      2004
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energy considerably exceeding the band gap width, the
generated holes have a high kinetic energy, which is
lost in the course of energy relaxation. The fastest pro-
cess of energy loss is commonly associated with the
emission of optical phonons. In this case, one would
expect the relaxation times to be short and the fraction
of hot holes that have enough time to recombine with
emission of a photon to be negligible.

However, with the loss of energy, optical phonons
are excluded from relaxation processes and the relax-
ation of holes decelerates. Nevertheless, the fraction of
holes that recombine before the relaxation is complete
does not exceed the ratio of the relaxation time τrel ≈
10–12 s to the time of radiative recombination, τrad *

10–9 s. The rest of the holes occupy states that corre-
spond to thermal energies of about T.

If the momentum conservation law is violated in
recombination, the spectral density of states is propor-

tional to  at energies of about [Eg(n) + EF] and to T2

at thermal energies. Therefore, the ratio of the spectral
densities of states at these energies may be rather high
[~(EF/T)2] at high doping levels. The Fermi energy in
millielectronvolts can be conveniently represented as
EF = 3.58/me(n/n0)2/3 meV, where n0 = 1 × 1018 cm–3. At
a concentration of about 1019 cm–3, EF for an effective
electron mass me = 0.1m0 is 150–200 meV. The ratio
(EF/T)2 has a value on the order of ~104 even at temper-
atures that are not too low. Therefore, the recombina-
tion of hot holes may be observable even at a ratio
τrel/τrad ≈ 10–3. This process is the more probable, the
higher the excitation intensity.

However, it may be considered that the main channel
of recombination under weak excitation is recombina-
tion of holes that have had enough time to thermalize

EF
2

completely, or to a greater extent. In this case, the general
expression for the PL intensity can be represented as

(27)

where f((p + Qµ/me)2/2mhT) is the function describing
the thermal distribution of holes over energy.

Figure 25 shows the result of a model calculation of
how the shape of the PL band changes because of the
violation of the momentum conservation law for
recombination of thermalized holes and electrons. The
same figure shows the absorption coefficient under sim-
ilar conditions in the case of the violation of the
momentum conservation law. The PL band shapes and
the behavior of the absorption edge, which were
obtained as a result of this calculation, agree well with
the approximate description (17) and (26), which was
used in [44, 45, 48].

The manner in which the shape of PL bands and the
absorption edge change when the extent of violation of
the momentum conservation law becomes greater can
be traced in going from curves 1 to curves 4 in Fig. 25;
curves 1 correspond well to value γ = 1, and curves 4
are close to the corresponding curves at γ = 4.

3.3.3.5. Influence of a nonequilibrium distribution
of carriers on the shape of the PL band and the inho-
mogeneous broadening of the PL band. Published
data indicate that the experimentally observed PL band
shapes vary widely at the same observation tempera-
ture. Specifically, this can be seen from the slope of the
short-wavelength wing, which can markedly differ
from that determined by temperature, especially in sam-
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ples with a high electron concentration. Such changes in
the band shapes are also characteristic of other heavily
doped semiconductors, for example, gallium arsenide.
Thus, it may be concluded that there are rather general
reasons for the complication of the shapes of interband
PL bands. One of these is the nonuniform distribution of
the electron density over a sample.

Another possible reason is the recombination of hot
holes and hot electrons. The hot PL in relatively lightly
doped crystals was discussed in detail in [87].

Taking into account the violation of the momentum
conservation law, arbitrary distribution of holes over
energies, and nonuniform distribution of the electron
density, the intensity of PL at a frequency ω can be rep-
resented as

(28)

Here, the function f((p + Qµ/me)2) is the distribution of
holes over kinetic energies. As in the case of absorp-
tion, the nonuniform distribution of the electron density
over the crystal is taken into account by averaging over
the distribution of the random potential φ(r).

Recombination of holes with relatively high kinetic
energy would give rise to a short-wavelength wing of
the PL band, whose slope would be different from that
determined by temperature. In this sense, one would
expect the hot holes and nonuniformities in the electron
density distribution to exert about the same influence on
the shape of the PL band.

The effect produced by hot holes can be determined
by comparing the behavior of the long-wavelength
absorption edge, which is independent of the hole dis-
tribution, with that of the short-wavelength wing of the
PL band. A noticeable difference between the slope of
the short-wavelength wing of PL bands and that deter-
mined by temperature can be observed in many cases
under conditions of weak stationary excitation. How-
ever, as already mentioned, the behavior of the absorp-
tion coefficient and the PL band are in rather good
agreement, and therefore there is no reason to believe
that hot holes contribute to PL.

A special situation occurs in the case of a strong
excitation of samples in which the equilibrium concen-
tration of electrons is relatively low. Then the electron
concentration can be changed by exciting light [88].
Time-resolved subpicosecond measurements of differ-
ential transmission on a sample with an electron con-
centration n = 1.3 × 1018 cm–3, which were carried out
in [88] under a strong pulsed excitation, demonstrated
that the short-wavelength wing of the PL band shape is
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substantially changed under strong pumping because of
the recombination of hot electrons and holes. An exci-
tation pulse resulted in an increase in the electron con-
centration to (n + ∆n) = 3.2 × 1018 cm–3, and, therefore,
the PL band was significantly broadened and its peak
shifted to shorter wavelengths compared with its posi-
tion under weak excitation. This shift of the band peak
corresponded to an increase in the electron concentra-
tion during the excitation pulse. As the time delay of PL
observation increased, the electron concentration
decreased and the peak shifted to longer wavelengths.
The time in which a quasi-thermalized carrier distribu-
tion with an effective temperature exceeding that of the
lattice was attained was estimated to be 100 fs. The dis-
tribution corresponding to the temperature of the crys-
tal lattice is established in 20 ps. In this case, the relax-
ation time depends on the energy of a recombining pair
and is at a minimum at the short-wavelength wing of
the PL band.

The estimates of [88] demonstrated that, at the ini-
tial instant of excitation, the effective temperature of
carriers is as high as 1200 K and rapidly decreases as
the time delay of PL observation increases. The rate of
cooling decreases dramatically after the first 20 ps,
after which the relaxation time is 300–400 ps, depend-
ing on the energy of emitted photons. The radiative life-
time was estimated in [88] to be 10.4 ns, which can pre-
sumably be considered a reasonable value for the case
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Fig. 25. Model calculation of how the absorption coefficient
and the shape of the PL bands are transformed because of
the violation of the momentum conservation law. Curves 1–4
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mass ratio 1 : 10. Energy reckoned from Eg(n).



884 DAVYDOV, KLOCHIKHIN
of recombination of free electrons and holes. As a con-
sequence, the authors of [88] believe that the time of PL
decay is determined by the faster nonradiative recombi-
nation processes.

3.3.3.6. Role of the Urbach tails of the density of
states. The fact that samples with a relatively low elec-
tron concentration on the order of n ~ 1018 cm–3 could
be obtained necessitated taking into account shallow
localized electron and hole states, which form exponen-
tially decreasing tails of the density of states of the
valence and conduction bands. Tails of this kind appear
in solid solutions and amorphous semiconductors
[89−92] as a result of the random distribution of atoms
of the solid solution over crystal lattice sites or struc-
tural imperfections randomly scattered over the crystal.
The formation of the tails of localized states leads to
significant changes in the spectra of interband absorp-
tion and PL.

In the case of heavily doped semiconductors, the
role of a random factor can be played by the arrange-
ment of doping centers.

In the case of moderate doping, one would expect
localized hole states related to uncontrollable acceptor-
type impurities and localized states of the conduction
band to play a noticeable role in the formation of inter-
band PL. Then the PL bands associated with the recom-
bination of electrons and deeply localized holes whose

Bohr radius is smaller than  are markedly red-
shifted, as in the case of GaAs and GaN, compared with
the main band of interband PL. However, tails of shal-
lower states are commonly formed in systems of this
kind, together with deep states, and the optical transi-
tions that involve these states form the Urbach tail of
the PL band.

The origin of localized states that lie below the bot-
tom of the conduction band may be associated with, for
example, spatial fluctuations in the positions of shallow
donors. For example, if the Bohr radius of a Coulomb

center aB > , then the bound state on a single center
will disappear, but a pair of such centers situated within

a sphere of radius  may lead to the formation of a
shallow localized state.

Let us consider a model description of the density of
states for the example of the valence bands. The behav-
ior of the density of states in the Urbach tail is usually
well described in a wide energy range by the exponen-
tial law [89–92], which can be represented for holes as

(29)

where  is the characteristic Urbach energy, which
determines the typical localization energy and the

radius of the bound state, rloc = .

If the PL in a heavily doped n-type crystal is associ-
ated with unthermalized holes, then the presence of the
Urbach tail of density of states at the valence band will
be manifested only in the smearing of the long-wave-
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length wing of the PL band. A more complicated pat-
tern may occur in the case when recombination of ther-
malized holes dominates. PL of this kind is observed in
spectra of disordered systems, when excitons captured
in localized states of the tail recombine under perma-
nent and weak excitation.

By analogy with the situation in spectra of disor-
dered systems, we consider that, at low temperature
under conditions of fast relaxation of holes, the PL
spectrum of a doped crystal is formed by recombination
of holes in isolated states of the tail [91, 92]. As a model
scheme (see Fig. 26a), let us represent the tail of the
density of hole states as

(30)

in the range below the top of the valence band, where E

is negative and |E| > /2. In the region E > – /2, the
density of hole states can be represented as

(31)

As shown in [91, 92], for localized states of the tail that
are isolated from one another the classical percolation
theory in terms of the model of overlapping spheres
then yields

(32)

where ρh(E) is the density of states and N(E) is the integral
density of states at an energy E. N(E) can be written as

(33)

The energy  > 0 has the meaning of a boundary

below which, at E < , extended hole states appear
because of the percolation over overlapping localized
states. This energy can be regarded as the energy of the
top of the valence band in a disordered system.

Using the approach developed for describing exci-
ton luminescence in disordered solid solutions [91, 92],
we assume that only isolated states are occupied in the
case of fast energy relaxation of holes in the low-tem-
perature limit. The steady-state occupancy of these
states is not equilibrium because they are isolated, and,
at low temperature and a weak level of excitation, the
number of holes at a given localization energy is simply
proportional to the density of states at this energy. Fur-
ther, it may be considered that the thermal equilibrium
between the population of isolated states and that of
other excited states of holes is attained in a time that is
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much shorter than the characteristic recombination
time. Then, raising the temperature will result in an
equilibrium population of the excited states of holes,
whose density can be represented as

(34)

and the equilibrium population ph(E) can be written as

(35)
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In the low-temperature limit, T ! , the statistical

sum Z(T)   and the population (E) repro-
duces ph(E), whereas in the high-temperature limit, T @

, it gives a Boltzmann population of the extended
states.

We represent the density of states of the conduc-
tion band ρe(E) (see Fig. 26b) in a form similar to (30)
and (31):

(38)

at [E – Eg(n)] > /2 and

(39)

at [E – Eg(n)] < /2, where  is the characteristic
Urbach energy, which determines the typical energy of
electron localization.
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Then the PL intensity can be represented as

(40)

Here  =  is the overlapping

integral between the electron and hole wave functions.
The result of a model calculation of the PL band

shape is shown in Fig. 26b. The same figure shows the
characteristic energies in the spectrum: Eg(n) and
[Eg(n) + EF]. It can be seen that the shape of the PL
band is shifted with respect to the shape of the density
of filled electron states. This shift is due to the presence
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vertical dashed lines show the values of the parameters
Eg(n) and [Eg(n) + EF].
of the Urbach tail of the valence bands, because the
shape of the PL band is a convolution of the curves that
describe the population of electron and hole states.

An example of a description of the PL band shape
and of the absorption spectrum that takes account of the
Urbach tails of the conduction band and valence bands
is shown in Fig. 27 for an InN crystal with an electron
concentration of about 1 × 1018 cm–3 at T = 4.2 K and
room temperature. Agreement between the experimen-
tal data and the results of the calculation was achieved
at Urbach energies of 10 meV for each of the bands.

3.3.4. PL excitation spectra and spectra of photo-
modulated reflection from heavily doped semicon-
ductors. A study of PL excitation spectra and spectra of
photomodulated reflectance provides additional insight
into the nature of light-emitting states.

3.3.4.1. PL excitation spectra. At first sight, it
seems that the excitation spectrum of interband recom-
bination of free electrons and photogenerated holes
should reproduce the spectrum of interband absorption.
Such a situation would be expected if all the photoge-
nerated holes recombined with emission of photons.
However, only a relatively small number of holes live
sufficiently long and have enough time to recombine
with electrons from the conduction band. Most of the
holes disappear via nonradiative recombination, as
result of which the quantum yield of PL is markedly
different from unity.

It may be assumed that the fraction of holes that dis-
appear via nonradiative recombination depends on their
ability to move along the crystal. If a hole is created in
a localized state, its further fate depends on the concen-
tration of traps and on whether or not the wave function
of this hole overlaps with the position of the trap that
provides nonradiative recombination. The quantum
yield of PL depends on the probability of capture of a
localized hole in a time τrad, i.e., on the product
wnr(E)τrad, as

where the capturing probability wnr(E) depends on the
energy of hole localization. This quantity must
included as a weighting coefficient when calculating
the PL intensity.

In the case when a hole is created in an extended
state, we should find the probability of its capture by a
trap, wtrap(E), during the time of radiative recombina-
tion, τrad. As a result, the intensity of PL via recombina-
tion of a hole with an energy E should include a factor
of the form

As the processes of capture of localized and mobile
holes are different, one would expect the type of depen-
dence on the energy "ω of the exciting photon in the PL
excitation spectrum to change when this energy

wnr E( )τ rad–[ ] ,exp

wtrap E( )τ rad–[ ] .exp
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becomes equal to the transition energy, "ω ≈ [EME +
Eg(T) + EF]. If the photon energy exceeds this threshold
value, the creation of a mobile hole with the transition
of an electron to unoccupied states of the conduction
band becomes possible.

Figure 28 shows the PL excitation spectrum. It can
be seen that this spectrum exhibits a sharp drop at ener-
gies at which the absorption is still far from its maxi-
mum value. Thus, it seems natural to relate this drop to
the attainment of the threshold energy "ω = [EME +
Eg(T) + EF], when a hole is created in an extended state
upon absorption of a photon.

3.3.4.2. Photomodulated reflection spectra. An
interesting opportunity to study emitting interband
transitions in heavily doped semiconductors is pro-
vided by photomodulated reflection spectra. A repre-
sentative spectrum is shown in Fig. 29. The modulating
illumination leads to an additional varying population
of hole states and to a similar variation in the population
of electron states near the Fermi surface. As a result,
modulation δχ(ω) of the dielectric susceptibility χ(ω)
of the crystal and, accordingly, of its reflectance occurs.
The signal recorded in this case can be represented as

(41)

We assume that minor changes in the distribution of
holes and electrons can be described using equilibrium
distribution functions taken at an effective temperature T*.
Using the same assumptions on which expression (40)
was derived, we obtain the dependence of the modu-
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Fig. 28. Comparison of the absorption (α), photoluminescence
(PL), and PL excitation (PLE) spectra. Taken from [15].
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lated reflectance signal on frequency and temperature
in the form

(42)

Here, p*(E1) and n*(E) are the occupancy functions for
hole and electron states in the presence of a modulating
signal, i.e., at a temperature T*, and p(E1) and n(E) are
the same functions in the absence of a modulating signal
at a temperature T. This relation accounts for the modu-
lation of the populations for both holes and electrons.

It can be seen in Fig. 30 how the shape of the photo-
modulated reflectance spectrum changes when temper-
ature is varied in a wide range (disregarding the temper-
ature shrinkage of the band gap).

The results of the calculations (shown in Fig. 30)
demonstrate that, as the temperature of the crystal is
increased, the shape of the signal becomes more sym-
metric because of the increasing contribution from the
change in the population of electron states near the
Fermi surface. Thus, photomodulated reflectance spec-
tra make it possible to judge the relative contribution
from the population modulation for electrons and holes.
Comparison of the calculated curves in Fig. 30 and the
experimental spectrum of photomodulated reflectance in
Fig. 29 demonstrates their good qualitative agreement.

3.3.5. “Wide-gap” InN samples. Extensive data
have by now appeared in the literature that convinc-
ingly demonstrate the narrow width of the band gap in
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Fig. 29. Photoluminescence (PL) and photomodulated reflec-
tance (∆R/R) spectra of an InN sample. Taken from [15].



888 DAVYDOV, KLOCHIKHIN
1
2
3
4

0.6 0.7 0.8

–10

–5

0

Energy, eV

∆R/R

Fig. 30. Model temperature dependence of a photomodu-
lated reflectance spectrum: curves 1–4 were obtained for
T = 40, 120, 200, 280, and 360 K. The parameters of an InN
sample with an electron concentration of ~1 × 1018 cm–3

were used in the calculation.
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Fig. 31. Raman spectra of single-crystal InN (1) before and
(2) after irradiation with N+ ions; (3) Calculated phonon
density of states of InN; and (4) Raman spectrum of an InN
sample with an interband absorption threshold at about
1.9 eV (synthesized by MOVPE on an Al2O3 substrate).
Taken from [15].
hexagonal InN. These results have been obtained on
single-crystal layers that have high structural perfec-
tion, quite a low free-electron concentration (on the
order of ~1018 cm–3), and exhibit a good stoichiometry
with a low oxygen content on the order of 1 at %.

At the same time, there are some publications [7, 93,
94] in which an absorption threshold of about 1.9–
2.1 eV is reported for InN samples. These materials
were grown by different methods on different sub-
strates but had quite a number of coincident or close
properties, which are described below.

(1) The transmission spectra demonstrated the pres-
ence of a plasma reflectance edge in the near-IR spec-
tral range, which was indicative of a high electron con-
centration (up to 5 × 1020–1 × 1021 cm–3) in these films.

(2) The samples were polycrystalline, as followed
from the very large width of rocking curves in X-ray
measurements.

(3) First-order Raman spectra reproduced the
phonon density-of-states function, in contrast to the
narrow polarized lines for single-crystal samples (see,
e.g., Fig. 31). Thus, the X-ray and Raman studies con-
firm the presence of a high concentration of crystal lat-
tice defects in the samples in question.

(4) An elemental analysis by means of Auger spec-
troscopy and the Rutherford backscattering method
revealed a rather high content of oxygen in materials of
this kind. According to this parameter, the samples can
be divided into two groups.

In the first group, the content of oxygen is higher
than that in “narrow-gap” InN samples but does not
exceed 3–5 at %. The crystal lattice parameters of these
materials are close to those of single-crystal InN films
discussed in this review. We therefore believe that the
formation of indium oxide phases in the given set of
samples is insignificant and the high electron concen-
tration is determined by oxygen acting as a dopant. As
a consequence, the Burstein–Moss effect is presumably
the main reason why the optical absorption edge is
shifted in the first group of samples.

The second group of samples is characterized by a
high oxygen content (up to 20 at %). Such a high oxy-
gen content leads to a strong modification of the crystal
lattice constants (c = 5.7680 Å). Note that it is this value
of the crystal lattice constant that was observed for the
samples used in [7]. The considerable difference
between the crystal lattice parameters of these samples,
on the one hand, and their values for single-crystal InN,
on the other, may indicate that InN–In2O3 solid solu-
tions are formed. Taking into account the fact that the
compound In2O3 has a band gap of 3.7 eV, it may be
concluded that the shift of the optical absorption edge
should be strongly affected not only by the Burstein–
Moss effect, but also by the presence of oxide phases.

The above considerations were additionally con-
firmed by the experiments with postgrowth thermal
SEMICONDUCTORS      Vol. 38      No. 8      2004



ELECTRONIC AND VIBRATIONAL STATES 889
treatment of single-crystal InN films, which are
described below.

3.3.5.1. Results of experiments with postgrowth
treatment of InN samples. To determine how the band
gap of InN depends on the quality of the crystals, the
influence exerted by postgrowth thermal treatment of
single-crystal films on their optical properties has been
studied [15, 95].

(a) Some of the InN samples were annealed in a vac-
uum at 490°C for 5 h. As can be seen in Fig. 32, this led
to a significant decrease in the FWHM of the PL band
and to a simultaneous increase in the slope of its short-
wavelength wing. This result can be interpreted as a con-
sequence of a decrease in the free-electron concentration
and a leveling of the nonuniformity of charge distribu-
tion over the crystal. In this case, the Hall data actually
showed a decrease in the electron concentration.

(b) In contrast to the first experiment, the result of
annealing in an atmosphere of oxygen was that single-
crystal InN, which is nontransparent in the visible, was
transformed into an optically transparent (pinkish)
material, and its optical absorption edge was shifted to
2 eV at an oxygen content of about 20 at %.

Both the absorption and the PL show that broad
bands of localized states with an Urbach-like density-
of-states distribution are formed upon annealing in oxy-
gen; these bands extend as far as the optical absorption
threshold.

X-ray and Raman data (see Fig. 33) indicate that
InN–In2O3 alloys are formed. It is this fact that, in all
probability, leads in this case to a strong shift of the
optical absorption edge.
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Fig. 32. PL spectra of InN samples (1) before and (2) after
annealing in a vacuum. Points: experiment; solid lines: fits.
Concentration: nH, from Hall measurements; nc, found by
calculating the band shape. Taken from [48].
SEMICONDUCTORS      Vol. 38      No. 8      2004
As suggested by the PL spectra of InN films whose
absorption edge lies at about 2 eV, these samples still
contain InN fragments. The PL band of such samples
(see Fig. 34) is somewhat shifted to shorter wavelengths,
which may be due to the confinement effect associated
with the small size of these fragments. The final stage of
oxidation is the formation of In2O3 crystals.

3.3.5.2. Irradiation with protons. It is well known
that radiation experiments can yield a considerable
body of information about properties of point defects in
semiconductors. In [96], the effect of irradiation with
150-keV protons on crystalline InN was studied. For
thin films with a thickness of about (or less than) one
micrometer, such “shoot-through” irradiation makes it
only possible to study point defects in a crystal (without
passivation and compensation with hydrogen atoms). It
was established that the irradiation leads to an effective
formation of very shallow donor centers, with the result
that the free-electron concentration in the irradiated
material grows rapidly.

Judging by the kinetics of their accumulation, these
defects can be regarded as intrinsic. They are stable at
room temperature and start to be annealed out at tem-
peratures of about 200°C. Based on theoretical consid-
erations (see, e.g., [97]), these defects can be identified
as vacancies in the nitrogen sublattice. Also of interest
is the behavior of the band at 590 cm–1, which appears
in Raman spectra of the initial and the irradiated sam-
ples and is identified as the L––LO mode of Raman
scattering. It was found that the intensity of this band
almost linearly depends on the irradiation dose. Appar-
ently, the irradiation generates those same defects that
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Fig. 33. Raman spectra of (1) an as-grown InN sample and
InN samples annealed in oxygen at 400°C for (2) 12 and
(3) 18 h. Inset: X-ray spectra of the same samples. Taken
from [95].
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are responsible for the same band in the starting mate-
rial. Theoretical calculations show that the Raman scat-
tering under consideration is associated with defects
characterized by a short-range potential.

4. OPTICAL SPECTRA 
OF InxGa1 – xN SOLID SOLUTIONS

Isoelectronic solid solutions constitute a broad class
of semiconducting materials formed by mixing com-
pounds composed of different chemical elements from
the same group. The most widely occurring solid solu-
tions have a structure of a ternary compound character-
ized by a simple formula AxB1 – xC. Here, symbols A an
B stand for elements of the same group and C repre-
sents an element that can form binary compounds AC
and BC. In contrast to atoms of chemically foreign ele-
ments, isoelectronic atoms can in many cases substitute
one another at crystal lattice sites in arbitrary propor-
tions, so that the content x is generally not small. The
chemical affinity of isoelectronic atoms means that the
perturbation introduced into the electronic structure in
the isoelectronic substitution may be primarily related
to the difference between the energies of the electronic
levels of the substituting and substituted atoms, and the
lattice vibrations are mainly affected by the change in
the mass of an atom.

The simplest approximation used to describe the
electronic properties of a solid solution and the dynam-
ics of its crystal lattice is based on replacing real atoms
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Fig. 34. Upper panel: PL spectra of (1) an as-grown InN
sample and InN samples annealed in oxygen at 400°C for
(2) 12 and (3) 18 h. Excitation energy Eexc = 2.54 eV. Lower
panel: PL spectra of (1) an as-grown InN sample and (2) an
InN sample annealed in oxygen at 400°C for 18 h. Excita-
tion energy Eexc = 1.26 eV. Taken from [95].
in the “impaired” sublattice with an atom that has an
averaged characteristic  = xQA + (1 – x)QB. Such a
replacement eliminates the main difficulty encountered
in describing a solid solution, namely, the random
arrangement of atoms A and B at sublattice sites. The
“virtual” crystal formed in the case of such an averag-
ing should have a spectrum similar to that of an ordered
crystal and can be calculated using the known methods.
This approximation can be used with good reason only
if the perturbation introduced upon isoelectronic substi-
tution can be considered weak. In general, if the pertur-
bation is not small, a noticeable role can be played by
those deviations from the virtual-crystal approximation
that are associated with composition fluctuations in
solid solutions.

In the case of isoelectronic solid solutions InxGa1 – xN,
one would expect large deviations from the simple lin-
ear interpolation to occur. This primarily refers to such
an important characteristic as the band gap width. Pub-
lications devoted to the dependence of this parameter
on the composition of InxGa1 – xN solid solutions are
scarce, and the reported data are rather contradictory.
Moreover, these data mostly refer to solid solutions
with a high gallium content. This is mainly associated
with the problem of phase segregation, which hinders
the growth of high-quality solid solutions with a high In
content (x > 0.3).

4.1. Spectra of Interband Absorption and PL 
of InxGa1 – xN Solid Solutions

Spectra of interband absorption and PL of InxGa1 – xN
solid solutions with a high and medium content of In
(0.40 < x < 1) were first studied in [45]. The samples
were synthesized by PAMBE and MOMBE on sapphire
substrates.

To determine how the band gap width of solid solu-
tions depends on the content of In, samples with the
best structural characteristics were selected.

Figure 35 shows X-ray diffraction spectra of the
InxGa1 – xN samples studied. It can be seen that the
X-ray spectra of the solid solutions are distinguished by
their substantial broadening compared with the spec-
trum obtained for InN. This means that the InxGa1 – xN
samples are even less perfect than InN crystals. How-
ever, no traces of phase separation or polymorphism
were revealed in the X-ray data for the InxGa1 – xN sam-
ples studied; in this context, the Raman spectra of these
samples were also studied (see below).

The band gap width of the solid solutions was esti-
mated using data on interband optical absorption and
PL. Figure 36 shows absorption and PL spectra of a
number of InxGa1 – xN samples with an In content of
0.40 < x < 1. In the range studied, the composition of
the solid solution was initially determined using the
Wegard rule on the basis of the lattice constant c
obtained from X-ray measurements. The composition
was refined by the method of Rutherford backscattering

Q
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for the same samples. In the case in question, this tech-
nique is more accurate as the data it provides does not
depend whether or not the samples are strained. As can
be seen from the figure, the optical absorption threshold
steadily shifts to higher energies as the indium content
decreases.

The interband PL bands of InxGa1 – xN are red-
shifted, like those of InN, with respect to the absorption
threshold by an energy of about the FWHM of the PL
band. Estimates of the free-carrier concentrations in the
samples of solid solutions, which are based on optical
spectral data, give values in the range (4–7) × 1019 cm–3,
which agrees well with the results of Hall measure-
ments. Comparison of the relative positions of the PL
bands and the absorption thresholds suggests that the
behavior observed is a manifestation of the Burstein–
Moss effect.

An analysis of the PL band shape similar to that
made for InN [45] made it possible to determine the
dependence of the parameter Eg(n) on the composition
of the solid solution (Fig. 37). In constructing the
dependence of the band gap width in the entire range of
compositions, published data on the position of the PL
band for solid solutions with a high Ga content were
also used [10–12].

As expected, the experimental dependence of the
band gap width on the composition of the solid solution
strongly deviates from a simple linear interpolation and
is characterized by a high value of parameter b, which
determines the extent of this deviation. The resulting
dependence is well described by the equation

(43)

with b = 2.5 eV. If one takes into account the fact that b
is found in solid solutions only approximately, it may
be considered that the previous estimate b = 2.8 eV
[98], as well as the value b ≈ 2.3 eV recently obtained
in [49], are in good agreement.

The behavior of the dielectric function in a wide
range of energies for InxGa1 – xN solid solutions with a
high content of indium was recently analyzed in [81].
It was shown that, in the range of composition studied,
the dielectric function retains features characteristic of
indium nitride, and its structural singularities are
shifted to energies higher than 0.7 eV as the gallium
content increases (Fig. 38).

The results obtained for the dependence of the band
gap width on the composition of the InxGa1 – xN solid
solution are a good confirmation of the narrow band
gap of InN.

4.2. Phonons in Hexagonal InxGa1 – xN

The dynamics of the crystal lattice of hexagonal
InxGa1 – xN was theoretically analyzed in [99]. The cal-
culations performed demonstrated that the selection
rules characteristic of InN should be retained in the
solid solution and all the Raman-active modes should

Eg 3.493 2.843x– bx 1 x–( )–=
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exhibit a single-mode behavior in the entire range of
compositions from InN to GaN. This means that the
frequencies of all the modes should vary continuously
with the composition of the solid solution between their
values for InN and GaN.

Samples of hexagonal InxGa1 – xN with a high Ga
content were studied experimentally by Raman spec-
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Fig. 35. X-ray spectra of InxGa1 – xN, x: (1) 1, (2) 0.96,
(3) 0.88, (4) 0.68, (5) 0.60, (6) 0.54, and (7) 0.40. The com-
positions were determined by the Rutherford backscattering
method. Taken from [95].
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troscopy in [100, 101]. As a result, data on the behavior
of phonons of symmetry E2 and A1(LO) were obtained
for the concentration ranges x = 0–0.11 [100] and x =
0–0.07 [101]. According to the data obtained, both

1

0

2

3

4
Energy, eV

0 0.2 0.4 0.6 0.8 1.0
InN fraction (x)

T. Matsuoka
M.H. Kim
K. P. O'Donnell
A. Klochikhin
M. Hori
V. Yu. Davydov

EF

1 2 3 4 5 6
T = 77 K

In
te

ns
ity

, a
rb

. u
ni

ts
0.8 1.3 1.8 2.3 2.8

Energy, eV

InxGa1 – xN

Fig. 37. Band gap width as a function of the composition of
the InxGa1 – xN solid solution. Data for high and medium
indium content were obtained by V.Yu. Davydov et al. [45]
and M. Hori et al. [49]; data for low content were taken
from M.H. Kim et al. [10], K.P. O’Donnell et al. [12],
T. Matsuoka et al. [14], and A. Klochikhin et al. [92]. Inset:
PL bands and results of fitting for InN and the most struc-
turally perfect InxGa1 – xN solid solutions, x: (1) 1, (2) 0.96,
(3) 0.88, (4) 0.68, (5) 0.60, (6) 0.40. Taken from [45].
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Fig. 38. (a) Imaginary and (b) real parts of the dielectric func-
tion of InxGa1 – xN for three values of x. Taken from [81].
types of phonons observed in Raman experiments show
a single-mode type of behavior for the solid solution
compositions studied, which agrees with the theoretical
predictions [99].

Epitaxial InxGa1 – xN layers with a high and medium
In content (0.4 < x < 1), grown by PAMBE and
MOMBE on sapphire substrates, were studied in [95].
Figure 39 shows Raman spectra of the samples studied.
The experimentally observed Raman spectra are simi-
lar to those of InN with a hexagonal structure, which
indicates, as do the X-ray data, that the quality of the
samples studied is rather good. It was established that
the frequencies of all the modes observed in the exper-
iment become high as the Ga content increases, while
the single-mode type of behavior is preserved. Figure
40 shows the dependence of the frequencies of zone-
center phonons in hexagonal InxGa1 – xN on the compo-
sition of the solid solution, which was calculated in
[99], and also the experimental data obtained in [95].
A noteworthy feature is the nonlinearity of the experi-
mentally observed dependence in the region with
approximately the same content of In and Ga, which
may be due to the scattering of phonons from composi-
tion fluctuations in the solid solution.

4.3. Broadening of Raman Lines of LO Phonons 
in InxGa1 – xN

A study of the Raman spectra of InxGa1 – xN solid
solutions with a high content of indium demonstrated
that the spectrum contains a band at a frequency corre-
sponding to the frequency of the unscreened LO
phonon, despite the fact that the electron concentration
in the sample studied is high. This means that, as in the
case of InN, first-order scattering occurs with violation
of the selection rule for the wave vector. As a result, the
scattering involves excitations of the L– branch, which
have widely varying wave vectors and include LO
phonons with large wave vectors, which weakly inter-
act with free carriers.

As a study of how the FWHM of the band of LO
phonons in solid solutions depends on In content has
demonstrated, the Raman bands associated with LO
phonons experience, in addition to a broadening that
can be related to the dispersion of the L– branch, an
additional broadening dependent on the composition of
the solid solution. The dependence of the broadening of
this band on the composition of the solid solution is
shown in Fig. 39 (inset).

A natural feature of solid solutions is composition
fluctuations, which determine many aspects of their
physical properties. These composition fluctuations are
manifested in an inhomogeneous broadening of phonon
lines in the vibrational spectrum of a solid solution, and
the result is that their spectra differ considerably from
those of perfect crystals. Studying this effect provides
additional information about a solid solution because it
answers the question of whether the distribution of
SEMICONDUCTORS      Vol. 38      No. 8      2004
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atoms over crystal lattice sites in a solid solution is ran-
dom or not. Therefore, a study of how the broadening of
the phonon lines depends on the composition of a solid
solution makes it possible to estimate the degree of sta-
tistical disorder in a solid solution. The broadening of
phonon lines in Raman spectra of solid solutions has
been analyzed theoretically in terms of the perturbation
theory [102–104] and with the use of a coherent-poten-
tial approximation [105, 106]. Both the approaches
employed the so-called single-site approximation.

All the approaches to the problem of inhomoge-
neous broadening rely upon the assumption that the
concept of phonons characterized in the zeroth approx-
imation by a wave vector can be used to describe lattice
vibrations, and that the elastic scattering of phonons
can account for the inhomogeneous broadening
observed.

The theory of phonon scattering from composition
fluctuations in a solid solution involves various aspects
of lattice vibrations in a disordered system.

First, note that describing the lattice dynamics in
terms of phonons assumes that an averaged medium
can be introduced instead of the real disordered system
and the scattering of phonons that describe its motion
from fluctuations placed in this medium can be consid-
ered. In this case, the type, size, and number of fluctua-
tions, as well as the dependence of these parameters on
the composition of the solid solution, are of fundamen-
tal importance for the problem under study.

Thus, two aspects of the problem should be consid-
ered: dynamical and statistical. As was shown in [107],
these two aspects of the problem can be separated in the
case of the simplest random (single-site) fluctuations.
The assumption that the type of solution to the problem
that is obtained in the simplest case remains valid for
statistical fluctuations of arbitrary scale makes it possi-
ble to find the main characteristics of the fluctuations
that account for the dependence of the inhomogeneous
broadening of phonon lines on the composition of a
solid solution in the entire range of concentrations. The
statistical factors that govern the dependence of the
broadening on composition can be calculated quite
accurately, and the dynamical part of the problem can
be reduced to two physical parameters with a transpar-
ent physical meaning.

The disorder in the arrangement of atoms in a solid
solution leads to violation of the law of wave-vector
conservation and makes it possible for phonons with
wave vectors q ≠ k – k' that are not equal to the differ-
ence of the wave vectors of the incident and scattered
photons to appear in a first-order Raman spectrum. This
gives rise to an additional broadening of the spectral
line, which is determined by the effectiveness of the
elastic scattering of phonons, by the dispersion of the
phonon branch, and by the range of values of the wave
vectors that become allowed in the first-order Raman
spectrum as a result of the disorder.
SEMICONDUCTORS      Vol. 38      No. 8      2004
The shape of the phonon band, which appears
because of elastic scattering of a phonon, can be written
in the standard form

(44)

where ∆jq(ω) and (ω) are the real and imaginary
parts of the scattering matrix, which determine the shift
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of the phonon frequency and the broadening of the
phonon line.

If γjq(ω) ! ωq, j, then the band shape can be
described using the Lorentz approximation, in which
the broadening is considered to be constant,

γjq(ω)  γjq(ωq, j). (45)

A similar approximation is also valid in this case for the
frequency shift ∆jq(ω).

In general, expression (44) gives a more complex
shape of the band, because γjq(ω) depends on frequency
and is the “weighted” density of one-phonon states of
the jth branch.

The problem of phonon scattering from composi-
tion fluctuations in a solid solution is closely associated
with the problem of the statistics of composition fluctu-
ations. The approximation of single-site fluctuations,
which is frequently used when considering the scatter-
ing problem, has a severely limited range of applicabil-
ity: it is applicable only in the limiting cases of small x
or (1 – x). As the In content x increases, the number of
isolated single-site scattering centers decreases and
scattering from fluctuations of larger size starts to dom-
inate. In this case, it becomes necessary to find the
number of such fluctuations, i.e., of clusters of atoms
that replace the host atoms. The percolation theory is
helpful in solving this problem.

As the content x of substituting atoms A in a solid
solution AxB1 – xC increases, these atoms form clusters
of steadily increasing size until the percolation thresh-
old is reached. For simplicity, it can be considered that
only a change in mass plays a significant part in scatter-
ing, and the change in the force constants can be disre-
garded. Then the percolation threshold over lattice sites
in the disordered sublattice will mean the appearance of
an infinite cluster for the substituting atoms. The num-
ber of clusters in the hexagonal sublattice can be found
using the available data for a face-centered cubic lat-
tice, with the insignificant difference between the
wurtzite and sphalerite (zinc blende) crystal lattice
structures ignored. The percolation over sites of the
face-centered cubic sublattice appears when the content
of atoms of type A x ≈ 0.2. The same refers to atoms of
type B for small (1 – x). The influence of clusters on the
motion of phonons is the stronger, the greater the clus-
ter size. At the same time, the number of clusters
sharply decreases as the size grows. Therefore, below
the percolation threshold at a content of substituting
atoms that is not too high, clusters exist whose influ-
ence on the motion of phonons is the strongest. The
scattering from such clusters that are not too large in
size, or optimal, dominates up to x ≈ 0.10–0.12, and
when the content x increases further, it becomes neces-
sary to consider scattering from relatively compact
fragments of large clusters. It is convenient to search
for the sizes of these compact regions over the entire
range of contents x, both above and below the percola-
tion threshold, with the use of data on the number of
optimal clusters in order to reconcile the solution
obtained at an arbitrary content with the cluster solution
at x ≈ 0.10–0.12.

Above the percolation threshold, at x > 0.2, nearly
all atoms A belong to a percolation cluster [108–111].
A similar statement is valid for atoms B at (1 – x) > 0.2.
In the case of a chaotic distribution of atoms of two
types, regions in which their concentrations differ sig-
nificantly from the average over the crystal inevitably
arise. The size of such regions and the deviation of the
content from the average value, as well as the amplitude
of a perturbation introduced by each atom, determine
the effectiveness of phonon scattering from such a fluc-
tuation and the range of wave vectors of phonons trans-
ferred in the course of scattering.

As shown in [107], it can be written for the depen-
dence of the broadening of the phonon line on the com-
position x that

(46)

where the statistical factors are given by

(47)

(48)

The parameters GA and GB are in general frequency-
dependent and have the meaning of a weighted single-
phonon density of states of the jth branch. The first term
in (46) describes the phonon scattering from fluctua-
tions that contain an excess amount of atoms A com-
pared with the average, and the second term, scattering
from fluctuations with excess atoms B.

Note that the functions (47) and (48) are trans-
formed into each other by replacing the argument x
with (1 – x). The factor [x, (1 – x)] is a well-
defined function of the composition x of the solid solu-
tion in the range 0 ≤ x ≤ (1 – ), which describes the
probability of appearance of a scattering potential
because of the deviation by n  from the average num-
ber n of atoms of the first type in a volume that contains
n sublattice sites. Both the value and the type of the
dependence of [x, (1 – x)] are determined by the
size n of the fluctuation and by the excess content  of
atoms of the first type. The factor [(1 – x), x] is
defined in the interval 0 ≤ (1 – x) ≤ (1 – ) and has the
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form of a mirror reflection with respect to the point x = 0.5
of the curve described by expression (47).

Similar statistical factors were determined in [107]
in the range of x in which the scattering from clusters
dominates, and it was shown that the factors (47) and
(48) calculated at  = 0.2 are well matched with these
cluster factors in the range x ≤ 0.10. The value  = 0.2
approximately corresponds to the percolation threshold
in the fcc lattice, i.e., such an excess content makes it
possible for n  excess atoms to form a percolation
cluster of finite size n. The choice of n is determined in
this case by that maximum size of the optimal cluster
which is taken into account in calculations in the cluster
region.

Because the statistical factors in the cluster region
can be calculated exactly, the coincidence of the data
obtained using the percolation theory and the results of
calculations at high x can serve as a good criterion for
the quality of the approximations employed.

The function [x, (1 – x)] was derived via sum-
mation of contributions from all the fluctuations within
the statistical-average deviation from the average fluctu-
ation size n. Taking into account the fact that the proba-
bility of appearance of a fluctuation with n  excess
atoms exponentially decreases as the size n increases, it
may be stated that the function [x, (1 – x)] gives a
good estimate of the statistical factors in the probability
of scattering for all fluctuations of size n or larger.

The dependence of the additional broadening of the
band of the LO phonon for an InxGa1 – xN solid solution
was calculated in accordance with expression (46) with
the use of the statistical factors (47) and (48) at n = 30
and  = 0.20. The absolute value and the asymmetry of
the dependences of this broadening on the composition
of the solid solution were provided by choosing one of
the parameters GA and GB at a ratio of GA/GB = 2.

The experimental data are compared with the results
of the calculation in the inset in Fig. 39. It can be seen
that the theoretical curve reproduces the experimental
dependence quite well, whose main distinctive feature
is the clearly pronounced asymmetry of this curve with
respect to the point x = 0.5. The agreement observed
provides additional evidence that InxGa1 – xN solid solu-
tions, which were studied by optical methods, can be
considered disordered with good reason. Despite the
fact that the solid solutions are less structurally perfect
than InN, no traces of phase separation were revealed in
Raman spectra of the InxGa1 – xN solid solutions in the
range 0.40 < x < 1.

5. CONCLUSION

The results of the studies carried out over the last
three years, which are presented in this review, suggest
that crystalline InN is a narrow-gap semiconductor with
a band gap width of ~0.65–0.70 eV. Earlier studies were
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p

^n p,

p

^n p,

p
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concerned with materials with an electron concentra-
tion of ~1020–1021 cm–3, whereas the best InN samples
synthesized now have an electron concentration lower
than 1018 cm–3. It is this improvement of the physical
parameters of InN crystals that made it possible to
obtain new information about the fundamental charac-
teristics of the electronic and vibrational spectra of this
material. However, the quality of currently available
InN crystals gives no way of eliminating the still existing
ambiguity in estimates of the basic physical parameters.
For example, only crystals in which the excitonic struc-
ture of the fundamental absorption edge can be observed
will make it possible to determine such an important
physical parameter as the exact band gap width.

The present interest in crystalline InN is manifested
in the rapidly growing number of publications that report
the results obtained in the leading laboratories of the
United States, Australia, Japan, and Europe [112–140].
A number of conferences have been devoted, com-
pletely or largely, to precisely this material. This makes
it virtually inevitable that this review will lag behind the
present-day situation. The great interest shown in this
semiconductor by the world’s leading laboratories is an
indication of the hope that this material will be widely
used in electronics and optoelectronics in the near future.
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Abstract—Key areas in the development of photovoltaic methods of solar energy conversion, which open up
wide prospects for semiconductor solar energy conversion, are discussed. The article focuses mainly on photo-
voltaic cells based on III–V heterostructures, primarily on cascade solar cells, which provide the highest effi-
ciency of solar energy conversion and are produced by high-tech methods such as MBE or MOCVD. It is shown
that the use of intermediate sunlight concentration makes the area of solar cells smaller and, hence, lowers their
cost proportionally to the sunlight concentration ratio. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In modern public opinion, there is a growing convic-
tion that power engineering in the future must be based
on the large-scale use of solar energy in all its diverse
forms. The Sun is a vast, inexhaustible, and absolutely
safe energy source, which belongs and is equally acces-
sible to everyone. Counting on solar energy should be
regarded not only as risk-free, but also as the only pos-
sible choice for humanity in the long run. We discuss
the past and future prospects of possible ways of con-
verting solar energy into electrical energy with the use
of modern semiconductor photovoltaic cells. These
devices have now matured scientifically and technolog-
ically to such an extent that they may be regarded as a
technical basis for large-scale solar power engineering
in the future.

2. THE EARLY STAGE 
OF SOLAR PHOTOVOLTAICS

The photovoltaic effect was first observed in an
electrolytic cell by Edmond Becquerel in 1839. The
first experiments with solid-state photocells based on
selenium were performed by Adams and Day in Lon-
don in 1876 [1]. It took more than half a century to
develop the first solar photocells with an efficiency
slightly exceeding 1%. These were sulfur–thallium
photocells with a barrier layer that were developed at
the Physicotechnical Institute [2]. The studies were per-
formed under the direction of the founder of the insti-
tute, Academician A.F. Ioffe, who submitted a proposal
to the Soviet government concerning the use of solar
photovoltaic roofs as power sources. However, the real
start of solar photovoltaics (even disregarding the eco-
nomic considerations) demanded much higher effi-
ciency. The decisive step in this direction was the devel-
opment of silicon photocells with a p–n junction, which
had an efficiency of about 6% [3]. The first practical
application of silicon solar arrays as power sources was
1063-7826/04/3808- $26.00 © 20899
not on the Earth, but in near-Earth space. In 1958, sat-
ellites equipped with such arrays were launched: the
Soviet Sputnik-3 and American Vanguard-1.

It is worth noting that the scientific basis for first
solar arrays was the development of the theory and
technology of semiconductor materials and device
structures with p–n junctions. At that time, it was fore-
seen that the main fields of application of semiconduc-
tor devices would be in the area of electric power con-
version (ac-to-dc conversion, high-frequency genera-
tion, switching, etc.) and electronic devices for
information transfer and processing (radio, communi-
cation, etc.). In addition to the “classical” semiconduc-
tor materials Ge and Si, the synthesis of III–V materials
began in 1950 [4]. The first GaAs solar cells with a
p−n junction were produced in the early 1960s. Their
efficiency was lower than that of Si photocells, but they
were capable of operating even when heated consider-
ably. The first practical application of improved GaAs
solar arrays as a power source was even more exotic
than in the case of silicon ones. They provided the
power supply for the Soviet space probes operating in
the vicinity of Venus (1965) and the lunar surface rov-
ers Lunokhod-1 and Lunokhod-2 (1970 and 1972).

3. HETEROSTRUCTURE SOLAR CELLS

The design of AlGaAs–GaAs heterostructure solar
cells opened up new fields in solar power conversion
[5]. Once again, an important contribution was made by
the Ioffe Physicotechnical Institute. In the second half
of the 1960s, pioneering studies were performed here in
the fabrication and investigation of “ideal” heterojunc-
tions in the AlAs–GaAs system, which were aimed at
improving solar cells, among other things.

One of the results of these studies of heterojunctions
was the technical implementation of the idea of a wide-
gap window for solar photocells. This idea was sug-
gested earlier, and its aim was to protect the photoactive
004 MAIK “Nauka/Interperiodica”



 

900

        

ALFEROV 

 

et al

 

.

                                                          
region of a cell against the influence of surface states.
Defect-free heterojunctions between AlGaAs (wide-
gap window) and p–n GaAs (photoactive region) were
successfully formed, which provided ideal conditions
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Fig. 1. Maximum accessible conversion efficiency (ηmax) of
a solar cell with a single p–n junction as a function of the
material band gap width Eg. Solid lines, AM0 solar spec-
trum; dashed lines, AM1.5d spectrum for unconcentrated
(1 sun) sunlight and for 1000-fold concentration.
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Fig. 2. Band diagrams of p-AlGaAs–p–n-GaAs heterojunc-
tion solar cells: (a) a structure in which a p-GaAs layer with
a built-in electric field is produced by Zn diffusion into an
n-GaAs base during the growth of a wide-gap p-AlGaAs
layer; (b) a structure with a high built-in electric field;
(c) a structure with a back wide-gap layer, which gives rise
to the potential barrier; (d) a structure with a back potential
barrier formed by a heavily-doped n+-GaAs layer.
for the photogeneration of electron–hole pairs and their
collection by the p–n junction. Since photocells with a
GaAs photoactive region turned out to be even more
radiation-resistant, they quickly found an application in
space technologies, despite their significantly higher cost
compared to silicon cells. An example of a large-scale
application of AlGaAs/GaAs solar cells was the solar
array installed on the Soviet space station Mir (1986).

Silicon and GaAs largely meet the requirements for
“ideal” semiconductor materials. If these materials are
compared in terms of their suitability for fabricating
solar cells with a single p–n junction, the maximum
possible efficiencies of photovoltaic conversion are
nearly the same and are close to the absolute maximum
for a single-junction photocell (Fig. 1). Clearly, the
undoubted advantages of silicon are its wide natural
abundance, nontoxicity, and relatively low price. All
these factors and the intensive development of the
industry of semiconductor electronic devices have
determined the extremely important role of silicon pho-
tocells in the formation of solar photovoltaics. Despite
the considerable efforts applied to the development of
various types of thin-film solar arrays, crystalline sili-
con (both in single- and polycrystalline modifications)
still makes the greatest contribution to the world’s pro-
duction of solar arrays for terrestrial applications.

Until the mid-1980s, the development of solar pho-
tocells, both silicon and GaAs, was based on relatively
simple structures and technologies. A planar structure
with a shallow p–n junction produced by diffusion was
used in silicon photocells. Epitaxial technologies were
necessary for the formation of an AlGaAs wide-gap
window on GaAs photocells. The relatively simple liq-
uid-phase epitaxy (LPE) technique was applied, which
was derived earlier for the fabrication of the first gener-
ation of heterostructure lasers. In the case of photocells,
only one wide-gap p-AlGaAs layer had to be grown,
whereas the p–n junction was formed by the diffusion
of a p-type impurity from the melt into the base mate-
rial of n-GaAs (Fig. 2a).

From the middle of the 1980s, high-tech methods
began to penetrate the sphere of semiconductor solar
photovoltaics. Complicated silicon photocell structures
were proposed that allowed one to decrease both opti-
cal and recombination losses. Efforts were also made to
improve the quality of the base material itself. The fab-
rication of these structures became possible owing to
the application of multistage technological procedures,
which by that time became a routine practice in the pro-
duction of silicon-based integrated circuits. These
efforts resulted in a steep rise in the photovoltaic con-
version efficiency of silicon photocells [6]. The effi-
ciency exhibited by the laboratory samples was close to
the theoretical limit (Fig. 1). Unfortunately, the cost of
these highly efficient silicon photocells was many times
higher than that of conventional photocells.

At the same time, progress in the field of GaAs-
based photocells was stimulated by the application of
SEMICONDUCTORS      Vol. 38      No. 8      2004
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new epitaxial techniques for heterostructure growth.
The main achievement here was metal-organic chemi-
cal vapor deposition (MOCVD). This method was
derived in the course of the development and improve-
ment of injection lasers and second-generation photo-
cells based on III–V compounds.

So what improvements were introduced into the
structure of solar heterophotocells owing to the new
technologies? First, the wide-gap AlGaAs window was
optimized, and its thickness became comparable with
that of the nanosized active regions in heterolasers. The
AlGaAs layer also served as the third component in the
triple-layered interference antireflection coating of a
photocell (ARC, Fig. 3a). A heavily doped narrow-gap
contact layer was grown on top of the wide-gap
AlGaAs window, and it was removed during the post-
growth treatment in the areas between the contact
stripes. Second, a back (behind the p–n junction) wide-
gap layer was introduced, which ensured, along with
the front wide-gap layer, a double-sided confinement of
photogenerated carriers within the region of light
absorption (Fig. 2c). The recombination losses of carri-
ers before their collection by the p–n junction were
reduced. At this stage of the optimization of single-
junction AlGaAs/GaAs photocell heterostructures, the
newly developed MOCVD technique was still compet-
ing with the modified low-temperature LPE technique.
So for these structures the record efficiency of 27.6%
for illumination with concentrated AM1.5 sunlight was
obtained in MOCVD-grown photocells (this value is an
absolute record for photocells with a single p–n junc-
tion) [6]. At the same time, the record efficiency of
24.6% for illumination with a 100-fold concentration of
AM0 sunlight still belongs to LPE-grown photocells [7].

In MOCVD-grown AlGaAs/GaAs photocell struc-
tures, a wide-gap AlGaAs layer, which forms the back
potential barrier, could be replaced by a system of alter-
nating pairs of AlAs/GaAs layers making up a Bragg
mirror (Fig. 3b). The wavelength of the reflection peak
for such a mirror was chosen in the vicinity of the
absorption edge of the photoactive region, so that the
long-wavelength light that was not absorbed in this
region in one pass could be absorbed during the second
pass after reflection from the mirror [8]. At the same
time, the wide-gap mirror layers continued to serve as
the back barrier for photogenerated carriers. In these
conditions, the thickness of the photoactive region
could be reduced by half without loss of current as
compared to the thickness of structures without a mir-
ror. This factor led to a significant increase in the radi-
ation resistance of photocells, because the amount of
lattice defects generated under irradiation by high-
energy particles, which lead to degradation of the diffu-
sion length of carriers, decreased proportionally to the
thickness of the photoactive region [8].

Apart from implementing the scientific and techno-
logical achievements in the development of heterolaser
structures in the structures of solar photocells, the
SEMICONDUCTORS      Vol. 38      No. 8      2004
application of new epitaxial techniques made it possi-
ble to resolve several strictly “photoelectric” problems.
The use of nonequilibrium epitaxy conditions and/or
the insertion of intermediate superlattices made it pos-
sible to grow perfect AlGaAs/GaAs heterostructures on
germanium substrates. From this point onwards, het-
erophotocells on germanium became the main candi-
dates for applications on the majority of spacecraft. The
decisive factor here was the mechanical strength of ger-
manium, which is higher than that of GaAs previously
used for substrates. Therefore the arrays composed of
AlGaAs/GaAs photocells on germanium were compa-
rable in weight and strength with silicon ones but out-
performed them in efficiency and radiation resistance.
The second “photoelectric” problem was of fundamen-
tal importance for solar photovoltaics: the creation of
cascade multijunction solar cells.

4. CASCADE SOLAR CELLS

The idea of cascade photocells has been discussed
since the early 1960s and was considered then an obvi-
ous but remote prospective way of increasing effi-
ciency. The situation began to change in the late 1980s,

Pd/Ni/Au/Ni/Au

(a)

prismatic
cover

p+-GaAs:Ge
adhesive

ARC
p-AlGaAs:Mg 30 nm

p-GaAs 0.5 µm

3.0 µmn-GaAs:Te
n-AlGaAs:Te 3.0 µm

n+-GaAs:Sn
substrate 400 µm

Au:Ge/Ni/Au

ARC
p-AlGaAs 30 nm

p+-GaAs

p-GaAs
0.5 µm, 2 × 1018 cm–3

n-GaAs
1.1 µm, 1015 – 1017 cm–3

n-AlAs/GaAs
12 periodsBR 

n-GaAs substrate
2 × 1018 cm–3

(b)

Fig. 3. Schematic diagrams of AlGaAs/GaAs single-junc-
tion multilayer solar cells for space applications. (a) Solar
cell structure with a back potential barrier and thin wide-gap
p-AlGaAs window. These elements demonstrated an effi-
ciency of 24.6% for “space” sunlight (AM0) with a concen-
tration ratio of 100, the highest among the single-junction
solar cells. (b) MOCVD-grown solar cell structure with an
embedded Bragg mirror. The Bragg mirror comprises
12 pairs of 〈AlAs (72 nm)〉/〈GaAs (59 nm)〉  layers; it is
tuned to wavelength λ = 850 nm with a reflectance of 96%.
As a result, a double pass of the long-wavelength light
through the structure is attained, which allows the base
n-layer thickness to be reduced to 1–1.5 µm. These cells
demonstrated a high radiation resistance; the “residual
power” was 84–86% after irradiation with 1-MeV electrons
with a flux density of 1015 cm–2.
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when several research groups concentrated their efforts
on the development of various types of double-junction
solar cells (Figs. 4, 5). At the first stage, the highest effi-
ciency was obtained in mechanically stacked photo-
cells, although everyone understood that the really
promising cells were those with a monolithic structure.
Researchers from NREL (National Renewable Energy
Laboratory, USA) were the first to develop these struc-
tures. Using germanium substrates, they grew by
MOCVD lattice-matched multilayer structures in
which the upper photocell had a p–n junction in
In0.5Ga0.5P solid solution and a lower photocell in
GaAs. In order to connect the cells in series, a tunnel
p−n junction was specially formed between the cas-
cades. Later, a third cascade with a p–n junction in the
germanium substrate was included in the photovoltaic

2.5

2.0

1.5

1.0

0.5

0

Band gap energy, eV

5.4 5.6 5.8 6.0 6.2 6.4 6.6

Lattice constant, Å

AlP

GaP

GaAs

Si

Ge

InP
AlSb

InAs

GaSb

InSbG
aN

x
A

s 1 
– 

x

In
N

x
P 1 

– 
x

two-
junction

SC

four-
junction

SC

Eg1

Eg2

Eg1

Eg2

Eg3

Eg4

AlAs

Fig. 4. Band gap Eg as a function of the lattice constant for
Si, Ge, and III–V compounds and their solid solutions.
Hatched rectangles correspond to Eg ranges for various
materials that provide the highest efficiency of solar cells
with two and four p–n junctions.
conversion (Fig. 6). Nowadays, triple-junction photo-
cells (see table) are already in practical use in spacecraft.

It may seem that we have concentrated too much on
describing photocells based on III–V compounds,
which are rather complicated in structure and expen-
sive. As they were developed for a relatively narrow and
specific field of power engineering application, space
technology, are there prospects for their use in the
large-scale photovoltaics of the future? We believe that
the answer to that question is positive, and there are
numerous reasons to support this view.
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Fig. 5. Curve 1, the AM0 energy spectrum for unconcen-
trated sunlight. Straight lines 2, 3, and 4 are the maximum
“monochromatic” efficiency of an ideal solar cell for photo-
current densities jph = 0.1, 1.0, and 10 A/cm2, respectively;
they depend on the cutoff wavelength λg of the semiconduc-
tor material. Slanting lines on the left represent the depen-
dences of the conversion efficiency in ideal solar cells based
on In0.5Ga0.5P, GaAs, and Ge at jph = 1.0 A/cm2. Curves 5,
6, and 7 show the fraction of solar energy converted to elec-
tric power in the corresponding cascades that make up a
solar cell with three p–n junctions.

2000
Theoretical, expected, and obtained efficiencies of cascade solar cells

Sunlight spectrum

Efficiency, %

Value
Number of p–n junctions in a cascade

1 2 3 4 5

Near-Earth space conditions 
(AM0)

Theoretical 28 33 38 42 45

Expected 23 28 33 36 38

Obtained 21.8 [10] 27.2 [11] 29.3 [11] – –

Terrestrial conditions 
(AM1.5)

Theoretical 30 36 42 47 49

Expected 27 33 38 42 44

Obtained [6] 25.1 30.3 31.0 – –

Terrestrial conditions with 
concentration (AM1.5)

Theoretical 35 42 48 52 54

Expected 31 38 43 47 49

Obtained [6] 27.6 31.1 34.0 – –
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Fig. 6. Cross sections of solar cells with three p–n junctions: (a) (Al)GaInP/GaAs/Ge heterostructure in which the second element,
as well as the first and second tunnel junctions are made of GaAs; (b) (Al)GaInP/(In)GaAs/Ge heterostructure in which the first
tunnel junction is made of InGaAs, while the second element and the second tunnel junction are made of (Al)GaInP.
The structure of a triple-junction heterophotocell is
complex, and it will become even more complicated
after the development of, say, four- and even five-junc-
tion photocells. However, the epitaxial growth of such
structures is a completely automated single-stage pro-
cess the success of which is totally dependent on the
progress made in the base technology. The consump-
tion of the initial materials (gases in the MOCVD tech-
nique) depends only slightly on the number of cas-
cades. Since all photoactive regions are, as a rule, made
of direct-band materials, the total thickness of the epi-
taxial structure grown is only a few micrometers.

The cost of an epitaxial structure is largely deter-
mined by its substrate. As mentioned above, the use of
a germanium substrate, which was foreign to III–V
materials, enabled us to improve the operational param-
eters of space solar arrays. In fact, this has resulted in
the “second birth” of the technology of germanium,
which was the first classical material in semiconductor
electronics but was later superseded by silicon. The
cost of germanium as a substrate material is lower than
that of GaAs used for this purpose, to say nothing of its
technological merits (mechanical stability in post-
growth treatment) and the fact that it can be included in
the process of photovoltaic conversion in a cascade
structure. However, looking back at the successes
achieved in nanoheterostructure technologies, one may
SEMICONDUCTORS      Vol. 38      No. 8      2004
suppose that germanium, now a substrate material, will
probably be superseded again by silicon, which is an
even cheaper and technologically more convenient
material. Research in this area is already under way.
Thus, the application of high-tech methods in the pro-
duction of photocells based on III–V compounds may
result not only in a radical increase in efficiency (in
multijunction structures), but also a radical decrease in
the cost of heterostructure photocells.

We will now consider the prospects for increasing
efficiency in multijunction photocells (see table). An
experience to date in the development of triple-junction
photocells gives reason to hope for achieving higher
efficiency in four-, five-, and maybe even more multi-
ple-junction structures. There are no scientific or theo-
retical doubts that these hopes will be justified when
suitable materials for intermediate cascades are found
and grown to the appropriate quality. The search for
these materials is under way, and here several areas
may be singled out.

The traditional area is “simply” the synthesis of new
materials. Among III–V materials, these are semicon-
ductor nitrides and borides, which have yet found little
or no commercial application. We already have consid-
erable technological experience of wide-gap nitrides
(grown by the MOCVD technique mentioned above),
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motivated by the bright prospects of revolution in light-
ing technology. It is quite likely that we will witness the
general replacement of hot mercury and incandescent
tungsten in lighting devices by “cold” structures based
on III–V materials of micrometer thickness. However,
more favorable for cascade photocells are narrow-gap
materials, which are better lattice-matched (in lattice
type and lattice constant) with the materials currently
used in triple-junction structures. These may be, for
example, GaInNAs solid solutions (Fig. 4), which are
currently being intensively studied. It is noteworthy
that complication of the photocell structure, namely,
the transition to multijunction structures, reduces the
requirements for the bulk properties of the materials
used. Indeed, the larger the number of junctions, the
thinner the photoactive region in each junction and the
weaker the effect of such parameters as the minority
carrier diffusion length on the efficiency of the device.
The method of compensating insufficiently good bulk
properties of a material by technologically perfecting
the cascade structure has also begun to be used in the
development of new types of thin-film solar arrays.

We will now discuss some other possible ways of
improving cascade solar cells. We will refer to earlier
experience in the development of semiconductor elec-
tronics, in particular, III–V lasers (Fig. 7). Until now,
two stages could be distinguished in this development.
The first is associated with the creation of heterostruc-
tures; the second, with the creation of nanoheterostruc-
tures. In both cases, the main initial ideas were directed
toward improving injection lasers and developing tech-
nologies for their fabrication. In the 1970s, a tradition
was even established according to which the parame-
ters of injection heterolasers produced by a particular
technique always served as a criterion of perfection for
this technique. The definition a “laser-quality material”
implied that, owing to high crystal perfection, a given
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heterostructure would be capable of operating at the
super-high excitation densities necessary for lasing.
Analyzing current trends in the design of third-genera-
tion injection lasers, we find primarily a transition to
quantum dot (QD) structures [9].

As for solar photovoltaic converters, new
approaches involving the use of materials with QDs
have been proposed to develop them: the creation of a
photoactive medium with an “intermediate band” [12].
In multicascade photocell structures, in addition to
using newly created materials with the desired absorp-
tion spectrum, it might be possible to improve the char-
acteristics of commutating tunnel diodes (to increase
the peak current) by introducing superlattices of verti-
cally coupled QDs between the n+ and p+ layers. It
should be added that there are other suggestions, some
of which are quite old, for increasing photovoltaic con-
verter efficiency, the implementation of which would
require the use of some “newly constructed” materials.
Among these is the idea of using graded heterostruc-
tures in which a very large variation in the energy gap
must be achieved with the provision of very high carrier
mobility. All these proposals are related to the quest to
increase (first theoretically and then in practice) the
efficiency of solar photovoltaic conversion to the ther-
modynamic limit of 93%, which is determined by the
Carnot cycle.

Previous experience shows that all achievements in
increasing solar cell efficiency will be applied first of
all in space technology [10, 11]. The same conclusion
may be drawn from an estimation of the scale of the
tasks to be accomplished by modern space technology.
A large number of high-power telecommunication sat-
ellites are required, the demands for the energy supply
of orbital stations are growing, and there is now a need
to produce specialized power-producing satellites that
could serve as power sources for space vehicles. Spe-
cifically, power-producing satellites would convert
solar energy into electrical energy, and this would be
converted into radiative energy to be transferred by
laser or microwave beam. In the distant future, large
amounts of energy could be transferred to the Earth for
electric power generation. In order to implement the
most large-scale projects, solar cell structures should be
MBE-grown directly in orbit in the vacuum of space. In
any case, the significant expansion of solar cell produc-
tion for space applications will allow the “incidental”
creation of a technological base for even larger-scale
production of solar cells for terrestrial application.

5. PHOTOVOLTAIC CONVERSION 
OF CONCENTRATED SUNLIGHT

Until now, we have not considered one more possi-
bility for increasing the efficiency of photovoltaic con-
version: the conversion of preliminarily concentrated
sunlight. The maximum calculated concentration ratio
at the distance from the Sun corresponding to the
Earth’s orbit is 46200. This concentration ratio is usu-
SEMICONDUCTORS      Vol. 38      No. 8      2004
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ally set in the estimations of thermodynamically lim-
ited efficiency for different types of solar cells. Specif-
ically, for multijunction cells comprising several tens of
cascades, the limiting efficiency is almost 87%, which is
very close to the Carnot cycle efficiency. Thus, multi-
junction photocells, apart from demonstrating the high-
est efficiencies and prospects for increasing them in the
near future, also have the best “fundamental” prospects.

However, can one talk of prospects for large-scale
applications of these photocells in terrestrial devices,
where the economic factor is decisive? Multijunction
photocells have an extremely complicated structure
indeed. Moreover, they have perhaps the most compli-
cated structure of all semiconductor devices. The larg-
est variation of the band gap must be achieved here for
several photoactive regions with p–n junctions. The
doping level in the layers varies rather widely, and there
are sharp changes in the type of conduction during the
formation of several (as the structure is grown) tunnel
p–n junctions connecting the cascades. The prescribed
thickness of photoactive layers must be maintained
with high precision, thus providing the calculated
absorption of specific portions of the solar spectrum to
generate the same photocurrent in the layers. The layers
that form the tunnel p+–n+ junctions must be extremely
thin (in the nanometer range) to minimize the absorp-
tion of light, whereas the photoactive layers must be
about two orders of magnitude thicker. The whole set of
III–V materials (in the form of solid solutions) is
involved in forming the structure of multijunction pho-
tocells (in future, nitrides also), which are, apart from
everything else, grown on the foreign substrates
(Ge and, in future, Si). However, as stated above, the
economic factor is not so dramatically important here.
Growing a structure is a one-stage automatic process, the
total thickness is only several micrometers, and the cost
of a nonphotoactive substrate can be quite low. The deci-
sive factor for an economically justified application of
multijunction photocells is the fact that they can operate
with high efficiency under highly concentrated sunlight.

The fact that GaAs-based heterojunction solar cells
can operate efficiently at a significant (several hundred
or even several thousand times) concentration of sun-
light, and in this respect differ favorably from silicon
cells, was pointed out as early as the late 1970s and
early 1980s. The first experiments on the design of con-
centrator-based photovoltaic modules with high-cur-
rent heterophotocells belong to that period [13]. The
generated photocurrent increases linearly as the light
intensity increases, and the output voltage in turn
increases with current by the logarithmic law. Thus, the
generated power increases superlinearly as sunlight is
concentrated, so the photovoltaic conversion efficiency
increases. This situation can be used in practice if a
higher current does not produce a noticeable voltage
drop across the internal resistance of a photocell. So
radically reducing internal ohmic loss became the key
problem in the development of concentrator photocells.
The prospect of increasing efficiency in working with
SEMICONDUCTORS      Vol. 38      No. 8      2004
concentrators seemed highly tempting. However, the
main motive force in creating concentrator modules
was the possibility of reducing the consumption of
semiconductor materials in proportion to the sunlight
concentration ratio in the generation of the required
electric power. In this case, mirrors or lenses fabricated
from relatively inexpensive materials concentrated sun-
light onto semiconductor photocells of relatively small
area, located in the focal plane of the concentrators. The
contribution of the cost of the photocell to that of the
solar module became insignificant, while the efficiency
of the module depended directly on the efficiency of the
photocells employed. This is an essential prerequisite
for an economically justified application of the most
effective, though expensive, photocells based on III–V
compounds [14, 15].

In the early 1990s, a new approach appeared in the
design of concentrator systems; it is based on the con-
cept of small-aperture modules that have all the prereq-
uisites for highly efficient and economically justified
solar energy conversion [14–19]. When the linear
dimensions of a concentrator decrease and the predeter-
mined ratio between the aperture and the focal distance
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is maintained, the concentration ratio remains the same.
However, in this case the structural height of a module
is reduced owing to the shorter focal distance of lenses.
The linear dimensions of photocells are reduced to
1−2 mm (Fig. 8), so they can be assembled with auto-
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Fig. 9. (a) Cross section of a concentrator module: (1) the
glass base of the lens panel; (2) silicone microprisms of the
Fresnel lenses; (3) focused sunlight beams; (4) solar cell
mounted on a metal base; (5) glass base of the solar cell
panel. (b) System with secondary minilenses that increase
the sunlight concentration ratio.

Fig. 10. Experimental photovoltaic module for the conver-
sion of concentrated sunlight with a panel of 48 Fresnel
lenses.
matic equipment used for assembling discrete devices
in mass production in the electronic industry. With
small linear dimensions of photocells, thinner sub-
strates can be used to grow the structure, and the useful
fraction of the wafer area can be increased, which
results in a further saving of semiconductor materials
(in addition to that provided by the sunlight concentra-
tion). The assembly can be carried out without a com-
plicated compensation of the thermal expansion coeffi-
cients of the cell material and the metallic heatsink
base. Of particular importance is the fact that the heat-
sink thickness also decreases proportionally to the
decrease in concentrator linear dimensions, which
results in a considerable reduction in metal consump-
tion in the fabrication of such a module. Thus, in the
concept of small-aperture concentrator modules the
advantages of concentrator systems (increase in effi-
ciency, saving on semiconductor materials) can be used
while retaining a distributed character of sunlight con-
version and heat dissipation as a whole (as in systems
without concentration).

Note that, from the point of view of prospects for
large-scale solar power engineering, the consumption
of any, even the most conventional, structural materials
is economically justified only when there is high effi-
ciency of conversion per total area of the solar cell. This
is determined by the need to cover considerable areas of
the Earth’s surface to intercept sunlight in the genera-
tion of high power.

Naturally, solar power installations should be pro-
tected from the effects of weather to ensure long-term
(20–30 years) serviceability. In this respect, the construc-
tion of “all-glass” concentrator modules (Figs. 9, 10)
developed in recent years at the Ioffe Physicotechnical
Institute in cooperation with the Fraunhofer Institute
for Solar Energy Systems (Freiburg, Germany) [16, 17]
looks very promising. Small-aperture Fresnel lenses
are combined in an integrated panel. Concentrator pho-
tocells mounted on thin (~0.5 mm) metallic heatsinks
are also combined in a panel. Both panels are fastened
by glass sidewalls, so that the inner volume of the mod-
ule is hermetically sealed. The lens panel has a compos-
ite structure. A sheet of conventional silicate glass,
which protects the front side of the module, serves as a
superstrate for a thin transparent silicone Fresnel pro-
file, which focuses the sunlight. The base for the panel
of photocells is also a silicate glass sheet, which serves
as a heatsink. Thus, low-cost glass with stable proper-
ties is the main structural material for the concentrator
module. The consumption of optical-quality silicone is
reduced to the minimum necessary to form refractive
microprisms (with an average thickness of about 0.2 mm).
A standard structural silicone is used to fix and hermet-
ically seal the glass parts of the module (Fig. 9). Owing
to the use of materials that are most resistant to the
influence of irradiation and weather (glass and silicone),
these concentrator modules seem to be the most promising
for long-term operation. In the experimental “all-glass”
modules, the optical efficiency of Fresnel lenses
SEMICONDUCTORS      Vol. 38      No. 8      2004
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reached 89%. When double-junction InGaP/InGaAs
photocells with an efficiency of .30% (AM1.5d) were
used, the module efficiency measured under natural
sunlight illumination conditions was 24.8%, calculated
relative to sunlight incident onto the surface of the
lenses [17].

Further development of module designs is aimed at
increasing the sunlight concentration ratio. For exam-
ple, if the size of a unit lens in a submodule is 4 × 4 cm2,
high optical efficiency is obtained when photocells of
2 mm in diameter are used (Fig. 8), which corresponds
to a concentration ratio of about 500. A further reduc-
tion in the size of photocells and a transition to concen-
tration ratios of 1000 or higher are possible if secondary
minilenses with a smooth profile are placed directly in
front of the photocells (Fig. 9). In this case, the second-
ary lenses can also be combined into a panel (Fig. 10)
[18, 19]. With highly concentrated sunlight, the use of
multijunction photocells offers additional advantages.
When the number of junctions increases, the output
voltage increases and the generated photocurrent
decreases. Therefore, the internal ohmic loss in current
collection decreases, so a high conversion efficiency is
maintained at higher sunlight concentration ratios.

There are certain misgivings regarding the practical
use of concentrator cells related to the need to ensure
that the concentrator modules track the Sun. Indeed,
this situation requires the construction of special sup-
porting–turning mechanisms for the installation of the
modules, equipped with sun-position sensors and elec-
tric drives. Compared with conventional modules with-
out concentrators, this leads to an additional consump-
tion of structural materials and power consumption for
tracking. However, the power generated even in a con-
ventional module with continuous sun tracking during
a light day is 30–40% greater than that in a module
without sun tracking. Taking into account this gain and
the higher efficiency of a concentrator module, we may
say that this compensates for the additional expenses of
materials. As for the consumption of electric power for
tracking, it is only 0.2–0.3% of the power generated by
concentrator modules with tracking devices [18, 19].

Concentrator modules should not be contrasted with
conventional ones in estimating the prospects for the
development of solar photovoltaics. Both types should
be used in the power-generation systems of the future.
It seems that conventional modules with crystalline sil-
icon cells or thin film structures will form the basis of a
decentralized electric power generation system. As pri-
vate or public property belonging to a broad circle of
owners, they will be installed on the roofs and walls of
houses and buildings and integrated into a network.
Thus, they will embody new “democratic principles” of
solar power engineering compared with the current
“dictatorship” of power giants. However, the demands
of power-consuming industries, municipal communi-
ties, etc., will require the construction of large-scale
solar stations providing a minimum cost for generated
SEMICONDUCTORS      Vol. 38      No. 8      2004
electric power. Such stations located on specially
assigned territories and attended by special personnel
will form part of the decentralized power system. The
use of concentrator photovoltaic modules seems to be a
quite reasonable solution in the development of these sta-
tions. Numerous economic estimates (see, e.g., [20–22])
indicate that, within the coming decade, concentrator
photovoltaics may become not only economically
effective compared to other types of installations for
photovoltaic conversion, but also compete with the
existing traditional power sources in terms of the cost
of generated electric power. It is important also that
solar power stations of substantial output can be built
without the deployment of new large semiconductor
plants. In this case, the main efforts will be directed
toward fabricating the mechanical parts of the concen-
trator modules and supporting structures, and the basis
for producing these already exists.

Meanwhile new production capacities in the semi-
conductor industry may be required in the near future
because of the need to supply space technology with
high-efficiency photocells based on III–V compounds.
Here the concentration approach is considered as one
possible way of solving the problem. In the conditions
of space, the most promising solution seems to be the
application of linear Fresnel lenses as sunlight concen-
trators. This allows one to use relatively accurate Sun
tracking around one axis only, the axis parallel to the
microprisms of the lenses, while the tracking around
the second axis can be much rougher. In this case, the
typical concentration ratio is about 6–10. The refractive
profile in lenses is produced from transparent silicone.
Lenses for application in space may have a very thin
(~0.1 mm) glass base [23] or even have no base at all
[24]. In the first case, a sheet of glass doped with cerium
dioxide acts as a lens protector from ultraviolet light
and the impact of high-energy particles. In the second
case, a multilayer coating is deposited onto the front
surface of a silicone lens. In both cases, the photocells
are protected against unfavorable effects better than in
solar arrays without concentrators. Furthermore, the
radiation resistance of an array increases due to opera-
tion at higher photocurrent densities under concen-
trated sunlight. A high current density becomes espe-
cially important when space probes are launched in a
direction away from the Sun. In this case, the concen-
tration of light compensates for the effect of the
decrease in efficiency as the density of sunlight power
decreases. In concentrator solar arrays for conditions of
near-Earth space, a specific power per unit weight of
about 180 W kg–1 and a specific power per unit area of
about 300 W m–2 can be obtained [24]. These parame-
ters are expected in InGaP/GaAs/Ge triple-junction
photocells and cannot be achieved in any other type of
space solar arrays. Space modules with short-focus
(23 mm) Fresnel lenses devised at the Ioffe Physicote-
chnical Institute can be used instead of conventional flat
arrays without any modification of the transport con-
tainers.
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6. CONCLUSION

We are witnesses to and participants in many inter-
esting and important processes in modern science and
technology. Semiconductors, whose history of techni-
cal development spans little more than 50 years, have
resoundingly conquered all the fields of electric power
conversion techniques and electronics, have prepared
and are carrying out “the information revolution,” and
are ready to produce a revolution in lighting techniques.
The scientific and technological successes of the last
decade give grounds to hope that a revolution with the
participation of semiconductors may also take place in
the field of electric power generation.

In a broad sense, the development of a new power
base has never come cheaply. It is even hard to imagine
how many efforts and resources were spent on the
development and creation of systems for electric power
generation, distribution, and consumption when the
electric power industry was only beginning to enter
everyday life. The further development of this industry
required the involvement of new forms of fuel. Nuclear
power stations were built, which, it seemed, would
resolve all our power problems. But could these power
stations have been built were it not for the national pro-
grams to create nuclear weapons? It is well known that
tremendous resources were initially invested in pre-
cisely these programs and that electric power stations
were only one of the results of realizing them. The
seemingly low cost of this ready-to-use engineering
resulted in a situation where, even for rejecting the use
of nuclear power stations, one had to pay a huge price.

Solar photovoltaics has not been born out of
nowhere. Largely as a result of the development of elec-
tronics, laser techniques, and electric power engineer-
ing for spacecraft, a scientific and technological basis
has been created that may serve as the starting point for
the expansion of a terrestrial solar electric power indus-
try based on semiconductors. The time is coming when
it will be necessary to provide much wider investment
of resources in this field, corresponding to the signifi-
cance solar electric power will have in the future.
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Abstract—The luminescent properties of core-shell quantum dots are being exploited in an unconventional solar
concentrator, which promises to reduce the cost of photovoltaic electricity. Luminescent solar collectors have
advantages over geometric concentrators in that tracking is unnecessary and both direct and diffuse radiation can
be collected. However, development has been limited by the performance of luminescent dyes. We present exper-
imental and theoretical results with a novel concentrator in which the dyes are replaced by quantum dots. We have
developed a self-consistent thermodynamic model for planar concentrators and find that this three-dimensional
flux model shows excellent agreement with experiment. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The luminescent planar solar concentrator [1] was
originally proposed in the late 1970s. It consisted of a
transparent sheet doped with appropriate organic dyes.
Sunlight is absorbed by the dye and then reradiated iso-
tropically, ideally with high quantum efficiency (QE)
and trapped in the sheet by internal reflection. A stack
of sheets doped with different dyes [1] can separate the
light, as in Fig. 1, and solar cells can be chosen to match
the different luminescent wavelengths to convert the
trapped light at the edge of the sheet.

Advantages over geometric concentrators include the
fact that expensive solar tracking is unnecessary and that
both direct and diffuse radiation can be collected. How-
ever, the development of this promising concentrator was
limited by the stringent requirements on the luminescent
dyes, namely high QE, suitable absorption spectra and
redshifts, and stability under illumination [2].

2. THE QUANTUM DOT CONCENTRATOR (QDC)

We have recently proposed a novel concentrator [3]
in which the dyes are replaced by quantum dots (QDs).
The first advantage of the QDs over dyes is the ability
to tune the absorption threshold simply by choice of dot
diameter. Secondly, high luminescence quantum effi-
ciency has been observed. CdSe/CdS heterostructure
dots have demonstrated luminescence quantum yields
above 80% at room temperature [4]. Thirdly, since they
are composed of crystalline semiconductor, the dots
should be inherently more stable than dyes.

The disappointing results obtained with dye concen-
trators were probably mainly because of reabsorption,

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20909
which was considered but not modeled at the time of
the original calculations [1]. Therefore, in [3], we have
argued that a further advantage in the redshift between
absorption and luminescence is quantitatively related
by the thermodynamic model to the spread of quantum
dot sizes, which can be determined during the growth
process [5]. The ability to limit the overlap between the
luminescence and absorption by the choice of QD size
distribution is a significant improvement compared to
dye concentrators, allowing reabsorption losses to be
minimized [6, 7].

3. THERMODYNAMIC MODELING OF THE QDC

Yablonovitch [8] applied a detailed balance argu-
ment to the original dye-concentrator to relate the
absorbed light and self-absorbed concentrated light to
the spontaneous emission. The paper considers a uni-
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Fig. 1. (a) Schematic of a three-stack luminescent concen-
trator. Each layer in the stack absorbs and reemits light of
longer wavelength with ideal absorption coefficient and
luminescence spectra as in (b).
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formly illuminated thin slab, for which the variation of
the incident light with depth is negligible. In a practical
device, however, a significant fraction of the incident
flux is absorbed. Yablonovitch applies the boundary
condition to the trapped flux that it is zero at the edge of
the sheet and derives an expression for the flux propa-
gating towards the cell. It is not possible using Yablono-
vitch’s boundary condition to derive an expression for
the flux propagating backwards that is consistent with
that propagating forwards. The form of the detailed bal-
ance expression in [8] is again limited to thin sheets for
which a negligible fraction of the radiation emitted into
the escape cone may be reabsorbed by the sheet. This
model does not consider losses owing to absorption by
the “transparent” sheet material, and we find that this is
one of the most important factors limiting the efficiency
of planar luminescent solar concentrators. Yablono-
vitch’s one-dimensional model is also limited to the
case where there is no spectral overlap of the incident
radiation and the luminescence. To overcome these dif-
ficulties, we have developed a self-consistent three-
dimensional (3D) flux model in which we apply reflec-
tion boundary conditions to the radiation depending on
whether it falls within the escape cone, Ωc, or within the
solid angle of total internal reflection in each coordinate
direction x, y, z.

Our 3D flux model allows for (1) a significant frac-
tion of the incident flux to be absorbed by the sheet;
(2) spectral overlap of the incident radiation with the
luminescence; (3) reabsorption of radiation emitted
into the escape cone; (4) reflection at the surfaces; and
(5) losses due to absorption in the host material. Includ-
ing (1) to (5) can make an order of magnitude differ-
ence to the calculated luminescence escaping the right
surface (see Fig. 1a) compared to the predictions of [8],
even for a small 42 × 10 × 5 mm test slab. The model
provides equations from which the photon chemical
potential as a function of position within a finite slab of
material may be determined by iteration.

4. 3D FLUX MODEL

To obtain the differential equations describing the
propagation of the trapped and escaping photon inten-
sities, we start with Chandrasekhar’s general three-
dimensional radiative transfer equation [9]. We con-
sider a finite slab of material of thickness D in the z
direction, length L in the x direction, and width W in the
y direction, uniformly illuminated on (say) the top surface.

We apply the method of Schwarzschild and Milne
[10], in which the detailed angular dependence of the
radiative intensity described by the transfer equation is
ignored and the radiation is considered as consisting
simply of forward (+) and backward (–) streams. How-
ever, in addition, we also distinguish between what
happens when the angle of propagation, θ, is greater or
less than the critical angle θc. Escaping photons with
θ < θc and trapped photons with θ > θc are treated as
separate streams. We then integrate over the appropriate
angular ranges to obtain the intensities of the photon
streams and ignore other details of the angular depen-
dence. Integrating over the escape cones in each coor-
dinate direction produces two differential equations [6]
for the luminescent escaping fluxes propagating in the
positive and negative directions:

(1)

In Eq. (1), , , and  are the escaping lumines-
cent fluxes propagating within the slab in the positive
and negative x, y, and z directions, respectively, and λa

and λe are defined by

(2)

Here, N is the density of luminescent centers, and σa(ν)
is the absorption cross section of the slab material com-
prising a transparent medium with absorption cross
section σb(ν) within which the luminescent species
with absorption cross section σe(ν) = σa(ν) – σb(ν) is
uniformly dispersed. The luminescent brightness, B, of
a radiation field in equilibrium with the electronic
degrees of freedom of the absorbing species is given by

, (3)

where n is the refractive index, ν is the frequency, µ is
the photon chemical potential, β = 1/kT, and the other
quantities have their usual meaning. The incident radi-
ation, I1, is not distributed over the same angular range
as the escaping luminescence and, thus, must be treated
separately. If I1 is incident at θi, it generates escaping

fluxes  within the slab which depend on z and the
transmission angle θt:

(4)

4.1. Trapped Intensity

Suitable transparent media generally have refractive
indices close to 1.5. Thus, the totally trapped solid
angle Ω6 = 4π – 6Ωc is small. The trapped intensity also
equilibrates within the slab by multiple reflections, and,
hence, we may integrate the radiative transfer equation
over this solid angle to obtain an average trapped intensity:

(5)
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4.2. Detailed Balance

Application of the principle of detailed balance
within the slab of material leads to the equation

, (6)

where Qe is the quantum efficiency of the luminescent
species and F(µ) is minimized to determine µ. IC is the
concentrated photon field within the slab which is
obtained by adding the total trapped and escaping
intensities in the x, y, and z directions:

(7)

The escaping intensities are themselves given by add-
ing the appropriate photon streams as 

(8)

Equation (6) shows that the variation of IC with position in
the slab is dependent on the variation of µ with position.

For thin films, the differential equations (1) may be
solved analytically [7]. For thick slabs, we can only
solve the differential equations up to integration over
the slab of the luminescent brightness B multiplied by
the appropriate forward and backward Green’s func-
tions [6].

4.3. Boundary Conditions

For the luminescent escaping fluxes, , we have
to consider reflection and transmission at the surfaces.
For example, at the left surface x = 0, the far surface
y = 0, and the top surface z = 0, these are

, (9)

where RL, F, T are the reflection coefficients averaged
over the escape cone for the luminescent escaping
fluxes at the left, far, and top surfaces, respectively.
Similar boundary conditions on  apply at the right

surface x = L, the near surface y = W, and bottom sur-
face z = D, with appropriate reflection coefficients
RR, N, B at the right, near, and bottom surfaces, respec-
tively. At the top and bottom, we also have boundary

conditions on the fluxes :

(10)

(11)

with reflection coefficients RTd and RBd as required for
the angle of incidence of the direct incident light.

In the x and y directions at the left (L) and far (F)
surfaces, the boundary conditions for the luminescent
escaping fluxes outside the slab are

(12)
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σe ν( )

Qe

-------------B ν( )d∫– 0= =

IC It
·( ) Ix Iy Iz Id.+ + + +=

Ix y z d, , , Ix y z d, , ,
+( )

Ix y z d, , ,
–( ) .+=

Ix y z, ,
±( )

Ix y z, ,
+( ) 0( ) BL F T, , Ix y z, ,

–( ) 0( )=

Ix y z, ,
±( )

Id
±( )

Id
+( ) 0( ) 1 RTd–( )I1 RTdId

–( ) 0( ),+=

Id
–( ) D( ) RBdId

+( ) D( )=

IL F, 1 RL F,–( )Ix y,
–( ) 0( )=
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with similar equations at the right (R), near (N), top (T),
and bottom (B) surfaces. By integrating the differential
equations for the escaping fluxes, evaluating the result-
ing expressions at the surfaces and applying the bound-
ary conditions, we derive the escaping intensities. In
carrying out these calculations, it is convenient, since
the reflection coefficients lie in the range [0, 1], to
rewrite the reflectivities as

, (13)

where P, Q = L, R, F, N, T, B, Td, Bd.

4.4. Escaping Intensities

The expressions for the luminescent escaping inten-
sities within the slab in the x, y, and z directions are
related by symmetry. For example, Ix is given by

(14)

and the expressions for Iy and Iz are generated by replac-
ing the coordinate, the slab dimension, and the α sub-
scripts in Eq. (14) with those appropriate for the direc-
tion of interest. The intensity, Id, within the slab owing
to unabsorbed incident radiation is given by

(15)

The expressions for the luminescent fluxes outside
the slab escaping the surfaces in the x, y, and z direc-
tions are again related by symmetry. For example, the
fluxes IR and IL escaping the right and left surfaces in
the x direction, respectively, are

(16)
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(17)

The expressions for IN and IF and the luminescent com-
ponents of IB and IT are generated by appropriate substi-
tution as for Eq. (14). The latter, IB and IT, are similar but
contain additional terms arising from the incident flux:

(18)
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Fig. 2. Schematic diagram illustrating the intensities within
the slab comprising the concentrated intensity, IC, and the
fluxes escaping the surfaces.
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Fig. 3. Apparatus used to measure the absorption properties
of test slabs.
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Fig. 4. Apparatus used to measure the luminescence proper-
ties of test slabs.
(19)

The intensities comprising IC within the slab (see Fig. 2)
are calculated as outlined above by determining the
chemical potential, µ(x, y, z), over a mesh of positions
within the slab by Newton–Raphson iteration. This
chemical potential distribution best satisfies the
detailed balance condition (Eq. (6)) at each point in the
slab and is then used to calculate the position-depen-
dent fluxes exiting the surfaces. In this calculation, the
Newton–Raphson equation below is solved iteratively
for µ at each point in the mesh:

, (20)

where we ignore the dependence of IC on µ, so that

(21)

5. RESULTS

This section is divided into three parts. The first
details experimental absorption and luminescence mea-
surements, and the latter are shown to compare favor-
ably with predictions from the model. The second sec-
tion concerns modeling results and discusses the
importance of the QD size distribution, the predicted
fluxes exiting the surfaces of a slab and the photon
chemical potential. In the third part, predicted short-cir-
cuit currents resulting from the fluxes exiting the sur-
faces of sample slabs uniformly illuminated on their top
surfaces are compared with experiment. These measure-
ments show that the 3D flux model agrees with experi-
ment, providing a tool for optimization of the QDC.

5.1. Absorption and Luminescence

Both the sample absorption and luminescence are
measured on a wavelength calibrated double mono-
chromator system, composed of two 30-cm Bentham
monochromators. The source monochromator has a
current stabilized 100-W tungsten filament lamp
attached to a variable entrance slit. It is also equipped
with order sorting filters, a 1800-lines/mm grating and
an exit pinhole aperture of 200 µm. The wavelength
resolution varies with entrance slit width, but excitation
wavelengths <1 nm can be achieved. The spectrometer
monochromator also has a pair of variable slits, a
1200-lines/mm grating and a wavelength resolution of
2 nm. A calibrated Newport 818-UV silicon detector
was used for all absorption and luminescence measure-
ments as shown in Figs. 3 and 4.
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Fig. 5. Measured absorption coefficient (1) and Gaussian fit (2) to the absorption threshold together with the normalized predicted
and observed luminescence for the L × W × D = 42 × 10 × 5 mm3 test slab of CdSe/CdS QDs in acrylic. For laser illumination on
the near surface, (3) indicates the predicted and (4) the observed luminescence. For laser illumination on the left surface, (5) indi-
cates the predicted and (6) the observed luminescence.
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Fig. 7. Predicted average fluxes escaping the top and right surfaces of the test slab of CdSe/CdS QDs in acrylic again assuming the
best fit value of Qe = 0.5. The slab has perfect mirrors at x = 0, y = (0, W), and z = D, and is illuminated by AM1.5 at normal inci-
dence. The solid curve indicates the incident flux. Curves (1) and (2) represent the average fluxes escaping from the top and right-
hand surfaces, respectively; these fluxes were calculated using the Gaussian fit to the experimental absorption threshold with a half-
width of 0.07 eV. Curve 3 is the average flux escaping the right surface for a narrower QD size distribution modeled by a Gaussian
fit of half-width 0.05 eV.
Absorption measurements were performed in a par-
allel-beam configuration (see Fig. 3) by acquiring a
transmission measurement on the sample and a refer-
ence measurement. The absorption coefficient, Nσa,
corrected for multiple reflections using Eq. (18) is
extracted from the data. Scans were generally carried
out over the wavelength range 400 to 800 nm under
computer control with the output of the silicon detector
amplified by a Stanford research systems SR510 lock-
in amplifier and the monochromator driven by a
Bentham PM C3B/IEEE controller. For absorption
measurements, light from the lamp was chopped before
it entered the monochromator with a Bentham 218 vari-
able frequency chopper at a frequency of approxi-
mately 188 Hz, which was suitably far away from the
mains frequency of 50 Hz to produce good results.

Luminescence measurements were often performed
with the straight-through configuration (see Fig. 4), and
the light escaping the surface of the sample opposite the
laser illumination was focused onto the entrance slit of
the spectrometer monochromator and detected at the
exit slit by the silicon detector. The luminescence scans
were carried out over the relevant wavelength range,
again under computer control, using a second chopper
and monochromator controller. The luminescence sig-
nal was corrected for the throughput of the spectrome-
ter by performing two additional scans, firstly, with the
beam from the source monochromator focused into the
spectrometer and, secondly, a reference scan as for the
absorption measurements.

We assume that the frequency dependence of σe(ν)
at threshold is Gaussian as expected for dots with
δ-function density of states and Gaussian distributed
diameters [3]. A Gaussian fits the experimental absorp-
tion very well down to threshold [6, 7], as illustrated in
Fig. 5 together with the predicted and observed lumi-
nescence escaping a test slab of CdSe/CdS core-shell
QDs in acrylic illuminated by a 530-nm laser in the x
and y coordinate directions. The laser spot (diameter
3 mm) was positioned in the center of the face of the
slab of material, and the luminescence was collected
from the opposite surface. The slab was rotated such
that the laser illuminated the left surface at x = 0 and the
near surface at y = 0.

Figure 5 shows the excellent agreement between the
shape and position (redshift) of the predicted and
observed luminescence for the two directions of laser
illumination, although a small laser feature interferes
with the experiment between 1.7 and 1.8 eV.

With laser illumination of a slab, the intensity and
redshift of the flux escaping the right surface, IR, is very
dependent on the position of laser excitation on the top
SEMICONDUCTORS      Vol. 38      No. 8      2004
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surface. In an additional experiment, the luminescence
escaping the right surface of the sample slab of
CdSe/CdS QDs in acrylic was measured as the laser
spot was moved along the center of the top surface. The
same equipment as shown in Fig. 4 was used, but the
laser was positioned such that the beam was perpendic-
ular to the collection optics. Figure 6 shows both the
variation of the predicted and observed luminescence
escaping the right surface of the slab with laser illumi-
nation position x/L. Unfortunately, the collected signal
was too noisy to detect at laser positions less than x/L =
0.5 since the path length of the escaping luminescence
is longer than in the straight-through configuration. It is
easy to adapt the model to simulate laser excitation,
because the incident light term depends only on z and
can simply be removed from the model at (x, y) posi-
tions where the laser is not illuminating the slab. These
measurements show that the model predicts the correct
trends for the redshift, the profile of the luminescence,
and its intensity as the laser position is varied. Com-
pared to illumination at x/L = 1, we would expect the
luminescence spectrum for illumination at x/L = 0.95 to
be narrower owing to reabsorption and of higher inten-
sity because more of the laser light can be absorbed.

5.2. Modeling Results

The profile and redshift of the luminescence peak
also depends critically on the shape of the absorption
cross section near threshold, which reflects the QD size
distribution. A narrower distribution of dot diameters
can be modeled by narrowing the Gaussian fit to the
absorption edge. The calculated fluxes escaping the
surfaces for the test slab of CdSe/CdS core-shell QDs
in acrylic assuming perfect mirrors at x = L and y =
(0, W) are illustrated in Fig. 7 for the Gaussian fit (half-
width 0.07 eV) to the experimental absorption. Figure 7
shows the concentration of radiation into the flux that
would be collected by a solar cell at the right surface.
Also illustrated in Fig. 7 is the predicted flux escaping
the right surface if the distribution of QD sizes were
narrower such that the Gaussian fit to the absorption
threshold has half-width 0.05 eV.
SEMICONDUCTORS      Vol. 38      No. 8      2004
For a narrow distribution of QD sizes characterized
by a sharp absorption threshold, there is a smaller red-
shift and, therefore, greater overlap with the lumines-
cence, leading to larger reabsorption losses [6, 7] and
less radiation escaping the right surface. The model
allows us to investigate quantitatively the distribution
of dot diameters that minimizes these losses. This is
particularly important in our experiments, since the
luminescence quantum efficiency of the QDs in our test
slab was rather low.

The chemical potential determined from the 3D flux
analysis as a function of position, (x, z), for the
CdSe/CdS QD sample slab with perfect mirrors at y =
(0, W) such that there is no variation of µ with y is
shown in Fig. 8. With no mirrors on the surfaces in the
x direction, the chemical potential is symmetric about
x = L/2 and decreases with depth z, allowing radiation
of low-energy photons near the bottom of the slab.

5.3. Photocurrent Measurements

Short-circuit currents, Jsc, resulting from the radia-
tion escaping the bottom, near, and right surfaces of the
slab of CdSe/CdS QDs in acrylic and slabs of red and
green dyes in perspex were measured and are compared
with the predicted values in Tables 1 and 2. The lumi-
nescence quantum efficiency, Qe, of the perylene dyes
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Fig. 8. The position-dependent chemical potential of the
test slab of CdSe/CdS QDs in acrylic assuming Qe = 1, per-
fect mirrors at y = (0, W), and illumination by AM1.5 at nor-
mal incidence.
Table 1.  Measured (top) and predicted (bottom) short-circuit current, Jsc, using the 2.65 × 2.65-mm Si photodetector for the
three unmirrored slabs investigated

Luminescent
species Slab size, mm Qe

Jsc, mA/m2

z = D y = W x = L

CdSe/CdS 42 × 10 × 5 0.50 84.0 ± 2.0 4.6 ± 2.0 11.1 ± 2.0

QDs 78.3 ± 1.9 3.6 ± 0.8 10.0 ± 1.4

Red dye 40 × 15 × 3 0.95 88.4 ± 2.0 10.4 ± 2.0 20.1 ± 2.0

85.4 ± 2.0 11.1 ± 1.1 22.0 ± 1.7

Green dye 40 × 15 × 3 0.95 93.2 ± 2.0 3.2 ± 2.0 4.9 ± 2.0

96.0 ± 2.1 2.1 ± 0.3 4.0 ± 0.9
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is known to be about 0.95, and the unknown Qe of the
QDs was determined by the best fit to the experimental
measurements.

The slabs were positioned on a matt black stage with
a matt black background to avoid unwanted reflections
and were illuminated at normal incidence by a cali-
brated Oriel fiber lamp. Two calibrated photodetectors
that could be positioned against any surface were uti-
lized to obtain Jsc values, using a Keithley 236 source
measure unit. The uncertainty in the measurements is
due to current generated by coupling of the incident
light into the edges of the photodetector, and allowance

Table 2.  Measured (top) and predicted (bottom) short-cir-
cuit current, Jsc, using the 3 × 3-mm GaAs photodetector for
the red mirrored slab

Luminescent
species

Slab size, 
mm Qe

Blue filter
used

Jsc, mA/m2

x = L

Red dye 40 × 15 × 3 0.95 No 26.0 ± 2.0

26.0 ± 2.6

Red dye 40 × 15 × 3 0.95 Yes 12.7 ± 2.0

15.6 ± 2.1

Note: The reflectivity of the evaporated aluminum mirrors on the
surfaces at x = 0, z = D, and y = (0, W) was assumed to be 0.9.
A blue filter could be placed between the lamp and sample to
modify the spectrum of the light incident on the top surface of
the slab.
has been made for this by background measurements.
The uncertainty in the predictions is mainly due to the
5% uncertainty in the experimental absorption.

The lamp spectrum was measured using the appara-
tus in Fig. 4 with the lamp focused into the entrance slit
of the spectrometer monochromator. For the Jsc mea-
surements, the lamp was positioned such that light
reaching the sample could only diverge by five degrees
and corrections from normal incidence were negligible.
The uniformity of the lamp illumination was checked
and found to vary by less than 5% over the plane where
the top surface of the test slab was positioned.

The quantum efficiencies (QEs) of the 2.65 ×
2.65-mm Si photodetector and the 3 × 3 mm-GaAs pho-
todetector was determined with the apparatus in Fig. 3
by taking the ratio of a scan with the photodetector and
a reference scan with the Newport 818-UV silicon
detector corrected for its known QE. In order to calcu-
late the predicted short-circuit currents, it is necessary
to correct for the angular dependence of the QE of the
photodetector, since the luminescence escapes at all
angles over the hemisphere from each surface. The
2.65 × 2.65-mm Si photodetector was supplied with a
correction curve, and it would have been preferable to
use this photodetector for all the measurements. How-
ever, it was not available at the time of the measure-
ments on the mirrored red slab, and these could not be
repeated owing to poor adhesion of the evaporated alu-
minum mirrors. Therefore, the same angular correc-
tions were applied to the predictions of the short-circuit
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Fig. 9. The Oriel lamp spectrum and effect of the blue filter together with the absorption spectra of the three materials investigated.
Curve 1 is the Oriel spectrum, and curve 2 shows how the incident light spectrum is modified when the blue filter is used. Curves
with symbols 3–5 are the absorption (3) of the QDs in acrylic, (4) of the red dye in perspex, and (5) of the green dye in perspex. 
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current from the 3 × 3 mm GaAs photodetector, leading
to a greater uncertainty in these predictions.

The Oriel lamp spectrum and effect of the blue filter
are illustrated together with the absorption coefficient,
Nσa, of the three materials in Fig. 9. It is very encour-
aging that all the measurements agree so well with the
predictions, given that the materials absorb strongly in
different regions of the lamp spectrum and have very
different losses owing to the high Qe of the dyes and rel-
atively low Qe of the QDs. Our confidence in the model
is also increased by the agreement with experiment for
the slab with mirrored surfaces and the continued
agreement when the spectrum of the light incident on
the test slab is altered by a blue filter.

6. CONCLUSION

We have developed a self-consistent thermody-
namic model for planar solar concentrators, which
allows for overlap of the incident radiation with the
luminescence, for reflections at the surfaces, for reab-
sorption, and for absorption losses in the “transparent”
host material. Our 3D flux model was derived by apply-
ing the method of Schwarzschild and Milne to Chan-
drasekhar’s general radiative transfer equation coupled
to a detailed balance condition. We can predict the effi-
ciencies of luminescent concentrators using only the
absorption properties of the slab, its refractive index,
and the quantum efficiency Qe of the luminescence. The
QD size distribution can be chosen to optimize the red-
shift and minimize the overlap between absorption and
luminescence which is a significant advantage for the
QDC compared with the dye concentrator. Our results
show that the 3D flux model can predict both the red-
SEMICONDUCTORS      Vol. 38      No. 8      2004
shift and profile of the luminescence, as well as the total
flux escaping each surface of a slab, providing a tool for
optimization of the QDC.
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Abstract—The development of III–V concentrator solar cells and thermophotovoltaic converters is at a critical
point in which both sophisticated technology and an accurate modeling are required. This paper emphasizes the
aspects relating to the modeling of multijunction solar cells for the concentration of applications and thermo-
photovoltaic converters. In the case of solar cells, the key aspects are
—Necessity of three-dimensional modeling,
—Consideration of real conditions of operation,
—Critical review of material parameters.
For TPV converters, the aforementioned aspects are also to be applied. Preliminarily, the material parameters
of the less mature thermophotovoltaic semiconductors must be specified or even measured. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Light concentration together with III–V semicon-
ductor solar cells constitute a strategy that has been pro-
posed as a way to reduce the cost of photovoltaic (PV)
electricity to reach levels close or even lower than those
of the electricity produced from fossil fuels [1, 2]. Up
to now, the highest efficiency for a single junction solar
cell at a concentration of 1000 suns has been obtained
by a GaAs solar cell with a 26.2% efficiency [3], and
there is more room for achieving efficiencies in the
range of 28–29% [4]. These practical efficiencies
achieved at 1000 suns could lead to a price of 2.5–
3.0 /Wp for a turnkey grid connected PV installation.
The corresponding price of the electricity produced
would be 0.1 /kWh for a cumulated production of
only 10 MWp [5].

For an additional reduction of these prices thanks to
an increase in efficiency, the use of multijunction cells
(where several cells are each used with a different band
gap with each one converting a narrow range of photon
energies close to its band gap) is necessary. For exam-
ple, if the current space-cell production were applied in
100-sun concentrator cells and learning were assumed
for a cumulated production of 1000 MWp together with
a solar cell efficiency of 40%, the price of the PV elec-
tricity would decrease to less than 0.03 /KWh. The
corresponding price for a turnkey PV grid-connected
installation would be less than 0.7 /Wp [5]. This effi-
ciency value of 40% is not extremely optimistic,

1This article was submitted by the authors in English.

C– – 

C– – 

C– – 

C– – 
1063-7826/04/3808- $26.00 © 20918
because in 2003 Spectrolab achieved an efficiency of
36.9% at 309 suns [6].

The path towards these high efficiencies must be
guided by an accurate and reliable modeling of the
III−V solar cells. This way, the origins of efficiency loss
could be determined and consequently avoided. This
aspect is very important because concentrator single
junction GaAs solar cells have already achieved practi-
cal efficiencies of more than 70% of their upper theo-
retical limit, while in the case of concentrator III–V
multijunction cells their practical efficiencies are less
than 60% of their ideal limit.

An important challenge in the modeling of III–V
concentrator solar cells is the consideration of real
operation conditions inside optical concentrators [5].
Among the most important ones are the different illu-
mination spectra as a consequence of the light way
through the concentrator optics, the inhomogeneous
illumination produced by the optics over the solar cell,
the chromatic aberration, the temperature gradients in
different parts of the solar cell, etc. Therefore, an accu-
rate and useful model must consider all the aforemen-
tioned aspects [7].

In the case of thermophotovoltaic (TPV) converters,
their modeling should also consider the particular con-
ditions of each system where they will operate. All the
key aspects in the modeling of multijunction solar cells
can be applied to TPV devices. But, in addition, there
are specific problems because the TPV semiconductor
materials are less known and less mature (GaSb,
GaInSb, InGaAs, etc.), so there are less reliable mate-
rial data [8].
004 MAIK “Nauka/Interperiodica”
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2. CONCENTRATOR III–V SOLAR CELLS

The Solar Energy Institute of Madrid pioneered sev-
eral years ago the simultaneous modeling of the whole
concentrator solar cell. In the past, the existing models
considered only a part of the cell. We proposed to take
into account all the parts of the solar cell: the semicon-
ductor structure, ohmic contacts, ARC, external con-
nections like wire bonding, etc. Additional aspects like
a given geometry and size of the solar cell were also
considered. In this way, we gained wide experience in
the two-dimensional (2D) modeling that was applied to
GaAs solar cells [9, 10] and GaSb TPV converters [11].

2.1. Necessity of Three-Dimensional Modeling

However, the complexity of concentrator multijunc-
tion solar cells requires three-dimensional (3D) model-
ing. The development of custom tools for 3D modeling
is one possibility, whose main advantage is the more
familiar implementation of custom-made models, as
well as a good control over the whole simulation pro-
gram. But on the other hand, the development of a very
complicated calculation strategy is required and the
flexibility for depicting and drawing multiple effects
(like variation of voltage, current lines, etc.) is highly
limited.

An alternative is the use of commercial programs.
Traditionally, the PC-1D has been widely used but
mainly for 1-sun silicon solar cells. For III–V solar
cells, its use has been very restricted. Lately, the use of
SEMICONDUCTORS      Vol. 38      No. 8      2004
very powerful programs that are widely used in micro-
electronic devices (like AtlasTM from Silvaco, DessisTM

from ISE TCAD, or Taurus-MediciTM from Synopsys)
has started in several PV research groups. Although the
potential of these simulation tools for multijunction
cells has been already applied, their use has been
restricted to 2D purposes [12, 13].

A very interesting example of the use of commercial
programs not specifically designed for the modeling of
semiconductor devices is that of the PSPICETM. The
method of 3D simulation requires, firstly, the division
of the whole solar cell into elementary subcells. After
this, each subcell is modeled by circuit elements com-
posed of diodes, resistors, and current sources. Finally,
the resulting nonlinear circuit is solved with the
PSPICETM simulation tool. This approach together with
the details of the method and results can be found in [14].

Figure 1 is an example of the great usefulness of this
method. The voltage drop in different parts (bus bar,
metal fingers, and uncovered regions) of a GaAs solar
cell at 1000 suns is shown. Depending on the front con-
tact properties, the voltage drop can be very severe.
Thus, a medium or bad quality front metal contact
appears as an important origin of resistive losses.

2.2. Consideration of Real Conditions of Operation

An important effect that can be evaluated by this
method is the effect of light inhomogeneity on the solar
cell when it operates inside a concentrator. Figure 2
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Fig. 1. (Left) Photograph of a p-on-n-GaAs solar cell manufactured and designed for operation at 1000 suns. Its size inside the bus
bar is 1 mm2. The quarter marked with a dotted line is analyzed by the 3D model of [14], whose results are presented on the right.
(Right) Voltage drop in a gray scale from 0.00 to 0.15 volts. The illumination is uniform with an intensity of 1000 suns. Two cases
are analyzed: (top) a good front contact characterized by a thickness of 1 micron, a resistivity of 2.2 × 10–6 Ω cm and a specific
contact resistance of 5 × 10–5 Ω cm2; (bottom) a medium quality front contact characterized by a thickness of 1 micron, a resistivity
of 2.2 × 10–5 Ω cm and a specific contact resistance of 10–4 Ω cm2.
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Fig. 2. (Left) Photograph of a p-on-n-GaAs solar cell manufactured and designed for operation at 1000 suns. Its size inside the bus
bar is 1 mm2. The quarter marked with a dotted line is analyzed by the 3D model of [14] whose results are presented on the right.
(Right) Voltage drop in a grey scale from 0.00 to 0.15 volts. The illumination is nonuniform with an average intensity of 1000 suns
and a peak of 4000 suns at the center of the solar cell and zero intensity close to the bus bar. Thus, the average light intensity is
1000 suns when the spot is integrated through the whole solar cell. Two cases are analyzed: (top) a good front contact characterized
by a thickness of 1 micron, a resistivity of 2.2 × 10–6 Ω cm and a specific contact resistance of 5 × 10–5 Ω cm2; (bottom) a medium
quality front contact characterized by a thickness of 1 micron, a resistivity of 2.2 × 10–5 Ω cm and a specific contact resistance of
10–4 Ω cm2.
shows the same GaAs solar cell but now illuminated by
a light spot with a 4000-sun peak at the center of the
cell and zero intensity close to the bus bar. Thus, the
average light intensity is 1000 suns when the spot is
integrated through the whole solar cell. Now, Fig. 2
shows that the voltage drop is more severe than in Fig. 1.
There is even a voltage drop of 0.15 V across several
metal fingers when the quality of the contact is
medium.

Voltage losses of both Figs. 1 and 2 influence the
final efficiency in the way presented in Fig. 3. As can be
seen, the efficiency losses due to inhomogeneous light
on the GaAs solar cell when it operates at an average
intensity of 1000 suns is 0.5% (absolute) when the front
contact is good, while the losses increase to 1.6%
(absolute) for a medium quality contact.

This example of nonuniform illumination intro-
duces the necessity of modeling the concentrator solar
cells under real conditions. At present, the characteriza-
tion of concentrator solar cells is commonly performed
by means of the AM1.5D spectrum and by using nor-
mal incidence of light onto the solar cell. Obviously,
this type of procedure has had such a great influence on
the field of simulation and optimization that in fact the
majority of simulation results have assumed an
AM1.5D spectrum, normal incidence of light, etc.
However, a good solar cell at these “standard” concen-
tration conditions could become an average solar cell it
when operates inside a real optical concentrator.

Therefore, for concentration applications the effi-
ciency record tables are relatively important because
they inform us about the technological level of a labo-
ratory or a company but do not inform us about the real
performance of concentrator solar cells. Consequently,
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Fig. 3. Illumination I–V curves of the concentrator solar cell
considering the four cases covered in Figs. 1 and 2, illumi-
nation 1000 suns average: (1, 2) good quality front contacts,
(3, 4) medium quality front contact, (1, 3) uniform illumi-
nation, (2, 4) nonuniform illumination.
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concentrator III–V multijunction solar cells should be
designed (and of course manufactured) to match a
given concentrator (and vice versa).

A kind of real operation appears because of the large
area of given concentrator compared to the solar cell
size. Light impinges on the solar cell in the shape of an
inverted cone, pyramid, etc. (depending on the shape of
the optics). So the sine law of concentration forces an
increase of the light angle impinging on the cell when
concentration increases. Therefore, light impinges on the
cell forming a wide-angle cone for high concentrations.
The modeling of this situation was stated in [15] and was
applied to the practical TIR-R concentrator in [16]. In
order to model the wide-angle cone of light, the light
power distribution at each angle must be known.

Another example of real conditions is spectrum
variation. This has been a recent topic of study but only
from the point of view of its variation during the day
(more weight of the red or blue part of the solar spec-
trum) or even during the year. The goal was to maximize
the energy produced by the concentrator solar cell [17].
However, it is much more important to consider the
change in the spectrum produced by the optical concen-
trator. Therefore, once the average solar spectrum is
determined, its modification by the optical concentrator
must be taken into account. Figure 4 shows a clear
example where the spectral transmission of the TIR-R
concentrator is presented [18]. As can be seen, the weak
transmission in the infrared region must be taken into
account in a correct design of a multijunction solar cell
in order to match the current of the different junctions.
The aforementioned examples of real situations pre-
sented in this section and the resulting modeling and
treatment can be found in [7].

2.3. Critical Review of Physical Parameter Data

On the other hand, one important task to carry out in
the modeling is the determination of the optimal semi-
conductor materials as a function of the number of
junctions. The traditional approach has been to use lat-
tice matched materials. In the case of two junctions, the
chosen materials were GaInP/GaAs, while for three
junctions the chosen materials were GaInP/GaAs/Ge
or, more recently, GaInP/GaInAs/Ge [6]. However,
there are other options based on mismatched (so-called
metamorphic) materials which also produce good effi-
ciencies like Ga0.35In0.65P/Ga0.83In0.17As/GaAs [6, 19].

In all these tasks, the common models of semicon-
ductor devices based on the solution of minority-carrier
transport equations need to be fed with accurate physi-
cal parameters. Therefore, a critical review of the mate-
rial parameters of ternary and quaternary alloys must be
carried out. Even now, a mature binary material such as
GaAs is being reviewed for some of its parameters, like
n-type band-gap narrowing [20]. The case of GaAs is
just the “tip of the iceberg,” because the parameters of
many materials that are less mature are not well known
SEMICONDUCTORS      Vol. 38      No. 8      2004
or are simply unknown. A typical case is that of the
“desired 1-eV material” for the 4th junction, for which
the most widespread candidate is GaInNAs (so-called
“GINA”). In cases like this, there will be a great lack of
material physical data, so specific material character-
ization over semiconductor structures specifically
grown for this purpose should be carried out

3. TPV CONVERTERS

There are the following parallelisms and differences
between PV and TPV:

—In the case of PV, the source is the sun, while in
TPV there are many sources.

—The distance between the source and the con-
verter is fixed in the case of PV (Sun–Earth), while in
TPV it can be any distance.

—There are standard spectra for PV (AM1.5D,
AM1.5G, etc.), but there are no standard spectra for TPV.

—The efficiency definition is self-consistent for PV,
while conditions need to be applied in TPV.

Again, as we concluded for the concentrator multi-
junction solar cells, the modeling of TPV converters
should consider the particular conditions of the system
where they will be included, although in TPV the
assumption of particular conditions is even more
important. Unfortunately, the modeling of TPV devices
is still at an early stage in which the inclusion of many
real conditions seems rather utopian. First, the follow-
ing more basic tasks must be undertaken.

The most mature semiconductor material for TPV
applications is GaSb. However, its material properties
are still under discussion. A good review of the GaSb
material properties suitable for TPV devices was car-
ried out in [21] and was complemented and extended in
some aspects in [8]. As can be seen in both references,
their date of publication is very recent, which shows the
scarcity of this type of data. The lack of material param-
eter models that include their variation with tempera-
ture is even more surprising when we consider that TPV
devices operate at high temperatures (around 50–100°C).
An analysis on this subject has just appeared now in
2004 [22]. Of course, the lack of well-contrasted mate-
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Fig. 4. Spectral transmission of the TIR-R concentrator like
the one described in [18].
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rial parameters is more intense in semiconductors that
have become more widespread in recent years for TPV
devices like GaInAs, InGaSb, InGaAsSb, InAsSbP, etc.
Consequently, great effort should be made in the years
to come.

Another important aspect is the high doping levels
used in GaSb devices when they are manufactured by
zinc diffusion. At present, this is the preferred technol-
ogy for GaSb, with which doping levels of 1020–
1021 cm–3 are achieved (zinc diffusion is also applied to
produce TPV devices with other materials like InGaAs,
InAs, InAsSbP, etc.). These high doping levels require
a specific modeling of the device like the one proposed
in [11], which needs material parameters like those pre-
sented in [8].

Once all these basic tasks have been overcome, the
modeling of TPV devices will take advantage of the
modeling carried out previously for III–V concentrator
solar cells.

4. CONCLUSION

An accurate modeling of concentrator III–V multi-
junction solar cells and III–V TPV converters is abso-
lutely necessary in order to guide technology to
increase the performance of these devices. The present
situation in which concentrator solar cells are begin-
ning to be included in complete concentrator systems
for demonstration purposes is unique. Therefore, it is
necessary to develop a modeling that is as accurate as
possible by considering real conditions of operation.

TPV converters have to some extent lagged behind in
this respect. Firstly, intensive work in determining the
material parameters of the semiconductors of interest is
required. After this, TPV devices will take advantage of
the modeling previously developed for solar cells.
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Abstract—Quantum dot (QD) semiconductor heterostructures for device applications are currently synthe-
sized using the effect of spontaneous transformation of the growth surface at the initial stage of heteroepitaxy
of lattice-mismatched layers. When a certain critical layer thickness is reached, the planar growth surface is
transformed into an array of nanoscale islands, as was first demonstrated for an InAs/GaAs system. For various
device applications, it is desirable to control the shape and size of individual QDs. This is achieved by variation
of the effective thickness of the deposited InAs layer, deposition of several QD layers, the use of various matrix
materials and a metamorphic buffer layer, and the addition of a small amount of nitrogen into QDs and the
matrix material. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconductor heterostructures with quantum dots
(QDs) that demonstrate properties meeting the
demands of device applications are currently synthe-
sized using the effect of spontaneous transformation of
the growth surface at the initial stage of heteroepitaxy
of lattice-mismatched materials. It was established that
the growth surface of the strained layer on the lattice-
mismatched substrate is initially flat, and the so-called
wetting layer (WL) is formed. However, when a certain
critical thickness is reached, the planar front of growth
is transformed into an array of 3D nanoislands on the
WL surface, which was first demonstrated for an
InAs/GaAs system [1]. When these InAs islands are
overgrown with GaAs, a dense array of coherent
nanoinclusions is formed in the GaAs matrix. Since the
InAs band gap is much smaller than that of GaAs, an
array of InAs QDs is formed [2]. The array of InAs QDs
in the GaAs matrix usually demonstrates a wide band of
photoluminescence (PL) in the 1.2-eV range at 77 K,
which shows a significant red shift compared to the
position one would expect based on the effective thick-
ness of the deposited InAs layer (~2 monolayers, ML).
Detailed transmission electron microscopy (TEM)
studies have shown that the surface density of InAs
islands in the array is (4–5) × 1010 cm–2. An island is a
square-based pyramid [3] 30–50 Å in height, and the
side of the base is 100–150 Å.

However, for various device applications it is neces-
sary to control the parameters of QD arrays and individ-
ual islands, such as the surface density, array unifor-
mity, and size and shape of an island. These parameters
exert a direct influence on the electron spectrum of
QDs. In this study we show that the effective thickness
1063-7826/04/3808- $26.00 © 20923
of the deposited InAs layer determines the spectral
position of the QD luminescence line; a successive dep-
osition of several QD layers separated by intermediate
GaAs layers gives rise to the formation of vertically
coupled QDs, characterized by an increased height-to-
base ratio. The position of the luminescence line of
InAs QDs is strongly affected by the matrix band gap.
A significant increase in the surface density of InAs
QDs is achieved by using a “seeding” layer of InAlAs
QDs with an increased density of islands, with subse-
quent deposition of InAs QDs. “Submonolayer” QDs,
which are formed by successive deposition of InAs and
GaAs layers with an effective thickness of less than
1 ML, demonstrate better uniformity, which results in a
considerable narrowing of the luminescence line. The
increase in the volume of islands with a corresponding
increase in the emission wavelength can be reached by
overgrowing the InAs QDs with InGaAs or InGaAsN
solid solutions. Also, the emission wavelength can be
significantly increased if InAs QDs are grown on a
metamorphic InGaAs buffer layer.

2. INFLUENCE OF THE EFFECTIVE THICKNESS 
OF THE DEPOSITED InAs LAYER 

ON THE LUMINESCENCE SPECTRUM 
OF InAs QUANTUM DOTS

In this study, the effective thickness of the deposited
InAs layer was varied between 1/12 and 6 ML. The
transition from the 2D to the 3D mode of InAs growth
was determined from the modification of the medium-
energy electron diffraction pattern during the epitaxy.
The boundary between 2D and island growth modes lay
at 1.7 ML [4], which correlates well with the published
data. Figure 1a shows PL spectra of QD structures with
004 MAIK “Nauka/Interperiodica”



 

924

        

USTINOV

                                                           
different effective thicknesses of the deposited InAs
layer, QInAs, at 77 K. When QInAs < 1 ML, narrow lines
are observed, their position is close to that for bulk
GaAs. When QInAs > 1 ML, the PL band is broad and it
is red-shifted. The typical FWHM is 50 meV. Figure 1b
shows the energy position of the PL peak as a function
of QInAs. The experimental data are compared with the
energies of optical transitions calculated assuming a
2D  distribution of the same amount of InAs
[GaAs/InAs/GaAs quantum well (QW)]. It can be seen

0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7

PL intensity, arb. units
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3
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(b)
"ωmax, eV

QInAs, ML
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Fig. 1. (a) PL spectra recorded at 77 K from
GaAs/InAs/GaAs heterostructures with different effective
thicknesses of the deposited InAs layer. Figures by the
curves indicate the effective thickness in ML. (b) (1) PL
peak positions at 77 K as a function of the effective thick-
ness of the deposited InAs layer and (2) energies of optical
transitions in GaAs/InAs/GaAs heterostructures calculated
assuming a 2D distribution of InAs.
that the experimental energy of the PL peak becomes
significantly smaller than the calculated one when 3D
islands are formed. The energy difference is 100 meV
at the initial stage of the formation of islands (1.7 ML),
and it increases to 200 meV at QInAs = 2.3 ML. As the
thickness of the deposited InAs layer increases further,
the emission energy decreases to 1.1 eV. A similar
dependence was also observed at 300 K. In this case,
the maximum emission wavelength of the PL peak was
1.24 µm. The leveling-off of the dependence of the
emission wavelength on QInAs can be accounted for by
the scatter in the size of islands and by the relaxation of
stresses with the formation of dislocations when the
island size exceeds some critical value [4].

1.0 1.2 1.4 1.6 1.8
Photon energy, eV

PL intensity, arb. units

(a)

x = 0.3

x = 0.15

x = 0

1.2 1.4 1.6 1.8 2.0

Photon energy, eV

PLE intensity, arb. units

WL2WL2 (b)

WL1

WL1

x = 0.3

x = 0

Fig. 2. (a) PL and (b) PL excitation spectra for structures
with arrays of InGaAs/AlGaAs QDs; x is the mole fraction
of AlAs in the matrix material.
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3. THE IMPACT OF THE BAND GAP 
OF THE MATRIX ON THE PARAMETERS 

OF InAs QUANTUM DOTS

The driving force of island formation is the lattice
mismatch between the substrate and the epitaxial layer.
Since the difference between the lattice constants of
AlGaAs solid solutions and GaAs is small, one may
expect the process of QD formation to be similar to that
for GaAs. Along with the InAs/GaAs system (lattice mis-
match ∆a ≈ 7%), the formation of islands is also observed
in the In0.5Ga0.5As/GaAs system (∆a ≈ 3.5%) [5]. The
InAs/In0.53Ga0.47As system is characterized by nearly

1.5 1.6 1.7 1.8 1.9 2.0 2.1

3 4
5 6

7 8
9 ML

77 K

(a)
QlnAs = 0

PL intensity, arb. units

Wavelength, µm

0 4 8

2.0

1.9

1.8

1.7

1.6

1.5

(b)

InAs QDs
InGaAs/InP matrix
77 K

QInAs, ML

PL peak position, µm

Fig. 3. (a) PL spectra at 77 K and (b) positions of the PL
peak in structures with InAs QDs in an In0.53Ga0.47As/InP
matrix as functions of the effective thickness of the depos-
ited InAs layer.
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the same lattice mismatch, thus the island formation at
the initial stage of InAs deposition onto the surface of
an In0.53Ga0.47As/InP heterostructure can be expected.
Below, we discuss the characteristics of QDs in
AlGaAs and In0.53Ga0.47As/InP matrices.

3.1. InGaAs QDs in an AlGaAs Matrix

The formation of QDs in an AlGaAs matrix [6] is
similar to the case of a GaAs matrix. The critical thick-
ness for the island mode of In0.5Ga0.5As growth is 1 nm,
regardless of the value of x in AlxGa1 – xAs. Figures 2a
and 2b show, respectively, the PL spectra of structures
containing arrays of InGaAs QDs in an AlxGa1 – xAs
(x = 0, 0.15, and 0.3) matrix and PL excitation spectra
at energies above the energy of QD emission. Earlier, it
was shown that this emission is related to recombina-
tion via the WL states [7]. It can be seen that raising the
AlAs molar fraction in an AlGaAs solid solution results
in the blue shift of the PL line. When the matrix band
gap increases by 370 meV (x = 0.3), the blue shift of the
QD emission line is 120 meV, whereas the shift of the
WL emission line exceeds 300 meV. Thus, the energy
spacing between the states of QDs, the WL, and the
matrix increases. This effect is similar to the well-
known behavior of energy levels in QWs with a rise in
the barrier height. This results in a lower relative popu-
lation of higher lying states at elevated temperatures.

3.2. InAs QDs in an In0.53Ga0.47As/InP Matrix

It was found that an InAs epitaxial layer is trans-
formed into an array of islands when the critical thick-
ness of 3 ML is reached [8], which correlates well with
the data for the In0.5Ga0.5As/GaAs system. However, in
our system of materials islands are characterized by a
much larger base size, smaller height-to-base ratio, and
lower surface density [9]. Figures 3a and 3b show,
respectively, PL spectra of structures with QDs formed

[001]

5 nm

Fig. 4. Cross-sectional TEM image of InAs islands formed
by successive deposition of three layers of InAs QDs and
1.5-nm-thick GaAs layers.
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by deposition of QInAs MLs of InAs in an
In0.53Ga0.47As/InP matrix and the spectral position of
the PL peak as a function of QInAs. It can be seen that,
as soon as islands are formed, the PL peak is strongly
red-shifted in respect to the PL peak of the
In0.53Ga0.47As matrix. The PL intensity remains nearly
constant up to QInAs = 9 ML and then sharply decreases
due to the formation of dislocations.

Thus, the wavelength of emission from InAs QDs
can be modified in the range from 0.88 µm (AlGaAs
matrix) to 1.7–1.95 µm (In0.53Ga0.47As/InP matrix) by
varying the matrix band gap.

~ ~

0.6 0.7 1.1 1.2 1.3 1.4

77 K

N = 1

N = 2

N = 3

N = 1

N = 3

Photon energy, eV

PL intensity, arb. units
(a)

QD-on-InP QD-on-GaAs

1.5

2.5

4.5

N = 3
77 K

(b)

dSP

1.10 1.15 1.20 1.25 1.30

Photon energy, eV

Fig. 5. PL spectra at 77 K for structures containing InGaAs
QD layers with GaAs spacers and their dependence on
(a) the number of QD layers N and (b) on the spacer
thickness dSP. Dashed lines in Fig. 5a show similar spec-
tra for structures with InAs QDs embedded in an
In0.53Ga0.47As/InP matrix. The values of dSP (nm) are given
by the curves in (b).
4. VERTICALLY COUPLED QDs

It was found that, if the thickness of the GaAs spacer
is less than 100 Å, successive deposition of InAs QD
layers and thin GaAs spacers results in the formation of
islands in a succeeding layer directly above those in the
preceding layer [10]. This effect is related to the fact
that the formation of the second layer of InAs QDs
occurs under the influence of stress fields induced by
the first layer. This causes a preferential migration of In
atoms to sites located directly above the islands of the
preceding layer. If the thickness of the GaAs spacer is
less than the height of an island (Fig. 4) [11], then the
islands neighboring in the vertical direction will be
described by a common system of energy levels. This
means that changing the spacer thickness results in a
shift of the PL line (Fig. 5). The effect of vertical stack-
ing opens the way to an increase in the surface density
of islands with the use of composite InAlAs/InAs QDs.

5. COMPOSITE VERTICALLY COUPLED 
InAlAs/InAs QDs

The density of QDs is independent of the thickness
of the deposited InAs layer. It can be increased by ver-
tically stacking several QD layers. We have shown that
an efficient way of raising the surface density of InAs
QDs in a plane is the use of InAlAs QDs as nucleation
centers for further formation of InAs QDs, since the
surface density of InAlAs QDs (~1.5 × 1011 cm–2) is
much higher than the density of InGaAs QDs [12]. Fig-
ure 6 shows planar and cross-sectional TEM images of
structures comprising three layers of stacked InAs QDs
(#1), and one layer of InAlAs QDs with subsequent
three layers of InAs QDs (#2). It can be seen that verti-
cal alignment occurs in both types of structures. The

30 nm30 nm

100 nm 100 nm

g(220)#1 #2

(a) (b)

Fig. 6. TEM images of structures with (a) stacked and
(b) composite QDs.
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surface densities of islands for structures #1 and #2 are,
respectively, 5 × 1010 and 1011 cm–2, and the PL line
positions for these structures differ only slightly, not
exceeding the FWHM. Thus, an array of composite ver-
tically coupled InAlAs/InAs QDs exhibits much higher
surface density than that in the case of InAs QDs. The
density of vertically coupled InAlAs/InAs QDs is
defined by the density of InAlAs islands, and the opti-
cal transition energy is defined by InAs QDs.

6. SUBMONOLAYER InAs/GaAs QDs

Submonolayer InAs/GaAs QDs (SML QDs) are
formed by tenfold deposition of alternating 0.5-ML
InAs and 2.5-ML GaAs layers [13]. The sequence of
the SML QD formation is shown schematically in
Fig. 7. It was shown earlier [2] that, when the effective
thickness of the deposited InAs layer is less than 1 ML,
a thin InAs film is transformed with optimal technolog-
ical modes of MBE into an array of islands 1 ML in
height, which partially covers the growth surface.
Islands in the next InAs layer, which are separated from
the preceding layer by a GaAs spacer of several mono-
layers in thickness, are spatially aligned with the
islands in the preceding layer. After several cycles of
submonolayer deposition, QD-type In-enriched clus-
ters are formed, which comprise several islands 1 ML
in height (Fig. 7e). It is important that the resulting
SML QDs are comprised of islands of the same height
(1 ML); thus, it can be expected that the SML QD array
will be much more uniform than the above-described
pyramidal QDs because of the significant scatter of the

5 nm

(a)

(b)

(c)

(d)

(e)

Fig. 7. Successive formation of submonolayer QDs:
(a) deposition of InAs (<1 ML) onto GaAs; (b) deposition
of several monolayers of GaAs; (c) repeated deposition of
InAs, vertical alignment of islands 1 ML in height;
(d) InGaAs SML QD; (e) cross-sectional TEM image of
SML QD.
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latter in size. Indeed, a comparison of PL spectra for
these two types of QDs has shown that the FWHM for
SML QDs is only 19 nm, which is more than three
times smaller than that for pyramidal QDs. Thus, sub-
monolayer InAs/GaAs deposition in optimum growth
modes allows a considerable improvement in the uni-
formity of a QD array.

7. QUANTUM DOTS IN A QUANTUM WELL

Increasing the effective thickness of the deposited
InAs raises the wavelength of the PL peak up to 1.24 µm
(see Section 2), but a further increase in QInAs results in
a sharp drop in the PL intensity due to stress relaxation
with the formation of mismatch dislocations. An effec-
tive method for extending the spectral range of the QD

0.8 0.9 1.0 1.1 1.2 1.3

36 meV
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1.26 µm

1.30 µm

1.18 µm (b)

QInAs = 2.5 ML
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In0.13Al0.13Ga0.74As

GaAs

In0.13Ga0.87As

PL peak position, µm

Photon energy, eV

2 3 4

1.05

1.10

1.15

1.20

1.25

1.30 (a)

InAs QDs
in InxGal – xAs

x
0
0.12–0.13
0.28–0.30

PL peak position, µm

QInAs, ML

Fig. 8. (a) Positions of the PL peak of InAs QD at 300 K as
a function of the effective thickness of the deposited InAs
layer, QInAs, for different QW compositions x. (b) PL spec-
tra at 300 K for InAs QDs overgrown with GaAs or solid
solutions of different compositions (indicated in figure).
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emission is overgrowing the InAs QD layer with a thin
layer of InxGa1 – xAs solid solution [14]. It turned out
that an increase in both QInAs and x in the solid solution
results in a gradual increase in the emission wave-
length, which can reach 1.3 µm at certain values of
QInAs and x. Figure 8 shows typical PL spectra of InAs
QDs in matrices of different compositions. It is worth
noting that the red shift of the PL band is observed also
in the case of overgrowing InAs QDs with a quaternary
InxAlyGa1 – x – yAs solid solution, whose band gap EG
nearly equals that in GaAs. A cross-sectional TEM
study of structures (Fig. 9) has shown that the source of
the increase in the emission wavelength is the increase
in the volume of QDs, along with the decrease in the
matrix band gap.

One should note that InAs/InGaAs QDs are charac-
terized by a high InAs content, which can in principle

20 nmGaAs
InAs/InGaAs QDs layer

AlGaAs/GaAs SL

Fig. 9. Cross-sectional TEM image of a sample containing a
layer of InAs QDs inserted in InGaAs QW; SL, superlattice.
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Fig. 10. PL spectra at 77 K for QD structures formed owing
to elastic transformation of InAs layers of different thick-
nesses on the surface of a metamorphic In0.2Ga0.8As layer
and overgrown on top with a layer of the same composition.
Figures by the curves indicate the InAs layer thickness (ML).
cause local relaxation of stress with the formation of
dislocations. We studied the dependence of PL intensity
on the total In content in a structure while maintaining
an emission wavelength of 1.3 µm. It turned out that the
structures with the minimum In content demonstrate
the highest PL intensity, which is indicative of the low-
est concentration of defects in this case [15]. Thus,
overgrowing InAs QDs with a thin layer of InGaAs
alloy allowed us to extend the spectral range of emis-
sion of InAs QDs, while retaining a high PL intensity.

8. QUANTUM DOTS
ON A METAMORPHIC BUFFER LAYER

A metamorphic buffer layer is an InGaAs epitaxial
layer on a GaAs substrate, with a thickness larger than
the critical thickness of pseudomorphic growth. Hence,
the lattice mismatch between the layer and substrate
leads to stress relaxation via the formation of disloca-
tions, and the layer is characterized by its own lattice
constant. In this situation, the optimization of the
growth parameters makes it possible to reduce the num-
ber of dislocations penetrating in the growth direction
via generation of dislocations localized along the het-
erointerface between the layer and substrate [16]. When
InAs QDs are grown on the surface of the metamorphic
buffer layer, the process of their formation and some of
their properties differ from those in the case of a GaAs
matrix. It was found that the critical thickness for the
formation of InAs 3D islands on an In0.2Ga0.8As surface
changed compared with that on a GaAs surface. The
critical thickness on GaAs is 1.7 ML, whereas in the
case of InAs deposition onto an unstrained In0.2Ga0.8As
layer it reaches 2.1 ML, which can be attributed to a
decrease in the lattice mismatch between the materials
of the matrix and the deposited layer. Figure 10 shows
PL spectra at 77 K recorded from InAs QD structures
with different effective thicknesses of the deposited
InAs layer. It can be seen that the red shift of the PL
peak and the increase in the FWHM of spectra (from 50
to 90 meV) are observed with an increase in the thick-
ness of the InAs layer, whose elastic deformation leads
to the formation of the QD array. The increase in the
FWHM of the spectra indicates that the QD array with
the highest size uniformity is formed with the deposi-
tion of 2.2 ML of InAs. As the InAs layer thickness
increases, the emission wavelength λmax steadily
increases; however, at QInAs > 2.6 ML the dependence
λmax(QInAs) levels off. The largest wavelength of the PL
peak reached at room temperature in QD structures was
1372 nm (for a QD structure with an InAs thickness of
4 ML). The highest PL intensity was demonstrated in
the structure with QDs formed by deposition of 2.6 ML
InAs. A further increase in the thickness of InAs results
in a sharp decrease in the PL intensity (by a factor of
~1000), with the red shift ceasing to increase. This
effect is caused by the formation of dislocated InAs
islands when the thickness of the deposited layer
SEMICONDUCTORS      Vol. 38      No. 8      2004
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exceeds 2.6 ML. To increase the wavelength, a 2.6-ML
InAs QD array, which demonstrated the highest PL
intensity, was inserted into a 4-nm-thick In0.4Ga0.6As
layer. As a result, the PL peak shifted to 1.48 µm with-
out any loss of intensity, which occurred due to the rise
of In content in the matrix with the corresponding
decrease of its band gap. Thus, the use of a metamor-
phic buffer layer opens the way to a considerable
increase in the wavelength of emission from an array of
InAs QDs.

9. HETEROSTRUCTURES WITH NITROGEN-
DOPED QUANTUM DOTS EMITTING 
IN THE LONG-WAVELENGTH RANGE

It is well known that an addition of a small amount
(several percent) of nitrogen into GaAs reduces the

100 nmInAs/InGaAsN

InAs/InGaAs

(a)

(b)

Fig. 11. Cross-sectional TEM images of structures with
(a) InAs/InGaAsN and (b) InAs/InGaAs QDs.
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Fig. 12. PL spectra of heterostructures with (1) a
GaAs/InGaAsN QW and (2) InAs/InGaAsN QDs.
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band gap of the solid solution [17]. We have shown that
overgrowing InAs QDs with a quaternary InGaAsN
solid solution opens the way to a considerable
increase in the emission wavelength compared with
InAs/InGaAs QDs [18]. Figure 11 shows cross-sec-
tional TEM images of structures with InAs/InGaAsN
and InAs/InGaAs QDs. It can be seen that islands in the
InAs/InGaAsN structure are considerably larger than
those in InAs/InGaAs. Figure 12 shows PL spectra of a
GaAs/InGaAsN QW structure, which emits at 1.3 µm,
and an InAs/InGaAsN QD structure. It can be seen that
the emission peak of the QD structure lies at about
1.55 µm, and its intensity is only slightly lower than the
PL intensity in the QW structure used in the fabrication
of a low-threshold-current laser. Thus, the addition of
nitrogen to InAs-based QD heterostructures opens the
way to a significant increase in the wavelength, while
retaining quite a high intensity of emission.

10. CONCLUSION

We have discussed different approaches to the con-
trol of parameters of InAs-based QD heterostructures.
An increase in the effective thickness of the deposited
layer raises the emission wavelength. An increase or
decrease in the band gap of the matrix opens the way to
an increase or decrease in the energy of photons emitted
from QDs, respectively. The successive deposition of
several QD layers results in the formation of vertically
aligned islands, and the use of high-density QDs in the
first layer raises the surface density of islands in the
succeeding layers. The deposition of alternating InAs
and GaAs layers of submonolayer thickness leads to the
formation of new “submonolayer” QDs with an
improved array uniformity. Overgrowing InAs QDs
with InGaAs or InGaAs solid solutions results in an
increase in the island size with the related red shift in
the emission spectrum. The growth of InAs QDs on an
InGaAs metamorphic buffer layer also increases the
wavelength of QD emission. The results obtained are
important in the design of new optoelectronic devices.
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Abstract—This presentation describes the highlights of exploratory research into next-generation photovoltaic
(PV) technologies funded by the United States Department of Energy (DOE) for the purpose of finding disrup-
tive or “leap frog” technologies that have a chance of leaping ahead, both in terms of vastly higher conversion
efficiencies and greater penetration of the PV energy marketplace. Next-generation PV technologies are defined
as those not in production or only in limited production because of the need for additional long-term research,
development, innovation, and commercialization. Since 1999, DOE and the National Renewable Energy Lab-
oratory have funded 33 universities and companies to explore these concepts, with a total annual budget of
about $2 million per year. © 2004 MAIK “Nauka/Interperiodica”.
Next-generation photovoltaic (PV) technologies are
defined as those not in production or in limited produc-
tion of less than 1% of the conventional PV market
sales. Exploratory research into these next-generation
technologies resulted from the consensus at a 1997 con-
ference often referred to as “The Leap Frog Confer-
ence.” This conference was convened to review the via-
bility of conventional PV technologies and to present
and discuss next-generation PV technologies that might
conceivably “leap frog” present-generation solar cells,
in terms of higher efficiency, lower cost, or both [1].
The consensus was that the present generation, typi-
cally using crystalline silicon, was exhibiting incre-
mental performance increases and cost decreases, with
diminishing hope for a dramatic breakthrough that
would lead to a much more commercially viable posi-
tion in the energy marketplace. The next-generation
technologies have been called by various terms—
Future Generation, Beyond the Horizon PV, PV for the
21st Century, Third-Generation PV, FULLSPECTRUM,
etc.—but all these terms allude to dramatically lower
cost, higher efficiency energy service from PV. It is
important to note that a new crystalline-silicon-based
technology can still be a next-generation technology.
But rarely will any next-generation technology be dis-
covered unless many exploratory research projects are
intentionally conducted by qualified scientists. This sit-
uation has been popularized as an optimistic affirma-
tion credited to the Greek poet and playwright Sopho-
cles, who enjoined us all: “Look and you will find it—
what is unsought will go undetected.”

In 1998, the National Renewable Energy Laboratory
(NREL) issued a request for proposals for next-genera-
tion PV concepts and conducted a rigorous competition
leading to the selection of 18 university groups solely
on the basis of the quality of the research proposed and

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20931
the capabilities of the researchers. Each proposal,
funded for three years, was to conduct exploratory
research into a next-generation PV topic. This set of
projects—called Future-Generation PV—explored
many PV ideas, including nanoparticles in polymers,
new III–V materials for higher efficiency concentrator
cells, porous silicon cells, nanorod solar cells, new
transparent conducting oxides, and several studies of
the Staebler–Wronski effect in amorphous silicon.
Early results from some of the projects appeared at a
second conference entitled “Photovoltaics for the
21st Century,” along with an identification of explor-
atory research opportunities in conventional, as well as
next-generation, photovoltaic technologies [2]. A sec-
ond conference in 2001, called “Photovoltaics for the
21st Century II,” highlighted presentations of the major
results from all of the Future Generation projects [3].

A second request for proposals in 2001—called
Beyond the Horizon PV—yielded 15 new three-year
projects on technologies such as dye solar cells, liquid-
crystal solar cells, multijunction small-molecule cells,
polymer cells, nanocrystalline silicon cells, lower cost
substrates for III–V concentrator cells, and nonvacuum
fabrication processes for polycrystalline thin-film
materials. We have published an article containing
descriptions of these Beyond the Horizon projects, as
well as the earlier Future Generation projects, along
with references to published articles from each of the
projects [4].

The most recent request for proposals, retaining the
earlier title of Future-Generation PV, was completed in
2003 and provided many strong, intriguing proposals
for exploratory PV research. However, at the time of
writing this manuscript, budget uncertainties delayed
the announcement of any new awards.

The mandate for these exploratory projects has been
to investigate every plausible technology for generating
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Highest conversion efficiencies of present and next-generation solar cells measured at NREL. Note that we have a long way
to go to reach the desired efficiencies in the 60% to 85% range.
electricity from solar cells, with the goal of identifying
“leap frog” possibilities. One of these technologies—
high-efficiency III–V solar cells for use in solar electric
concentrators—appears likely to become a “leap frog”
technology, with the distinct possibility of leaping
ahead of existing technologies, rather than taking the
more characteristic development time of 10 to 20 years
(see Fig. 1). Concentrating sunlight is a technology as
SEMICONDUCTORS      Vol. 38      No. 8      2004
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old as Archimedes, and focusing sunlight onto solar
cells has been explored since the 1970s, so it is not a
new technology. However, as noted in the preface for
the “Leap Frog” conference [1], “Indeed, many of these
presentations referenced a long history for their ideas.
What has changed, perhaps, is the availability of new
technologies and discoveries that might make some of
these concepts realistic.” In the case of solar electric
concentrators, the development of high-efficiency crys-
talline silicon solar cells (now at about 26% efficiency
under concentration) in the 1980s and the subsequent
development of high-efficiency III–V solar cells (now
at about 37% efficiency) in the 1990s have led to an
increased possibility that this technology will become a
“leap frog” PV technology (see Fig. 1). Both the Future
Generation and Beyond the Horizon projects included
exploratory research into higher efficiency III–V solar
cells and low-cost substrates for them. However, in
addition to early funding for in-house research on
III−V solar cell at NREL, there was significant early
funding from the Department of Energy’s Office of Sci-
ence and later funding provided by other US govern-
ment agencies (principally the US Air Force within the
US Department of Defense) to develop manufacturing
facilities for III–V solar cells used for communications
satellites. Recently, we have gone further to facilitate
the emergence of this technology in the terrestrial
energy service market by convening two international
solar electric concentrator conferences [5, 6], conduct-
ing a system analysis [7] of the cost of future solar elec-
tric concentrator technologies, and supporting the devel-
opment of concentrator test standards to increase the
probability that solar electric concentrators will operate
reliably when they appear in the marketplace [8].

One of the markets that solar electric concentrators
are entering is distributed utility grids, especially those
powered by diesel generators. Figure 2 is a photograph
of a 220-kW solar concentrator power station that is
operating in a diesel grid. This application is cost effec-
tive because it saves diesel fuel, which is costly to trans-
port to the generators. Incorporating III–V technology
into such a solar station is relatively simple; the receiv-
ers are replaced with ones containing the new III–V solar
cells. In this case, the power of the same solar station
shown in Fig. 2 will increase to about 350 kW.

A second possible “leap frog” PV technology is
based on organic materials. These materials absorb sun-
light and create charge carriers through a different pro-
cess than that occurring in almost all the inorganic solar
cells, whether conventional or next generation. Photon
absorption in almost all inorganic solar cell materials
leads to the creation of independent electrons and holes
that move by means of potential gradients within the
solar cells. The photon absorption process in organic
materials creates excitons—bound pairs of electrons
and holes—which diffuse to a nearby internal boundary
with another material, where they dissociate into sepa-
rate charge carriers at the boundary [9]. This fundamen-
SEMICONDUCTORS      Vol. 38      No. 8      2004
tally different photovoltaic process leads to very differ-
ent length scales: the diffusion lengths for excitons are
typically 10 nm, so that the required thicknesses of
organic solar cells are measured in 10 s of nanometers,
instead of microns or 100 s of microns for crystalline
silicon solar cells. Organic solar cells have been dem-
onstrated for a variety of organic materials, including
organic dyes, polymers, small molecules, and hybrids
of polymers containing inorganic nanoparticles. Inor-
ganic nanoparticles are another breeding ground for
exciton creation by photon absorption. The efficiencies
of organic solar cells are still quite low, but there is
another application having a higher value market than
energy service that is spurring research and develop-
ment. The leveraging of engineering development
costs—usually an order of magnitude more expensive
than exploratory research efforts—is critical to bring-
ing a new solar technology to market. This scenario has
been true with crystalline silicon (the integrated circuit
industry), amorphous silicon thin films (thin-film tran-
sistors for displays), and III–V solar cells (satellites for
defense and commercial applications). Without this
leveraging, the time it takes to get to market is mea-
sured in decades instead of years. One such organic
semiconductor application is the organic light-emitting
diode (organic LED), which appears today in high-
value display applications such as cellular phones.
Equally relevant may be the recent interest of the US
Defense Advanced Research Projects Agency in devel-
oping portable organic solar cells to replace heavy bat-
tery packs for soldiers on reconnaissance missions.
These plastic solar cells are expected to weigh consid-
erably less and bend without breaking, and they are
showing improving efficiencies. Further, low cost is
eventually expected as these organic semiconductors
do not use scarce, expensive, or toxic elements and their
manufacture involves relatively low process tempera-
tures and, sometimes, no vacuum. Long-term reliability

Fig. 2. To dramatize the impact of the new high-efficiency
III–V solar cells on solar concentrator technology, each of
these nominal 20-kW dish concentrators developed by
Solar Systems Pty Ltd in Australia could be rated at over
30 kW simply by replacing the crystalline silicon solar cells
with III–V cells in each receiver of the sun’s rays.
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is slowly being demonstrated for organic LEDs, but this
is certainly an important issue remaining for organic
solar cells.

It is our firm conviction that the probability of find-
ing new technologies is increased when high-quality
scientific research is conducted. As an example and a
highlight of the early Future Generation contracts, Paul
Alivisatos at the University of California, Berkeley, has
been a pioneer in exploring nanoparticles in polymer

(a) 100 nm

100 nm

100 nm

(b)

(c)

Fig. 3. Innovative growth techniques at University of Cali-
fornia (Berkeley) produced these nanospheres (a), short
rods (b), and long rods (c) for incorporation into polymer
solar cells having improved efficiencies.
solar cells. His group demonstrated how solar cell effi-
ciency could be improved by changing the geometry of
nanoparticles. They improved the efficiency of their
solar cells by a factor of 2 by incorporating long nano-
rods in place of nanospheres, and they have ideas for
the next nanogeometry that are likely to improve effi-
ciencies further (see Fig. 3). The quality of their scien-
tific achievement in growing different nanostructures
was highlighted by the publication of their work in Sci-
ence [10].

Another example is Steve Forrest at Princeton Uni-
versity, a winner of one of the Beyond the Horizon con-
tracts, who leads the development of another approach
to developing organic solar cells. The approach is based
on developing an interpenetrating heterojunction
between an organic donor and organic materials. Using
small molecules instead of polymers, his group discov-
ered the importance of maintaining contact surface
morphology during annealing to improve their solar
cell efficiency by 50%. Their results recently appeared
in Nature [11].

The most recent request for proposals conducted by
NREL in 2003 specifically mentioned the Third Gener-
ation technologies championed by Martin Green, Hans
Queisser, Antonio Luque, Arthur Nozik, and others
[12, 13]. These technologies typically have high theo-
retical efficiencies, between 60% and 85%, and involve
radically different photovoltaic processes, such as pro-
ducing two pairs of electrons and holes with one photon
(two excitons per photon in the organic analogue) or
minimizing phonon creation in hot-carrier solar cells.
These technologies are all deserving of continued
exploration as the search for next-generation PV tech-
nologies continues throughout the world.

It is important to acknowledge that this work has
been carried out with the support of the US Department
of Energy through its Solar Energy Technologies Pro-
gram in its Energy Efficiency and Renewable Energy
Office. I also wish to acknowledge the contributions of
all the principal investigators selected for funding
under the Future Generation and Beyond the Horizon
PV projects. Finally, it is a pleasure to acknowledge
Lawrence Kazmerski, director of NREL’s National
Center for Photovoltaics, who has always been a sup-
porter of these efforts, and Richard Matson, a long-time
scientist at NREL who became intrigued and later
enthusiastic in championing next-generation PV tech-
nologies.
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Abstract—The purpose of this paper is to present to the Russian scientific community a research program that,
with the cooperation of one of its institutional members, the Ioffe Physicotechnical Institute, has been presented
and sponsored by the European Commission (EC) in order to provide a long-term basis for the development of
the photovoltaic conversion of solar energy. This program constitutes what in the EC is known as an integrated
project: it is called FULLSPECTRUM for short, as in the title of this paper, and involves 19 research centers in
eight different countries with a grant of 8.4 million euros for five years. © 2004 MAIK “Nauka/Interperiodica”.
Photovoltaic (PV) electricity is today a fast-growing
business. The explosive growth of the PV module mar-
ket is presented in Fig. 1 [1]. However, the cost of PV
electricity is several times higher than that of the prev-
alent electricity. The future of PV electricity has been
forecasted by several authors [2–4]. It is concluded that,
most probably, the present technology, based on sili-
con, will support an important growth but will not be
able to lead to the low prices necessary for a mass utili-
zation of the Sun as a source of electricity.

The reason for this is that, although the Sun provides
a tremendous amount of energy every year, much more
than the energy used by humankind, its flux is relatively
weak. This is the ultimate reason why its exploitation
today is expensive. Mass utilization of solar energy will
require the best exploitation of this disperse resource.

Present PV technology is based on the following
principle. A solar cell is formed from a semiconductor
and contacts that are preferential to the conduction
band and the valence band. Usually, they are n and
p doped semiconductors, respectively. That is why a
solar cell is usually formed from a semiconductor with
a p–n junction.

Photons pump electrons from the valence band to
the conduction band. The electrons are collected by the
selective contact to the conduction band (the contact to
the n region) at high energy and are returned at low
energy, after performing some work, to the valence
band through the other selective contact (the contact to
the p region).

Only photons of energy not much higher than the
band gap of the semiconductor are effectively con-
verted; the energy of the photons of higher energy is
recovered at less than the band-gap energy; the energy
of the photons with less energy is lost. This is the moti-

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20936
vation of FULLSPECTRUM, which aims at this better
exploitation of the resource by a good utilization of the
whole solar spectrum.

The specific objectives of FULLSPECTRUM are
the development of

(a) III–V multijunction cells (MJC);

(b) solar thermophotovoltaic (TPV) converters;

(c) intermediate band (IB) materials and cells (IBC);

(d) molecular-based concepts (MBC) for full spec-
trum utilization; and

(e) manufacturing technologies (MFT) for novel
concepts including assembling.

Nineteen centers are involved in FULLSPEC-
TRUM. They are listed in the table.
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Fig. 1. Evolution of the annual sales of PV modules accord-
ing to P. Maycock (several publications). The line is the
result of the model by A. Luque [2].
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Participant research centers in the FULLSPECTRUM Integrated Project

Participant
number Participant name Participant short name Country

1 Instituto de Energía Solar—Universidad Politécnica de Madrid IES–UPM Spain

2 Projektgesellschaft Solare Energiesysteme mbH PSE Germany

3 Fraunhofer Institute for Solar Energy Systems(1) FhG–ISE Germany

4 Ioffe Physicotechnical Institute IOFFE Russia

5 CEA–Départment pour les Technologies des Energies Nouv-
elles

CEA–DTEN France

6 RWE–SSP RWE–SSP Germany

7 Philipps University of Marburg PUM Germany

8 Paul Scherrer Institute PSI Switzerland

9 University of Glasgow UG United Kingdom

10 Instituto de Catálisis y Petroleoquímica.
Consejo Superior de Investigaciones Científicas

CSIC Spain

11 Energy Research Centre of the Netherlands ECN The Netherlands

12 University of Utrecht UU–Sch The Netherlands

13 Imperial College of Science, Medicine, and Technology ICSTM United Kingdom

14 Fraunhofer-Institut fuer Angewandte Polymerforschung(1) FhG–IAP Germany

15 Solaronix Solaronix Switzerland

16 ISOFOTON S.A. ISOFOTON Spain

17 INSPIRA INSPIRA Spain

18 Joint Research Centre—Institute for Environment and Sustain-
ability

EC–DG JRC Italy

19 University of Cyprus UCY Cyprus
The MJC technology is based on depositing a stack
of solar cells of different band gaps, so that the photons
that are not absorbed by the top semiconductors are
absorbed by the successive ones lying underneath. The
different solar cells may be interconnected by several
means, of which the most widely used today is a tunnel
junction through which the conduction and the valence
bands of successive semiconductors are intercon-
nected. Such a stack is schematically drawn in Fig. 2.
The voltage developed in the stack is the sum of the
voltages in each individual cell. Besides the monolithic
stack described above, some researchers are developing
mechanically stuck stacks, where the different cells can
be connected to independent circuits.

Shockley and Queisser presented in 1961 a detailed
balance analysis [5] that led to the highest efficiency a
solar cell can theoretically have. A single solar cell may
have under full concentration (that is, illuminated by an
isotropic radiation at 6000 K, approximately the Sun’s
photosphere temperature) efficiency of 40% and 86%
for an MJC stack of an infinite number of cells [6]. The
enhancing-efficiency potential of this approach is clear.

The challenge for a monolithic MJC stack is to
select the proper band gaps that produce a similar cur-
rent in all the series-connected cells, because the total
stack current will be limited by the cell generating less
SEMICONDUCTORS      Vol. 38      No. 8      2004
current. But, for this purpose, both the band gap and the
layer thickness are the parameters to adjust. Ternary
alloys allow for band gap adjustment. But, in general, lat-
tice mismatch is to be avoided in the whole stack, so
removing one degree of freedom and suggesting the need
to search for solutions among the quaternary alloys (pos-
sibly of lower mobility). However, good results have also
been obtained with mismatched stacks.

So far the best results, 36.5% at 100 suns (i.e., at an
irradiance of 10 W/cm2) has been obtained with an
InGaP/InGaAs/Ge 3-junction solar cell by Sharp,
NASDA, and the Toyota Technological Institute in
Japan [7], but this consortium is closely followed by
American and European ones, and there is a frantic
search for a proper 1-eV band-gap cell that would use Ge
cells better (today they illuminated with too many pho-
tons) and would open the way to an efficiency of 40%.

In the TPV conversion [8], a radiator is heated to
high temperature by the Sun or by a fuel, and this radi-
ation is converted into electricity by solar cells. The
efficiency potential of this device is high, because it can
recycle the photons that are not well converted by the
solar cell. This means that the photons not absorbed by
the cell or even those that have an energy well above the
cell band gap are returned to the radiator, keeping it hot,
by reflection in a filter that lets only the desired photons
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Fig. 2. Band diagram of a monolithic stack of four solar cells (C1–C4) interconnected with three tunnel junctions (T1–T3): (left) thermal
equilibrium, (right) under illumination. The Fermi level EF0 splits into four quasi-Fermi levels EF1–EF4.
pass. An alternative way is the use of selective emission
radiators that emit photons mainly in the desired range
of energies.

The theoretical potential of this concept is 85% [6],
almost as high as the one in the MJC. However, most of
the technological effort in TPV has been devoted to fuel
heated converters, and much less attention has been
paid to solar heated converters. One of the challenges
here today is probably the achievement of a good pho-
ton-recycling scheme with low losses or alternatively a
good selective radiator, but much work still needs to be
done on this concept.

In the IBC approach, subband-gap photons are
exploited by means of an intermediate band (IB). Sub-
band-gap photons pump electrons from the valence
band to the IB and, then, from this band to the conduc-
tion band. In this way, two low-energy photons pump to
the conduction band one electron, as represented in
Fig. 3. For proper operation, the Fermi level must split into
three quasi-Fermi levels as represented in the same figure.
The potential efficiency of this concept is 63.2% [9].

The formation of a material exhibiting an intermedi-
ate band can be achieved by means of quantum dots [10].
They present a level in the band gap of the barrier mate-
rial that can become the origin of the intermediate band.
Solar cells based on quantum dots have been initially
fabricated by a consortium formed by the Instituto de
Energía Solar, the University of Glasgow, and Com-
pound Semiconductor Technologies, and, although the
cells do not reach the efficiency of the same structure
without quantum dots, there is evidence of subband-
gap absorption [11]. At this moment, we are involved in
measuring the possible separation of quasi-Fermi lev-
els in our quantum dot IB solar cells. IB materials
based on alloys have been sought by theoretical band
calculation [12] and have been recently found experi-
mentally [13].

In the case of molecular-based concepts, the
research aims, on the one hand, to search for mecha-
nisms where molecules adsorbed to a wide band gap
semiconductor (TiO2) pump electrons from an electro-
lyte to the conduction band of the semiconductor by
using two photons instead of only one, as is the case in
the dye solar cells existing today [14].

On the other hand, a new type of purely static con-
centrator will be investigated (Fig. 4). Concentrators
are of interest to reduce the area of the expensive solar
converter, thereby separating the functions of energy
collector, which is left to the concentrator, and energy
converter, which is left to the solar cell. But high con-
centration concentrators today need mobile elements to
focus the sunlight into the solar cells.

Static concentrators are made of a transparent
matrix in which some luminescent molecules are
diluted. These molecules absorb the light incident on
the plate and emit luminescent quasimonochromatic
radiation at some lower energy. This radiation is partly
transmitted to the edge of the plate due to the total inter-
nal reflection experienced by the light when trying to
leave the optically dense transparent plate [15].

In the work planned for the future, further investiga-
tion will be devoted to the process described and to the
utilization of photonic crystals [16] to prevent the
escape of luminescent monochromatic light at any inci-
SEMICONDUCTORS      Vol. 38      No. 8      2004
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Fig. 3. Band diagram of an intermediate band solar cell (IBC). There is a mid-region of intermediate band material sandwiched
between two p and n ordinary semiconductors: (left) thermal equilibrium, (right) under illumination. The Fermi level EF splits into
three quasi-Fermi levels EFC, EFI, and EFV.
dence direction. This would greatly increase the effi-
ciency of the light transfer to the plate edge [17].

Most of the concepts indicated above involve long
or very long-term research, but, in the case of MJC, the
concept is already ripe for industrialization. Therefore,
FULLSPECTRUM also involves manufacturing con-
cepts. In particular, concentrators are very important,
because MJC cells are very expensive. Concentration
levels of 1000 suns, that is, up to irradiance fluxes of
100 W/cm2, are contemplated in this project. One
important requirement to reduce prices is the use of
wide angular acceptance. This means that the sunrays
must stay focused into the cell even if the structure
swings a little due to the wind or is somewhat mis-
aligned due to manufacturing errors. The principles of
design are in [18]. A multitude of devices have been
designed in our institute in recent years based on the
principles therein. Furthermore, at the high concentra-
tion envisaged, the illumination must be as homoge-

Photonic layers

Mirror for extremely
small band

Transmit all the rest
Diffuse light

Mirror

Fig. 4. Schematic of a stationary luminescent concentrator.
SEMICONDUCTORS      Vol. 38      No. 8      2004
neous as possible, and this is difficult to conjugate with
the angle acceptance requirement. Figure 5 shows an
optical system designed for this purpose.

In addition to the optical design, manufacturing the
lenses at low cost and assembling the whole system tak-
ing into account the cost requirements for heat removal
is also a challenge that is being undertaken by the con-
sortium in FULLSPECTRUM.

In summary, the mass exploitation of solar electric-
ity is highly desirable for several reasons. Mass produc-
tion of the present PV technology alone will probably
not be enough to reduce PV electricity costs to reach
the levels of prevalent electricity. A better exploitation
of the solar spectrum is necessary.

Today, there are scientific bases, for instance, MJC
or TPV, for this better utilization, but they are not yet

TIR facets
Aspheric

Solar cell

Secondary
lens

Fig. 5. Schematic of the Hamlet concentrator formed from
an aspheric total internal reflection primary lens and a com-
bined secondary. It exhibits a high acceptance angle and
high light homogeneity on the solar cell. Joint development
of ISOFOTON and the Instituto de Energía Solar.
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developed for practical utilization. Our first goal is to
develop them. It is necessary that a product with better
potential than the present technology be developed as
soon as possible. Otherwise, it will be forced to com-
pete with products that are cheaper due to extensive
market-associated development.

Furthermore, there are other technologies based on
novel concepts that deserve to be developed, although
this will take more time. They may hold the key to
cheaper and more modular exploitation of solar energy
than the solutions envisaged today, much less modular
than present PV. It should be borne in mind that modu-
larity has been that key to the present success of the PV
market.

FULLSPECTRUM aims to make substantial contri-
butions to all these issues.
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Abstract—For use in gas-fired thermophotovoltaic systems, a selective emitter made from Yb2O3 foam
ceramic has been developed. This foam ceramic is mechanically stable, and FTIR spectroscopy showed that
10% of the radiation power emitted by the foam can be converted by Si photocells. The thermal and thermal-
shock stability of Yb2O3 foam ceramic was analyzed. The foam passed 200 heating/cooling cycles without
major damage. Tubes were manufactured from this material and tested in a thermophotovoltaic demonstration
system. An electrical power of 86 W was achieved at a thermal power of 16 kW. Using a simulation model, the
potential efficiency of a thermophotovoltaic system based on our technology applied for the conversion of con-
centrated solar radiation was estimated. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In thermophotovoltaics thermal energy is used to
heat a radiation emitter, which in its turn illuminates
photocells that convert the radiation into electricity. In
this publication two heat sources will be considered: a
combustion flame and concentrated solar radiation.

In case of a combustion flame, thermophotovoltaics
is a technology of cogeneration of heat and electricity
without the need for any moving parts. The system effi-
ciency ηsys, which is defined as electrical power divided
by thermal input power, is relatively small: until now,
the highest experimentally achieved system efficiency
is about 5% [1].

In case of solar thermophotovoltaics, the possible
match between the emission spectrum of the radiator
and the band gap of the photocell material is the advan-
tage compared to direct solar irradiation to the photo-
cell. If a photocell is illuminated by selective radiation
with a narrow emission band closely above the band
gap of its material, losses due to thermalization or sub-
band-gap transmission arc avoided. The efficiency of a
solar cell can be strongly increased compared to direct
solar irradiation. Therefore, solar thermophotovoltaics
is possibly a way to beat the efficiency limit of existing
solar cell technology.

2. FOAM CERAMIC EMITTERS

A novel selective emitter to be used in thermophoto-
voltaic (TPV) systems has been developed. The follow-
ing requirements for the TPV emitter were defined:

—The selective emission spectrum should be
matched to the band gap of Si.

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20941
—The structure should be porous, so that the com-
bustion gas can flow through and combustion can take
place in the emitter structure.

—The emitter must be mechanically stable.
—The emitter must be thermally stable up to oper-

ating temperatures of 1800 K.
—The thermal-shock resistance must be high,

because the material must withstand numerous heat-
ing/cooling cycles without any damage.

A selective emissivity that is well matched to the
band gap of Si can be achieved by using Yb2O3 as the
emitter material. Yb2O3 mantle emitters have been
investigated for applications in TPV systems in the past
[2, 3]. High TPV system efficiencies could be achieved
with mantle emitters, but they suffered from very poor
mechanical stability. The thermal-shock resistivity of
Yb2O3 mantles was sufficient for laboratory TPV systems.

A solution that avoids these drawbacks and fulfills
all of the requirements listed above is a Yb2O3-coated
foam ceramic emitter.

Foam ceramics were produced for this work using
the polymer-sponge method [4]:

—A polymer sponge with the desired shape and
pore size is first fabricated. Sponges in the shape of
tubes were used for the current work.

—The sponge is infiltrated with a water-based
ceramic slurry. In order to remove excess slurry and
avoid pores filled with slurry, the sponge is subse-
quently passed through a mangle.

—The sponge is then carefully dried, resulting in
so-called “green ceramic.” Several samples of such
green ceramic foams and emitter tubes are shown in
Fig. 1.
004 MAIK “Nauka/Interperiodica”
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Fig. 1. Examples of foam ceramics and foam ceramic emit-
ter tubes. The gray samples are green bodies after infiltra-
tion and drying. After sintering the ceramic appears white.
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Fig. 2. Radiation spectra of a Yb2O3 foam ceramic and a
Yb2O3 mantle emitter. Both emitters were heated by a 2-kW
butane burner. The temperature of the mantle emitter was
1735 K.

Fig. 3. TPV prototype system: in the center the foam
ceramic emitter tube is visible. A quartz tube is placed
between the emitter and Si photocells.
—In a subsequent sintering step at temperatures in
excess of 1000°C, the polymer sponge vaporizes and
the ceramic densifies.

In order to measure the radiation spectrum of these
emitter structures, foam ceramic tubes with a diameter
of 40 mm and a wall thickness of 10 mm were fabri-
cated that could be heated with a 2-kW butane burner.
The emitted radiation was coupled into a Bruker 113
FTIR spectrometer [3, 4]. Figure 2 shows the emission
spectrum of the Yb2O3 foam ceramic in comparison to
the spectrum of a Yb2O3 mantle [3]. Both spectra show
the selective emission peak at a photon energy of
1.25 eV, which can be converted by Si photocells.
While the height of this maximum is comparable for the
two spectra, the foam ceramic emitter shows a signifi-
cantly stronger emission at photon energies below
0.5 eV. The selectivity, which is defined as radiation
power at photon energies larger than the Si band gap
divided by the total emitted radiation power, is conse-
quently only 10% for the foam ceramic, compared to
20% for the mantle.

The foam ceramic emitters are mechanically stable.
They can easily be handled for mounting in a gas
burner, so they seem to be suitable for application in
TPV systems.

The emitter tubes were heated up to temperatures of
1750 K with gas burners to study the thermal stability
of the structures. No thermal instabilities were
observed. The surfaces of the surrounding quartz tube
and the gold reflector placed above the heated emitter
remained clean, indicating that no material evaporated
from the samples.

A timer-controlled butane burner was built, with
which the thermal-shock stability of the foam ceramics
was studied. This device permitted the automatic oper-
ation of the emitters over many heating/cooling cycles.
With this method the thermal-shock stability of the
foam ceramics over at least 200 cycles has been dem-
onstrated.

3. TPV PROTOTYPE SYSTEM

The Yb2O3 foam ceramic emitter was tested in a
TPV prototype system [5], which is shown in Fig. 3. In
this system the emitter is heated by a 10 to 20-kW
methane burner. Monocrystalline Si solar cells from
RWE Solar (Germany) were glued onto water-cooled
heatsinks, and the front side was laminated with a spe-
cial EVA foil. A quartz tube was placed between emitter
and photocells to protect the cell surface from contact
with the hot combustion gas. The lower end of the
cylindrical TPV system was optically closed with a
gold reflector. Figure 3 shows the foam ceramic emitter
built into the TPV system.

Table 1 gives the experimental results achieved with
this TPV system. The electrical power Pel and the sys-
tem efficiency ηsys are given for several values of ther-
mal power Pth and air number λ. The air number gives
SEMICONDUCTORS      Vol. 38      No. 8      2004
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the amount of combustion air divided by the amount of
air for stoichiometric combustion. Our experiments
demonstrate the feasibility of the novel Yb2O3 foam
ceramic emitter. In earlier experiments, by using Yb2O3
mantle emitters instead of the foam ceramics, a signifi-
cantly higher electrical power was achieved [5]. In
future, we hope to enhance the selectivity of the foam
ceramic emitters by improving the fabrication process.

An increased system efficiency with the existing
Yb2O3 foam ceramic emitter was achieved with a small
TPV system by the following optimizations:

—Special TPV optimized Si photocells were manu-
factured that have a highly reflective rear side Al mirror
and a nontextured front side to reflect sub-band-gap
radiation, for which the cell is transparent, directly back
to the emitter. This back-reflected radiation is used for
an additional heating of the emitter, resulting in a
higher emitter temperature for a given thermal power of
the burner.

—The ZnS/MgF2 antireflection coating was optimized
for low reflectivity for the Yb2O3 emission spectrum.

—The photocell has a low resistant front metalliza-
tion to reduce the series resistance loss at an illumina-
tion level of five to ten times the irradiation of the sun,
which occurs in our TPV system.

—The cylindrical photocell generator is mostly
optically closed by three gold reflectors, leaving only a
slit for the escape of the exhaust gas.

A methane burner with a thermal power of 1.2–
2.4 kW was used as a heat source for the emitter. Figure 4
gives the system efficiency that was achieved with the
small TPV system as a function of the thermal power.
The experiments with a foam ceramic emitter resulted
in a system efficiency of more than 1.0% between 1.6
and 2.4 kW. This is twice the efficiency achieved by the
larger prototype system. With a mantle emitter, up to
1.8% system efficiency could be obtained.

We plan to build a larger prototype with a similar
design allowing a significantly higher system efficiency
than the existing demonstration system.

4. SIMULATION OF A SOLAR-POWERED 
TPV SYSTEM

It was suggested that TPV be applied in solar con-
centrator systems to exceed the efficiency limit of one-
sun single junction solar cells [7]. Below, the expected
efficiency of the above-described TPV system, if the
emitter is heated by concentrated sunlight, is estimated.
For this estimate a simulation model representing the
small TPV system was used, which was described in
detail elsewhere [2]. The model calculates the electrical
power of a TPV system using the geometry, the optical
transmittance and reflectance of the inner system sur-
faces, and the spectral efficiency of the photocells. The
total radiation power of the emitter Pem is obtained
from a combustion model in the case of a fuel fired sys-
SEMICONDUCTORS      Vol. 38      No. 8      2004
tem [2]. For a solar-heated TPV system Pem is calcu-
lated from

(1)

with the direct solar irradiation power Psun, the concentra-
tion factor c, the area of the focused sunlight on the emitter
surface Afoc, and the reflectivity of the emitter Rem.

The model uses the net radiation method [6], which
calculates the radiation balance between all surfaces
and the total energy balance of the system [2].

A drawing of the simulated solar TPV system is
shown in Fig. 5. Concentrated sunlight is coupled into
the system to heat the emitter through a hole in the top
reflector. The emitter radiation illuminates the cylindri-
cal photocell module built around it.

For discussion of the results, the assumptions of the
simulation model have to be considered:

—A uniform temperature over the whole emitter
surface was assumed. This assumption seems to be
approximately fulfilled, because the brightness of the
visible radiation is uniform over the whole gas porous
region of the emitter in gas-fired TPV experiments.

—The spacing between the single photocells was
taken into account by using a view factor, and average

Pem PsuncAfoc 1 Rem–( )=

Table 1.  Electrical power Pel and system efficiency ηsys
achieved with a TPV prototype system with foam ceramic
emitter as a function of the thermal power Pth and the air
number λ

Pth, kW λ Pel, W ηsys, %

12 1.03 60 0.50

12 1.12 54 0.49

16 1.02 86 0.54

2.0

1.2 1.6 2.0 2.4

Pth, kW

ηsys, %

1.4 1.8 2.2

1.8

1.6

1.4

1.2

1.0

0.8

0.6

Mantle emitter
Foam ceramic emitter

Fig. 4. Experimental results achieved with a small TPV pro-
totype system. The system efficiency ηsys is given as a func-
tion of the thermal power Pth for experiments using an
Yb2O3 mantle emitter (squares) and a Yb2O3 foam ceramic
emitter (open circles).
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values of the photocell efficiency and front surface
reflectivity were calculated. In the experimental system
slits occur between the cells, which were not consid-
ered exactly by this simplification.

—The escape of the exhaust gas in the experimental
system was effected by a hole in the top reflector, which
can be covered with a concave reflector leaving a slit for
the exhaust gas flow. In the solar-heated system, a hole
in the top reflector is needed through which the concen-
trated sunlight enters the system. These openings,
which are a relevant difficulty for achieving an optical
cavity, are considered in the model by using an average
reflectivity of the top reflector. For an exact calculation
of this relatively complicated geometry, a ray tracing
calculation would be necessary.

—The emitter reflectivity Rem, which is used for the
calculation of a solar TPV system, was assumed to be
independent of the photon energy. An efficient light
trapping due to the porous surface of the foam ceramic
is expected, which depends on the exact geometry of
the emitter. The spectral reflectance of such an emitter
has not yet been measured.

Simulations of the small gas-fired TPV system with
different photocells, reflectors, filters, and emitters
show an agreement with the experimentally achieved
system efficiencies of better than 90%. It is therefore
expected that the assumptions listed above will not

Concentrated
sunlight

Reflector

Foam ceramic
emitter tube

Entrance hole

Emitter hole
for light trapping

Fig. 5. Draft of a cylindrical solar TPV system.

Table 2.  Simulation result of a solar-heated TPV system.
PSI-TPV is an existing TPV optimized Si photocell with rear
surface reflector, c means the concentration factor of the sun
radiation, and Tem is the resulting emitter temperature

Photocell Filter c Tem, K Pel, W ηsys, %

PSI-TPV Quartz 1000 1750 17 4.0

PSI-TPV no FC 
absorption

Quartz 1000 1850 25 5.9

PSI-TPV no FC 
absorption

Ideal 2000 2000 44 10

Optimized Ideal 2000 1960 67 16

Optimized Ideal 5000 2340 120 29
cause any major uncertainties in the simulation results.
This justifies the application of our model to estimate
the efficiency of the TPV system heated with concen-
trated solar radiation. The simulation model conve-
niently allows one to study losses that occur in a spe-
cific component of the TPV system and their effect on
the system efficiency.

Table 2 gives the result of these simulations. In the
first line the existing small TPV system was modeled:
PSI-TPV is the photocell manufactured at the Paul
Scherrer Institut with a rear surface reflector. A sun
radiation concentration factor of 1000 was assumed.
The area of the concentrator was 5000 cm2 for all sim-
ulations. The resulting opening in the top reflector,
which is needed to illuminate the emitter, had an area of
6.6 cm2. The reflectivity of the emitter was assumed to
be 10%. A system efficiency ηsys of 4.0% was obtained
for this case.

In subsequent simulations several optimizations
were studied to reduce losses in the system and to
increase ηsys. Using lower doped Si for the fabrication
of the photocell to avoid free carrier (FC) absorption of
sub-band-gap radiation increases ηsys to 5.9%. Further
losses are absorption in the quartz tube and radiation
loss through the opening in the top reflector. In the fol-
lowing simulations, this opening was made smaller by
enlarging the concentration factor c, i.e., reducing the
focus spot of the concentrated sunlight. The quartz tube
was replaced by an idealized filter with an assumed
transmittance of 99% for convertible radiation and a
reflectance of 99% for sub-band-gap radiation. The
resulting ηsys was 10%. To estimate an upper limit for
ηsys of a solar TPV system with Si photocells and Yb2O3
emitter based on our technology, an optimized photo-
cell with a monochromatic efficiency of 46% at 1.25 eV
was assumed, resulting in a ηsys of 16% for a concentra-
tion factor of 2000 and 29% for 5000, respectively.

5. CONCLUSION

A Yb2O3 foam ceramic emitter has been developed
that fulfils the requirements for use in TPV systems.
Mechanical and thermal stability up to temperatures of
1800 K were achieved with these emitters. The selectiv-
ity of the emitter radiation with respect to the band gap
of Si is currently 10%. Thermal-shock stability tests
during up to 200 ignition cycles in the laboratory
showed that the emitters possess a satisfactory thermal-
cycling resistance. Long-term cycle tests are planned in
the near future to verify the thermal-shock resistance
over a larger number of cycles. The foam ceramic emit-
ters were successfully tested in two prototype TPV sys-
tems. A ηsys of 1% was achieved with the small proto-
type. In the larger prototype the ηsys was about half of
this required value, but it is expected that the ηsys will
increase once the selectivity of the foam ceramics is
improved or the design of the smaller prototype TPV
system is adapted to that of the large one.
SEMICONDUCTORS      Vol. 38      No. 8      2004
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The use of thermophotovoltaics for the conversion
of concentrated sunlight would be attractive, if a ηsys
value higher than that of high-quality single junction
solar cells under concentration, which is 28% at
present, could be achieved. Simulations show that, in
principle, an efficiency on the order of 30% is achiev-
able with a TPV system using Si photocells and a
Yb2O3 emitter. However, several simplifying assump-
tions were made for this calculation, including opti-
mized photocells, an ideal selective filter, and a very
high concentration factor of 5000. Experiments with
the TPV system discussed here under concentrated sun-
light are planned for the future to confirm the calculated
values of ηsys from the simulations.
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Abstract—Intermediate band solar cells are characterized by the existence of a collection of energy levels in
the middle of the otherwise conventional semiconductor band gap. According to the standard Shockley–Read–
Hall recombination theory, the states corresponding to these energy levels behave as nonradiative recombina-
tion centers and, therefore, are detrimental to solar cell performance. Nevertheless, the theory of the intermedi-
ate band solar cells predicts an enhancement of the solar cell efficiency well above the limiting efficiency of
single gap solar cells (63.2% vs. 40.7%) when these levels exist. This paper clarifies the reasons. © 2004 MAIK
“Nauka/Interperiodica”.
The basic theory of intermediate band solar cells
(IBSCs) has been by now widely disseminated. In this
paper, we will assume the reader is familiar with this
theory and we will describe here again only those topics
that are convenient for the self-consistency of the paper.
If the reader is not familiar with the theory and would
wish to be so, we suggest he starts with reference [1], to
find the original description of the model, and continue
with [2] to [3–6]. There he will find a range of subjects
from refinements to the theory, such as the discussion
of the influence of the impact-ionization and Auger
recombination mechanism on the performance of the
cell, to thermodynamic analysis, discussion of the imple-
mentation of the IBSC with quantum dot technology, and
analyses of the influence of the overlap between absorp-
tion coefficients on the performance of a cell.

Figure 1 represents the simplified band diagram of
an IBSC. The basic structure of this cell consists of an
intermediate band material sandwiched between two
ordinary semiconductors. The intermediate band mate-
rial is a semiconductor-like material but characterized
by the existence of an intermediate band (IB) located
within the otherwise conventional gap defined by the
edges of the conduction band (CB) and valence band
(VB). Theoretical efficiency improvement of IBSCs
over conventional single and even tandems of two solar
cells (63.2% vs. 40.7% of single gap and 55.4% of a
tandem) comes from two facts. First, the current in the
IBSC is enhanced because sub-band-gap photons can
contribute to the photocurrent. This is because, thanks
to the IB, sub-band-gap photons, such as those labeled 1
and 2 in Fig. 1, can now be absorbed to create one elec-
tron–hole pair. Second, the production of this extra cur-

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20946
rent is made out without voltage degradation, that is,
without the voltage being limited by any of the lowest
subgaps, neither EL nor EH. Ultimately, this is due to the
fact that the carrier concentration in each band is
described by its own quasi-Fermi level (εFC, εFV, and εFI

for the CB, VB, and IB respectively), the output voltage
being limited by the difference between the CB and VB
quasi-Fermi levels. It is the voltage issue that must be
emphasized the most, because the solution to increase
the photogenerated current of a solar cell could be, for
example, just the use of a low band gap energy semi-

emitter
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EH EG

IB
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eV
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IB material
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Fig. 1. Simplified band gap diagram of an intermediate band
solar cell [5].
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conductor to manufacture it. In addition, to approach
the IBSC limiting efficiency, electronic transitions to
and from the IB must be of radiative nature (emitting
one photon), the absorption coefficients governing
these processes should not overlap when considered as
a function of the photon energy, the IB must be half-
filled with electrons (metallic), and εFI must remain
clamped to its equilibrium position when the cell
becomes excited.

However, the existence of energy levels within the
semiconductor band gap is traditionally considered a
source of nonradiative recombination, the so-called
Shockley–Read–Hall (SRH) recombination, after the
authors who first described the governing statistics
[7, 8]. Since the existence of nonradiative recombina-
tion degrades the performance of the cells, from this
perspective, the existence of intermediate levels should
be considered an undesirable feature. On the contrary,
the basic theory of the IBSC pursues the existence of
these levels and moreover, as mentioned, requires that
the recombination processes to and from this band be of
radiative nature.

Before explaining the reasons why the presence of
intermediate energy levels within the semiconductor
band gap can lead to such a different behavior from the
perspective of recombination (radiative vs. nonradia-
tive), we would like to point out that both frameworks
(SRH and IBSC) assume that the existence of three quasi-
Fermi levels rules the occupation probability out of the
equilibrium in each of the existing group of states (con-
duction, intermediate, and valence) in the semiconductor.

The existence of its own quasi-Fermi level to
describe the occupation probability of the intermediate
states is not usually sufficiently emphasized, but it is
true since, at some point in the development of the SRH
theory, it is stated that the number of intermediate states
(often also called traps or defects in the framework)
being occupied by an electron, nT, compared to the total
number of states, NT, is given by [9]

(1)

where no degeneracy has been assumed for the trap, ET
is the energy of the intermediate state, εFI is the trap
quasi-Fermi level, k is the Boltzmann constant, T is the
temperature, n and p are the electron and hole concentra-
tions respectively, cn and cp are the electron and hole cap-
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ture cross sections, ni is the semiconductor intrinsic con-
centration, and Ei is the semiconductor intrinsic level.

This fact is also illustrated by the example in Fig. 2.
It shows the band gap diagram of a forward biased
p−n junction and its corresponding quasi-Fermi levels,
including the one related to the traps, εFI. The trap den-
sity, NT, is assumed to be uniform over the whole p–n
structure and much lower than the doping density
involved. The trap energy level, ET, is assumed to be
located at the center of the band gap. To emphasize fur-
ther the need for a specific quasi-Fermi level associated
with the occupation of the traps, one can realize that
neither the electron quasi-Fermi level, εFC, nor the hole
quasi-Fermi level, εFV , can rule the trap occupation
ratio because the choice of any of them leads to oppo-
site asseverations: the electron quasi-Fermi level, being
located well above the trap energy level leads to com-
plete electron occupation of the traps, while the hole
quasi-Fermi level, being located well below, leads to its
complete emptiness. Therefore, the existence of three
different quasi-Fermi levels to explain the operation of
the IBSC should not be regarded as an awkward
hypothesis of the IBSC theory: it has always been there,
even in conventional semiconductor theory.

A couple of aspects of these traps are specific in the
classic IBSC context. To explain them, it is convenient
to define first what we understand by acceptor- and
donor-like traps. Acceptor-like traps become nega-
tively charged when they capture an electron (its quasi-
Fermi level is located then a few kT above ET), remain-
ing electrically neutral if they do not (its quasi-Fermi
level is then located below ET). Donor-like traps
become positively charged when they give away an
electron (quasi-Fermi level located below ET), remain-
ing neutral if they do not (quasi-Fermi level located
above ET). Besides, whatever the type is, its density in
conventional devices in which their appearance is unin-

εFV εFI
εFC

ET

CB
p

n

VB

Fig. 2. Band gap diagram of a p–n junction forward biased
showing the electron, hole, and trap quasi-Fermi levels
(εFC, εFV , and εFI respectively).



 

948

        

MART

 

Í

 

 

 

et al

 

.

     
tentional is small and has a negligible contribution to
the charge density when compared to the intentional
doping contribution (usually characterized by concen-
trations well above 1016 cm–3).

Hence, the two specific aspects regarding these
traps (which below we will prefer call a band) if they
had to play the role specified by the basic IBSC theory
are, on the one hand, that they should have both an
acceptor and a donor character. This means that they
become negatively charged when they capture an elec-
tron and positively charged when they release one (in
other words, they become negatively charged when
their quasi-Fermi level lays above ET and positively
charged when it lays below). On the other hand, their
concentration should be at least on the order of magni-
tude of the CB and VB density of states [10]. The rea-
son is the need for the IB to provide both a positive and
a negative charge without significant displacement of
the IB quasi-Fermi level, so it can remain clamped to its
equilibrium position as plotted in Fig. 1.

However, increasing the trap concentration, if they
still behave nonradiatively, would only worsen things.
This point is the point where we prefer to call this col-
lection of intermediate levels a band rather than traps.
The term band is used to indicate that the intermediate
quantum states have quantum properties no different
from those of the CB and VB and, in particular, that
they are of delocalized nature; that is, their wave func-
tion extends over the whole crystal lattice. This is a nec-
essary condition for the transitions from and to the
intermediate band to be of radiative nature [2].

To achieve this delocalization, it is likely that the
impurities should not be placed randomly within the
crystal lattice but ordered with a periodical pattern [11]
or, even better, that the intermediate band arises natu-
rally from a given atomic crystal arrangement [12].

An intriguing question when discussing SRH
recombination is where the energy lost by an electron
carrying out a transition goes. If it went easily to a pho-
ton, we would not be discussing anything here: radia-
tive recombination would already be acknowledged.

To say the energy of the electron in the recombina-
tion process goes to phonons needs some comment.
Phonons, the quantized vibrations of lattice atoms,
have an energy in the range of a few tenths of one mil-
lielectronvolt [13]. Since the gaps EL or EH are in the
range of several hundred millielectronvolt, the nonradi-
ative transition of say one electron from the CB to the
intermediate levels would require simultaneous interac-
tion with tens (at least) of phonons. This simultaneous
concurrence of such a number of phonons is considered
extremely unlikely in a perfect crystal. Instead, the pre-
ferred figure is that in which the presence of the trap not
only introduces strictly one energy level in the middle
of the gap but also some excited electronic states and its
own vibration modes, different from those of the lattice.
Hence, in a first step, a CB electron is captured by the
trap; that is, it carries out a transition to one of the
impurity excited electronic states (cascade model [9]).
This state is usually localized. The impurity then cap-
tures the electron energy and momentum and vibrates.
It can do so in one step because its vibration modes are
not those of the lattice. Then, this energy is released to
the lattice (lattice relaxation) through the emission (not
simultaneous!) of the necessary number of phonons
(multiphonon model [9]).

Hence, the solution to retake the unlikeness of an
electron releasing its energy nonradiatively to the
phonons passes through the blockade of the two mech-
anisms just mentioned. And this solution again goes
through the allocation of the impurities in a periodical
pattern or, what is equivalent, makes them part of the
crystal lattice itself. In this way they cannot vibrate
freely any more, but their vibrational modes should
become those typical of a crystal lattice; that is, those
whose energy is in the phonon energy range, a few
tenths of one millielectronvolt. So, on the one hand,
they would again not be able to capture the energy of
the electron in the first instance, while on the other, as
mentioned above, their energy spectra would be
grouped into bands.

In the case where the IBSC is engineered by means
of quantum dots (QDs), this blockade of the capability
of an electron to release its energy through phonons,
although controversial [14], is known as the phonon-
bottleneck effect. Physically, in the QD case, the inter-
mediate band arises from the energy of the confined
electrons in the dot. Remarkably, the dots are groups of
thousands of atoms that again certainly do not have the
vibrational properties of single impurity atoms but
probably the vibrational properties of a lattice, which
again takes us to the case where only phonons with
energy of a few tenths of millielectronvolts are avail-
able for electron energy release.

In summary, the frameworks of the IBSC and the
SRH theories share the introduction of three quasi-
Fermi levels to describe carrier occupation of the
energy levels, although in the case of the latter, this fea-
ture has not commonly be made explicit in the litera-
ture. In addition, the IBSC theory assumes that the
recombination processes between bands are of predom-
inantly radiative nature. There is nothing in the SRH
theory against these processes being of radiative nature,
although to make them dominant, it will be required to
blockade the possibility of energy transfer from the
electrons to the phonons. This could be achieved either
by allocating the impurities periodically in the crystal
lattice and thereby making them all constitute a new
crystal or possibly by using quantum dots to fabricate
the intermediate band material.
SEMICONDUCTORS      Vol. 38      No. 8      2004
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Abstract—The potential of the thermophotovoltaic conversion of thermal and solar energy to electricity using
narrow-gap semiconductor photoconverters is shown. Liquid-phase epitaxy, metal-organic chemical vapor dep-
osition, and Zn diffusion from the vapor phase are used to fabricate thermophotovoltaic converters based on
GaSb and GaAs/Ge structures and characterized by increased values of both photocurrent and open-circuit volt-
age. This circumstance made it possible to obtain thermophotovoltaic cells that were based on the aforemen-
tioned structures and had efficiencies of 25% (GaSb) and 16% (GaAs/Ge) at a blackbody-radiation temperature
of T = 1473 K under the condition of 100% return of low-energy photons to the emitter. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The development of technologies for the fabrication
of high-efficiency photovoltaic converters based on
narrow-gap semiconductors has inspired renewed inter-
est in thermophotovoltaic (TPV) generators, which
were suggested more than 30 years ago. In TPV sys-
tems, thermal radiation is converted into electrical
energy using photovoltaic cells based on narrow-gap
semiconductors that are photosensitive to the infrared
(IR) region of the spectrum.

A TPV generator generally consists of four main
components: a source of thermal radiation, an emitter,
a spectral filter, and photovoltaic cells (Fig. 1). Radia-
tion generated as a result of heating the material of the
emitter to a high temperature (using concentrated solar
radiation, natural gas, propane, gasoline, hydrogen, and
so on) is converted into electricity by a photovoltaic
cell. It is important that the radiation spectrum of the
emitter should be matched to the photosensitivity spec-
tral region of the photovoltaic cell.

In order to satisfy the condition for matching, one
can employ one of two methods [1]:

(i) the use of a selective emitter as the radiation
source or

(ii) the use of an emitter combined with an optical
filter.

In this case, the long-wavelength component of
radiation, which does not contribute to the electricity
generation, is reflected back to the emitter.

In Fig. 1, we illustrate the thermophotoelectric prin-
ciples of operation of two feasible TPV systems:
1063-7826/04/3808- $26.00 © 20950
(I) with a selective emitter and (II) with an optical filter
that reflects the unused component of the radiation.

The question of the ultimate efficiency of a TPV
generator is of particular importance. The majority of
published data are concerned with estimates of the
highest efficiency for photovoltaic conversion of ther-
mal radiation absorbed in a semiconductor (i.e., for the
“photon–electron” conversion). The attained values of
the efficiency of this conversion in a TPV generator

3 2 3541

Fig. 1. Schematic representation of a thermophotovoltaic
generator of electricity (view from above). A system with a
selective emitter is shown on the left, and a system with an
emitter and an optical filter is shown on the right. The sys-
tems include (1) a high-temperature source, (2) a selective
emitter, (3) a photovoltaic cell, (4) a nonselective emitter,
and (5) an optical filter.
004 MAIK “Nauka/Interperiodica”
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with selective emitters are 20–25% at an operating tem-
perature of the emitter of 1300–1500°C. Further
improvement and optimization of both the system as a
whole and its separate components can be accomplished
using cascade heterostructures and a rear reflector and by
developing new types of emitters and filters. All these
methods together make it possible to increase the effi-
ciency of photovoltaic conversion to 35–40% [2].

As was mentioned above, one of the ways of reduc-
ing the losses in a TPV generator is related to the use of
the energy of inefficient radiation (λ > λg) to maintain
the temperature of the emitter that emits in a wide spec-
tral range. To this end, an optical filter is introduced into
a TPV system; this filter reflects the long-wavelength
radiation that is not used in the photoconversion to the
emitter, prevents the overheating of the photovoltaic
cell, and reduces the expenditure of fuel spent on main-
taining the high temperature of the emitter [1].

The recirculation of low-energy photons can also be
attained by placing a “reflector” at the rear side of the
photovoltaic cell, for example, by depositing a dielec-
tric coating or a metal film onto the rear surface of the
substrate [3].

TPV generators exhibit a number of advantages
over other types of self-sustained sources of electrical
power. For example, TPV generators have the follow-
ing merits compared to electromechanical generators:

(i) a long service life due to the lack of moving parts;
(ii) a decrease in the level of pollution of the sur-

rounding medium as a result of more complete and con-
tinuous burning of fuel;

(iii) noiseless operation; and
(iv) the possibility of operating with almost any

types of fuel.
Compared to solar cells, TPV generators offer the

prospect of round-the-clock operation (if combustible
fuel is available), whereas earth-based solar cells typi-
cally operate for 40% of the time.

At the same time, solar radiation is an ecologically
clean and easily available source of energy and has a
high energy potential. The use of concentrated solar
radiation in a TPV system as a source of heat (instead
of combustible fuel) is a promising way to increase the
TPV conversion efficiency while preserving all the
advantages of solar-radiation converters. The use of
hybrid solar–fuel systems makes it possible to employ
TPV generators around the clock: the fuel-based TPV
generator is used during the night and the solar TPV
system is used during daytime.

Owing to the fact that the radiation source can be
very close to the photovoltaic cell in the case of TPV
conversion, it becomes possible to attain an electrical-
power density in the range 2–10 W/cm2 [4]. Thus, the
actually attainable specific energy output from the pho-
toconverter surface in a TPV generator is in the range
20–100 (kW h)/cm2 per year, which exceeds the aver-
SEMICONDUCTORS      Vol. 38      No. 8      2004
age specific energy output from the surface of ground-
based solar cells.

2. SOLAR THERMOPHOTOVOLTAIC 
CONVERSION SYSTEMS

The efficiency of photovoltaic cells that convert
solar energy into electricity is controlled by two factors
that cannot be changed: the solar spectrum and the
remoteness of the photovoltaic cell from the energy
source. As a consequence of the latter factor, feedback
between the photovoltaic converter and the sun is ren-
dered impossible. In this situation, the only variable
parameter is the degree of concentration of solar radia-
tion incident on the photovoltaic cell (i.e., the density of
operating current through the p–n junction). In a TPV
system, there is a much larger number of degrees of
freedom (Fig. 2): the choice of the IR-radiation source,
the material of the photovoltaic cell, and the possibili-
ties of using an optical filter and a rear reflector for
recirculation of photons with energies lower than the
band gap of the photovoltaic cell material.

There are a number of features common to photo-
voltaic and thermophotovoltaic systems [6–12]. One of
the main similarities is the fact that the energy source
has a wide spectrum in both systems. Consequently, the
most widespread method for increasing the efficiency
of photovoltaic solar cells (the use of cascade photo-
converters with several p–n junctions) can also be
employed to increase the efficiency of solar TPV gen-
erators. Narrow-gap materials with Eg = 0.4–0.8 eV are
most suitable for fabricating a tandem (cascade) of
TPV cells. This range of band gaps may be covered by
photovoltaic cells based on GaSb (Eg = 0.7 eV),
InGaAs (Eg = 0.75 eV), Ge (Eg = 0.66 eV), and quater-
nary solid solutions InGaAsSb (Eg = 0.5–0.6 eV).

Concentrated
solar radiation

Photon
Recirculation

Photons

Electricity

INFRARED
EMITTER

OPTICAL FILTER

TPV CELL
REAR REFLECTOR

HEAT SINK

Fig. 2. Main components and processes in a solar thermo-
photovoltaic cell system.
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One of the ways of further increasing the efficiency
of a solar TPV converter is related to the development
of selective emitters matched to the band gap of the
photovoltaic cell. A selective emitter must have an
emission peak at hν > Eg and feature a relatively low
emission intensity at longer wavelengths.

The similar problem of matching the emission spec-
tra of emitters to the photosensitivity spectra of photo-
voltaic cells can be solved using a selective filter
installed between the photon emitter and the photovol-
taic cell (or on the surface of the photovoltaic cell) in
order to reflect the long-wavelength radiation back to
the emitter. The photovoltaic cell itself can play the part
of this filter if there is a mirror that reflects the radiation

Mirror
Emitter (tungsten)
T > 2000°C

TPV cell
Rear surface
reflector

Fresnel lens

Secondary
lens

Vacuum

Filter

Water (or forced-air) heat exchanger

Fig. 3. Schematic representation of a solar thermophotovol-
taic system with a high-temperature (T > 2000°C) vacuum
emitter.

~~ ~~

Grid fingersBusbar

Zn + MgF2ARC

p-GaSb:Zn

n-GaSb:Te layer

n-GaSb:Te substrate

Fig. 4. Cross section of a GaSb epitaxial thermophotovol-
taic cell fabricated using two-stage diffusion of zinc. ARC
stands for antireflecton coating.
that is unabsorbed in the cell material and is formed on
the rear surface of the photovoltaic cell. Finally, a selec-
tive high-temperature multilayer coating that reflects
the long-wavelength radiation can be deposited directly
onto the surface of the photon emitter.

We can identify three types of feasible design of
solar TPV converters:

(i) converters with a solar high-temperature (1500–
2000°C) “vacuum lamp” that plays the part of the emit-
ter (Fig. 3);

(ii) a hybrid solar–fuel system; and
(iii) hybrid systems in which the solar photovoltaic

cell converts the visible component of the solar radia-
tion, while the TPV system converts the IR spectral
component.

One of the possible structures of the solar TPV sys-
tem shown in Fig. 3 includes a solar-radiation concen-
trator (a Fresnel lens and a secondary lens) and an emit-
ter made of tungsten. Calculations show that a decrease
in the optical losses to 10% makes it possible to
increase the efficiency of a TPV system to at least 30%.

3. THERMOPHOTOVOLTAIC CONVERTERS 
BASED ON GaSb

The structures of photovoltaic cells based on gal-
lium antimonide were formed using low-temperature
diffusion of zinc from the gas phase in a quasi-closed
volume. Zinc is a shallow-level acceptor and is often
used to dope III–V semiconductors because it is fairly
volatile and highly soluble in the solid phase. In addi-
tion to high-purity zinc as the diffusion source, we also
used high-purity antimony in order to provide an excess
pressure that suppressed the surface dissociation of gal-
lium antimonide. Single-crystal n-GaSb wafers ori-
ented in the (100) plane and doped with Te to a concen-
tration of (2–4) × 1017 cm–3 were used as substrates.

The output characteristics of photoconverters
depend to a great extent on the quality of the starting
material. Epitaxial layers have undoubtedly a higher
purity and a higher morphological quality compared to
the material of the substrate onto which the layers are
deposited. Introduction of an epitaxial n-GaSb layer
into the structure of the photovoltaic cell makes it pos-
sible to improve the reproducibility of the device
parameters, reduce the concentration of background
residual impurities, and reduce the effect of intrinsic
point defects in the structure.

The photovoltaic cells were fabricated using two-
stage diffusion (Fig. 4). A photoactive region with a
thickness of 0.3–0.5 µm was formed as a result of the
first diffusion for t = 25–30 min at T = 450–470°C. The
second independent diffusion of Zn for t = 40–45 min
at T = 480–520°C made it possible to increase the
p−n-junction depth to 0.8–1.0 µm beneath the contacts
to be formed in order to reduce the leakage currents
after the operation of fusing the metallic contacts.
SEMICONDUCTORS      Vol. 38      No. 8      2004
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We studied the effect of the buffer epitaxial layer on
the external quantum yield for photovoltaic cells fabri-
cated using the Ga, Pb, and Sb solution–melts [13, 14].
The largest values of the external quantum yield were
attained in the cells with an epitaxial layer formed from
a Ga melt at growth temperatures of 450–400°C. The
values of the external quantum efficiency were as large
as 0.94–0.97 in the wavelength range λ = 1.3–1.7 µm
and were equal to 0.9–0.93 for λ = 0.9–1.3 µm [15].
The photocurrent density was as high as 54 mA/cm2 for
the AM0 spectrum cut off at a wavelength λ < 900 nm.

The area of the cells varied from 1 to 2 cm2. The
cells with an area of 1 cm2 had the following character-
istics at the short-circuit current Isc = 1 A: Uoc = 0.42–
0.45 V and the filling factor of the current–voltage
(I−V) characteristic FF = 0.7–0.72.

In Fig. 5, we show the values of FF, Uoc, and the effi-
ciency of the fabricated TPV cells based on gallium
antimonide in relation to the emitter temperature (abso-
lute blackbody whose spectrum is cut off in the region
λ > 1820 nm) in the case of 100% return of photons
with hν < Eg from the rear surface of the cells to the
emitter.

We fabricated a TPV generator on the basis of
15 cells that each had an area of 1 × 2 cm2. The output
power of the generator was 7 W (at a photocurrent of 2 A);
the generator included a metallic emitter heated to T =
1250°C using a gaseous (propane-based) torch.

4. THERMOPHOTOVOLTAIC CONVERTERS 
BASED ON Ge AND GaAs/Ge

The technology of fabrication of a narrow-gap con-
verter based on Ge included zinc diffusion from the
gaseous phase. Taking into account the published data
on the zinc diffusion coefficient in germanium, we
ascertained the conditions for obtaining the optimal

FF
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Fig. 5. Dependences of the efficiency (η), the filling factor
for the I–V characteristic (FF), and the open-circuit voltage
(Uoc) for the thermophotovoltaic cells based on GaSb on the
emitter temperature for the blackbody spectrum cut off in
the region λ > 1820 nm under the condition that 100% of the
photons with energies hν < Eg are reflected back to the emit-
ter from the rear mirror of the cell.
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depth of the p–n junction for a narrow-gap TPV con-
verter based on germanium. The photocurrent density
was 56.5 mA/cm2 in the wavelength range 500–1820 nm
for the best photovoltaic cell and was as high as
33.2 mA/cm2 in the range 900–1820 nm when recalcu-
lated in terms of the active surface area exposed to
unconcentrated solar radiation with the AM0 spectrum.

In Fig. 6, we show the values of FF, the open-circuit
voltage Uoc, and the efficiency for the germanium-
based TPV cell in relation to the emitter temperature
(absolute blackbody whose spectrum is cut off at λ >
1820 nm) under the condition that 100% of the low-
energy photons are reflected back to the emitter from
the rear surface of the cells.

Further attempts to optimize the above TPV con-
verters based on Ge rely on studies of the effect of the
wide-gap GaAs window at the surface of Ge cells on
the open-circuit voltage. We developed low-tempera-
ture liquid-phase epitaxy of a thin (~0.1 µm) layer of a
GaAs window on a Ge substrate [3, 16]. The epitaxy
was carried out at a temperature of 380°C from a super-
cooled liquid phase with a relatively low cooling rate of
2 K/s. Lead was chosen as the metallic solvent, which
ensured a low solubility of germanium.

In Fig. 7, we show the dependences of the filling fac-
tor FF of the I–V characteristic, the open-circuit voltage
Uoc, and the efficiency for TPV cells based on a
GaAs/Ge heterostructure on the emitter temperature
(an absolute blackbody whose spectrum is cut off at λ >
1820 nm) under the condition that 100% of photons
with hν < Eg are reflected from the rear surface of the
cell to the emitter.

Recently, interest has grown considerably in GaAs
crystallization on Ge substrates employing metal-
organic chemical vapor deposition (MOCVD) to fabri-
cate the cascade solar cells. A number of studies have
been concerned with fabrication of two-cascade
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Fig. 6. Dependences of the efficiency (η), the filling factor
for the I–V characteristic (FF), and the open-circuit voltage
(Uoc) for the thermophotovoltaic cells based on Ge on the
emitter temperature for the blackbody spectrum cut off in
the region λ > 1820 nm under the condition that 100% of the
photons with energies hν < Eg are returned to the emitter as
a result of reflection from the rear-surface mirror of the cell.
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GaAs/Ge and three-cascade GaInP/GaAs/Ge solar cells
on Ge. Although the main characteristics of both the
entire cascade solar cell and the lower Ge layer have
been improved significantly, the potential of Ge has not
yet been realized in full, since the parameters of the
p−n junction formed in Ge owing to the diffusion of Ga
and As from the gaseous phase are rather difficult to sta-
bilize in the course of MOCVD. For example, the open-
circuit voltage and the p–n junction depth depend
heavily on the starting growth temperature. Therefore,
a more dependable method for forming a p–n junction
in germanium is the intentional diffusion of acceptor
atoms (for example, those of Zn) into the n-Ge sub-
strate. Such a diffusion ensures both the formation of a
rather deep p–n junction required for efficient conver-
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Fig. 7. Dependences of the efficiency (η), the filling factor
for an I–V characteristic (FF), and the open-circuit voltage
(Uoc) for the GaAs/Ge cells obtained by liquid-phase epit-
axy on the emitter temperature for the blackbody-radiation
spectrum cut off in the region λ > 1820 nm under the condi-
tion that 100% of the photons with energies hν < Eg are
returned back to the emitter as a result of reflection from the
rear-surface mirror of the cell.
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Fig. 8. Dependences of the filling factor for the I–V charac-
teristic (FF), the open-circuit voltage (Uoc), and the calcu-
lated efficiency (η) on the degree of the solar-radiation con-
centration Ks (for illumination through a GaAs filter and for
the AM0 spectrum) for a photovoltaic converter based on
GaAs/Ge heterostructures grown using MOCVD.
sion of infrared radiation in a TPV cell and the suppres-
sion of a “parasitic” junction formed owing to the Ga
diffusion.

According to the published data [17], the diffusion
depth of As in Ge is equal to several micrometers,
whereas the diffusion depth of Ga in Ge is equal to
tenths of a micrometer. In connection with the fact that
the rate of diffusion of arsenic and gallium decreases
with decreasing growth temperature, the temperature of
GaAs growth was successively decreased in this study
from 680 to 550°C, which ensured a decrease in the
coefficient of diffusion from the growing layer by
approximately two orders of magnitude [18].

In Fig. 8, we show the dependences of the filling fac-
tor (FF) for the I–V characteristic, the open-circuit volt-
age Uoc, and the efficiency of a photovoltaic cell based
on a GaAs/Ge heterostructure grown by MOCVD at a
temperature of 590°C on the degree of concentration Ks
of solar radiation [19]. The efficiency of the photovol-
taic cell attains its largest value (5.5–5.7% at Ks = 200),
which exceeds the previously reported values by a fac-
tor of almost 2.

5. CONCLUSION

We showed that solar thermophotovoltaic (TPV)
systems offer a number of advantages over other self-
contained sources of electric power. The external quan-
tum yield of TPV cells based on GaSb was equal to
90−95%. At the blackbody-radiation temperature Tbb =
1473 K, the following parameters are attained for the
above cells: open-circuit voltage Uoc = 0.52 V and FF =
0.68 at Isc = 4.5 A/cm2. These parameters ensured that
the quantum efficiency was equal to 25% for GaSb on
the assumption that 100% of the photons with hν < Eg
(λ > 1.82 µm) are reflected back to the emitter.

The efficiency η = 16% was attained in Ge-based
cells with Uoc = 0.36 V, FF = 0.6, and a photocurrent
density of 3.8 A/cm2 (Tbb = 1500 K) under the condition
that 100% of the photons with hν < Eg were reflected
back to the emitter.
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Abstract—Japanese R&D activities in photovoltaics (PV) and our R&D activities with III–V compound mul-
tijunction (MJ) solar cells are presented. We have realized high-efficiency InGaP/InGaAs triple-junction solar
cells with an efficiency of 36.5–37% (AM1.5G, 200 suns) and concentrator triple-junction solar cell modules
with an outdoor efficiency of 27% as a result of designing a grid structure, developing low optical loss Fresnel
lens and homogenizers, and designing low thermal conductivity modules. Our challenge now is to develop low-
cost and high output power concentrator MJ solar cell modules with an output power of 400 W/m2 for terrestrial
applications. © 2004 MAIK “Nauka/Interperiodica”.
1. PV R&D PROGRAMS IN JAPAN

Table 1 shows the photovoltaics (PV) roadmap until
2030 (long-term targets for developing large-scale PV
power generation technology in Japan). The target by
2039 is to develop PV technology for realizing an elec-
tricity cost of 5–6 Japanese yen/kWh, which corre-
sponds to the electricity generation cost of the present
nuclear and fossil fuel power generation systems in
Japan. Recently, METI (Ministry of Economics, Inter-
national Trade, and Industry in Japan) revised the New
Energy Supply Outlook based on an interim report by
the New Energy Subcommittee for the Advisory Com-
mittee for Energy. The latest target for PV installation
in FY (fiscal year) 2010 is 4.82 GW. To accomplish the
target, greater efforts in PV technology to realize about
one order higher PV module production and PV system
installation are necessary.

To achieve these long-term targets, a new five-year
PV R&D program was started in FY 2001 aimed at
achieving these targets. The new PV R&D program
consists of four projects, namely, “Development of
Advanced Manufacturing Technology” (budget in FY
2003 is 7.9 million euro), “Development of Advanced
Solar Cells and Modules” (21.7 million euro), “Investi-
gation for Innovative PV Technology” (11.1 million
euro), and “Technology Development for Future Mass
Deployment” (8.5 million euro).

The project “Development of Advanced Solar Cell
Modules” consists of three R&D themes: (1) “Si-based
Thin Film Solar Cell Modules,” (2) “CIS-based Thin
Film Solar Cell Modules,” and (3) “Superhigh Effi-
ciency Compound Solar Cells.” The target of this
project is to develop advanced solar cell module tech-

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20956
nologies to reduce mass production costs of PV mod-
ules to less than 100 yen/W. The target of R&D for “Si-
based Thin Film Solar Cell Modules” is to realize 12%
efficiency with a 3600 cm2 module by the end of FY
2005. Kaneka and Mitsubishi Heavy Industries are tak-
ing part in this R&D. The target of R&D for “CIS-
based Thin Film Solar Cell Modules” is to realize 13%
efficiency with a 3600 cm2 module. Showa Shell
Sekiyu and Matsushita Electric are taking part in this
R&D. The target of R&D for “Superhigh Efficiency
Compound Solar Cells and Modules” is to realize 40%
efficiency under concentrator operation. Sharp, Daido
Steel, and Daido Metal are taking part in this R&D.

The aim of the project “Investigation for Innovative
PV Technology” is to develop innovative PV technolo-
gies to realize a drastic reduction in the manufacturing
cost of solar cell modules to as low as 15 yen/kWh. This
project seeds investigations consisting of (1) novel
materials, (2) novel structures, and (3) novel manufac-
turing processes, and about 20 themes are being inves-
tigated. For novel materials, SiGe, FeSi2, carbon,
organic semiconductor, wide-band-gap chalcopyrite,
and new nitride material solar cells are being investi-
gated. As novel structures, nanostructure Si, spherical
Si, advanced light-trapping thin film, wide-band-gap
microcrystalline SiC, and dye-sensitized solar cells are
also being studied. In addition, Si cell technology with
CAT-CVD, a CIS thin film cell by electroplating, and Si
thin film cells by lateral growth are being investigated
for novel manufacturing processes.

2. R&D BACKGROUND OF MULTIJUNCTION 
SOLAR CELLS

Multijunction (tandem) solar cells have the potential
to achieve high conversion efficiencies of over 40% and
004 MAIK “Nauka/Interperiodica”
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are promising for space and terrestrial applications.
One of the authors started his research on
AlGaAs/GaAs double-junction solar cells in 1982, and
his group demonstrated 20.2% efficiency by proposing
a double heterostructure tunnel junction as a subcell
interconnection in 1987 [1]. In Japan, based on such an
activity, an R&D project for “Superhigh Efficiency MJ
Solar Cells” has been conducted with the support of
NEDO since FY 1990 [2] as a long-term target for the
early 21st century. In this project, challenges and efforts
are being made in the development of superhigh effi-
ciency solar cell technology that aims to dramatically
increase conversion efficiency to over 40% and to
develop innovational technologies. We have proposed an
AlInP–InGaP double heterostructure (DH) top cell, a
wide-band-gap InGaP DH tunnel junction for subcell
interconnection, and a lattice-matched InGaAs middle
cell. As a result of the above technological developments,
mechanically stacked InGaP/GaAs/InGaAs triple-junc-
tion cells (1 cm2) have reached the highest (1-sun world-
record) efficiency of 33.3% at 1-sun AM1.5G following
joint work by Japan Energy Co., Sumitomo Electric Co.,
and Toyota Technical Institute [3]. Since FY 2001, this
R&D project has been shifted to the project for “Concen-
trator MJ Solar Cells and Modules.”

In this paper, more recent results for high-efficiency
III–V compound multijunction (MJ) solar cells and
concentrator MJ solar cells and modules conducted
under the New Sunshine Project in Japan are presented.
The future prospects for superhigh-efficiency and low-
cost MJ and concentrator cells and modules are also
presented.

3. HIGH-EFFICIENCY MULTIJUNCTION 
SOLAR CELLS

The conversion efficiency of InGaP/GaAs-based
multijunction solar cells has been improved by the fol-
lowing technologies. A schematic illustration of the
InGaP(In)GaAs/Ge triple-junction solar cell and key
technologies for improving conversion efficiency is
shown in Fig. 1.

3.1. Wide-Band-Gap Tunnel Junction

A wide-band-gap tunnel junction which consists of
a p-Al(Ga)InP/p-AlGaAs/n-(Al)InGaP/n-Al(Ga)InP
double heterostructure increases incident light into the
(In)GaAs middle cell and produces effective potential
SEMICONDUCTORS      Vol. 38      No. 8      2004
barriers for both minority carriers generated in the top
and middle cells. The wide band-gap tunnel junction
without absorption and recombination losses improves
both Voc and Isc of the cells. It is difficult to obtain a high
tunneling peak current with a wide gap tunnel junction,
so thinning depletion layer width formation of a highly
doped junction is quite necessary. Since impurity diffu-
sion occurs during growth of the top cell [4], carbon
and silicon, which have a low diffusion coefficient, are
used for p-type AlGaAs and n-type (Al)InGaP, respec-
tively. Furthermore, the double heterostructure is
assumed to suppress impurity diffusion from the
highly doped tunnel junction [5]. The second tunnel
junction between middle and bottom cells consists of
p-InGaP/p-(In)GaAs/n-(In)GaAs/n-InGaP, which have
a wider band-gap than the middle cell materials.

3.2. InGaP/Ge Heteroface Structure Bottom Cell

InGaP/GaAs cell layers are grown from a p-type Ge
substrate. A p–n junction is formed automatically dur-
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Fig. 1. Schematic illustration of a triple-junction cell and
approaches for improving the efficiency of the cell. BSF is
back surface field.
Table 1.  Japanese PV roadmap until 2030

2000 2005 2010 2020 2030

Manufacturing cost of modules, yen/W 140 100 75 50 30
Technology development (assuming
100 MW/year production)

– 140 100 75 50

Generation cost of electricity, yen/kWh 70 30 25 10–15 5–10
PV systems installed (cumulative), GW – – 4.82 23–35 52–82
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ing MOCVD growth by the diffusion of a V group atom
from the first layer grown on the Ge substrate. So the
material of the first heterolayer is important for the per-
formance of the Ge bottom cell. An InGaP layer is
thought to be a suitable material for the first hetero-
layer, because phosphor has a lower diffusion coeffi-
cient in Ge than arsenic and indium has a lower solubil-
ity in Ge than gallium. The quantum efficiency of the
Ge bottom cell was improved by the InGaP hetero-
growth layer. In the case of a GaAs heterogrowth layer,
junction depth was measured as around 1 µm. On the
other hand, the thickness of n-type layer produced by
phosphor from the InGaP layer was 0.1 µm. An
increase in Ge quantum efficiency was confirmed to be
due to a reduction in junction depth.

It was found that the absorption edge of the InGaP top
cell shifted to the longer wavelength region by using the
InGaP first heterolayer. The band gap of the InGaP top
cell reduced from 1.86 to 1.81 eV by changing the heter-
ogrowth layer from GaAs to InGaP. The fact that the
band gap increased as the growth temperature increased
indicated this phenomenon was due to the ordering effect
in the InGaP material [6]. Since the band-gap narrowing
of the top cell decreases Voc of the triple-junction cell, an
approach for growth of ordering InGaP less should be
necessary. As a matter of a fact, the conversion efficiency
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Fig. 2. AM0 I–V curve of an InGaP/InGaAs/Ge triple-junc-
tion solar cell.

Table 2.  Characteristics and predicted efficiencies (Eff) of
the triple-junction cells

InGaP (Eg = 1.82 eV)

Voc (mV) Jsc (mA/cm2) FF Eff (%) Condition

2567 14.1 0.87 31.5 AM1.5G, 25°C

2568 17.9 0.86 29.2 AM0, 28°C

AlInGaP (Eg = 1.96 eV)

Voc (mV) Jsc (mA/cm2) FF Eff (%) Condition

2720 14.1 0.87 33.3 AM1.5G, 25°C

2721 17.9 0.86 31 AM0, 28°C
has been improved up to 30% (AM0) by increasing the
top cell band gap up to 1.89 eV [7].

3.3. Precise Lattice Matching to a Ge Substrate

Although the 0.08% lattice mismatch between
GaAs and Ge was thought to be negligibly small, misfit
dislocations were generated in thick GaAs layers and
deteriorated cell performance. By adding about 1%
indium to the InGaP/GaAs cell layers, all cell layers are
lattice-matched precisely to the Ge substrate. As a
result, the crosshatch pattern caused by misfit disloca-
tion due to lattice mismatch disappeared in the surface
morphology of the cell with 1% indium. The misfit dis-
locations were found to influence not Isc but Voc of the
cell. Voc was improved by eliminating misfit disloca-
tions for the cell with 1% indium. In addition, the wave-
length of the absorption edge became longer and Isc of
both top and middle cells increased, by adding 1%
indium.

3.4. Widening of Top Cell Band Gap by AlInGaP

Now, we are developing AlInGaP top cells in order
to improve Voc of the triple-junction cells. Current
matching between top and middle cells should be done
by controlling the top cell band gap instead of thinning
the top cell. In this case, Voc of the cell can be increased
while maintaining the maximum current. An AlInGaP
cell with a 1.96-eV band gap and 2.5-µm thickness was
found to attain a high Voc of 1.5 V while keeping the
same Isc as the conventional InGaP top cells under con-
dition AM1.5G. For condition AM0, a further increase
in the band gap to about 2.0–2.03 eV is required for the
AlInGaP cells, although that is dependent on the cur-
rent matching requirement from the beginning of life
(BOL) to the end of life (EOL).

The best data on the triple-junction cells in our lab-
oratory are summarized in Table 2. The technologies
described above (Sections 3.1–3.3) were applied to the
fabrication of the triple-junction cells. A band gap of
the InGaP top cell of about 1.82 eV is still low. By using
an AlInGaP top cell with 1.96 eV, a higher Voc close to
2.72 V is predicted. Figure 2 shows an AM0 I–V curve
of an InGaP/InGaAs/Ge fabricated solar cell. We have
demonstrated 31.5–32% at 1-sun AM1.5G and 29.2–
30% at 1-sun AM0 with InGaP/InGaAs/Ge triple-junc-
tion solar cells [8]. Conversion efficiencies over 33%
(AM1.5G) and close to 31% (AM0) are expected for
the (Al)InGaP/InGaAs/Ge triple-junction cells.

For approaches to the next generation of multijunc-
tion cells, one way is to optimize band gaps to utilize
solar energy with a wide energy range above the Ge
band gap. A lattice-mismatched AlInGaP(1.8 eV)/
InGaAs(1.2 eV)/Ge(0.65 eV) triple-junction cell and
a lattice-matched AlGaInP(2.0 eV)/GaAs(1.4 eV)/
GaInNAs(1 eV)/Ge(0.65 eV) quadruple-junction cell
are challenging structures. Another way is to increase
junctions to utilize the high-energy range. Many thin
junctions with contiguous band gaps can reduce energy
SEMICONDUCTORS      Vol. 38      No. 8      2004
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loss due to the difference between photon energy and
band-gap energy. AlInGaP and InGaAsP lattice-
matched to GaAs provide various band gaps and might
establish high-efficiency cells.

4. HIGH-EFFICIENCY CONCENTRATOR 
MULTIJUNCTION SOLAR CELLS

The previous R&D project for high-efficiency MJ
solar cells has now been taken over by Sharp Co.,
Daido Steel Co., and Daido Metal Co. and targeted to
concentration application, also supported by NEDO.
The new target is 40% efficiency with 500-sun concen-
tration by the end of March 2006.

In order to apply a high-efficiency multijunction cell
developed for 1-sun conditions to a concentrator cell
operating under ~500-sun conditions, reduction in
energy loss due to series resistance is the most impor-
tant issue. Cell size was determined to be 7 × 7 mm tak-
ing into account the total current flow. Grid electrode
pitching, height, and width were designed in order to
reduce series resistance. Figure 3 shows FF of the cell
with various grid pitching for 250 suns. A grid elec-
trode with a 5-µm height and a 5-µm width was made
of Ag. Grid pitching influences lateral resistance
between two grids (RL) and total electrode resistance
(RE). The series resistance of the cell (RS), RE, and RL
are also shown in Fig. 3. RE was measured directly after
removing the electrode from the cell by chemical etch-
ing. RL was calculated by using the sheet resistance of
the window and emitter layers. Based on the data in
Fig. 3, the grid pitching is determined to be 0.12 mm at
this time. In order to reduce the series resistance to
0.01 Ω and obtain high FF at 500 suns, the grid height
should be increased twofold. The high efficiency at
<500 suns is thought to be obtained by the optimal grid
design without modification of the cell layer structure,
such as emitter thickness and tunnel junction thickness,
of the cell developed for 1-sun conditions.

Figure 4 shows the efficiency of a concentrator cell as
a function of the concentration ratio. The concentration
ratio is defined by the increase in Isc, the Isc/Isc(1-sun)
ratio. High conversion efficiency over 36% is measured
under concentrated light with a concentration ratio
ranging from 100 to 500 suns. At a concentration ratio
of 200 suns, the conversion efficiency was measured as
36.5%. The decrease in efficiency is due to a decrease
in FF, so a reduction in the series resistance is neces-
sary to obtain high FF with a high-concentration ratio.
A little decrease in Voc under concentrated light over
100 suns is caused by an increase in the cell tempera-
ture during irradiation of the light.

5. HIGH-EFFICIENCY AND LOW-COST 
CONCENTRATOR MULTIJUNCTION 

CELL MODULES

R&D in Japan on III–V concentrator cells is now
done mainly with triple-junction monolithic modules.
Besides the cells, extensive studies are done in (1) non-
SEMICONDUCTORS      Vol. 38      No. 8      2004
imaging Fresnel concentrators, (2) homogenizers, and
(3) new and simple module design [9].

A 400× and 7000 cm2 concentrator module was fab-
ricated with 36 pieces of the randomly selected receiv-
ers connected in series and the same number of the
newly developed dome-shaped Fresnel lens. The mod-
ule wall and not heat sinks dissipated the heat, and no
external cooling utilities were used.

The efficiency on a hot summer day (35°C of ambi-
ent temperature) was 27.0% [10]. This value was well
above the record efficiency of 22.7% established by the
Fraunhofer Institute (Germany) in October 2002 with
one order less area (768 cm2). This achievement
resulted from several new technologies:

(1) High-pressure and vacuum-free lamination of
the solar cell that suppresses temperature rise only to
8°C with 400× geometrical concentration illumination
of the sunbeam.
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960 YAMAGUCHI et al.
(2) Direct and voids-free soldering technologies of a
fat metal ribbon to solar cells that suppress hot spots
and resistance by an output current that is 300 times
higher than normal nonconcentration operation.

(3) A new encapsulating polymer that survives
exposure to high-concentration UV light and heat
cycles.

(4) Beam-shaping technologies that illuminate the
square aperture of the solar cells from a round concen-
tration spot.

(5) Homogenizer technologies that give uniform
flux and prevent the conversion loss that stems from
chromatic aberrations and surface voltage variation.

(6) Allowing as large as 1.75 mm assembly toler-
ance. There is no need for special optical alignment.
Even local mechanical industries can assemble the
main body.

(7) A shaped Fresnel lens designed by nonimaging
optics theory and made by a low-cost injection mold
that gives tight variation of optical efficiency as narrow
as 0.5% (see Fig. 5).

0 0.5 1.0 1.5 2.0 2.5 3.0

1.5

1.0
Ambient temperature 35°C

Voc = 2.955 V
Isc = 1.533 A

FF = 0.877
η = 27.0%

Voltage, V

Current, mA

0.5

Wind velocity: 0.5 m/s
Area: 196 cm2

Irradiance (DNI): 751 mW/cm2

Fig. 5. Outdoor evaluation of I–V with a plastic Fresnel lens
(including loss in concentrator optics and temperature rise).
The technological roadmap toward a 31% efficient
module is shown in Table 3 [10]. Since we have identi-
fied detailed technological problems and how to solve
them, the target will be achieved well in advance.

6. FUTURE PROSPECTS

Multijunction (MJ) solar cells will be widely used in
space because of their high conversion efficiency and
better radiation resistance. In order to apply superhigh-
efficiency cells widely, it is necessary to improve their
conversion efficiency and reduce their cost. Concentra-
tor triple-junction and quadruple-junction solar cells
have great potential for realizing a superhigh efficiency
of over 40% [11]. As a triple-junction combination, an
InGaP/InGaAs/Ge cell on a Ge substrate will be widely
used because this system has already been developed.
The quadruple-junction combination of an Eg = 2.0 eV
top cell, a GaAs second-layer cell, a material third-
layer cell with an Eg of 1.05 eV, and a Ge bottom cell is
lattice matched to Ge substrates and has a theoretical
1-sun AM0 efficiency of about 42%. This system also
has a potential of over 45% under 500-sun AM1.5 con-
ditions.

Our challenge now is to develop low-cost high out-
put power concentrator MJ solar cell modules with an
output power of 400 W/m2 for terrestrial applications.

Concentrator operation of the MJ cells is essential
for their terrestrial applications. Since the concentrator
PV systems have potential for cost reduction, R&D on
concentrator technologies including MJ cells has
started in Japan. Therefore, concentrator MJ and Si-
crystal solar cells are expected to contribute to electric-
ity cost reduction for widespread PV applications, as
shown in Fig. 6 [12].

Figure 7 shows the correlation between AM0 and
AM1.5 efficiencies for various solar cells. Therefore,
high-efficiency MJ solar cells developed for terrestrial
use can be applied in space solar cells. Another chal-
Table 3.  Roadmap table for a module of more than 31% efficiency

Technologies

in Nov. 2002 in Aug. 2003 in Mar. 2004 in Mar. 2005 in Mar. 2006

Cell efficiency (1 sun), % 30.1 30.3 32 – –

Concentrator cell efficiency, % 34.4 35.3 37 – 40

Lens efficiency, % 72.4 85.4 85.8 – 91

Homogenizer efficiency, % 94.4 96.3 97.5 97.5 97.5

Ohmic loss in circuit, % 0.1 0.1 0.1 0.1 0.1

Spectrum mismatching loss, % 5.3 5.1 3 – –

Current mismatching loss, % 3.7 3.7 2 2 2

Loss by temperature rise, % 1.2 1.3 1.3 – 1

Total efficiency, % 21.7 27.0 29 >29 >31
SEMICONDUCTORS      Vol. 38      No. 8      2004
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lenge we face is to develop high-efficiency, lightweight,
and low-cost MJ solar cells for space applications.

7. SUMMARY
The conversion efficiency of InGaP/InGaAs/Ge

cells has been improved up to 31–32% (AM1.5) and
29–30% (AM0) as a result of the development of tech-
nologies such as double wide band-gap tunnel hetero-
junctions, InGaP–Ge heterostructure bottom cells, and
precise lattice-matching of the InGaAs middle cell to
the Ge substrate by adding indium to a conventional
GaAs layer. For concentrator applications, the grid
structure has been designed in order to reduce the
energy loss due to series resistance, and a 36.5–37%
(AM1.5G, 200 suns) efficiency has been demonstrated.
In addition, we have realized high-efficiency concentra-
tor InGaP/InGaAs/Ge triple-junction solar cell mod-
ules with an outdoor efficiency of 27% as a result of

1995 2000 2005 2010 2015 2020

100

10

Year

Electricity cost, yen/kWh

1

2

3

Fig. 6. Scenario of electricity cost reduction by developing
concentrator solar cells; type of solar cell: (1) Si-crystal,
(2) thin film, and (3) concentrator.

0 10 20 30 40 50 60

50

40

30

20

10

3J

2J
InP conc.

GaAs-on-Si

a-Si

2J conc.
GaAs
Si

InP
CIGS

AM1.5 efficiency, %

AM0 efficiency, %

Fig. 7. Correlation between AM0 and AM1.5 efficiencies
for various solar cells.
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developing high-efficiency InGaP/InGaAs/Ge triple-
junction cells, designing a grid contact with low series
resistance, developing nonimaging Fresnel lens and
second optics (homogenizers) with low optical loss,
and designing modules with low series resistance and
low thermal conductivity.

Future prospects are also presented. We have pro-
posed concentrator III–V compound MJ solar cells as
the third-generation solar cells, in addition to first-gen-
eration Si-crystal solar cells and second-generation
thin-film solar cells. Our challenge now is to develop
low-cost and high output power concentrator MJ solar
cell modules with an output power of 400 W/m2 for ter-
restrial applications and high-efficiency, lightweight,
and low-cost MJ solar cells for space applications.
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Abstract—A planar converter containing quantum dots as wavelength-shifting moieties on top of a solar cell
was studied. The highly efficient quantum dots are to shift the wavelengths where the spectral response of
the solar cell is low to wavelengths where the spectral response is high in order to improve the conversion
efficiency of the solar cell. It was calculated that quantum dots with an emission at 603 nm increase the mul-
ticrystalline solar cell short-circuit current by nearly 10%. Simulation results for planar converters on hydro-
genated amorphous silicon solar cells show no beneficial effects, due to the high spectral response at low
wavelength. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The fundamental spectral losses in a single-junction
solar cell made of a semiconductor material such as sil-
icon can be as large as 50%. This is a result of the mis-
match between the incident solar spectrum and the
spectral absorption properties of the material [1]. Large
parts of the solar spectrum are not absorbed because of
the existence of a band gap Eg of the material. Photons
with energy Eph larger than the band gap are absorbed,
but the excess energy Eph – Eg is not used effectively
due to thermalization of the electrons. Photons with
Eph < Eg are not absorbed. Several routes have been pro-
posed to overcome this intrinsic property of semiconduc-
tor solar cells and thereby increase the power output of
solar cells. All these methods or concepts concentrate on
a much better use of the solar spectrum and are in general
referred to as third-generation photovoltaics [2].

Single-junction solar cells optimally perform under
monochromatic light of a wavelength λopt . 1240/Eg.
For (multi)crystalline silicon (mc-Si) solar cells, λopt =
1100 nm (with Eg = 1.1 eV); for hydrogenated amor-
phous silicon (a-Si:H), the optimum wavelength is
λopt = 700 nm (with Eg = 1.77 eV). As amorphous sili-
con solar cells only contain a thin absorber layer, the
optimum spectrum response occurs at about 550 nm
[3, 4]. The conversion efficiency of these types of cells
measured at incident monochromatic light of 550 nm

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20962
can be as high as 20%, in contrast to the observed
AM1.5G efficiency of 10% [5]. In organic dye cells, the
iodine in the electrolyte absorbs a part of the blue inci-
dent light, resulting in a decreased blue response [6].

Conversion of the incident solar spectrum to mono-
chromatic light would greatly increase the observed
efficiency. To this end, one needs to modify the energy
of incident photons such that Eph equals Eg or is slightly
larger. To distinguish any modification of photon
energy from the distinct terms down and up conversion,
we will use the term spectral down conversion (SDC) or
spectral up conversion (SUC) throughout this paper.
Down conversion strictly is used for the conversion of
exactly one high-energy photon to exactly two lower-
energy photons, whereas up conversion is the conver-
sion of exactly two low-energy photons to exactly one
higher-energy photon.

Spectral down conversion was suggested in the
1970s to be used in so-called luminescent concentrators
that were attached onto a solar cell [7–10]. In these con-
centrators, organic dye molecules absorb incident light
and reemit this at a red-shifted wavelength. Internal
reflection ensures collection of all the reemitted light in
the underlying solar cells. It was suggested that a num-
ber of different organic dye molecules be used of which
the reemitted light was matched for optimal conversion
by different solar cells. This is similar to using a stack
of multiple solar cells, each sensitive to a different part
of the solar spectrum. The expected high efficiency in
practice was not reached as a result of not being able to
004 MAIK “Nauka/Interperiodica”
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meet the stringent requirements for the organic dye
molecules, such as high quantum efficiency and stabil-
ity, and the transparency of collector materials in which
the dye molecules were dispersed [7–10].

Recently, quantum dots (QDs) were proposed for
use in luminescent concentrators instead of organic dye
molecules [11–13]. Quantum dots are nanometer-sized
semiconductor crystals of which the emission wave-
length can be tuned by their size as a result of quantum
confinement [14, 15]. The advantages of QDs with
respect to organic dye molecules are their high bright-
ness, stability, and quantum efficiency [16]. In addition,
QDs absorb all the light of a wavelength smaller than
the absorption maximum, in contrast to the small-band
absorption of dye molecules. As an example, CdSe/ZnS
core-shell QDs of 4 nm diameter have an emission
maximum around 550 nm [17–19], which would be
ideally suited for amorphous silicon solar cells.

A simple and potentially cheap way of employing
the principle of SDC is to coat a solar cell with a trans-
parent layer that contains a spectrum-shifting moiety.
Such a planar spectral down converter can be applied to
existing solar cells without modifications to the solar
cell design. Hence, optimization of the converter can be
done independently of the solar cell. Optimization of
the converter should lead to an increase in the conver-
sion efficiency of the solar cell. An 8% relative increase
in conversion efficiency was reported in the case of a
CdS/CdTe solar cell, where the coating in which a flu-
orescent coloring agent was introduced increased the
sensitivity in the blue [20]. Recent results on coating a
multicrystalline silicon solar cell indicate a 6% relative
increase in conversion efficiency [21]. This species has
an absorption band around 400 nm and a broad emis-
sion between 450 and 550 nm. As QDs have a much
broader absorption, it is expected that in potential the
deployment of QDs in planar converters could lead to
relative efficiency increases of 20–30%. Besides QDs,
other materials have been suggested such as rare-earth
ions [22] and dendrimers [23]. A maximum increase of
22.8% was calculated for a thin film coating of KMgF3
doped with Sm on top of a CdS/CdTe solar cell, while
experimental results show an increase of 5% [24]. Spec-
tral down conversion employing QDs in a polymer com-
posite has been demonstrated in a light-emitting diode
(LED) where a GaN LED was used as an excitation
source (λem = 425 nm) for QDs emitting at 590 nm [25].

In this paper, we will explore the feasibility of QD
use in planar converters on top of solar cells. First, a
quick method is used to assess the effects of varying
emission wavelength on solar cell performance using
small-band QD emission spectra. Second, a more
detailed method is used, where the effect of the incor-
poration of QDs in a plastic layer on the incident solar
spectrum is determined. This includes different QD
sizes (i.e., absorption/emission maxima) and concen-
trations. The modified spectrum is then used as input in
solar cell simulation programs suited for either crystal-
SEMICONDUCTORS      Vol. 38      No. 8      2004
line or amorphous silicon. We will study the effects of
QD size (spectral properties) and concentration of the
conversion efficiency and will determine the optimum
for both the mc-Si and a-Si:H solar cell. As the spectral
response of these types of cells differs, we expect that

3 3

11 22

Solar cell

Fig. 1. Schematic drawing of the studied configuration.
A plastic layer containing quantum dots is applied on top of
a solar cell. Both blue (1) and green (2) light are absorbed
by the quantum dot and reemitted in the red (3), which is
subsequently absorbed in the solar cell. Also, unabsorbed
blue and green light enters the solar cell as well.
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a-Si:H: (a) current–voltage characteristics, (b) spectral
response.
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the optimum combination of QD size and concentration
will also differ.

2. METHODOLOGY

The configuration that is studied is depicted in
Fig. 1. A plastic layer containing quantum dots is
applied on top of a solar cell. The size of the quantum
dots is chosen such that their emission maximum is in
the red part of the spectrum; thus, they will absorb both
blue and green incident light. We implicitly assume that
the solar cell has an optimum spectral response in the
red. Depending on the concentration of QDs, unab-
sorbed blue and green light also enters the solar cell.
Of course, highly transparent plastics are to be used.

The effects of QDs in planar converters will be
assessed on standard baseline solar cells that are repro-
ducibly manufactured at ECN and Utrecht University.
We will first describe the two types of solar cells under
investigation, i.e., multicrystalline silicon and hydroge-
nated amorphous silicon. Their performance will be
simulated under standard AM1.5G spectral conditions
using software specifically designed for either material.

Inclusion of QDs in a planar converter on top of a
solar cell leads to spectral changes. We will first study
the effect of small-band emission spectra of QDs on the

Solar cell performance parameters calculated with PC1D
(mc-Si) and ASA (a-Si:H)

mc-Si a-Si:H

Isc, mA/cm2 31.19 11.92

Voc, V 0.6028 0.8135

FF 0.7707 0.6753

η, % 14.49 6.548

450 500 550 600 650 700
0

0.5

1.0

1.5

2.0

1 2

Wavelength, nm

Normalized intensity, arb. units

Fig. 3. Normalized absorption (1) and emission (2) spec-
trum of CdSe nanocrystals 4.3 nm in diameter, capped
with TOPO/TOP/HDA (data from S.F. Wuister (2003); see
also [30]).
solar cell performance parameters. This will quickly
show the potential benefits of QD use. Finally, a more
thorough analysis will be carried out that includes the
modifications of the AM1.5G spectrum due to QD
absorption and emission.

2.1. Solar Cell Configurations

The standard baseline n–p–p+ mc-Si cell has param-
eters that are typical of low-cost commercial products,
including series resistance, shunt conductance, and a
second diode [26]. It measures 10 × 10 cm2 in area and
has a shallow diffused emitter of 50 Ω/sq. The thick-
ness of the cell is 300 µm. The front broadband reflec-
tance is 9% across the solar spectrum. The front surface
is coated with a 71 nm thick silicon nitride antireflec-
tion coating with a refractive index n = 2.1. The thick-
ness of the back-surface field (BSF) is 9 µm and has a
p+ doping level of 4 × 1018 cm–3. The performance of
the solar cell is simulated with the simulation program
PC1D (version 5.8) [27, 28]. The calculated perfor-
mance parameters (short-circuit current Isc, open-cir-
cuit voltage Voc, fill factor FF, efficiency η) are given in
the table; the current–voltage characteristics and spec-
tral response are shown in Fig. 2.

The standard baseline a-Si:H cell has the usual layer
configuration glass/TCO/p-a-SiC:H/i-a-Si:H/n-a-Si:H/Ag,
with layer thicknesses of 1 mm, 1 µm, and 8, 500, 20,
and 200 nm, respectively [3]. TCO is a transparent con-
ductive coating, such as SnO2. Activation energies for
the n and p layers are 0.24 and 0.46 eV, respectively.
Solar cell performance is simulated with the program
ASA (version 3.3), which includes specific features of
amorphous semiconductors, such as sloped band edges
and midgap dangling bond density models [3, 29]. The
calculated performance is compared to the performance
of the mc-Si cell in the table and Fig. 2.

2.2. Small-Band Spectrum

A simple approach that allows the selection of the
most appropriate QD size entails simulation of solar
cell performance employing small-band QD emission
spectra alone. To this end, we used normalized emis-
sion spectra and scaled them such that the integrated
spectral density was 500 W/m2. A typical normalized
emission spectrum is shown in Fig. 3 [30]. These scaled
spectra were then used as input for the simulation pro-
grams PC1D and ASA. We varied the center emission
wavelengths in 50 nm steps in the range 400–1000 nm
and simulated solar cell performance.

2.3. Modified AM1.5G Spectrum

In the configuration shown in Fig. 1, the incident
AM1.5G spectrum converted to an amount of photons
per wavelength Φs(λ) will be modified by absorption of
photons. First, the amount of absorbed photons Φa(λ) is
determined from the QD absorption spectrum, which
SEMICONDUCTORS      Vol. 38      No. 8      2004
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depends on the QD size, their concentration in the con-
verter layer, and the thickness of this layer. This absorbed
amount is subtracted from the AM1.5G spectrum:

(1)

As the QDs reemit light at a red-shifted wavelength, the
amount of emitted photons Φe(λ) is calculated from the
QD emission spectrum. To this end, data for quantum
efficiency is assumed, as well as the assumption that 3/4
of the emitted photons is directed towards the underly-
ing solar cell due to internal reflection in the converter
layer [13].

The amount of emitted photons is then added to the
already modified AM1.5G spectrum:

(2)

Finally, the resulting spectrum serves as input for the
solar cell simulation models.

The most common approach to calculate absorption
of photons is by using the Lambert–Beer equation: the
photon flux density Φ(x, λ) after passing a distance x in
a film with absorption coefficient α(λ) is reduced with
a factor exp[–α(λ)x], which can be written as

, (3)

where Φ0(λ) is the incident photon flux density. The
exponential term equals α(λ)x = ελCD, where ελ is the
molar extinction coefficient (M–1 cm–1), C is the chro-
mophore concentration (M), and D is the thickness of
the film (cm). The molar extinction coefficient can be
measured directly or determined from measurement of
the absorption spectrum (see below). The chromophore
or QD concentration can be varied at will, from the
nanomolar to the millimolar range. The thickness of the
film (converter) will typically vary between about one
micrometer and a few millimeters. In the following, we
will describe in detail the followed procedure for QDs
emitting at 603 nm.

Quantum dots of high quantum yield (ηem = 0.8) are
routinely synthesized in our laboratory following a sin-
gle-step route using trioctylphosphine oxide (TOPO)
and hexadecylamine (HDA) [30]. The resulting typical
(normalized) absorption An(λ) and emission En(λ) spec-
tra are shown in Fig. 3. These spectra have been nor-
malized with respect to the absorption and emission
maximum occurring at 594 and 603 nm, respectively.
The normalized absorption spectrum can be converted
to a wavelength-dependent molar extinction coefficient
but requires the determination of the QD concentration,
which is cumbersome and time-consuming. Instead, we
used the reported cubic relationship between the molar
extinction coefficient and particle size as reported by
Leatherdale et al. [31] (radius) and Schmelz et al. [32]
(diameter). The particle diameter is determined from
the absorption maximum at 594 nm using the relation

Φsa λ( ) Φs λ( ) Φa λ( ).–=

Φsae λ( ) Φsa λ( ) Φe λ( ).+=

Φ x λ,( ) Φ0 λ( ) α λ( )x–[ ]exp=
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between the absorption maximum and particle diameter
reported in the literature [33–35], i.e., 4.24 nm in diam-
eter. Thus, the QD radius a determined from experi-
mental data is 2.12 nm. The absorption spectrum A(λ)
is scaled such that the molar extinction coefficient ελ at
350 nm equals ελ(M–1 cm–1) = (1.438 × 1026)a3, as
reported by Leatherdale et al. [31]. The calculated ελ at
350 nm is ε350 = 1.37 × 106 M–1 cm–1. The data reported
for the molar extinction coefficient by Schmelz et al.
[32] give ε602 = 2.65 × 105 M–1 cm–1 for their 4.5 nm
diameter CdSe particle. From their data, one can infer
that ε602/ε350 ≈ 4.3, so there is reasonable agreement
with the data from Leatherdale et al. with only a differ-
ence of about 15% in ε350.

The amount of absorbed photons Φa, 603(D, λ) in the
converter of thickness D and containing QDs of emis-
sion wavelength 603 nm is now

, (4)

and the modified amount Φsa, 603(D, λ) is calculated
with Eq. (1):

(5)

Now, photons will be emitted at quantum efficiency
ηem = 0.8. Further assuming isotropic emission and
internal reflection, 75% of the emitted photons will
reach the solar cell: ηt = 0.75. Therefore, the integrated
amount of emitted photons equals ηtηem times the inte-
grated amount of absorbed photons,

, (6)

where Φe, 603(D, λ) is scaled to Φe, 603(λ) such that

(7)

The normalized amount of emitted photons as a func-
tion of wavelength Φe, 603(λ) is calculated from the nor-
malized emission spectrum En(λ).

The amount of emitted photons Φe, 603(D, λ) is then
added to the already modified AM1.5G spectrum
Φsa, 603(D, λ) with Eq. (2) to yield

(8)

The modified spectrum Φsae, 603(D, λ) serves as input
for the solar cell simulation models.

As an example, Fig. 4 shows the result of this proce-
dure for a QD with λem = 603 nm, which also illustrates
the effect of QD concentration. For a converter thick-
ness D = 1 mm, we have varied the QD concentrations
from 1 µM to 1 mM. At a concentration of 1 µM, an

Φa 603, D λ,( ) Φs λ( ) ελCD–( )exp=

Φsa 603, D λ,( ) Φs λ( ) Φa 603, D λ,( )–=

=  Φs λ( ) 1 ελCD–( )exp–[ ] .

η tηem Φa 603, D λ,( ) λd∫ Φe 603, D λ,( ) λd∫ k= =

k
Φe 603, D λ,( ) λd∫

Φe 603, λ( ) λd∫
---------------------------------------.=

Φsae 603, D λ,( ) Φsa 603, D λ,( ) Φe 603, D λ,( ).+=
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Fig. 4. Calculated modified spectra for various molar QD
concentrations that notably influence the AM1.5G spec-
trum, i.e., 1, 10, and 100 µM and 1 mM.
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appreciable amount of photons is absorbed in the blue
part of the AM1.5G spectrum, while the modified spec-
trum is increased at the QD emission wavelength. For
higher concentrations, this effect is clearly much stron-
ger. Note that the product CD determines the amount of
spectral change. Optimum values for QD concentration
are related to the thickness of the converter.

In order to study the effect of different QD size, we
shifted the emission spectra in the emission wavelength
range 300–700 nm with 50 nm steps. We assumed that
the form of spectra remains identical, which is reason-
able, as seen in reported absorption/emission spectra as
a function of QD size [30–35]. The particle diameters
are again determined from the absorption maxima
using the relation between the absorption maximum
and particle diameter reported in the literature [33–35].
The extinction coefficients are then calculated with the
equation from Leatherdale et al. [31]. The modified
spectra (D, λ) are calculated following the pro-
cedure described above.

3. RESULTS AND DISCUSSION

3.1. Small-Band Spectrum

The effect of incident small-band spectra on solar
cell performance can be easily simulated. We varied the
center emission wavelengths of the QDs in 50-nm steps
in the range 400–1000 nm, scaled to 500 W/m2. The
results obtained with PC1D for the mc-Si cell are
shown in Fig. 5. A clear increase in short-circuit current
from 1.3 A at a QD emission wavelength of 453 nm to
an optimum of 2.6 A at 853 nm is observed, with a con-
comitant increase in conversion efficiency from 12 to
24%. Both the fill factor and the open-circuit voltage
hardly change. The optimum wavelength of 853 nm
does not coincide with the wavelength where the spec-
tral response is at its maximum (see Fig. 2b). At this
optimum of about 600 nm, the spectral response is 11%
larger than the one at 850 nm. At present, we cannot
explain this. The performance parameters compare
most favorably to the ones obtained from simulation
with an AM1.5G spectrum at 500 W/m2 spectral den-
sity, i.e., short-circuit current Isc = 1.559 A, open-circuit
voltage Voc = 0.5851 V, fill factor FF = 0.7937, and effi-
ciency η = 14.48%. Clearly, if the complete AM1.5G
spectrum could be converted to only one small-banded
wavelength region, the optimum center wavelength
should be around 850 nm, which leads to a near dou-
bling of conversion efficiency.

The effects on hydrogenated amorphous silicon
solar cells are much less spectacular. The simulation
results with ASA are shown in Fig. 6. Clearly, an opti-
mum in short-circuit current exists at a QD emission
wavelength of 500 nm, i.e., Isc = 55.63 A/m2. This opti-
mum coincides with the optimum in the spectral
response curve (Fig. 2b). However, the optimum is
lower than the short-circuit current calculated using the
AM1.5G spectrum at 500 W/m2 spectral density: Isc =

Φsa λem,
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59.53 A/m2. This is most probably caused by the small-
banded spectral response of the a-Si:H cell.

3.2. Modified AM1.5G Spectrum

As the optimum center emission wavelength of QDs
in the planar converter on top of an mc-Si solar cell
appears to be around 600 nm, we simulated the solar
cell performance changes for the QDs with λem =
603 nm for a concentration range from 1 nM to 1 mM.
The effects on the AM1.5G spectrum were already shown
in Fig. 4 for a concentration range from 1 µM to 1 mM.

Figure 7 shows the relative current increase of the
mc-Si solar cell as a function of cell voltage for the con-
centration range from 1 nM to 1 mM. A clear constant
increase in short-circuit current of about 6 × 105%/M is
observed up to a concentration of 1 µM. For higher con-
centrations, the effect levels off and even decreases at a
concentration of 1 mM. Here, the beneficial effect is
counteracted by the increased absorption due to this
high concentration. The effect on all solar cell perfor-
mance parameters is shown in Fig. 8. Clearly, the
effects start to occur at 1 µM. While both short-circuit
current and maximum generated power Pmax follow
similar behavior, the open-circuit voltage and fill factor
only slightly decrease. The efficiency depicted in this
figure does not equal FFIscVoc. As the QD concentration
increases, the spectral density incident on the solar cell
decreases. We calculated the efficiency based on this
decreasing intensity and not based on 1000 W/m2.
Therefore, the effect on efficiency is most spectacular:
an increase of 30–40% is calculated.

It should be noted that, in practice, the results for the
highest concentrations (0.1–1 mM) will not be as high
as those presented here, because reabsorption is not
taken into account in our simulations. This will lower
the amount of emitted photons that enter the solar cell,
which will be apparent in a lower peak in the modified
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Fig. 7. The effect of QD concentration on the current of the
mc-Si solar cell as a function of cell voltage, shown as the
current increase relative to the base case (AM1.5G).
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spectrum at the QD emission center wavelength. Nev-
ertheless, a relative increase of nearly 10% is in our
opinion realizable. In addition, as the product of QD
concentration and converter thickness CD determines
the amount of spectral change, high concentrations can
be avoided in converters of larger thickness, as long as
CD remains constant.

For the simulation of QDs in the planar converter on
top of a-Si:H cells, we used QDs of center emission
wavelength of 503 nm, as at this wavelength the stron-
gest effects are expected (Fig. 6). The results for the
short-circuit current are shown in Fig. 9 for a concen-
tration range from 0.1 µM to 10 mM. At about a con-
centration of 10 µM, the effects on short-circuit current
start to be noticeable. This concentration is one order of
magnitude higher than in the case of mc-Si. Also, in
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Fig. 8. The absolute change of the variables Isc, Voc, FF,
Pmax, and efficiency (Eff) of the mc-Si solar cell as a func-
tion of QD concentration.
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contrast to mc-Si, here, the short-circuit current
decreases by about 10% for a concentration of 1 mM,
in close correspondence to the decrease in spectral
intensity (Fig. 9). This has clearly to do with the
amount of absorbed photons balanced with the emitted
photons in relation to the spectral response. The aim of
applying QDs as wavelength shifters is only sensible
when an appreciable difference exists in spectral
response between the QD center emission wavelength
and the lower wavelengths. As the spectral response of
the a-Si:H solar cell is already high at low wavelengths,
the beneficial effects, if any, will be small. As a demon-
stration, when the QD quantum efficiency equals unity,
and when in addition all the emitted photons enter the
solar cell, an increase in short-circuit current is
observed of about 4% for a concentration of 1 mM, as
shown in Fig. 9. Increasing either ηem or ηt to unity still
leads to a decreasing short-circuit current.

4. CONCLUSION

The inclusion of a planar converter that contains
wavelength-shifting moieties such as quantum dots
allows for a better use of the solar spectrum. However,
the most beneficial effects will be accomplished if the
spectral response of solar cells has a specific form such
that the spectral response is low at low wavelengths and
high at high wavelengths. The wavelength-shifting
moieties should shift the wavelengths where the spec-
tral response is low to wavelengths where the spectral
response is high. Further, losses associated with low
quantum efficiency and isotropic emission should be
avoided, i.e., the quantum efficiency should be as high
as possible (unity preferred) and internal reflection con-
ditions should be optimized.

Here, we demonstrated that QDs with a center emis-
sion wavelength of 603 nm included in a planar con-
verter on top of a multicrystalline solar cell are capable
of increasing the short-circuit current by nearly 10%.
The concomitant increase in efficiency, calculated with
the amount of photons incident on the solar cell, can be
as high as 30–40%. Simulation results for planar con-
verters on hydrogenated amorphous silicon solar cells
show no beneficial effects due to the high spectral
response at low wavelength.

Experimental verification of the above results is in
progress. To this end, CdSe/ZnS core/shell QDs will be
dispersed in a polymer at varying concentrations. The
QD/polymer solution will be subsequently spin coated
on solar cells. The best polymer candidate is a polylau-
rylmethacrylate (PLMA) matrix, of which it is reported
that the quantum efficiency of QDs is retained after dis-
persion in PLMA [25].

ACKNOWLEDGMENTS

We gratefully acknowledge the fruitful discussions
on QDs with S. Wuister and C. de Mello Donegá (Utre-
cht University). Furthermore, we would like to thank
the Netherlands Organization for Energy and the Envi-
ronment (NOVEM) for financial support through their
NEO program (contract no. 0268-02-03-04-002) and the
European Commission for financial support as part of
the Framework 6 integrated project FULLSPECTRUM
(contract no. SES6-CT-2003-502620). Finally, we
would like to thank Zh.I. Alferov, T. d’Estaintot, and
A. Luque for organizing the EU–Russian Workshop
“Efficient Use of Solar Spectrum in Photovoltaics,”
November 2–5, 2003, in St. Petersburg, Russia, where
this work was discussed, and V.M. Andreev for kindly
hosting this conference at the Ioffe Physicotechnical
Institute, St. Petersburg (Russia).

REFERENCES
1. M. A. Green, Solar Cells: Operating Principles, Tech-

nology and Systems Application (Prentice Hall, Engle-
wood Cliffs, N.J., 1982).

2. M. A. Green, Third Generation Photovoltaics. Advanced
Solar Energy Conversion (Springer, Berlin, 2003).

3. R. E. I. Schropp and M. Zeman, Amorphous and Micro-
crystalline Silicon Solar Cells: Modeling, Materials,
and Device Technology (Kluwer Academic, Boston,
1998).

4. W. G. J. H. M. Van Sark, in Thin Films and Nanostruc-
tures, Ed. by M. H. Francombe (Academic, San Diego,
2002), Vol. 30, p. 1.

5. R. E. I. Schropp, unpublished results.
6. P. M. Sommeling, H. C. Rieffe, J. A. M. van Roosmalen,

et al., Sol. Energy Mater. Sol. Cells 62, 399 (2000).
7. R. L. Garwin, Rev. Sci. Instrum. 31, 1010 (1960).
8. W. H. Weber and J. Lambe, Appl. Opt. 15, 2299 (1976).
9. A. Goetzberger and W. Greubel, Appl. Phys. 14, 123

(1977).
10. C. F. Rapp and N. L. Boling, in Proceedings of 13th Pho-

tovoltaic Specialists Conference (Washington, DC, 1978),
p. 690.

11. K. Barnham, J. L. Marques, J. Hassard, and P. O’Brien,
Appl. Phys. Lett. 76, 1197 (2000).

12. A. J. Chatten, K. W. J. Barnham, B. F. Buxton, et al., Sol.
Energy Mater. Sol. Cells 75, 363 (2003).

13. A. J. Chatten, K. W. J. Barnham, B. F. Buxton, et al., in
Proceedings of 3rd World Congress on Photovoltaic
Energy Conversion (WPEC-3), Osaka, Japan, 2003
(in press).

14. A. P. Alivisatos, J. Phys. Chem. 100, 13226 (1996).
15. S. V. Gaponenko, Optical Properties of Semiconductor

Nanocrystals (Cambridge Univ. Press, Cambridge, 1998).
16. M. Bruchez, Jr., M. Moronne, P. Gin, et al., Science 281,

2013 (1998).
17. B. O. Dabbousi, J. Rodriguez-Viejo, F. V. Mikulec, et al.,

J. Phys. Chem. B 101, 9463 (1997).
18. F. V. Mikulec, M. Kuno, M. Bennati, et al., J. Am. Chem.

Soc. 122, 2532 (2000).
19. W. G. J. H. M. Van Sark, P. L. T. M. Frederix, A. A. Bol,

et al., Chem. Phys. Chem. 3, 871 (2002).
20. T. Maruyama and R. Kitamura, Sol. Energy Mater. Sol.

Cells 69, 61 (2000).
SEMICONDUCTORS      Vol. 38      No. 8      2004



MODELING IMPROVEMENT OF SPECTRAL RESPONSE OF SOLAR CELLS 969
21. T. Maruyama and J. Bandai, J. Electrochem. Soc. 146,
4406 (1999).

22. R. T. Wegh, H. Donker, K. D. Oskam, and A. Meijerink,
Science 283, 663 (1999).

23. J. M. Serin, D. W. Brousmiche, and J. M. J. Frechet,
J. Am. Chem. Soc. 124, 11848 (2002).

24. B.-C. Hong and K. Kawano, Sol. Energy Mater. Sol.
Cells 80, 417 (2003).

25. J. Lee, V. C. Sundar, J. R. Heine, et al., Adv. Mater. 12,
1102 (2000).

26. A. Polman, W. G. J. H. M. Van Sark, W. C. Sinke, and
F. W. Saris, Sol. Cells 17, 241 (1986).

27. P. A. Basore and D. A. Clugston, in Proceedings of
25th IEEE Photovoltaic Specialists Conference, Wash-
ington, 1996 (IEEE, New York, 1996), p. 377.

28. P. A. Basore and D. A. Clugston, PC1D, User’s Manual,
Version 5.8 (Univ. of New South Wales, Sydney, Austra-
lia, 2002).
SEMICONDUCTORS      Vol. 38      No. 8      2004
29. M. Zeman, J. van den Heuvel, M. Kroon, and J. Wille-
men, Amorphous Semiconductor Analysis (ASA), User’s
Manual, Version 3.3 (Delft Univ. of Technology, Delft,
the Netherlands, 2000).

30. C. De Mello Donegá, S. G. Hickey, S. F. Wuister, et al.,
J. Phys. Chem. B 107, 489 (2003).

31. C. A. Leatherdale, W.-K. Woo, F. V. Mikulec, and M. G. Ba-
wendi, J. Phys. Chem. B 106, 7619 (2002).

32. O. Schmelz, A. Mews, T. Basché, et al., Langmuir 17,
2861 (2001).

33. C. B. Murray, D. J. Norris, and M. G. Bawendi, J. Am.
Chem. Soc. 115, 8706 (1993).

34. J. E. Bowen Katari, V. L. Colvin, and A. P. Alivisatos,
J. Phys. Chem. 98, 4109 (1994).

35. M. Jacobsohn and U. Banin, J. Phys. Chem. B 104, 1
(2000).



  

Semiconductors, Vol. 38, No. 8, 2004, pp. 970–975. From Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 8, 2004, pp. 1007–1012.
Original English Text Copyright © 2004 by van Roosmalen.

             

SYMPOSIUM ON THE EFFICIENT USE OF SOLAR 
RADIATION IN PHOTOVOLTAIC POWER ENGINEERING

 

 

 

(St. Petersburg, November 3–4, 2003)
Molecular-Based Concepts in PV towards Full 
Spectrum Utilization1

J. A. M. van Roosmalen
Energy Research Centre of the Netherlands (ECN), ECN Solar Energy, 1755 ZG Petten, The Netherlands

e-mail: vanroosmalen@ecn.nl
Submitted February 16, 2004; accepted for publication February 16, 2004

Abstract—Molecular-based concepts offer the potential of low materials and processing costs in photovoltaics
(PV), which is especially interesting if high efficiencies can be obtained. To accomplish high efficiencies, a bet-
ter utilization of the solar spectrum is of high importance. The concept of two-photon absorption in dye-sensi-
tized solar cells and full spectrum aspects of luminescent flat plates concentrators are discussed in this paper.
The two-photon dye cell can be compared to a tandem solar cell on the molecular level. The luminescent con-
centrator offers the potential to employ full spectrum utilization in combination with static concentration of
both direct and diffuse light. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Molecular-based concepts are one of the five activi-
ties of the European integrated project “FULLSPEC-
TRUM: A New Photovoltaics (PV) Wave Making More
Efficient Use of the Solar Spectrum” [1]. The five activ-
ities will focus on enhancement of the performance of
solar cells by making more efficient use of the solar
spectrum. The work will be based on further developing
proven concepts and by identifying new principles:

III–V multijunction solar cells,
Thermophotovoltaics,
Intermediate band materials and cells,
Molecular-based concepts and
Manufacturing technologies.
The area of molecular photovoltaics is not yet char-

acterized by high conversion efficiencies. Nevertheless,
ongoing scientific developments in this field continu-
ally lead to further progress in material quality with
respect to their use in electronic components and the
discovery of new properties. In general, molecular
materials are interesting for use in photovoltaics if com-
pared to bulk semiconductors because of their distinct
light absorption properties and distinct energy levels.
Molecular-based PV is believed to be compatible with
low cost, large area, high throughput manufacturing
technologies. In this respect, not only species chemi-
cally seen as molecules and polymers are included, but
also quantum dots with discrete energy levels and
absorption behavior due to their size confinement. Also
crystal lattices can be considered where the properties
of the materials involved are dominated by the atomic
levels, as for instance often is the case for rare earth
ions in crystal lattices.

1This article was submitted by the authors in English.
1063-7826/04/3808- $26.00 © 20970
Molecular-based photovoltaics has started with flat,
two-component systems, where one molecular layer
acts as an electron donor and the other molecular layer
acts as an electron acceptor. Due to limitations in exci-
ton and charge carrier mobilities, a typical thickness of
useful material is limited to approximately 10 m. Sig-
nificant efficiencies have not been reached for flat
(bilayer) systems so far. This has led to the develop-
ment of three-dimensional structures to circumvent the
problem of limited charge carrier mobilities. R&D
efforts are directed in the field of engineering of molec-
ular devices on the nanometer scale. Both bulk hetero-
junction solar cells and dye-sensitized solar cell are
examples of such nanostructures.

Besides the development in molecular photovoltaics
towards engineering the nanometer scale, several scien-
tific developments have led to a renewed interest in the
molecular concept of the luminescent concentrator.
Due to the ability to collect diffuse light in a flat plate,
nonstatic geometry, the flat-plate luminescent concen-
trator seems to be especially interesting for areas where
diffuse light represents a large fraction of the solar
energy flux, e.g., large parts of Europe, the United
States, and Japan. The dye cell and the luminescent
concentrator show interesting features for better use of
the solar spectrum, and these specific features will be
under investigation in FULLSPECTRUM. The general
concepts of the full spectrum aspects of a two-photon
dye solar cell and luminescent flat plate concentrator
are discussed in this paper.

2. DYE-SENSITIZED SOLAR CELLS

The dye-sensitized solar cell, or dye cell for short
(or Grätzel cell, after the inventors Brian O’Regan and
Michael Grätzel [2]), is an interesting molecular-based
concept with respect to the potential of lowering the
004 MAIK “Nauka/Interperiodica”
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costs of photovoltaics. In a recent review paper, the fun-
damentals, properties, and technology were reviewed [3].
At present, practical applications are limited due to the
relative poor stability under outdoor conditions. For a
long time, heat was considered a very important stress
factor for dye cells, but recently good results have been
achieved demonstrating stability in a 1000-h, 85°C
oven test [4]. The maximum efficiency obtained so far
for a limited area dye-sensitized solar cell is 11% [5]
and 8.2% for a device exceeding 1 cm2 [6].

The basic process of the dye cell (see Fig. 1) is light
absorption by a dye adsorbed as a monolayer onto a

Counter electrode
e–

I3
–

I3
– 3I–

3I–

e–

Glass
TCO

Pt

dye

TiO2

Light

Photoelectrode Glass
TCO

electrolyte

Fig. 1. Schematic representation of the basic processes of
the dye-sensitized solar cell. Light is absorbed by a dye
molecule. From the excited state of the dye, electron and
energy are injected into a nanocrystalline (TiO2) photoelec-
trode film of about 10 µm thickness. After transport through
the TiO2 film and lateral conduction through a thin (typi-
cally 1 µm) transparent conductive oxide (TCO) on glass,
the energy is available for work in the outer circuit. From
the outer circuit the electrons are transferred to the
iodine/〈iodide redox〉  couple in the electrolyte via the
counter electrode, which is another TCO layer on glass
equipped with a miniscule amount of Pt catalyst. Through
diffusion the redox ions reach the oxidized dye molecules
and reduce them again to their original (ground) state (the
actual reaction as shown releases not one but two electrons).
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semiconductor surface, with subsequent energy and
electron transfer to the semiconductor. An electron is
returned to the oxidized dye via the electrolyte or hole
conductor. Since the absorption by a single layer of dye
molecules is limited, the invention by O’Regan and
Grätzel provides a nanocrystalline electrode of a wide
band gap, transparent semiconductor, most often con-
sisting of titanium dioxide, TiO2. In this way, a surface
enlargement up to 1000× is obtained as compared to flat
layer devices. Typically, such a porous TiO2 layer con-
tains crystalline TiO2 nanoparticles with a size of 15–
20 nm in a layer of about 10 µm thickness. At present,
the highest efficiencies are obtained with a ruthenium
compound as the dye, an electrolyte employing the
iodine/〈iodide redox〉  couple, and TiO2 as the semicon-
ductor.

One strong point of the dye cell is that only majority
charge carrier transport takes place (see Fig. 2), in con-
trast to semiconductor-based solar cells like crystalline
silicon. In the dye cell, after absorption, an electron is
injected into the TiO2. Titanium dioxide is a (majority)
photoconductor for electrons.

In crystalline silicon, after light absorption, the
minority charge carriers (e.g., electrons in p-type sili-
con) have to diffuse to the junction before they can be
collected (see Fig. 2). The maximum open circuit volt-
age (Voc) in silicon is

,

where the potentials ∆V1 and ∆V2 result from doping
the silicon n- and p-type (potential losses), and hν = Eg
is photovoltage equal to the Si energy gap Eg. High
purity silicon is needed for sufficient minority carrier
lifetimes, leading to high costs. In dye cells, materials
constraints are less severe, allowing the use of rela-
tively inexpensive materials and large-area, low-cost
processing techniques such as screen printing.

The maximum theoretical performance of dye cells
can be derived from the energy scheme (see Fig. 3). The
absorption characteristics of the dye strongly influence
voltage and current. The photocurrent is determined by
the overlap of the dye absorption with the solar spec-

Voc
max hν ∆V1 ∆V2+( )–=
electrolitedyeTiO2

Voc

∆V1∆V2

hν

c-Si

Fig. 2. Representation of carrier transport in crystalline silicon (c-Si, left) and dye-sensitized solar cells (right). In p-Si, holes
(square) are the majority carriers and have normal ohmic transport. Electrons (dot) are the minority carriers and have to diffuse to
the junction. In the dye cell the electrons that are injected into TiO2 are majority carriers and the ions in the electrolyte are majority
carriers.
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Fig. 3. Energy schemes in which VB is the titanium dioxide valence band, EF is the Fermi level in TiO2 (just below the conduction
band), and URE is the redox potential of the electrolyte: (a) representative for the normal dye-sensitized solar cell; photons with
minimum energy hν are absorbed by the dye; (b) energy scheme for the two-photon dye cell concept.
trum. If hν is small, the number of photons absorbed
will be high, but the voltage obtained is low, and vice
versa. This is typical behavior for a solar cell with a sin-
gle energy gap (Fig. 3a), as is also the case for crystalline
silicon. For a single band gap solar cell with an optimum
band gap, the maximum theoretical efficiency is 40.8%,
not taking into account fundamental losses [7]. As for

silicon, the maximum open circuit voltage 
(assuming perfect contacts etc.) of the dye cell is deter-
mined by the energy gap (photovoltage hν = Eg) minus
the potential losses. In the dye cell, the maximum open

circuit potential  is

,

where ∆V1 is the potential losses due to the energy dif-
ferences between the redox electrolyte potential and the
ground state of the dye and ∆V2 is the loss between the
excited state of the dye and the Fermi level of the wide
band gap semiconductor TiO2 (see Fig. 3a).

As can be seen from Fig. 3a, the energy gap of the
wide band gap semiconductor (typically > 3 eV) allows
for a broader use of the solar spectrum than normally
obtained through single photon absorption. A two-pho-
ton absorption process has been proposed [8]. In
Fig. 3b, potential energy levels for this concept are
shown schematically. The proposed mechanism is that
a first absorption step (hν1) is followed by an electron
and energy transfer, after which a second absorption
step (hν2) should take place. The maximum Voc is

,

where ∆V1 is the potential loss between the electrolyte
redox potential and the ground state of the dye moiety 1;
∆V3 is the loss between the excited state of the dye moi-
ety 1 and the ground state of the dye moiety 2; ∆V2 is

Voc
max

Voc
max

Voc
max hν ∆V1 ∆V2+( )–=

Voc
max hν1 hν2 ∆V1 ∆V3 ∆V2+ +( )–+=
the loss between the excited state of the dye moiety 2
and the Fermi level in TiO2. One of the boundary con-
ditions is that the intermediate state has a sufficient life-
time to allow the second absorption step to occur. In
two-photon processes where the second absorption is
done from the excited state, without energy and elec-
tron transfer to an intermediate state, the absorption
brass sections are normally extremely low and can only
be accomplished by strong lasers. Therefore, the elec-
tron and energy transfer to a stable intermediate is a
very important part of the model.

In this way a tandemlike approach is accomplished
on a molecular scale. As for other tandem-based solar
cell devices, both absorption steps have to generate the
same current for optimal performance, and the absorb-
ers will have to be tailored to this requirement. If, how-
ever, both steps have an identical energy transition, it is
also possible to interpret this as an upconversion pro-
cess, through which it would for instance be possible to
add absorption from the infrared to the normal dye
absorption (see Fig. 4). In comparison to the single
absorption case of the dye cell, the two-photon process
does not increase the number of electrons generated
and the (maximum) current thus remains unchanged.
The efficiency enhancement by two-photon absorption
is the result of a fundamental increase in voltage, as is
also the case in semiconductor tandems. This cannot be
accomplished with the commonly used iodide/〈iodine
redox〉  couple, since this would result in an unchanged
voltage. Other redox couples or hole conductors will be
necessary. The theoretical maximum efficiency for a
series connected tandem is 55.5%, not taking into
account fundamental losses [7].

3. LUMINESCENT CONCENTRATOR

The luminescent concentrator has been under study
since the seventies of the last century [9, 10]. The con-
cept is based on incorporating in a transparent matrix
SEMICONDUCTORS      Vol. 38      No. 8      2004
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materials that are absorbing (to absorb the sunlight) as
well as luminescent. The refractive index of the trans-
parent matrix is chosen larger than the surrounding
medium (mostly air). As the luminescent materials emit
light in all directions, part of the emitted light will be
internally reflected at the matrix/air interface. By
designing geometries for which the length and width of
the transparent matrix are larger than its thickness (such
as for a plate configuration), geometric concentration is
accomplished. The emitted light is totally internally
reflected and will be concentrated within the matrix,
where it can be harvested at the edges of the matrix.
There it can be transformed into electricity by solar
cells (see Fig. 5).

In the flat plate luminescent concentrator, light from
all incoming angles is collected. Because of this prop-
erty, the luminescent concentrator is a static, nonmov-
ing form for the concentration of solar light. However,
it is also an indirect form of photovoltaics, since the
sunlight is first absorbed and subsequently emitted by
luminescence. Therefore, in order to obtain high overall
efficiencies, the luminescence efficiency also has to be
high. Since light is collected from all angles, the lumi-
nescent concentrator is sensitive to diffuse light. The
fact that it is both static and sensitive to diffuse light
makes the flat plate concentrator interesting for build-
ing integrated applications, especially in areas with a
relatively large contribution of diffuse light to the total
incoming energy. For instance, in the Netherlands the
diffuse part of the incoming solar energy annually is
about 50% and therefore quite significant. If it is possi-
ble to obtain reasonable overall system efficiencies
based on inexpensive materials, flat plate luminescent
concentrators can thus be an interesting low-cost pho-
tovoltaic option.

In the work that was done some thirty years ago, the
overall system efficiencies that were achieved were
limited to around 5% only [11]. One of the problems for
the organic luminescent materials that were used was
probably [12] that the luminescent wavelengths were
only slightly higher than the absorption wavelengths.
Under those conditions a significant part of the emitted
light is lost by reabsorption. For the organic materials
that are used in luminescent concentrators, lumines-
cence is based on the Stokes shift. The Gaussian distri-
bution around the absorption maximum is shifted to a
higher wavelength (lower energy) where the Gaussian
distribution of the luminescence occurs. Since the shift
is relatively small, the tails of the Gaussians overlap.
For this reason, an important part of the light that is
emitted by the luminescence process is reabsorbed,
thereby diminishing its performance. Another problem
was the relative instability of the luminescent organic
materials under operation conditions.

The appealing concept of the luminescent concen-
trator is now revisited because of several interesting
developments in materials science by which the overall
system efficiency can be enhanced, e.g., luminescent
SEMICONDUCTORS      Vol. 38      No. 8      2004
materials, photonic materials and up- and downconver-
sion, but also in the area of stability, potentially allow-
ing the use of organic and polymeric materials for long
term outdoor applications.

In recent years, new materials have shown interesting
luminescent properties. For use in luminescent concen-
trators, especially quantum dots are considered [12, 13].
The quantum dots of interest are based on nanocrystal-
line semiconductor particles. The luminescence pro-
cess is similar to organic materials, based on the Stokes
shift. However, the Stokes shift can be enlarged, as it is
influenced by particle size and particle size distribution.
The resulting overlap between absorption and lumines-
cent emission can thus be reduced. An additional

(a) (b)

Fig. 4. Schematic representation of how a two-photon dye
(b) could be used as an upconverter (e.g., for infrared radi-
ation), together with a normal dye (a). Both could be
absorbed on TiO2, leaving the voltage unchanged.

Absorption Emission

hν

Dye or quantum dot

Fig. 5. Schematic representation of a luminescent flat plate
concentrator. Direct and diffuse sunlight are absorbed by
luminescent materials, e.g., organic dye molecules or quan-
tum dots. The luminescent materials emit light at lower
energy in all directions, of which the largest part is reflected
at the interface between the plate and air. In this way, it is
concentrated and can be collected at the edges. In the graph,
a bifacial solar cell is used in between the edges of two
luminescent plates.
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advantage of quantum dots is that the absorption width
is larger as compared to organic materials, so a larger
part of the solar spectrum can be absorbed. By varying
the size, the absorption wavelength of the quantum dots
can be tuned, and by combining various materials, a
larger part of the solar spectrum can be covered. Other
materials that have shown interesting luminescence
properties are rare earth and polymeric materials.

Theoretically, the luminescent concentrator offers
very good possibilities for full spectrum utilization. In
principle each part of the solar spectrum can be
addressed by a different material (see Fig. 6). By using
quantum dots and molecular materials almost the com-
plete wavelength regime of the solar spectrum can be
covered, from ultraviolet light into deep infrared. In
practice, however, this will be limited by the overlap

Direct and diffuse light

Solar cells

hν1 hν2 hν3

Fig. 6. Schematic representation of a luminescent flat plate
concentrator, indicating that different luminescent materials
can be integrated to cover different parts of the solar spec-
trum. In principle, for each emitted wavelength a different
solar cell is needed.

Direct and diffuse light

Solar cells Photonic layer

Mirror

1hν1 → 2hν2 2hν3 → 1hν2

Downconversion Upconversion

hν2

Fig. 7. Representation of an idealized luminescent concen-
trator. All photons of the solar spectrum are transformed
into a single wavelength. By a downconversion process, one
high energy photon (hν1) is converted into two lower energy
photons of energy hν2. A second part of the solar spectrum
is absorbed by a regular luminescent material and emitted at
hν2. An upconverter material converts two lower energy
photons hν3 into one photon with energy hν2. A photonic
layer on the top acts as a mirror specifically for hν2. At the
bottom a normal mirror can be used. At the edge a single
solar cell can be used.
between absorption and emission spectra of the various
materials. One way to overcome this is to incorporate
each absorber in an individual transparent matrix, sep-
arated by air (for instance) to ensure total internal
reflection in each to these matrices. Theoretically, in
this way the maximum efficiency (unconstrained) for
three color centers is 63.8%, not taking into account
fundamental losses [7].

To reach the maximum theoretical efficiency is far
from trivial. The geometric concentration factors that
can be reached are reasonably high. For a hypothetical
concentrator plate of, e.g., 100 × 100 × 5 mm, executed
in double with a bifacial solar cell of 100 × 5 mm
(Fig. 5), the geometrical concentration is 40×. The sys-
tem, however, will be strongly limited by the optical
efficiency or, in other words, optical losses. An impor-
tant loss factor, as already mentioned, is the reabsorp-
tion of the emitted light [12]. Another optical loss factor
is intrinsically determined by the operation principle of
the luminescent concentrator, namely, the principle of
total internal reflection. The angle under which light is
totally internally reflected is dependent on the differ-
ence in refractive index between the transparent matrix
and the surrounding air. Typical refractive indexes of
transparent polymers are on the order of 1.5, and for
this reason tens of percent are lost. An aspect that is also
of influence on the overall system efficiency is that
monochromatic efficiencies for most solar cells (which
are used to collect the concentrated light at the edges)
are well below 100%.

To improve the total amount of emitted light that is
directed towards the solar cells at the edges, recent
developments in the area of photonic materials can
potentially be used. Photonic crystals are known to act
as a mirror for a single wavelength. This property could
be used by applying a photonic crystal layer on top of
the luminescent concentrator (see Fig. 7). The photonic
crystal has to be tuned in such a way that it reflects
exactly the emitted, luminescent wavelength. In this
way, also the light that would not be reflected by total
internal reflection can be reflected and will be concen-
trated to the edges. The photonic layer will not only
reflect the light from within the luminescent concentra-
tor, but will also function as a mirror for that part of the
incoming sunlight. This will be a minor loss factor if
the wavelength region for the photonic material and the
overlap with the absorption of the luminescent materi-
als are small. At the back of the luminescent concentra-
tor, a standard low-cost mirror can be used.

Another principle that can be used to increase the
overall system efficiencies is the use of up- and down-
conversion of photons (see Fig. 7). By the downconver-
sion process, a high energy photon can be transformed
into two (or more) lower energy photons. By the upcon-
version process, two lower energy photons can by
“upconverted” to higher energies, e.g., from infrared to
visible. If all photons of the solar spectrum can be trans-
formed into a single wavelength, only a single solar cell
SEMICONDUCTORS      Vol. 38      No. 8      2004
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is needed to collect the light at the edges, compared to
three solar cells if three color centers were used.

A final remark on luminescent concentrators is that
it has the interesting feature that it transforms incom-
ing, perpendicular light into reflected, lateral light. This
division in perpendicular and lateral light can be used
as an interesting engineering tool. For example, if the
luminescent concentrator is not equipped with a mirror
on the back, in principle it is transparent for all the light
that is not absorbed. If for instance only the visible light
were absorbed, the infrared could be transmitted
(or vice versa) and used for other purposes (e.g., for a
thermal collector, room heating, etc.).

4. CONCLUSION

The general concepts of a full spectrum approach
with two photon processes in dye cells and a flat plate
luminescent concentrator are discussed. For further
advancement in these areas, these general concepts
need to be refined and elaborated, as is under way in the
FULLSPECTRUM project [1].
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Abstract—The phenomenon of piezoresistance in polycrystalline p-type silicon in the case of scattering of
holes by intercrystallite potential barriers is described. The values of elastoresistance coefficients for this type
of scattering are close to those for scattering by impurity ions and by acoustic lattice vibrations. The difference
between the experimental and calculated elastoresistance coefficients may possibly be eliminated if the variation
in the effective masses as a result of deformation, the nonsphericity of the valence band, the “small-magnitude
effects,” and additional scattering mechanisms are taken into account. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, there are several models used to describe
the piezoresistive properties of polycrystalline silicon
[1–11]. In the majority of publications, the piezoresis-
tive effect in polycrystalline silicon was considered at
high impurity concentrations; it was also assumed that
the contribution of barriers at the grain boundaries to
the effect was insignificant [1–3, 5, 6, 9–11]. A conduc-
tivity model according to which the resistivity of poly-
crystalline silicon is governed by the resistivity of crys-
tallites and the resistance of barriers was used in [4, 7, 8]
to determine the piezoresistive coefficients of both
crystallites and barriers. However, the results obtained
are not convincing according to the opinion of Mosser
et al. [12].

The objective of this study was to describe the
piezoresistive effect in p-type polycrystalline silicon in
the situation where holes are scattered by intercrystal-
lite potential barriers and to compare the results
obtained with experimental data.

We describe the phenomenon of piezoresistance in
the following sequence: we consider first the piezore-
sistive effect in single-crystal silicon in which there are
potential barriers that are perpendicular to one of the
principal crystal axes and are identified with potential
barriers at the crystallite boundaries; we then determine
the elastoconductance (Mijmn) and elastoresistance
(mijmn) coefficients for single-crystal silicon. Finally,
we calculate the elastoconductance coefficients for
polycrystalline silicon (〈mijmn〉) and compare the exper-
imental and calculated values of elastoresistance coef-
ficients.

2. THEORY

The piezoresistive effect is characterized by the
elastoconductance, elastoresistance, and piezoresistive
coefficients. There is a unique relation between all
these coefficients (see, for example, [13]). The piezore-
sistive and elastoresistance coefficients are determined
1063-7826/04/3808- $26.00 © 0976
experimentally, whereas the elastoconductance coeffi-
cients are calculated theoretically. The elastoconduc-
tance coefficients are defined as

(1)

where ∆σij is a variation in conductivity as a result of
strain εmn.

The heavy and light holes make the major contribu-
tion to the piezoresistive effect in p-Si [13]. If the scat-
tering mechanism is the same for the heavy and light
holes, the mean value of the elastoconductance coeffi-
cient is then given by [13]

(2)

where the superscripts (1) and (2) refer to the heavy and
light holes, respectively.

As is well known, the piezoresistive effect in semi-
conductors with degenerate bands is related both to
variation in the deformation of the Fermi–Dirac distri-
bution function (f0) and to variations in the relaxation
time (τ) and the group velocity of holes (v) [13].

The electrical conductivity related to each type of
holes with the Fermi degeneracy taken into account can
be written as

The variation in the conductivity ( ) under the
effect of strain (εmn) is given by [13]
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where the superscript t = (1) or (2); Et, , and τt are the
energy, the velocity component, and the relaxation time
for scattering of charge carriers, respectively; and q is
the elementary charge.

A variation in the energy under the effect of strain is
defined as (the upper sign corresponds to the band of
light holes and the lower sign corresponds to the band
of heavy holes) [14]

where B, , and D are the valence-band parameters in
the starting crystal and b and d are the corresponding
parameters of strained crystal.

Approximating the constant-energy surfaces with
spheres, we obtain

(3)

If the relaxation time depends only on the energy and
does not exhibit an angular dependence, the second
integral in (3) equals zero, as shown in [13, 14].

If the charge carriers are scattered by potential bar-
riers at the crystallite boundaries, the relaxation time τb
is given by [15]

(4)

where L is the crystallite size and U0(z) is the potential
energy of the barrier at the crystallite boundary. The
axis z lies in the film plane and coincides with the direc-
tion of an external electric field (Fig. 1).

As can be seen from formula (4), τb exhibits an
angular dependence; therefore, the second integral

in (3) is nonzero in calculations of  and . In

calculating , this integral is equal to zero owing to
the fact that the relaxation time is independent of the

angle φ and  is proportional to sinφ. 
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When calculating the elastoconductance coeffi-
cients, it is convenient to replace the integration with
respect to kx, ky, and kz in expression (3) with integration
with respect to energy.

The independent components , , and

 of the elastoconductance tensor are equal to

The elastoresistance coefficients mijmn that describe
the relative variation in the resistivity per unit strain are
defined by an expression similar to (1). The following
relation exists between these two coefficients in cubic
crystals: mijmn = –Mijmn.

The elastoresistance coefficients for polycrystalline
silicon (〈mijmn〉) can be derived as a result of averaging
the elastoresistance coefficients for single-crystal sili-
con [11]:
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Fig. 1. A model of potential barriers in p-type polycrystal-
line silicon.
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In the case of the most widely used texture 〈110〉 , we
have

3. DISCUSSION

The model of the charge-carrier scattering by poten-
tial barriers is applicable if the free-path length is larger
than the potential-barrier width 2w + δ. This circum-
stance imposes restrictions on the impurity concentra-
tion. For example, the doping-impurity concentration
must be higher than 1019 cm–3 if the hole mobility is 20–
30 cm2/(V s) and the density of states at the traps is Qt =
1.9 × 1012–3.7 × 1012 cm–2.

In polycrystalline silicon with an impurity concen-
tration higher than 1019 cm–3, the potential at the crys-
tallite boundaries is given by

and is shown in Fig. 1 [16]. For p-type polycrystalline
silicon, we have

.
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Fig. 2. Dependences of the coefficients m1111 and m3232 on
the impurity concentration for single-crystal p-Si. Dashed
lines correspond to m1111, and solid lines correspond to
m3232. The calculations were carried out for scattering by
(1) potential barriers, (2) acoustic lattice vibrations, and
(3) impurity ions.
In this situation, the half-width of the depletion region w
can be estimated from the formula

where N is the impurity concentration and Qt is the den-
sity of states at the traps.

In Fig. 2, we show the dependences of the elastore-
sistance coefficients m1111 and m3232 on the impurity
concentration in single-crystal silicon at 300 K. These
dependences were calculated taking into account the
scattering of holes by impurity ions, acoustic lattice
vibrations, and potential barriers at the grain bound-
aries. When calculating the elastoresistance coeffi-
cients, we assumed that the ratio between the concen-
trations of the light and heavy holes was controlled by
their effective masses and was independent of the strain
in the linear approximation. The value of U0 was calcu-
lated assuming that δ = 6 × 10–10 m, V0 = 0.55 eV, and
the density of states at the traps Qt = 3.7 × 1016 m–2. The
crystallite size was assumed to be equal to L = 0.12 µm.
As can be seen from Fig. 2, the values of the elastore-
sistance coefficients are of the same order of magnitude
for all mechanisms of scattering; however, these values
are smaller than those obtained experimentally [17].
This circumstance is caused by the fact that only the
main effect related to the variation in the valence-band
shape as a result of the violation of symmetry is taken
into account in calculations using the above formulas.
At the same time, the contribution of the strain-induced
variation in the effective masses and the nonsphericity
of the valence band to the value of m3232 amounts to
about 10–20 (due to each of the mechanisms) [13].

The calculated coefficients m1111 shown in Fig. 2 are
much smaller than m3232 for all mechanisms of scatter-
ing; the same applies to experimental coefficients.
However, experimental values of m1111 (in contrast to
calculated values) exhibit complex temperature depen-
dences and m1111 ≠ m1122. This circumstance is related
to the fact that the strain-induced variation in effective
masses is disregarded in the above formulas. If this
variation is taken into account, strain-related effects
that depend only slightly on temperature are observed.
In addition, calculations were performed for a single
mechanism of scattering, whereas in fact several mech-
anisms contribute to the scattering; furthermore, the
light and heavy holes make different contributions to
both electrical conductivity and piezoresistance [13].

We can estimate the contribution of the variation in
effective masses and the valence-band nonsphericity to
the value of m3232 at (+20)–(+40). In contrast, it is rather
difficult to estimate the contribution of “small-magni-
tude effects,” especially if several mechanisms of scatter-
ing are taken into account. It is worth noting that the con-
tribution of “small-magnitude effects” to m1111 and m1122
is quite significant (|m1111 + 2m1122| can be as large as 10).

In Figs. 3 and 4, we show the dependences of the
elastoresistance coefficients 〈m1111〉  and 〈m1122〉  in poly-

w
Qt

2N
-------,=
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crystalline silicon on the impurity concentration for the
〈110〉  texture; the dependences were calculated for the
mechanisms of scattering under consideration (experi-
mental data [5, 12] are also shown). It can be seen from
Figs. 3 and 4 that experimental dependences of the
coefficients 〈m1111〉  and 〈m1122〉  on N are not similar.
This circumstance may be related mainly to the fact that
these coefficients are controlled not only by the values
of m3232 but also by m1111 and m1122 for single-crystal
p-Si. The coefficients 〈m1111〉  and 〈m1122〉  calculated
after increasing m3232 by 30 and without correcting the
values of m1111 and m1122 exceed the experimental coef-
ficients in magnitude. The large values of these coeffi-
cients may be related for example to the fact that the
actual shape of the intercrystallite potential barrier dif-
fers from the shape shown in Fig. 1 or that we disre-
garded some other mechanisms of scattering, e.g., the
scattering of holes due to the misorientation of crystal-
lites. The latter mechanism is independent of the impu-
rity concentration and should lead to a decrease in the
electrical conductivity and possibly to a decrease in the
coefficient m3232.

It can be seen from the data reported in [12] and
shown in Fig. 3 that the experimental dependence of
〈m1111〉  on N levels off as the impurity concentration
decreases. This behavior may be attributed to the fact
that the scattering by potential barriers becomes more
important as the impurity concentration decreases. In
addition, the value of m3232 in the case of scattering by
potential barriers is smaller than that in the case of scat-
tering by acoustic lattice vibrations.

It can be seen from Fig. 4 that experimental values
of 〈m1122〉  decrease in magnitude as the impurity con-
centration decreases. This behavior is related to the fact
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Fig. 3. Dependences of the coefficient 〈m1111〉  on the impu-
rity concentration N for p-type polycrystalline silicon. The
calculations were carried out for scattering by (1) acoustic
lattice vibrations, (2) potential barriers, and (3) impurity
ions. Curve 4 represents the dependence of 〈m1111〉  on N for
corrected values of m1111 and m3232. Experimental data
from publications [5] and [12] are represented by curves 5
and 6, respectively.
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that scattering by potential barriers becomes more sig-
nificant as the impurity concentration decreases; the
value of m1111 is negative in the case of scattering by
potential barriers. However, it is necessary that the
coefficient m3232 be slightly smaller and |m1111| slightly
larger than the calculated values in order to fit the cal-
culated elastoresistance coefficients to experimental
data. For example, a decrease in m3232 by a factor of 1.2
and an increase in |m1111| by a factor of 2.5 when con-
sidering the scattering by potential barriers lead to
impurity-concentration dependences of 〈m1111〉  and
〈m1122〉  that are in satisfactory agreement with the
dependences calculated for the impurity concentrations
1019–4 × 1019 cm–3 (Figs. 3, 4). Potential barriers are
low at an impurity concentration on the order of
1020 cm–3; as a result, the elastoresistance coefficients
are controlled by other mechanisms of scattering.
A decrease in m3232 by a factor of 1.2 and an increase in
|m1111| from 2 to 5 is quite possible if the impurity con-
centration is equal to 1019 cm–3 and if the scattering by
misoriented crystallites and the “small-magnitude
effects” are taken into account.

4. CONCLUSION

Thus, we described the piezoresistive effect in
p-type polycrystalline silicon in the situation where
holes were scattered by intercrystallite potential barri-
ers. Quantitative agreement between experimental and
calculated elastoresistance coefficients can be attained
if strain-induced changes in effective masses, nonsphe-
ricity of the valence band, “small-magnitude effects,”
and the additional mechanism (or mechanisms) of scat-
tering are taken into account.
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Fig. 4. Dependences of the coefficient 〈m1122〉  on the impu-
rity concentration N for p-type polycrystalline silicon.
Curves 1 and 2 represent the experimental data reported
in [5] and [12], respectively. Curve 3 represents the results
of calculations of 〈m1122〉  on N with the values of m1111 and
m3232 corrected. Calculated dependences correspond to the
scattering by (4) potential barriers, (5) impurity ions, and
(6) acoustic lattice vibrations.
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Abstract—A scheme of photoconductivity excitation in which an external electric field is parallel to the direc-
tion of the radiation penetration is considered. Spatial distribution of nonequilibrium electrons and the condi-
tions for separation of electron–hole pairs (for the charge-carrier collection) are analyzed in relation to the value
of the voltage applied to the crystal. A method for determining the electron lifetime from measurements of pho-
toconductivity is suggested. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The efficiency of charge-carrier collection (the ratio
between the number of charge carriers involved in the
pulse formation in the detector circuit and the total
number of electron–hole pairs generated as a result of
absorption of a photon) is one of the most important
parameters of a semiconductor detector of X-ray and
γ radiation. The problem of charge-carrier collection is
very important for widely used detectors based on
CdTe and Cd1 – xZnxTe solid solution with a low content
of Zn, since the charge-carrier lifetimes in these mate-
rials (no larger than several microseconds) are much
shorter than those in Ge and Si [1]. It is the charge-col-
lection problem that most complicates the operation of
these detectors: a high voltage (100–500 V) has to be
applied to the detector if the crystal thickness is 1–5 µm;
as a result, one has to select the most pure crystals with
the highest structural quality and reduce the operation
temperature of the detector using a thermoelectric
refrigerator [2]. Since the mobility of holes in CdTe and
Cd1 – xZnxTe is lower by more than an order of magni-
tude than that of electrons, it is practically impossible
to make the drift length of a hole larger than the detec-
tor thickness by increasing the supply voltage, even if
the lifetimes of holes and electrons are equal (µpτp !
µnτn, where µn and µp are the mobilities of electrons and
holes and τn and τp are the corresponding lifetimes).
The problem is typically solved using a special system
for processing the electrical signal in the detector cir-
cuit [3, 4] or by employing a complex configuration of
electrodes (a system of microstrips) [5]. At the same
time, such an important characteristic as the efficiency
of collection of excited charge carriers cannot be mea-
sured directly; rather, this characteristic manifests itself
when the completed device is connected to a detecting
system (a multichannel pulse-height analyzer). Below,
we report results that indicate that the efficiency of
charge collection can be estimated with a fairly high
1063-7826/04/3808- $26.00 © 20981
accuracy if we carry out a comparatively simple mea-
surement of photoconductivity of the crystal prepared
for installation in the detector.

2. EXPERIMENTAL RESULTS 
AND PHYSICAL MODEL

In our studies, we used p-Cd1 – xZnxTe single crystals
(x = 0.1 and band gap Eg = 1.57 eV) grown by the mod-
ified Bridgman–Stockbarger method and subjected to
subsequent annealing for several weeks in Cd vapors.
The samples with the highest resistivity (in this case,
with a resistivity of 1010 Ω cm), i.e., samples suitable
for detectors, were chosen among all the grown crys-
tals. The mechanism of annealing-induced partial com-
pensation of Cd1 – xZnxTe p-type conductivity caused
mainly by VCd vacancies (deep acceptor levels) is not
quite clear, and we did not aim to clarify this mecha-
nism in this study. Among the possible processes that
may occur in the course of annealing, we mention the
origination of either interstitial Cd atoms that act as
compensating shallow-level donors or complexes that
include a Cd vacancy (so-called A centers) and act as
deep-level donors (filling VCd vacancies with Cd atoms
is usually not considered) [6].

In order to study photoconductivity, we formed con-
tacts on the opposite faces of the crystal that had an area
of 4 × 4 mm2 and a thickness of 1.3 mm; the front con-
tact was semitransparent (Fig. 1). The contact material
Ni was deposited using vacuum evaporation onto the
polished and chemically treated crystal surface. The
contacts were strictly ohmic in the entire range of
applied voltages (1–350 V) irrespective of the voltage
polarity. Thus, the scheme we use for charge-carrier
excitation is similar to the excitation with the X-ray or
γ-ray photons except for the fact that a cascade of elec-
tron–hole pairs is generated in the latter case.
004 MAIK “Nauka/Interperiodica”
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If the optical-absorption coefficient α is fairly large
and the diffusion length of electrons Ln is smaller than
the crystal thickness d (1/α ! d, Ln ! d), photons are
absorbed in a thin layer near the irradiated surface. As
a result, electron–hole pairs are not generated in most
of the crystal. This situation takes place for high ener-
gies of optical photons hν and low energies of X-ray or
γ-ray photons whose absorption coefficient is propor-
tional to hν–7/2. If a voltage is applied to the crystal, the
pattern of occurring processes changes. If the illumi-
nated surface is charged negatively, excited electrons
are repelled from the surface and driven to the bulk; as
a result, the resistivity decreases and the photoconduc-
tivity of the sample increases as a whole. If the charge
of the surface is opposite, electrons are repelled from
the crystal by the electric field. As a result, the photo-
conductivity of the crystal decreases. In the second
case, holes are pulled into the crystal bulk; however
(as was mentioned above), the mobility of holes in
Cd1 – xZnxTe is more than an order of magnitude lower
than that of electrons (the hole mobility is 50–
80 cm2/(V s) compared with 1000–1050 cm2/(V s) for
electrons). Therefore, the hole component eµp∆p in the
photoconductivity can be disregarded in comparison
with the electron component eµn∆n (here, e is the ele-
mentary charge and ∆p and ∆n are excess concentra-
tions of holes and electrons, respectively) even if the
lifetimes of electrons and holes are of the same order of
magnitude, which is sometimes observed [7].

If the photon-absorption coefficient is so small that
1/α @ d, electron–hole pairs are generated almost uni-
formly throughout the volume. This condition is satis-
fied for Cd1 – xZnxTe-based detectors in the important
photon-energy region with hν > ~200 keV [8]. Elec-
trons are repelled from the negatively charged electrode
under the effect of an external electric field; i.e., electrons
are repelled from either the front or the rear surface,
depending on the polarity of the applied voltage. In both
cases, the photoconductivity of the sample is expected to
decrease to approximately the same extent. These infer-

Semitransparent
electrode

Rear contact

hν

0 x x + dx d x

Fig. 1. The photoconductivity-excitation scheme under con-
sideration.
ences are confirmed by the results of measurements of
the photoconductivity spectra shown in Fig. 2.

The photoconductivity ∆σ was determined from the
measured photocurrent Iph at a voltage V as Iph/VS,
where S is the contact area. As can be seen from Fig. 2a,
the curves corresponding to V = –3 and –100 V cross
each other; i.e., the photoconductivity in the case of a
negatively charged surface increases appreciably as the
voltage increases in the region of high photon energies
hν (large values of α) and decreases in the region of
small values of hν (small values of α). If the illumi-
nated surface is charged positively, the photoconductiv-
ity decreases with increasing voltage in the entire spec-
tral range. The dependence of photoconductivity on the

1.4 1.6 1.8 2.0 2.2
10–10

10–9

10–8

(a)

–100 V

–3 V

+3 V+100 V

×3
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∆σ, Ω–1 cm–1

–

–

+

+

(b)

hν = 2.2 eV

hν = 1.52 eV

1.0 10 100 1000
10–11

10–10

10–9

V, V

∆σ, Ω–1 cm–1

Fig. 2. (a) Spectral distribution of photoconductivity in a
Cd1 – xZnxTe crystal for two polarities of the bias voltage
and (b) the dependences of photoconductivity excited with
photons with different energies on the bias voltage. The
front-electrode polarity is indicated. The curves were mea-
sured at room temperature.
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voltage in the range 3–300 V is shown in Fig. 2b for two
values, hν = 2.2 and 1.52 eV (absorption for hν = 1.52 eV
is possible since the absorption edge for Cd1 – xZnxTe
and for other semiconductors is not abrupt).

3. A MATHEMATICAL DESCRIPTION 
OF PHOTOCONDUCTIVITY

The photoconductivity is typically calculated for the
situation where an electric field is directed perpendicu-
larly to the direction of the optical beam incident on the
sample surface (see, for example, [9]). In this case, the
photoconductivity spectrum is independent of both the
polarity and magnitude of the applied voltage. We
describe the photoconductivity for the excitation
scheme illustrated in Fig. 1 on the basis of a continuity
equation that can be written as (for electrons in the
steady state)

(1)

where jn is the electron-current density; ∆n and τn are
the excess concentration and lifetime of electrons,
respectively; Φ0α exp(–αx) is the photogeneration rate
of charge carriers; and Φ0 is the number of photons
incident on the unit surface area per unit time.

Taking into account the drift and diffusion compo-
nents of the current, we obtain

(2)

where Dn is the diffusion coefficient of electrons and
F is the electric-field strength. If the voltage is applied
in the plane perpendicular to the optical-beam direc-
tion, an electric field is still observed in the direction of
the light propagation owing to the difference between
the electron and hole mobilities. This field is taken into
account by introducing the bipolar-diffusion coefficient
Deff = DnDp(n + p)/(nDn + pDp), which is nearly equal
to the diffusion coefficient of electrons as the minority
charge carriers (Dp is the diffusion coefficient of
holes) [9]. The introduction of Deff leads to the fact that
the term containing the electric-field strength is absent
in the continuity equation. It is important to realize that
we cannot ignore this term in the scheme of the photo-
conductivity excitation under consideration since in
this scheme the electric-field strength F is related to the
applied external voltage as V/d, so that the drift-related
term in (2) may become important at large values of V.
In the situation where the external voltage is low, a cer-
tain error may still appear in the results of calculations
if the intrinsic field Fint(kT/e)[(µn – µp)/(µn +
µp)](d∆σ/dx)/σ is disregarded (∆σ is the photoconduc-
tivity and σ is the conductivity under illumination) [10].
In order to estimate the intrinsic field, we assume that
the main change in the conductivity occurs over a dis-
tance equal to the diffusion length for electrons Ln.
Since µn/µp > 10, we may also set (µn – µp)/(µn + µp) ≈ 1.
As a result, we obtain Fint ≈ (kT/e)(∆σ/σ)/Ln. The elec-

1
e
---

d jn

dx
------- ∆n

τn

-------– Φ0α α x–( )exp+ 0,=

jn eFµnn eDn
dn
dx
------,+=
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tron diffusion length in Cd1 – xZnxTe is typically in the
range from (5–50) × 10–4 cm; the value of ∆σ/σ was no
larger than 0.3–0.5 in the experiments under consider-
ation. It then follows that Fint = 2–20 V/cm, which cor-
responds to the applied external voltage 0.2–2 V for a
crystal thickness of ~1 mm. So low bias voltages are of
no practical interest in the operation of the detectors
under consideration.

Thus, substituting formula (2) into Eq. (1), we
obtain the equation

(3)

A particular solution to this equation is given by
∆npart = Cexp(–αx), where

(4)

and Ldr = µnFτn denotes the drift length, i.e., the average
distance traveled by an electron in the direction of the
applied field in a time equal to the lifetime.

We will seek the general solution to a homogeneous
equation that corresponds to Eq. (3) in the form ∆ngen =
Aexp(kx), which leads to the characteristic equation

(5)

The roots of this equation are equal to

(6)

where Ln = (Dnτn)1/2 denotes the electron diffusion
length (the roots k1, 2 become equal to ±1/Ln if F  0).

Thus, the general solution to inhomogeneous Eq. (3)
is given by

(7)

If the sample is comparatively thick, the condition
that ∆n tends to zero if x  ∞ is most often used; we
should then set one of the constants (A or B) equal to
zero. In the case under consideration, the sample thick-
ness (0.13 cm) far exceeds the diffusion length for elec-
trons (~0.005 cm even at a long lifetime τn = 10–6 s).
However, the photoexcited electrons can penetrate deep
into the crystal if an external pulling field is applied.
Moreover, in order to ensure the efficient operation of
the detector, one has to apply a very high bias voltage
so that all excited electrons can reach the rear electrode.
As a result, the constants A and B should be determined
from two boundary conditions:

(8)

(9)
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where Sf and Sb are the surface-recombination veloci-
ties at the front and rear crystal faces, respectively.
Using formulas (8) and (9) and performing algebraic
transformations, we obtain

(10)

(11)

(12)

A
B M2 S f–( ) C M3 S f–( )+

S f M1–
-------------------------------------------------------------,=

B C M3 S f–( ) Sb M1–( ) k1d( )exp[=

+ Sb M3–( ) S f M1–( ) ad–( )exp ] / M2 S f–( )[
× Sb M1–( ) k1d( )exp Sb M2–( ) S f M1–( ) k2d( )exp+ ] ,

M1 Dnk1 µnF, M2+ Dnk2 µnF,+= =

M3 µnF α Dn.–=

101.0 100 1000
V, V
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∆σ, Ω–1 cm–1

Fig. 3. (a) Photoconductivity spectra calculated using for-
mula (7) for several bias voltages and (b) the voltage depen-
dences of photoconductivity excited with radiation with two
different absorption coefficients. The polarity of the front
surface is indicated.
Knowing the distribution of excess electrons over
the depth in the sample (7) and the dark semiconductor
conductivity σ0 = 1/ρ, we can determine the resistance
of a layer with the thickness dx as dx/(eµn∆n + σ0) (see
Fig. 1); integrating then with respect to x from 0 to d,
we obtain the following expression for the sample resis-
tance under irradiation:

(13)

The photocurrent density at a voltage V is equal to
the difference between the currents under irradiation
and in the dark; i.e.,

(14)

4. DISCUSSION

Formula (14) makes it possible to calculate the pho-
tocurrent for specified values of the absorption coeffi-
cient α and the bias voltage V. In order to obtain the
spectral characteristic of photoconductivity, we should
know the absorption curve α(hν) of the material under
consideration in a wide range of variations in α. The
absorption edge, which is most affected by the compo-
sition inhomogeneity and the conditions of growth of
the material, was determined from measurements of
optical transmission for 150-µm-thick wafers. The data
for α(hν) in the region of large values of α were taken
from [11].

In Fig. 3a, we show the photoconductivity curves
∆σ(hν) = Iph/(VS) calculated for different polarity and
several magnitudes of the bias voltage. As can be seen,
the calculated curves reproduce the aforementioned
trends in the spectral characteristics (it was assumed
that τn = 2 × 10–8 s and Sf = Sb = 105 cm/s). Indeed, if the
irradiated surface is charged negatively and the voltage
increases, photoconductivity increases in the region of
large values of hν and decreases in the region of small
values of hν. The photoconductivity increases in the
regions of both large and small values of hν with
increasing voltage if the irradiated surface is charged
positively. Comparison of Figs. 2b and 3b shows that
the dependences ∆σ(V) calculated for two fixed values
of the absorption coefficient (α = 1 and 104 cm–1) are
also consistent with experimental data.

Thus, the suggested physical model and the analyti-
cal expressions derived on the basis of this model ade-
quately describe the photoelectric processes that occur
in a Cd1 – xZnxTe crystal; i.e., the ideas developed can be
used to analyze the process of collection of charge car-
riers generated during illumination of the crystal. First
of all, important information can be obtained by ana-
lyzing expression (7) for spatial distribution of elec-
trons excited by radiation with different absorption

Rirr α V,( ) xd
eµn∆n σ0+
----------------------------.

0

d

∫

Iph
V

Rirr
-------

Vσ0

d
----------.–=
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coefficients and for different polarity and magnitude of
the bias voltage.

In Fig. 4a, we show the calculated distributions
∆n(x) of electrons generated near the negatively
charged front surface of the crystal (α = 104 cm–1).
The lifetime of excess electrons was assumed to be
equal to 10–6 s, i.e., the value typical of the CdTe and
Cd1 – xZnxTe compounds used in the detectors of the
X-ray and γ radiation [1–3]. On the same grounds, we
set the crystal thickness equal to 2 mm. As can be seen
from Fig. 4a, in the case of V = 0, the photogenerated
electrons are concentrated near the crystal surface
within the diffusion length (50 µm); the distribution
falls off steeply at x  0 owing to surface recombina-
tion. At V = –10 V, the degree of penetration of ∆n into
the crystal increases severalfold. As the voltage
increases further, the number of electrons in the crystal
becomes progressively smaller, so that the excess-elec-
tron concentration is very low at |V| > 300 V. This
behavior indicates that all electrons generated by radia-
tion reach the rear electrode.

If electrons are generated by radiation with a small
absorption coefficient (α = 1 cm–1), the excess electrons
are distributed more or less uniformly over the distance
from the front electrode (the photogeneration rate does
decrease somewhat with increasing x); the distribution
falls off in the vicinity of both surfaces owing to surface
recombination (Fig. 4b). If a bias voltage is applied,
electrons are pushed from the front surface by an elec-
tric field; as a result, at V = –300 V, they remain in the
crystal in an amount comparable to that in the case of
α = 104 cm–1. This behavior is understandable since the
longest time for traversing the crystal is needed for the
electrons generated near the front surface, i.e., in the
region where the excess electrons are generated under
irradiation with photons with a large value of α.

The results shown in Fig. 4c illustrate the extent to
which the conditions of electron collection vary when
the electron lifetime τn is changed. As can be seen, even
at a voltage of –300 V, a significant portion of the pho-
togenerated electrons does not reach the rear electrode
at τn = 10–7 s; this is true for the vast majority of elec-
trons if τn = 10–8 s. Thus, our calculations confirm the
experimentally established requirement: efficient col-
lection of excess electrons at an operating detector volt-
age of 200–400 V is feasible only in a material with an
electron lifetime of τn = 10–6 s or longer [2, 3].

Clearly, the above conclusions concerning the col-
lection of electrons are valid only if a hole generated as
a result of absorption of a photon reaches the negatively
charged electrode simultaneously with the electron that
reaches the positively charged electrode. Since the
product of the lifetime of holes by their mobility (τpµp)
in Cd1 – xZnxTe is much smaller than the corresponding
quantity for electrons (τnµn), it is completely unrealistic
SEMICONDUCTORS      Vol. 38      No. 8      2004
to ensure the collection of holes by increasing the bias
voltage. All that remains is to use the developed meth-
ods for processing the signal in the detector circuit and
employ a special configuration of electrodes [3, 4].
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Fig. 4. Spatial distribution of excess electrons: (a) excitation
with radiation with absorption coefficient α = 104 cm–1 for
various bias voltages; (b) the same for α = 1 cm–1; and
(c) α = 1 cm–1, the bias voltage is –300 V, and several values
of the lifetime τn (the curve ∆n(x) for V = 0 and τn = 10–8 s
is shown for comparison).

–3 V



986 KOSYACHENKO et al.
If the front electrode is charged negatively, a peak is
observed in both the measured and calculated photo-
conductivity curves ∆σ(V) (Figs. 2b, 3b); the position
of this peak Vmax is controlled primarily by the electron
lifetime τn. This circumstance can be used to determine
the key parameter τn of the detector material. In Fig. 5a,
we show the curves ∆σ(V) calculated for several values
of τn (d = 2 mm); the circles in Fig. 5b represent the
dependence of τn on the electric-field strength Fmax =
Vmax/d at which the peak is observed.

As can be seen, the obtained dependence τn(Fmax)
plotted on the log–log scale is represented by a straight
line; i.e., this dependence can be described by a power-

102

101

100

10–1
10 102 103 104

(a)Vmax

τn = 10–8 s

τn = 10–7 s

τn = 10–6 s

V, V

∆σ, arb. units

(b)

τn = 3.3 F–1.33
 max  s

10 102 103 104

10–5

10–8

10–6

10–7

Fmax, V/cm

τn, s

Fig. 5. (a) Dependence of the photoconductivity in the crys-
tal on the bias voltage for several lifetimes of electrons and
(b) relation between the electron lifetime and the electric-
field strength at which the peak in the photoconductivity
curve is observed.
law function. If the electric-field strength is expressed
in V/cm and the lifetime is expressed in seconds, the
function under consideration can be represented as (the
solid line in Fig. 5b)

(15)

We emphasize that the curve ∆σ(V) from which the
quantity Vmax (and, consequently, the quantity Fmax =
Vmax/d is determined is measured for a crystal used in a
detector of X-ray and γ radiation. Clearly, the empirical
dependence (15) will change somewhat if the electron
mobility deviates from the value (1000 cm2/(V s)) used
in calculation of the curves shown in Fig. 5a.

5. CONCLUSION
We measured the photoconductivity spectra of

Cd1 − xZnxTe crystals for the configuration where an
external voltage is applied along the penetration direc-
tion of the excitation optical beam, i.e., under condi-
tions when the separation of electron–hole pairs and
collection of the charge carriers are similar to those in a
detector of X-ray and γ radiation. The value of photo-
conductivity and the shape of spectral curves obtained
in this scheme of excitation depend heavily on the
polarity and magnitude of the bias voltage. Analytic
expressions derived from the continuity equation ade-
quately describe the observed experimental depen-
dences and their modification induced by changes in
the conditions of excitation. We obtained an empirical
expression that establishes a relation between the elec-
tron lifetime and the electric-field strength correspond-
ing to the crystal photoconductivity at a maximum.
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