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Abstract—Inhomogeneous broadening of the blue-emission band in the luminescence spectrum of nominally
undoped gallium nitride films grown on substrates of sapphire with orientation (0001) and silicon with orien-
tation (001) using chemical vapor deposition is observed. Studies of the emission spectra under different con-
ditions of excitation of GaN films made it possible to detect three elementary bands with peaks at 2.65, 2.84,
and 3.01 eV in the blue region of luminescence of these films at room temperature. Assumptions are made about
the types of intrinsic and impurity defects involved in the formation of various centers in GaN as sources of blue
emission. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The contemporary state of optoelectronics requires
a search for materials with predominant emission in the
blue and ultraviolet spectral regions [1]. Gallium
nitride and solid solutions based on this compound are
now thought to be the most promising for the formation
of structures that emit in these regions of the spectrum.
It is especially important to obtain AlxGa1 – xAs semi-
conductor compounds and the structures based on these
compounds with monochromatic emission in the exci-
tonic region. To this end, it is necessary to obtain thin
films of wide-gap semiconductors with a high crystal
quality, since intrinsic crystal-lattice defects and
uncontrolled impurity donors or acceptors can give rise
to a shift of the edge luminescence to longer wave-
lengths and to broad (inhomogeneously broadened)
emission bands in the so-called impurity region of the
spectrum [2, 3].

Gallium nitride—a direct-gap semiconductor whose
hexagonal modification has a band gap of 3.39 eV—is
the most promising material for fabricating light-emit-
ting diodes and other sources of light in the blue and
ultraviolet regions of the spectrum. Ultraviolet emis-
sion of GaN is caused by excitonic recombination that
involves the free and bound excitons in the hexagonal
phase. According to published data [4, 5], the blue
emission with a peak at 2.7 eV is caused by radiative
recombination within donor–acceptor pairs (DAPs).
The shift of the blue-emission peak to shorter wave-
lengths as the excitation intensity increases is evidence
that the origin of the blue-emission band in the lumines-
cence spectrum is DAP-related. Further evidence for
this origin of blue luminescence is based on the obser-
vation of a line emission spectrum that consists of sep-
1063-7826/04/3809- $26.00 © 21001
arate, closely spaced, narrow lines [6]. As a rule, the
position of the peak and the half-width of the blue-
emission line differ in the various studies published so
far. This circumstance indicates that the blue-emission
band is broadened inhomogeneously, which may be
caused both by the difference in the average distance
between a donor and an acceptor of a pair in the crystal
lattice and by the large number of different types of
donors and acceptors in the samples under study. In
each case, the type of prevailing centers involved in the
blue-emission radiative recombination depends on the
technology used to fabricate the films [7].

In this study, we used optical spectroscopy to
resolve the blue-luminescence band of undoped GaN
films into several elementary components related to dif-
ferent emitting centers.

2. EXPERIMENTAL

The gallium nitride films were synthesized using a
modified chloride–hydride method of chemical vapor
deposition. In contrast to the conventional method, we
used metallic gallium (with 99.999% purity) and ultra-
high-purity ammonium chloride. High-purity nitrogen
(PNG brand) served as the carrier gas. The samples
were grown in a two-zone horizontal quartz reactor.
Gallium heated to a temperature of 400°C interacted
with ammonium chloride in the first zone. The resulting
vapors of gallium trichloride monoammoniate were
transported by nitrogen flow to the second zone, where
these vapors were decomposed with the formation of
gallium nitride. The pyrolysis temperature was 950°C.
Silicon with orientation (111) and sapphire with orien-
tation (0001) were used as substrates. According to the
data of electron microscopy, the GaN films obtained
004 MAIK “Nauka/Interperiodica”
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had a polycrystalline structure with average sizes of
separate crystallites of about 0.4 µm and with clearly
pronounced crystal faces. The films had n-type conduc-
tivity with rather low resistivity (10 Ω cm).

The luminescence was excited using either a Photo-
nics LN 1000 nitrogen laser (wavelength 337.1 nm,
pulse width 0.6 ns, and energy in a pulse 1.4 mJ) or a
tunable xenon-lamp emission passed through a mono-
chromator. Luminescent emission from the sample was
collected perpendicularly to the surface of the sample
using an optical waveguide positioned 10 mm from the
surface, and it was analyzed using a Jobin-Yvon
HR460 spectrometer and a PM Hamamatsu R5600U
multichannel detector. The photoluminescence (PL)
spectra of GaN films were recorded with the films
placed in an optical cryostat at 80 and 300 K.

3. RESULTS AND DISCUSSION

Two typical PL spectra of the studied GaN films
grown on silicon and sapphire substrates are shown in
Fig. 1; the spectra were recorded with the PL excited by
a nitrogen laser. As can be seen from Fig. 1 (curves 1,
2), two peaks at 2.85 and 3.0 eV, as well as a long-wave-
length shoulder at 2.68 eV, can be recognized in the PL
spectrum measured at room temperature, irrespective
of the substrate used in the synthesis of the film. A
decrease in the measurement temperature to 80 K
(Fig. 1, curve 3) leads to a considerable shift of the
short-wavelength peak to 3.05 eV and to an increase in
the intensity of all bands. Note immediately that the
complex structure of the blue-emission band in the PL
spectrum of GaN films is not caused by the interference
of light at the film boundaries. The point is that the sam-
ples under consideration had a developed grain struc-
ture that gave rise to pronounced scattering of light. As
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Fig. 1. Spectra of photoluminescence excited by a nitrogen
laser for GaN films grown on Si (curve 1) and sapphire
(curve 2) substrates; the spectra were measured at tempera-
ture T = 300 K. Curve 3 shows the spectrum measured at
T = 80 K for a GaN film grown on a sapphire substrate.
a result, the films appeared matte to the eye, and there
was no interference in the films. The aforementioned
special features of the PL spectra cannot be attributed
to phonon replicas of the short-wavelength peak
because of the large (compared to the energies of
phonons) spacing between the peaks. The temperature
dependence of the energy positions of the blue-emis-
sion peaks (curves 2, 3) is indicative of differences
between corresponding centers of radiative recombina-
tion.

In order to resolve the complex blue-emission band
in GaN into elementary components, we studied the
dependence of the shape of the PL-spectrum on the
intensity of the laser-induced excitation (Fig. 2). It can
be seen that the band with a peak at 2.85 eV is prevalent
in the PL spectrum at the highest excitation intensity
(curve 1).

As a result of the decrease in the intensity of PL
excitation by the nitrogen laser by two orders of magni-
tude (Fig. 2, curve 5), the short-wavelength peak at
3.0 eV becomes prevalent in the PL spectrum and the
long-wavelength shoulder in the emission curve almost
disappears. Such behavior of the blue luminescence in
GaN films indicates that there are at least three elemen-
tary components in the PL spectrum. If these elemen-
tary bands do not overlap at any wavelength (all three
bands simultaneously), we can use the Alentsev–Fok
mathematical procedure to separate these bands in the
spectrum. However, we used a purely experimental
spectral method of selective excitation of elementary
bands to resolve these bands in the complex spectrum.
The point is that different emitting centers necessarily
have dissimilar excitation spectra. Therefore, the use of
a tunable xenon-lamp emission that is passed through a
monochromator makes it possible to excite a fraction of
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Fig. 2. Photoluminescence spectra of a GaN film grown on
a Si substrate with orientation (111) for intensities I of exci-
tation radiation of a nitrogen laser; I = (1) I0, (2) 0.47I0,

(3) 0.31I0, (4) 0.12I0, and (5) 0.01I0 (here, I0 = 2 MW/cm2

is the highest peak intensity). The spectra were measured at
T = 300 K.
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the luminescent centers rather than all of them (as in the
case of band-to-band excitation by a nitrogen laser).

As a result, the blue-emission band in the GaN lumi-
nescence spectrum may become narrower owing to the
disappearance of some components of the emission
bands in this spectrum (Fig. 3). It can be clearly seen
that a decrease in the energy of the excitation photons
leads not only to a variation in the ratio between the
intensities of the blue-emission bands, but also to the
complete disappearance of the short-wavelength band
when the PL is excited with 3.1-eV photons (curve 4).
This behavior is related to the fact that excitation of gal-
lium nitride films by photons with energies lower than
the band-gap energy induces the onset of selective
direct excitation of particular emitting centers. If the
excitation-photon energy is decreased further, recombi-
nation involving only specific centers proceeds, and
only the emission bands related to these centers appear
in the corresponding PL spectra. For example, only two
blue-emission bands with peaks at 2.68 and 2.85 eV are
involved in the formation of spectrum 4. In this case, by
subtracting spectrum 4 from spectrum 3 normalized to
the peak at 2.85 eV, we can obtain the elementary short-
wavelength spectral component with a peak at 3.01 V
(Fig. 4, curve 2). Similarly, subtracting curve 2 from
curve 3 (Fig. 3) yields the long-wavelength component
of the blue-emission band of GaN films; this compo-
nent is peaked at 2.65 eV (Fig. 4, curve 3). Finally, sub-
tracting the previously found short- and long-wave-
length bands (curves 2, 3) from the PL spectrum under
excitation with the light of a xenon lamp with a photon
energy of 3.31 eV (Fig. 4, curve 1) yields the third ele-
mentary band of blue luminescence with a peak at
2.84 eV (Fig. 4, curve 4). Thus, Fig. 4 represents the
resolution of the blue-emission luminescence band for
GaN film into three elementary components caused by
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Fig. 3. Photoluminescence spectra of a GaN film grown on
a sapphire substrate with orientation (0001) for energies of
excitation photons equal to (1) 4.96, (2) 3.57, (3) 3.31, and
(4) 3.1 eV. A xenon lamp was used for excitation. The spec-
tra were measured at T = 300 K.
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different recombination centers in undoped gallium
nitride.

As mentioned above [5–8], the blue emission from
gallium nitride is mostly related to radiative recombina-
tion within DAPs, where intrinsic (nitrogen vacancies)
or extrinsic (for example, silicon or chlorine atoms)
defects act as donors. In the GaN films under study, the
presence of donors is also indicated by the rather low
resistivity of the material (10 Ω cm). It is notable that
nitrogen vacancies are caused by deviation of the film’s
composition from the stoichiometry, whereas the sili-
con impurity can appear from the quartz tubes used in
the growth process and the chlorine impurity can be
introduced from the gas used as the carrier in the chlo-
ride–hydride method of CVD. Note that, according to
the results obtained in this study (Figs. 1, 2), the short-
wavelength band with a peak at 3.01 eV has tempera-
ture and excitation-intensity dependences that differ
from those of the other three blue-emission bands. For
example, the bands with peaks at 2.65 and 2.84 eV shift
by 0.01–0.02 eV to longer wavelengths when the tem-
perature is decreased to 80 K, whereas the band peaked
at 3.01 eV shifts by 0.05 eV (Fig. 1). In this case, the
small temperature-related shifts of the position of the
band peak are characteristic of radiative recombination
involving donor–acceptor pairs. The recombination of
excited electrons from the conduction band at an accep-
tor level is more dependent on temperature. In our opin-
ion, the peak located at the shortest wavelength among
all the observed PL peaks corresponds to the latter type
of recombination. The other two peaks can be attributed
to DAP-related emission.

Our previous studies [8, 9] of the effect of annealing
in an activated nitrogen atmosphere on the emission
spectrum of gallium nitride show that the doubly
charged gallium vacancy is most likely the acceptor
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Fig. 4. (1) Photoluminescence spectrum of a GaN film
grown on a sapphire substrate with orientation (0001); the
photoluminescence was excited by the light of a xenon lamp
with a photon energy of 3.31 eV. Curves 2, 3, and 4 repre-
sent the resolution of spectrum 1 into elementary compo-
nent bands. The spectrum was measured at T = 300 K.
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involved in the formation of blue-emission centers. The
singly charged state of this vacancy gives rise to the
centers of ultraviolet edge luminescence. If we assume
that the short-wavelength luminescence band with a
peak at 3.01 eV is related to the transition of electrons
from the conduction band to the level of the gallium
vacancy, the position of this level in reference to the
valence band will be EV + 0.38 eV. This result agrees
well with the data reported by Boguslavsky et al. [10].
The origin of donor defects involved in the formation of
DAPs that are responsible for elementary blue-emis-
sion bands with peaks at 2.65 and 2.84 eV can be
related either to intrinsic defects (nitrogen vacancies) or
to the silicon and chlorine impurities that enter the GaN
films uncontrollably during synthesis.

4. CONCLUSION

Thus, the studies of emission spectra of GaN films
at various intensities and wavelengths of optical excita-
tion showed that the emission bands were broadened
inhomogeneously. Selective optical spectroscopy in the
blue region of emission of undoped GaN films was used
to separate three elementary luminescence bands with
peaks at 2.65, 2.84, and 3.01 eV. It was also shown that
different mechanisms of radiative recombination give
rise to the above photoluminescence bands. The bands
with peaks at 2.65 and 2.84 eV are related to the recom-
bination of charge carriers within the donor–acceptor
pairs, whereas the short-wavelength band with a peak at
3.01 eV is related to the recombination of electrons
from the conduction bands at the acceptor level of gal-
lium vacancy VGa.
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Abstract—A new method for determining the bulk lifetime of minority carriers in single-crystal silicon ingots
is proposed. A photoconductivity signal measured at a microwave frequency and normalized to its initial value
is compared with the results of calculating the total number of excess charge carriers N(t)/Nst, where Nst corre-
sponds to the quasi-steady-state photoconductance. The location of the point of intersection of the photocon-
ductivity-relaxation curve and the dependence N(t = τ)/Nst determines the bulk lifetime τ = τv . The measure-
ments were performed on silicon ingots with different resistivities grown by crucibleless zone melting and the
Czochralski method. The experimental data obtained agree well with the results of calculation. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The quality of Si single crystals is controlled by the
lifetime of minority carriers. This parameter is more
sensitive to defects than resistivity and carrier mobility.
In high-quality undoped silicon ingots, the minority-
carrier lifetime τ ≥ 1 ms. Significantly smaller values of
τ indicate either the poor quality of the initial material
or violation of the crystal-growth conditions. There-
fore, a fairly simple and reliable method should be used
for determining the minority-carrier lifetime directly in
the grown ingots, without cutting wafers and preparing
samples with ohmic contacts to measure photoconduc-
tivity.

In Si ingots with resistivity ρ = 0.5–500 Ω cm, the
minority-carrier lifetime τ is measured by conductivity
modulation at a point contact [1]. When certain require-
ments are satisfied that make it possible to disregard the
effects of surface recombination and diffusion of minor-
ity carriers, the measurement error should not exceed
±20% for τ ≥ 2.8 µs for p-Si ingots and τ ≥ 7.7 µs for n-Si
ingots (GOST [State Standard] 19658-81).

As is well known, the minority-carrier lifetime can
be determined using contactless (optical and micro-
wave) methods based on the absorption of electromag-
netic energy by free charge carriers. The optical method
was proposed almost 50 years ago [2]. In this method,
minority carriers generated by a pulse of visible light
are analyzed using IR light. The optical method based
on lasers is now used to measure the parameters of Si
wafers with scanning and computer processing of the
measurement results. This technique and the results of
measurements were reported in [3, 4], where a solid-
1063-7826/04/3809- $26.00 © 1005
state pulsed laser (λ = 1.064 µm) was used to generate
minority carriers and a gaseous laser (λ = 3.39 µm) was
used for probing. In [5], a source of light with very low
absorption was used to generate minority carriers: a

solid-state laser operating on enters in LiF (λ =
1.17–1.18 µm). The low absorption of light made it
possible to measure the carrier lifetimes almost at any
point of the ingot bulk (infrared tomography). How-
ever, such systems are fairly expensive and their appli-
cation is reasonable only in particular cases when a Si
ingot of high structural quality and volume homogene-
ity is required.

The method in which microwave frequencies are
used to study photoconductivity in germanium and sil-
icon was proposed more than 40 years ago [6, 7]. Since
that time, a large number of studies have been pub-
lished that consider the possibilities and advantages of
the microwave method for studying the properties of
semiconductors and semiconductor structures. We refer
here only to [8–12], where the theory of microwave
measurements and the methods for determining the
minority-carrier lifetime with regard to surface recom-
bination in Si wafers were studied in considerable
detail. The use of microwave oscillators based on Gunn
diodes and semiconductor light-emitting diodes
(LEDs) (light sources) made it possible to develop
compact inexpensive systems for express control of the
minority-carrier lifetime, which can also be used in
production conditions. For example, the standard
ASTM F 1535-94 for the microwave method of mea-
suring the recombination lifetime in Si wafers has been
developed in the United States. This standard describes
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the measurement procedure and lists the requirements
for the treatment and preparation of the wafer surface.
A supplement to this standard (ASTM STP 1340) was
published in 1998.

We should note that the microwave method has a
higher sensitivity than the optical method based on the
absorption of IP light by free carriers. For example, for
high-resistivity (>100 Ω cm) Si wafers, the microwave
method allows one to measure minimum drops in con-
centration up to ∆nmin = 4 × 109 cm–3 [10], while the
limit for the optical method is ∆nmin ≈ 1011 cm–3 [3].
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Fig. 1. Schematics of the setups for measuring the photo-
conductivity of Si ingots by recording microwave power in
(a) reflection and (b) transmittance modes.
In this study, we analyze the microwave method as
applied to determining the minority-carrier lifetime in
Si ingots: at faces of the ingot and on different parts of
the lateral surface along the axis of the ingot. A new
technique is proposed for determining the minority-car-
rier lifetime by measuring the photoconductivity relax-
ation signal upon generation of minority carriers by a
fairly long pulse of light with a small absorption coeffi-
cient (α ≈ 10 cm–1). For theoretical analysis, this is the
case of a semi-infinite sample, and, if minority carriers
are located at a sufficiently large distance from the sur-
face, the effect of surface recombination decreases.
Theoretically, even for a short light pulse, the photo-
conductivity relaxation time becomes similar to the
bulk lifetime when a fairly long time passes after the
pulse. However, the signal magnitude in this case
becomes lower than the noise level in the microwave
measurements, and τ cannot be reliably determined.

The effect of surface recombination can be disre-
garded when a pulsed source of light with low absorp-
tion and a quasi-steady mode of photoconductivity
(until the end of the pulse) are used. In this case, the
photoconductivity relaxation cannot be described by
one exponential function either, but, comparing the cal-
culated dependence of the total number of minority car-
riers with the measured photoconductivity signal
obtained with a long light pulse, one can easily deter-
mine the minority-carrier lifetime. Microwave mea-
surements were carried out and the minority-carrier
lifetime determined for Si ingots of different resistivity.
For ingots with ρ < 500 Ω cm, the results obtained by
the method proposed have been compared with the data
obtained by the method of conductivity modulation in
the point contact [1].

2. MEASUREMENT OF MICROWAVE 
PHOTOCONDUCTIVITY AND DETERMINATION 

OF MINORITY-CARRIER LIFETIME

Schematics of the systems for measuring pulsed
photoconductivity of Si ingots are shown in Fig. 1. A
sample (ingot face) is pressed against a waveguide. The
microwave power reflected from the sample passes
through a circulator and is measured by a microwave
detector (Fig. 1a). The surface of the sample in the
waveguide is illuminated through a small aperture at a
bend in the waveguide by an LED connected to a pulsed
oscillator. A microwave source with an output power of
20–30 mW at a frequency of 9.4 GHz makes it possible
to obtain a pulsed PL signal with an amplitude of sev-
eral tens of millivolts at the output of the microwave
detector, i.e., to observe a photoconductivity signal on
the screen of a pulsed oscilloscope without amplifica-
tion. For undoped ingots with a resistivity ρ > 100 Ω cm,
microwave power passed through an ingot can be mea-
sured (an ingot is clamped between two coaxial
waveguides in this case) (Fig. 1b). Using a matching
transformer, one can also obtain a sufficiently high pho-
SEMICONDUCTORS      Vol. 38      No. 9      2004
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toconductivity signal at the microwave-detector output
to observe it on the oscilloscope screen.

The schematic shown in Fig. 1a was considered the-
oretically in [8] and subsequent studies [9, 11] for a
sample in a waveguide. This analysis can be applied to
a system consisting of a thin plate pressed against the
waveguide and a metal reflector behind the plate, with
a variable distance between them [10, 11]. A simple
analysis for a high-resistivity Si wafer with a quarter-
wave short circuit was also performed in our previous
study [13].

In our case, when the thickness of the sample is
comparable with the microwave wavelength or exceeds
it, theoretical analysis of microwave measurements
becomes much more difficult. Below, we will dwell
briefly only on certain features that must be taken into
account in analyzing microwave measurements of pho-
toconductivity. The propagation constant for a high-
resistivity semiconductor is γ = a + ib, where the damp-
ing constant a and the phase constant b are determined
by the approximate relations [7]

(1)

(2)

where εr is the semiconductor permittivity and λ is the
microwave wavelength. The damping constant deter-
mines the penetration depth of the microwave field in
the semiconductor, i.e., the skin depth:

In undoped silicon, ρ > 100 Ω cm, εr = 12, and the skin
depth δ > 18.3 mm. Light-generated minority carriers
are located in the region determined by the diffusion

length LD = , which, even at lifetimes τ ≥ 1 ms,
does not exceed several millimeters. This circumstance
means that the conductivity inhomogeneity ∆σ(z, t) and
the inhomogeneity of the microwave field E(z) must be
taken into account in calculations. Within the theory of
microwave measurements considered in [8–12], we
analyze the case when a relative change ∆P/P in the
microwave power reflected from the illuminated sur-
face of a semiconductor is determined as

(3)

where A(z) is the sensitivity coefficient, which is pro-
portional to the squared amplitude of the microwave
field.

When the surface recombination velocity is low, the
spatial distribution of minority carriers practically does
not change with time, and one may suppose that the
pulse photoconductivity signal corresponds to the relax-
ation of the total number of minority carriers, which is
determined after a light pulse as N(t) ∝  exp(–t/τ). How-
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ever, in reality, the surface recombination velocity is
high, the peak of the minority-carrier concentration
shifts into the bulk of the sample, and the photoconduc-
tivity-relaxation time continuously changes. At an
instant t after a short light pulse, we have [14]

The bulk lifetime is approximately equal to the photo-
conductivity relaxation time when t ≥ 5τv. In addition,
when there is a significant change in the spatial distri-
bution of minority carriers (a shift of the peak) in a
highly inhomogeneous microwave field, the relaxation
of the photoconductivity signal does not correspond to
the time dependence of the total number of minority
carriers after the light pulse. Calculating the distribu-
tion of minority carriers at different instants of time
[14] and using Eq. (3), one can simulate this effect on a
computer.

In order to reliably determine the minority-carrier
lifetime, one has to find the theoretical time depen-
dence of the total number of minority carriers when the
sample is exposed to pulsed illumination. A general
solution to the continuity equation, which determines
the change in the minority-carrier concentration during
the light pulse and after the pulse, has not been
obtained. For a low injection level (linear recombina-
tion), with regard to the diffusion and the surface
recombination, this solution was obtained for the first
time by Lashkarev et al. [15] for a semi-infinite sample.

The total number of minority carriers is determined
by the equation

(4)

where η is the quantum yield of internal photoioniza-
tion; R is the reflection coefficient; I and α are the inten-
sity and the absorption coefficient of light incident on
the semiconductor, respectively; D is the bipolar diffu-
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sion coefficient; τ is the minority-carrier lifetime; and
S is the recombination rate.

Analysis of Eq. (4) shows that, at S = 0, as well as

when  ! 1, the time dependence of the total
number of minority carriers after the light pulse, and,
accordingly, the photoconductivity relaxation, is
described by an exponential function. It is difficult to
implement these cases in practice for high-resistivity Si
ingots with a long lifetime. However, when the light
absorption coefficient is sufficiently low (α ≈ 10 cm–1),
it is easy to implement the case when αD/S ! 1 and
S2/D @ 1/τ. These conditions allow us to disregard the
second term in Eq. (4) and obtain the following calcu-
lation formulas for normalized values of the total num-
ber of minority carriers:

(5)

during the light pulse from t = 0 to t = tpulse and

(6)

α Dτ
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----------
1 e

t
τ
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t
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1 α Dτ–
----------------------------------------------------------------------------------------------------------≈
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Fig. 2. Calculated dependences of the total number of
minority carriers N(t)/Nst (a) during a light pulse (0 < t <
tpulse) and (b) after the pulse (t' > t – tpulse) for the minority-
carrier lifetime τ = (1) 1 and (2) 5 ms. Dependences (3) are
calculated for t = t' = τ. The diffusivity D = Dp = 13 cm2/s
and α = 10 cm–1.
after the pulse at t' > t – tpulse.
Nst is the value of N(t) at t  ∞, i.e., the total num-

ber of minority carriers at the end of a long light pulse,
when saturation and transition to steady-state photo-
conductivity are observed.

Using Eqs. (5) and (6), one can calculate the nor-
malized values of N(τ)/Nst at t = τ and t' = τ.

During the pulse (t ≤ τpulse),

(7)

and, after the pulse (t ≥ τpulse),

(8)

Note also that the function W(α ) = W(u) =
exp(u2)[1 – erf(u)], where erf(u) is the probability inte-
gral.

Figure 2 shows the dependences calculated for the
two lifetimes: τ = 10–3 and 5 × 10–3 s at D = Dp =
13 cm2/s and α = 10 cm–1.

The dependences calculated by formulas (5) and (7)
(Fig. 2a) and by formulas (6) and (8) (Fig. 2b) and plot-
ted on the same time scale intersect each other. The
point of their intersection determines the bulk lifetime
of minority carriers. This circumstance means that,
comparing a normalized measured signal of photocon-
ductivity relaxation ∆U(t)/∆U(tpulse) with the result of
calculation by formula (8), one can determine the bulk
lifetime of minority carriers from the point of intersec-
tion. It also follows from Fig. 2a that the mode of
steady-state or quasi-steady-state photoconductance
(i.e., N(t)/Nst ≈ 1) is obtained at t * 5τ. Thus, at τ =
5 ms, the duration of the light pulse should be no less
than 25 ms. One should also note that, with an increase
in the minority-carrier lifetime, the difference between
the values determined by the conventional technique
from the decrease by a factor of e (τv = τ1/e) and our
measurements (Fig. 2b) increases. For example, for τ =
1 and 5 ms, this difference is ~25 and 78%, respec-
tively.

3. RESULTS OF MEASUREMENTS
OF MICROWAVE PHOTOCONDUCTIVITY 

IN Si INGOTS

Measurements of photoconductivity in n-Si ingots
with different resistivities ρ (from 4.5 to 1000 Ω cm or
higher) were performed on the microwave setup
described in our previous research [13]. A prototype of
an LED with λ ≈ 1.064 µm was used as the pulsed light
source.

Figure 3 shows the results of microwave measure-
ments of the minority-carrier lifetime for a high-resis-
tivity (1640 Ω cm) Si ingot with a diameter of 76 mm
and a length of 72 mm. The measurements were per-
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formed according to the schematic shown in Fig. 1b;
waveguides with a cross section of 10 × 23 mm2 were
pressed against the ingot faces. The matching trans-
former was tuned to the maximum photoconductivity
signal. At the end of a pulse (τpulse = 30 ms), the pulse
amplitude was ~93 mV. To compare the experimental
data with the results of calculation, the measured signal
was normalized: during the pulse up to t = 20 ms and
after the pulse. The lifetime t = τ was determined at the
points of intersection with the values calculated by for-
mulas (7) and (8). In Fig. 3, the calculated values are
shown by segments in the vicinity of t ≈ τ. The results
of the calculations by formulas (5) and (6) for D = Dp =
13 cm2/s, α = 10 cm–1, and τ = 9.5 ms agree well with
the experimental data. Certain discrepancies observed
at the beginning of the relaxation process (at t & 4 ms)
are apparently due to the effect of spatial inhomogene-
ity of the microwave field, as was noted above.

The results of microwave measurements of the pho-
toconductivity relaxation using light pulses of different
duration are shown in Fig. 4 for an n-Si ingot with a
resistivity of 2760 Ω cm. A portion of the ingot
14.5 mm long and 80 mm in diameter was installed at
the open end of the waveguide, and a reflector (a metal
plate) was mounted on the upper face. The skin depth δ
was about 50 mm; thus, a significant fraction of the
microwave power was reflected to form a spatial inho-
mogeneity of the field E(z) along the length of the sam-
ple. In our case, the distribution of the microwave field
will be such as to make the peak of minority carriers
diffuse to the region of stronger field, and the effect of
the microwave-field inhomogeneity will be negligible
at long pulse durations. As can be seen from Fig. 4, the
photoconductivity-relaxation curves differ significantly

2018161412108642
t, ms
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0.8

0.6

0.4

0.2

0

N(τ)/Nst

1

2
N(τ)/Nst

IPC, arb. units

Fig. 3. Pulsed photoconductivity signal IPC and its relax-
ation measured from the change in the transmitted micro-
wave power under pulsed illumination of an n-Si ingot (ρ =
1640 Ω cm, diameter 76.5 mm, length 71.5 mm). The pulse
duration is τpulse = 30 ms. The calculated dependences
N(t)/Nst (solid lines) are obtained at τ = 9.5 ms, D =

13 cm2/s, and α = 10 cm–1 from expressions (5) and (6)
(curves 1 and 2, respectively). The values of N(t)/Nst are cal-
culated according to (7) and (8) (upper and lower straight
segments, respectively).
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at pulse durations below 10 ms but almost coincide at
tpulse ≥ 10 ms. In this case, the calculation formulas can
be used at tpulse > 10 ms and the found value of the life-
time τ = 2.25 ms corresponds to the region where the
measured signal (at pulse duration tpulse = 0.1 ms) does
not exceed 2% of the initial value (Fig. 4, curve 1). This
fact once again confirms that the method proposed can
be used when the condition tpulse > 5τ is satisfied.

The microwave measurements were performed with
a large number of high-resistivity Si ingots grown by
crucibleless zone melting and a few ingots grown by
the Czochralski method. In our opinion, interesting
results were obtained for a KÉF-4.5 (n-Si:P with a
resistivity of 4.5 Ω cm) ingot (see Fig. 5).

At τ = 0.5 ms, D = 12 cm2/s, and α = 10 cm–1, the
calculated dependence agrees well with the experiment,
especially at t > 0.5 ms. At t < 0.5 ms, the falloff of the
experimental curve is clearly sharper than that of the
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Fig. 4. Photoconductivity relaxation (microwave measure-
ments) for light pulses (α ≈ 10 cm–1) of duration tpulse =
(1) 0.1, (2) 1, (3) 10, and (4) 100 ms in a portion of an n-Si
ingot (ρ = 2760 Ω cm, diameter 80 mm, length 14.5 mm).
The measurement scheme is shown in Fig. 1a; the metal
reflector is at the upper face.
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Fig. 5. Photoconductivity relaxation (microwave measure-
ment) for a KÉF-4.5 (n-Si:P with a resistivity of 4.5 Ω cm)
ingot. The calculated dependence N(t)/Nst (solid line) is
obtained for τ = 0.5 ms, α = 10 cm–1, and D = 12 cm2/s.
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theoretical dependence N(t)/Nst (see also Fig. 3).
Apparently, the reason for this discrepancy is not only
in the surface recombination but also in the microwave
field inhomogeneity, as was mentioned above. At ρ =
4.5 Ω cm, the skin depth at a frequency of 9.4 GHz is
~1.3 mm and, therefore, the peak of minority carriers
will shift to the region of weaker field E(z), which
enhances the photoconductivity relaxation.

The choice of the light source for the generation of
minority carriers is important for the reliable determi-
nation of their lifetime. This statement is illustrated by
the results of measurements shown in Fig. 6. The posi-
tion of the Si ingot with ρ = 230 Ω cm was not changed
and the light spot was in the central area of the ingot
face pressed against the waveguide (Fig. 1a). When an
LPI-12 semiconductor laser with short light pulses was
used (tpulse = 0.15 µs, λ ≈ 0.91 µm, intensity up to

3.02.52.01.51.00.5
t, ms
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0.6
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0.50

0.25

0

IPC, arb. units

1
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1

Fig. 6. Photoconductivity relaxation (microwave measure-
ments) for different light sources used to generate minority
carriers: (1) an LPI-12 semiconductor laser (τpulse = 0.15 µs,
λ ≈ 0.91 µm; see inset); (2) an AL 123A LED (τpulse = 10 ms,
λ ≈ 0.94 µm); and (3) a semiconductor laser (τpulse = 10 ms,
λ ≈ 1.064 µm).

Table 1

Ingot
no.

Cone Tail

ρ, Ω cm τ1/e, ms τv , ms ρ, Ω cm τ1/e, ms τv , ms

Ap231 2210 6.1 9.2 1250 7 11.2

(4.1) (6.7) (7.5) (12.5)

Ap232 1860 9.8 17 660 5.5 7.5

(8.2) (13.5) (6) (10)

Ap233 3140 10.7 17.8 2110 7.5 14

(3.2) (5.5) (8) (14)

Ap234 1840 6.5 11.2 1780 4.8 8

(6) (11) (4.5) (7)

Note: The values obtained from microwave measurements after
scalping of ingots are given in brackets.
10 W/cm2), a very fast photoconductivity relaxation
was observed (Fig. 6, curve 1 and inset). The effect of
surface recombination was very significant in this case,
and the time constant τ1 was 80 µs. As was noted above,
the effect of surface recombination can be minimized
by carrying out measurements when the photoconduc-
tivity signal decreases to about 1% of the initial value
[14–16]. Such a decrease was not observed in our
experiments (Fig. 6), apparently because, when an
ingot is cut, a damaged layer is formed with a high den-
sity of defects. Measurements with a polished sample
showed that, in the region of falloff by less than 3%, it
is possible to determine τ ≈ 1 ms, which is close to the
bulk lifetime of minority carriers (1.25 ms). When an
AL-123A LED (λ ≈ 0.94 µm, tpulse = 10 ms) is used,
photoconductivity relaxation is observed even in the
range below 2 ms (Fig. 6, curve 2). Finally, when we
used an LED operating at λ ≈ 1.064 µm with tpulse =
10 ms, the photoconductivity relaxation was observed
in the range below 5 ms (curve 3) and the minority-car-
rier lifetime was determined as τ = 1.25 ms. For curve 2,
the point of intersection was found using the curve
N(t)/Nst calculated for D = 13 cm2/s and α = 190 cm–1.
The value obtained (τ = 0.78 ms) is significantly
smaller than that for curve 3. The value of τ determined
theoretically from the point of intersection should be
the same at α = 10 and 190 cm–1 since the conditions
αD/S ! 1 and S2/D @ 1/τ are satisfied at high surface
recombination velocities (S ≥ 104 cm/s).

The above method for determining the minority-car-
rier lifetime in Si ingots makes it possible to carry out
rapid analysis immediately after growth of the ingot
before cutting off the cone and the tail and scalping
(which is required to equalize the diameter of the
ingot). The results of measurements for four high-resis-
tivity Si ingots from the same set grown by crucibleless
zone melting on an FZ-20 growth system at the Institute
of Semiconductor Physics (Siberian Division, Russian
Academy of Sciences) are listed in Table 1. The micro-
wave measurements were performed according to the
schematic shown in Fig. 1b at the two ingot faces
before and after scalping.

It can be seen from the data of Table 1 that all the
ingots studied have rather high quality (τv * 5 ms), but
there is also a significant spread of the values of τv both
for the opposite faces of an ingot and from ingot to
ingot, although the same initial material (polysilicon)
and the same growth technique were used. The values
of τ1/e listed in Table 1, as was mentioned above, are
clearly smaller than τv. However, on the whole there is
a correlation between these values, and for simplicity
the conventional method for determining τv from the
decrease in the photoconductivity signal by a factor of
e can be used in rapid analysis.

The ingots were subjected to neutron transmutation
doping, after which τv was measured by modulating the
conductivity in the point contact, and the results were
compared with the data obtained by the microwave
SEMICONDUCTORS      Vol. 38      No. 9      2004
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method. The data for six ingots are listed in Table 2.
The values of τv measured by modulating the conduc-
tivity are even smaller than τ1/e, while the values of τv
obtained from the microwave measurements exceed τ1/e
by a factor of 3–4. It should be noted that, in the mea-
surements by modulating conductivity in the point con-
tact, the surface of the ingot’s face was not ground and
the smaller values of τv may be due to the presence of a
damaged layer formed during cutting. However, this
question requires special research, like the question of
the possible replacement of the method documented by
GOST 19658-81 with the microwave method proposed
here.

4. CONCLUSIONS

A new method for determining the minority-carrier
lifetime in Si ingots from microwave measurements of
pulsed photoconductivity is proposed. The known solu-
tion of the one-dimensional continuity equation in the
approximation of linear recombination in a semi-infi-
nite sample is used to calculate the total number of
minority carriers generated by a light pulse. It is shown
that, for sufficiently long light pulses (tpulse ≥ 5τ) with a
low absorption coefficient (α ≈ 10 cm–1), the effect of
surface recombination can be disregarded and a good
agreement between the time dependence of the total
number of minority carriers and the measured photo-
conductivity signal can be obtained. This statement is
confirmed by the microwave measurements performed
with portions of n-Si ingots with different resistivities.
The bulk lifetime τv is determined from the point of

Table 2

Ingot
no.

ρ,
Ω cm

MCPC
method** Microwave measurements

, µs τ1/e, µs τv , µs

Cone Tail Cone Tail Cone Tail

F224 40 170 200 340 450 460 620

F225(3) 220 150 190 320 430 410 580

F227(1) 220 190 150 500 260 650 330

F227(2) 40 120 150 390 800 500 1140

F227(3) 40 180 200 330 230 420 310

M230 230 190 170 540 275 750 350

  * The average values were determined from measurements at
three points: in the center and on the opposite faces of the ingot.

**  MCPC denotes modulating conductivity in the point contact;

τv*
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intersection of the measured photoconductivity-relax-
ation curve with the calculated time dependence N(t =
τ)/Nst obtained for the given values of the absorption
coefficient and the minority-carrier diffusivity. The
experiments were carried out using two modes of
microwave measurements: the detection of transmitted
microwave power for high-resistivity Si ingots and the
measurement of reflected microwave power using a cir-
culator for ingots with ρ < 1000 Ω cm.

The proposed method of microwave measurements
of minority-carrier lifetimes can be used for rapid anal-
ysis of the quality of undoped Si ingots to optimize the
growth conditions and to certify doped ingots instead of
the method of modulating conductivity in a point con-
tact.
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Abstract—The results of spectral ellipsometric studies of a complex multilayer system consisting of a Si sub-
strate, a SiO2 layer, and a layer of polycrystalline Si are reported. A method for analysis of the multilayer struc-
ture is suggested; the method is based on a heavy dependence of experimental data of spectral ellipsometry on
the depth of penetration of probing radiation at various wavelengths in the visible region of the spectrum. The
actual structure of the system and the parameters of the layers are determined. Processing the ellipsometry data
made it possible to identify a natural rough surface oxide SiO2 layer and also a transition layer at the interface
between the layer of polycrystalline Si and the layer of natural oxide. The composition and thickness of these
layers are determined. It is shown that the deposited Si layer consists of a mixture of the crystalline and the
amorphous phases; the percentage of these phases is determined. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, interest in multilayer coatings based on
silicon is primarily related to the development of nano-
technologies that form the basis of contemporary
microelectronics. At the same time, it is undoubtedly
necessary to refine our fundamental ideas about the
actual structure of complex multilayer systems and the
origin of the surface and transition layers and clarify the
effect of these layers on the properties of the system as
a whole. Crystalline silicon (c-Si) is the main material
in modern microelectronics. Multilayer thin-film struc-
tures containing silicon layers are widely used in inte-
grated electronics [1], in particular, for the production
of integrated circuits and liquid-crystal (LC) displays.
Studies of the origin of transition layers and the effect
of these layers on optical and other properties of multi-
layer solid-state structures are extremely important for
improving the current technology of production of
these structures. Systematized data in this field of
research are lacking. All the above facts prompted us to
undertake this study, whose aim was to clarify the ori-
gin of the surface and transition layers in a complex
multilayer system that consisted of a c-Si substrate, a
SiO2 layer, and a film of polycrystalline Si (poly-Si);
this system is used in the production of LC displays.

2. TECHNOLOGY OF FORMATION OF A 
SYSTEM CONSISTING OF A c-Si SUBSTRATE, 

A SiO2 LAYER, AND A POLY-Si FILM

Typically, a layer of amorphous silicon (a-Si) is
deposited onto a glass-substrate surface in order to
form thin-film transistors. It is tempting to form control
microcircuits in the same system. Unfortunately, sili-
con in the amorphous phase does not possess the requi-
site properties for the formation of complex logic cir-
1063-7826/04/3809- $26.00 © 21012
cuits. Polycrystalline silicon can be considered a com-
promise between amorphous and crystalline silicon; the
technology of formation of poly-Si is much simpler
than that of single-crystal silicon. However, there are
also a number of problems here. The amorphous phase
is also formed during production of polycrystalline sil-
icon; the proportion of c-Si and a-Si depends heavily on
the deposition temperature. The system considered in
this study belongs to precisely this type of system.

Crystalline silicon c-Si is used as the material for
substrates in the production of semiconductor inte-
grated circuits (ICs). Layers are formed on the Si sub-
strates after mechanical lapping and polishing. Oxida-
tion is one of the main processes in the production of
ICs. Silicon dioxide SiO2 is a very stable material; it is
used as the mask in the formation of the IC pattern and
is grown in an atmosphere of oxygen or an atmosphere
of water vapor according to one of the following reac-
tions:

Si + O2  SiO2,

Si + 2H2O  SiO2 + 2H2.

At present, much attention is being given to study-
ing the properties and origin of the interfacial layer
between crystalline c-Si and its oxide (natural or depos-
ited thermally). This interest is caused not only by the
wide practical use of these structures but also by the
fact that the c-Si–SiO2 structure is the simplest semi-
conductor–oxide system that can be treated from the
fundamental standpoint.

In order to attain the desired parameters of ICs, it is
necessary to have thorough knowledge of the system
characteristics, such as the thickness of the layers and
their composition and the quality of the surface and the
interfaces between the phases. The Si–SiO2 system
deserves the most attention among the materials for
004 MAIK “Nauka/Interperiodica”
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microelectronics. Specifically, ellipsometric measure-
ments showed that the effective refractive index of SiO2
increased with decreasing film thickness, which was
related to the existence of a transition region (interface)
at the Si–SiO2 boundary [2]. In modern devices, the
thickness of the natural oxide SiO2 film is &5 nm. It is
still unclear whether it is important to take into account
the transition region and its structure in this case.

In this study, we paid most attention to the c-Si sub-
strate. As is well known [3], optical constants of the Si
substrate depend heavily on the method used for prep-
aration of the surface for measurements of these con-
stants. The substrates were commercial wafers of c-Si
single crystals with orientation (100), p-type conductiv-
ity, and a roughness of ~0.5 nm. Prior to the deposition
of the SiO2 layer, the natural oxide layer was removed
from the Si surface by immersing the sample for a short
time in concentrated hydrofluoric acid.

Polycrystalline Si films were formed using pyrolysis
of high-purity silane (SiH4  Si + 2H2) under condi-
tions of chemical vapor deposition at a low pressure
(0.3 Torr) and temperature T = 635°C in a system pro-
duced by Sematech and Prometrix. The films were
formed on silicon wafers 150 mm in diameter; the
wafers were preliminarily coated with a thermally
deposited layer of amorphous SiO2 31.1 nm thick. The
poly-Si films were not doped. The deposition tempera-
ture was chosen so that the formation of large grains of
c-Si and a decrease in the fraction of the a-Si phase
were ensured [4].

3. EXPERIMENTAL

Since the layers under consideration had a thickness
of tens of nanometers or less, we used spectral ellip-
sometry (SE) and cross-sectional transmission electron
microscopy (XTEM) as the main experimental meth-
ods. The use of SE in quantitative studies of a multi-
layer silicon system is based physically on the strong
dependence of the penetration depth of probing radia-
tion on the wavelength. The study includes a simulation
of the system under consideration in order to interpret
the SE data and compare them to the XTEM data. The
parameters of the surface roughness and other structure
parameters (the thickness and composition of the lay-
ers) were determined by fitting the parameters of vari-
ous physically justified multilayer models to experi-
mental ellipsometric spectra. Each layer (the surface,
transition, and silicon layers) was simulated by a phys-
ical mixture using the Bruggeman effective-medium
approximation (BEMA) [5]. We suggested and justified
the physical model of various layers.

The ellipsometry method is based on the fact that the
light changes its state of polarization as a result of
reflection from some surface. Specifying the state of
polarization prior to reflection from the sample and
measuring this state after reflection, we can obtain
information about the reflecting surface. A variation in
SEMICONDUCTORS      Vol. 38      No. 9      2004
the polarization ellipse can be described using two
parameters. As a rule, ellipsometric angles Ψ and ∆ are
used to this end; these angles characterize relative vari-
ations in the amplitude and phase of the light wave.
Ellipsometric angles can be determined experimentally.
As is well known, a variation in the state of polarization
as a result of reflection from a surface with specified
optical parameters can be calculated theoretically using
the Fresnel coefficients Rp and Rs. The basic ellipsome-
try equation relates the ellipsometric angles Ψ and ∆ to
the physical parameters of the surface in terms of Rp

and Rs [6]:

(1)

The main problem of ellipsometry consists in deter-
mining the optical parameters of a system, provided
that the experimental values of ellipsometric angles Ψ
and ∆ are known. In order to solve the basic problem of
ellipsometry, one has to choose an adequate model of
the surface (specify the explicit form of Rp and Rs) and
solve the basic equation of ellipsometry (1) in the con-
text of the chosen model. There are comparatively sim-
ple models; these are applicable to a clean surface and
a homogeneous single-layer film. The multilayer model
is the most general.

If a film is a mixture of several components, the
BEMA approach is used. This approximation makes it
possible to determine the effective refractive index of a
mixture of several materials. According to the BEMA,
the effective complex refractive index of the aforemen-
tioned mixture is defined by the expression

where Nj = nj – ikj is the complex refractive index of the
jth component and v j is the volume fraction of this
component.

In order to devise physical models of the system, we
studied the same samples using the XTEM method. The
samples for these studies were prepared using the con-
ventional technology [7]. The samples were cut, pol-
ished mechanically, and then thinned using layer-by-
layer ion etching. The flux of 6-keV Ar+ ions was inci-
dent on the sample surface at a small angle (~12°). The
resulting thickness of the sample was ~800 Å.

Ellipsometric angles were measured using an
unconventional spectral ellipsometric setup that was
described in detail in [8].

4. EXPERIMENTAL RESULTS AND SIMULATION 
OF THE SURFACE AND TRANSITION LAYERS 

IN THE SILICON FILM
In Fig. 1 we show the details of the microstructure

of the damaged surface layer in the polycrystalline Si
film of the system under study. The size of the grains in
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the polycrystalline Si film is ~100 Å. The structure as a
whole consisted of a single-crystal silicon (c-Si) sub-
strate, a silicon dioxide (SiO2) film, and a polycrystal-
line silicon (poly-Si) film. However, the XTEM data
(Fig. 1) showed that the structure of the sample was
complicated by the presence of an appreciable surface
roughness (black arrows) and a nonuniformity of the
poly-Si layer thickness (white arrows).

An analysis of ellipsometric spectra made it possi-
ble to gain additional quantitative information about the
composition and thickness of different layers in the sys-
tem under study. In Figs. 2a and 2b, we show the exper-
imental spectra of Ψ and ∆ (the angle of incidence is
equal 70°) and the spectra calculated on the basis of the
design-related model. It can be seen that the difference
between the experimental and calculated spectra is not
only quantitative but even qualitative.

In order to determine unambiguously an adequate
model, we used primarily physical concepts and XTEM
data. All the considered models included a poly-Si layer
that was simulated as a mixture of amorphous and/or
crystalline silicon (a-Si and/or c-Si) and voids. Physical
grounds for describing the optical properties of poly-Si
as due to a mixture of a-Si and c-Si was discussed pre-
viously [9], and the fruitfulness of this approach is now

100 nm

c-Si + a-Si

c-Si

SiO2

Fig. 1. Structure of the system consisting of the c-Si sub-
strate, a SiO2 layer, and a Si film as imaged in an electron
microscope (XTEM).
beyond doubt. In this context, in order to gain informa-
tion about the crystal structure of the silicon film, we
used the BEMA approximation in processing the exper-
imental results of spectral ellipsometry. The optical
parameters n and k (the refractive and absorption indi-
ces) calculated using the known parameters ε1 and ε2
(the real and imaginary parts of the dielectric constant)
appear in this approximation [10].

An analysis of the spectrum of penetration of prob-
ing radiation into the sample served as a physical basis
for devising the models of a multilayer surface struc-
ture. The term “penetration depth” requires an explana-
tion. For simplicity, let us consider a system that con-
sists of a single-layer absorbing film and a substrate. In
this case, we are interested mainly in the possible effect
of reflection from the substrate on the ellipsometric
parameters Ψ and ∆ rather than in the depth of penetra-
tion of radiation into the system. This question is not
trivial since this effect depends on the optical constants
of the film and the substrate, the thickness of the film,
and the angle of incidence of the probing radiation; i.e.,
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Fig. 2. Experimental and simulated spectra of ellipsometric
parameters (a) Ψ and (b) ∆: (1) the technology (design)
model; (2) the model of the poly-Si surface; and (3) experi-
ment. Spectra 1 and 2 coincide at λ < 400 nm.
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it is necessary to study preliminarily the system in
detail. At the same time, if the film parameters are such
that the radiation does not reach the substrate, the con-
tribution of the latter to reflection will undoubtedly be
zero.

Thus, in the case of reflection ellipsometry, we are
interested in the largest film thickness for which reflec-
tion from the substrate still affects the ellipsometric
angles Ψ and ∆. This depth differs considerably from
the depth to which the radiation penetrates into the film;
i.e., we are dealing in fact with the “sensitivity depth”
rather than the “penetration depth.” Evidently, the sen-
sitivity depth cannot exceed the penetration depth. This
means that the penetration depth can be used as the
upper-bound estimate of the sensitivity depth.

In order to estimate the depth h of penetration of
radiation into a homogeneous semi-infinite layer of a
material, one as a rule uses the classical approach based
on the Bouguer law [11]:

(2)

where λ is the wavelength of radiation and k is the
absorption index.

In the case under consideration, we can use depen-
dence (2) to estimate the largest possible depth of pen-
etration of radiation into the silicon wafer and, thus,
devise the effective model of the system. Since the
phase composition of the film is initially unknown, as
was mentioned above, the penetration depth was stud-
ied in three limiting cases that corresponded to the sin-
gle-crystal, polycrystalline, and amorphous films
(Fig. 3). It can be seen from Fig. 3 that the penetration
depth does not exceed 10 nm in the wavelength range
from 200 to 350 nm for all three cases. This means that,
in this spectral range, the initial system under consider-
ation can be treated as homogeneous since the film
thickness is 200 nm.

Nevertheless, the simulation shows (Fig. 2) that a
model of a homogeneous poly-Si layer with a homoge-
neous surface does not adequately describe the experi-
mental spectrum even in the short-wavelength region,
which is especially pronounced for the spectrum of ∆.
At the same time, the ellipsometric spectra for the poly-
Si surface and the design system coincide at λ <
400 nm. It then follows that the sensitivity depth for the
design system at λ < 400 nm is smaller than 200 nm
(the film thickness). It can be seen from Fig. 2 that ellip-
sometric spectra of the poly-Si surface are smooth in
the entire spectral region, whereas the experimental
spectra of the samples are significantly oscillatory at
λ > 400 nm. It is reasonable to conclude that the
appearance of oscillations in the spectrum in the long-
wavelength region is related to an increase in the depth
of penetration of the radiation into the sample and to
involvement of new layers; i.e., these oscillations are
none other than a result of interference of radiation at
internal boundaries. In contrast, differences between

h
λ

4πk
---------,=
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the spectra in the short-wavelength region indicate that,
first, the phase composition of the film differs from that
of pure poly-Si and, second, additional layers (a layer
related to roughness or an oxide layer) can exist at the
surface.

Attempts to describe the experimental spectra in a
model that differs from the design-related model only
in the phase composition of the silicon film made it pos-
sible to improve the quality of approximation, but not
significantly. This circumstance gives grounds to con-
clude that it is necessary to take into account the inter-
face and surface layers (the roughness-related layer is
clearly seen in the XTEM image). We considered a
number of physically plausible models for the surface
structure of the sample; the parameters of the model
that corresponds most closely to experimental data are
listed in the first column of the table.

c-Si
a-Si
poly-Si

1000

100

10

1
200 300 400 500 600 700 800

λ, nm

Depth, nm

Fig. 3. Spectra of the depth of penetration of the probing
radiation into single-crystal (c-Si), polycrystalline (poly-
Si), and amorphous (a-Si) silicon. Vertical lines indicate the
boundaries between separate spectral regions.

Actual structure and composition of the system under study

Layer Composition Thickness, nm

1) Rough oxide SiO2 66% 3

Voids 34%

2) Transition a-Si 15% 9

c-Si 75%

SiO2 10%

3) Polycrystalline 
silicon

a-Si 14% 188

c-Si 74%

Voids 12%

4) Oxide SiO2 100% 31

5) Substrate c-Si 100% –
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Simulation of the damaged silicon layer, transition
layers, oxide layer, and surface-roughness layer
(according to the SE data) was based on the following
considerations. The spectrum shown in Fig. 2 was
divided into three portions taking into account the
depth of penetration of the probing radiation into a-Si,
c-Si, and poly-Si (see Fig. 3): (i) the region of short
wavelengths (λ < 350 nm), where the depth of penetra-
tion of the probing radiation is certain not to exceed
10  nm; (ii) the middle (transition) spectral region
(350 nm < λ < 650 nm); and (iii) the long-wavelength
portion of the spectrum, where the radiation is certain to
penetrate the system as far as the substrate (λ > 650 nm).

The SE data in the short-wavelength region of the
spectrum carry information about only the surface lay-
ers of the system, i.e., about the rough natural-oxide
layer and the interface between the surface oxide and
the Si film. This circumstance makes it possible to treat
the system as a single-layer structure, which consider-
ably reduces the number of adjustable parameters and
makes it possible to solve the problem mathematically.
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Fig. 4. (1) Experimental spectra and (2) spectra calculated
using the optimized model (see table) for ellipsometric
parameters (a) Ψ and (b) ∆.
The structure of experimental ellipsometric spectra
in the range 350 nm < λ < 650 nm is indicative of the
profound effect of the interfacial layers. The interfer-
ence effects related to the reflection at the boundary
between the interfacial layer and the Si film also con-
tribute to the spectrum. In this case, the system is phys-
ically a two-layer structure; however, since the param-
eters of the upper layers are already known, the system
is still equivalent to a single-layer structure.

An analysis of the spectra in the region λ > 650 nm
made it possible, first, to ensure that there were no sig-
nificant transition layers at the interfaces between the
substrate and SiO2 and between SiO2 and the Si film
and, second, to clarify the phase composition of the Si
film. The thickness of the Si film was considered known
from the XTEM data and equal to 200 nm.

In order to make the three portions of the spectrum
consistent with each other, we repeated the fitting pro-
cedure once again, this time for the spectrum as a
whole.

As a result of this procedure, we determined the
parameters of the model (the first column of the table)
that described best the experimental data of spectral
ellipsometry. In Fig. 4 we show the Ψ and ∆ spectra cal-
culated in the context of this model and experimental
spectra. The quality of the approximation is so high that
the experimental spectra fit the simulation spectra to
within ~0.1°, which is close to the measurement error
(±0.01° for Ψ and ±0.05° for ∆ [8]).

Thus, the resulting structure (see table) differs from
the nominal (design) structure, first, in the phase inho-
mogeneity of the Si film composition and, second, in
the presence of a significant complex oxide layer at the
surface of the Si film. In addition, the oxide layer itself
consists of a surface-roughness layer and a transition
layer with a nonuniform composition at the interface
between the oxide and the Si film.

The thickness of the layers and the volume fractions
of each of the materials composing the mixture (the
parameters that are independent of the probing-radia-
tion wavelength) were used as adjustable parameters in
the analysis of the system under consideration. The
refractive and absorption indices (nj and kj) of the com-
ponents (a-Si and c-Si) were calculated using known
values of ε1 and ε2 [10].

The parameters corresponding to the resulting
model are listed in the table. The following conclusions
can be drawn from the data of the table. (i) The natural-
oxide layer exhibits microscopic roughness levels at the
surface (there are ~34% voids). (ii) A transition layer
exists between the oxide and a ~9-nm-thick silicon
layer in which there are no voids; a comparison of the
composition of this layer with that of the Si layer makes
it possible to conclude that voids (12%) are filled with
SiO2 (10%) in the case of a transition layer. (iii) The sil-
icon layer contains a large amount of both crystalline
and amorphous phases, as well as a certain number of
defects (voids) in the microstructure of this layer.
SEMICONDUCTORS      Vol. 38      No. 9      2004
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Finally, (iv) the interphase processes in a composite
medium consisting of crystalline Si and voids in SiO2
may be similar to the processes in the composite
formed of SiO2 and voids, i.e., in porous silica.

As is well known, the content of amorphous a-Si in
a Si film depends heavily on the deposition tempera-
ture. In this context, the obtained value of a 14% frac-
tion for a-Si in the silicon layer is quite reasonable for
the deposition temperature used in our study (T =
635°C) [4].

Evidently, the SE data are in good qualitative agree-
ment with the results of the direct XTEM measure-
ments.

5. CONCLUSION
The combined use of XTEM and SE and informa-

tion about the depth of penetration of probing radiation
into the sample made it possible to perform a layer-by-
layer analysis of a complex structure of polycrystalline
silicon. We revealed the presence of surface and transi-
tion layers and determined their physical origin and
structure; we also established the appreciable porosity
of these layers. It is shown that the SE and BEMA
methods can be used successfully in simulating and
determining the parameters of a multilayer silicon sys-
tem. We determined the composition, thickness, and
parameters of the surface roughness of both the Si film
and the Si natural oxide.

Using the SE data and a detailed analysis of them in
terms of simulation of the multilayer structure, we
managed to gain (i) information about the depth profile
of the multilayer structure, (ii) quantitative data on the
thickness of each layer, (iii) information about the
SEMICONDUCTORS      Vol. 38      No. 9      2004
structure (crystalline or amorphous) of each layer, and
(iv) the characteristic of the natural oxide layer and its
roughness.

All the above data agree well with the results of
direct measurements by electron microscopy.
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Abstract—Vacuum thermal deposition of phthalocyanine CuPc onto the surface of crystalline silicon and sub-
sequent magnetron sputtering of ZnO:Al are used to form n-ZnO:Al–p-CuPc–n-Si photosensitive structures for

the first time. The highest photosensitivity of these structures  ≈ 20 V/W is attained if the ZnO side of the
structure is illuminated and is observed in the photon-energy range 1–3.2 eV at T = 300 K. An induced pho-
topleochroism is observed if the linearly polarized light is incident obliquely on the ZnO side; the magnitude
of the photopleochroism oscillates as a result of the interference of linearly polarized light in the ZnO film. It
is concluded that the suggested structures have prospects for use in broadband photoconverters of natural light
and in rapidly tunable photoanalyzers of linearly polarized light. © 2004 MAIK “Nauka/Interperiodica”.
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The fabrication and study of various types of hetero-
structures are very important for the further develop-
ment of contemporary electronics [1–3]. In recent
years, organic materials of both natural and synthetic
origin have found increasing use in the formation of
heterojunctions [4–7]. In particular, the quantum effi-
ciency of thin-film solar photoconverters based on
organic materials is now as high as 3.6% [6]. It is
expected that further progress in the field of solar cells
will be achieved on the basis of compositions of donor
and acceptor materials of organic origin [8]. In this
paper, we report the results of the first attempt to use the
contact between thin films of phthalocyanine CuPc (an
organic semiconductor with p-type conductivity) and
crystalline n-Si to fabricate photosensitive structures.

1. In order to fabricate the structures under study, we
used n-Si(111) substrates with a thickness of ~300 µm,
an area of up to 2 cm2, and a resistivity of 1 Ω cm at T =
300 K. The phthalocyanine CuPc films were formed on
the polished surface of a silicon substrate using vacuum
thermal deposition at a temperature of ~50°C. These
films were uniformly blue in color, had a specular-
smooth surface, and exhibited fairly good adhesion to
the surface of the n-Si substrate.

In order to form heterostructures, we used magne-
tron sputtering of a pressed target of undoped ZnO with
the addition of 2.5% of pure Al in an argon atmosphere
to deposit the high-conductivity ZnO:Al film (n ≈
1020 cm–3 at T = 300 K) [9]. The substrate temperature
was no higher than 50°C during the deposition of
1063-7826/04/3809- $26.00 © 21018
ZnO:Al for 2–4 h; the argon pressure was 0.5 Pa. The
surface of the n-ZnO:Al films grown by the method
described above was specular-smooth and dark green
when exposed to the white light of an incandescent
lamp. It is worth noting that the specular state of the
surface, the adhesion, and the interference-related col-
oring of the ZnO:Al films deposited simultaneously in
the same process onto the surfaces of the organic film
and the crystalline substrate were practically identical.
This observation makes it possible to assume that
chemical interaction of ZnO with CuPc does not occur
in the course of formation of the ZnO:Al film.

2. The measured steady-state current–voltage (I–V)
characteristics of the obtained n-ZnO:Al–p-CuPc–n-Si
structures exhibit a pronounced rectification effect
(Fig. 1). The forward portion of the I–V characteristics
for all the structures obtained corresponds to the appli-
cation of a negative voltage to the n-ZnO:Al film. The
forward dark current exceeds the reverse current by a
factor of ~3 × 103 (T = 300 K) in the best structures at
the bias voltages |U| ≈ 10 V. Exposure of the ZnO side
of structures to the light of an incandescent lamp with a
power density of P ≈ 10 mW/cm2 leads to an increase
in the reverse current by two orders of magnitude at U =
–10 V; at the same time, the shape of the I–V character-
istic remains unchanged.

At forward bias voltages as high as 1.1 V, the dark
current of the structure satisfies the well-known diode
equation

(1)I Is eU/βkT( )exp 1–[ ] ,=
004 MAIK “Nauka/Interperiodica”
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where the saturation current Is is typically in the range
of 10–9–10–10 A at T = 300 K and the coefficient β varies
from 5 to 17. As the forward-bias voltage increases
(U > 5 V), the dark current obeys a linear law:

(2)

where the cutoff voltageU0 ≈ 4.5 V and the residual
resistance R0 = 500–9000 Ω for different structures.

In the wide bias range from 2 to 25 V, reverse cur-
rents of the studied structures follow the power-law
dependence I ∝  Um, where the exponent m = 1.8. This
dependence of current on the bias voltage is almost
quadratic and may indicate that we are dealing here
with currents limited by the space charge (the trap-free
quadratic law) [10, 11]:

(3)

where ε and ε0 are the dielectric constants of the
medium and free space, respectively; µ is the mobility
of holes in the organic film; and A and L are the area and
the thickness of the structure, respectively.

3. A photovoltage is observed between the contacts a
and b (see Fig. 2, inset) if the n-ZnO:Al–p-CuPc–n-Si
structures under study are illuminated. The sign of this
photovoltage is independent of the position of the light
beam (0.3 mm in diameter) at the surface of the sample,
the energy of incident photons, and the illumination
intensity. In all the experiments, a negative photovolt-
age sign is observed at contact a, which, in turn, is con-
sistent with the rectification direction in the structures

I
U U0–

R0
-----------------,=

I U29εε0µA

8L3
------------------,=
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0 5 10
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1

Fig. 1. Forward (curve 1) and reverse (curve 2) portions of
the current–voltage characteristic of the n-ZnO:Al–p-
CuPc–n-Si structure (sample no. 1-2) at T = 300 K. The con-
ducting direction corresponds to the negative sign of exter-
nal bias at the n-ZnO:Al film.
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under consideration. Our studies show that a maximum
open-circuit photovoltage of ~40 mV and a short-cir-
cuit current of ~0.1 mA are attained at an incident-radi-
ation intensity of ~10 mW/cm2. The highest voltage
photosensitivity of the best of the n-ZnO:Al–p-CuPc–

n-Si structures is  ≈ 20 V/W at T = 300 K and is
invariably attained if the n-ZnO:Al side of the structure
is illuminated.

A typical spectral dependence of the relative quan-
tum efficiency of photoconversion η("ω) is shown in
Fig. 2 (curve 1) for the n-ZnO:Al–p-CuPc–n-Si hetero-
structures exposed to nonpolarized light. This effi-
ciency is calculated as the ratio between the short-cir-
cuit current and the number of incident photons. For
comparison, the η("ω) spectra of the component het-
erojunctions n-ZnO:Al–p-CuPc and p-CuPc–n-Si are
also shown (Fig. 2, curves 2–4). It is worth noting that
the voltage photosensitivity of the n-ZnO:Al–p-CuPc
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Fig. 2. Spectral dependences of relative quantum efficiency
of photoconversion in the n-ZnO:Al–p-CuPc–n-Si structure
(curve 1, the n-ZnO:Al side is exposed to light) and the het-
erojunctions n-ZnO:Al–p-CuPc (curve 2, the n-ZnO:Al side
is exposed to light) and p-CuPc–n-Si (curves 3 and 4 with
the p-CuPc and n-Si sides exposed to light, respectively) at
T = 300 K; nonpolarized light was used. Sample no. 1-1.
The spectra are shifted along the η axis in order to avoid
their superposition. Inset: schematic representation of the
structure and the geometry of irradiation with nonpolarized
light; the letters a, b, and c designate the contacts.
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heterojunction is close to the values of  for the
n-ZnO:Al–p-CuPc–n-Si heterostructure as a whole.
Polarities of the photovoltage coincide in the above two
cases; i.e., the n-ZnO:Al film is always charged nega-
tively. As can be seen from Fig. 2 (curves 1, 2), the pho-
tosensitivity spectra of the structures under comparison
are almost the same if the n-ZnO:Al side of the struc-
ture is illuminated. Indeed, the photosensitivity is
observed in a wide spectral range (1–3.2 eV) in these
structures; the full width of the photosensitivity spectra
at the half-maximum (FWHM) δ ≈ 1.3–1.7 eV. One
should also note the qualitative agreement between the
energies that correspond to special features in the
η("ω) spectra of the two structures under consideration
(points of inflection and peaks that are indicated by
arrows at the spectral curves; see Fig. 2, curves 1, 2).
Generally, the observed similarity of the η("ω) spectra

and the close agreement between the values of  for
the n-ZnO:Al–p-CuPc–n-Si structure and the n-
ZnO:Al–p-CuPc heterojunction suggest that the main
contribution to the photosensitivity of these structures
is made by the ZnO–CuPc heterojunction.

The energy position of the onset of the long-wave-
length increase in the photosensitivity at "ω * 1 eV for
the p-CuPc–n-Si heterojunction (Fig. 2, curves 3, 4)
was found to be independent of the illumination geom-
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Fig. 3. Dependences (η"ω)1/2 = f("ω) (curves 1–3)
and (η"ω)2 = f("ω) (curves 4, 5) for the structures
(1, 4) n-ZnO:Al–p-CuPc–n-Si, (2, 5) n-ZnO:Al–p-CuPc,
and (3) p-CuPc–n-Si at T = 300 K. Sample no. 1-1.
etry and coincident with that for the n-ZnO:Al–p-
CuPc–n-Si and n-ZnO:Al–p-CuPc heterostructures
(Fig. 2, curves 1, 2). At the same time, the η("ω) spec-
tra for the p-CuPc–n-Si heterojunction were found to
have a small width. For example, if the n-Si substrate
(with a thickness of ~300 µm) side of the structures is
illuminated, the photosensitivity spectra exhibit a pro-
nounced short-wavelength falloff at "ω > 1.19 eV,
which is caused by an increase in the optical-absorption
coefficient for n-Si. As a result, the layer containing the
photogenerated charge carriers moves progressively
further from the active region of the heterojunction with
a consequent falloff of η (Fig. 2, curve 4). In this situa-
tion, the quantity δ ≈ 0.15 eV.

If the side of the p-CuPc–n-Si heterojunction corre-
sponding to its wide-gap component CuPc is exposed
to light [6], the FWHM of the η("ω) spectrum
increases by approximately a factor of 2 compared to
the FWHM in the above conditions of illumination, and
it can be as large as δ ≈ 0.3 eV. The short-wavelength
falloff at "ω > 1.53 eV (Fig. 2, curve 3) is caused by an
increase in the coefficient of optical absorption in thin
p-CuPc films (with thickness d ≈ 1 µm) as the photon
energy increases. As a result, the zone of photogener-
ated charge carriers moves further from the active
region of the p-CuPc–n-Si heterojunction.

It is important to note that the energy position of the
short-wavelength falloff of η("ω) under conditions of
illumination of the CuPc side of the p-CuPc–n-Si het-
erojunction (Fig. 2, curve 3) corresponds to the onset of
a drastic increase in η in the n-ZnO:Al–p-CuPc–n-Si
structure (Fig. 2, curve 1). This circumstance is caused
by differences in the location of the active region in the
barriers being compared. Indeed, in the case of the n-
ZnO:Al–p-CuPc–n-Si structure, the active region is
located at the ZnO–CuPc heterocontact rather than at
the p-CuPc–n-Si heterojunction. If the n-ZnO side of
the structure is exposed to light, an increase in the opti-
cal absorption in the bulk of the phthalocyanine CuPc
film is accompanied by an approach of the zone of pho-
togenerated charge carriers to the active region of the
heterocontact. As a result, the spectral photosensitivity
band extends widely to shorter wavelengths of up to
3.1 eV, which was not attained in the case of two-layer
CuPc–C60 heterojunctions [8].

In Fig. 3 we show the results of the analysis of the
photoactive-absorption spectra for the studied struc-
tures based on a phthalocyanine CuPc film. It follows
from this analysis that the falloff of photoactive absorp-
tion in the n-ZnO:Al–p-CuPc–n-Si structure (Fig. 3,
curve 1) and also the n-ZnO:Al–p-CuPc and p-CuPc–n-
Si heterojunctions (Fig. 3, curves 2, 3) is linearized if
represented as (η"ω)1/2 = f("ω). The extrapolation
(η"ω)1/2  0 yields values of "ω that are close to the
silicon band gap [12]. Taking into account the shape of
the above dependences and the theory of interband
absorption [13], we can attribute the long-wavelength
SEMICONDUCTORS      Vol. 38      No. 9      2004
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edge of photosensitivity in the structures under consid-
eration to the direct interband transitions in silicon.

As can be seen from Fig. 3 (curves 4, 5), the
short-wavelength portion of the spectra of relative
quantum efficiency of photoconversion in the struc-
tures under study is described adequately by the qua-
dratic dependence (η"ω)2 ∝  "ω and can be attrib-
uted to the direct band-to-band optical transitions
[13] in films of the organic semiconductor CuPc.
As can be seen from Fig. 3, the extrapolation
(η"ω)1/2  0 yields values of the cutoff energy that
are the same for the n-ZnO:Al–p-CuPc–n-Si struc-
ture and the n-ZnO:Al–p-CuPc heterojunction incor-
porated into this structure. Finally, the onset of the
short-wavelength falloff of photosensitivity at "ω >
3.1 eV for the n-ZnO:Al–p-CuPc–n-Si structure and
the n-ZnO:Al–p-CuPc heterojunction incorporated
into this structure (Fig. 2, curves 1, 2) may be related
to the onset of high optical absorption in the ZnO
film [14].

4. Studies of the n-ZnO:Al–p-CuPc–n-Si structures
exposed to linearly polarized light along the normal to
the surface of the n-ZnO:Al film suggest that variations
in the spatial orientation of the electric-field vector E of
the optical wave only slightly affect the photosensitiv-
ity of these structures. Consequently, natural photople-
ochroism is not observed in the structures under study,
which is directly related to the isotropy of absorption in
materials incorporated into the structures under consid-
eration [6].

The photopleochroism in the structures is observed
only under conditions of oblique incidence of linearly
polarized light on the ZnO surface. For example, Fig. 4
shows the dependences of the short-circuit photocur-
rents ip (E || IP, where IP is the plane of incidence of lin-
early polarized light) and is (E ⊥  IP), as well as the
induced-photopleochroism coefficient [17]

(4)

on the angle of incidence θ of the beam of linearly
polarized light on the active surface of ZnO at "ω =
const in the range of photosensitivity of the structures
under study. Angular dependences of ip and is shown in
Fig. 4 are consistent with the Fresnel relations [18], and
the coefficient of induced photopleochroism follows
the square law [19]

(5)

experimental values of PI agree with the theoretical
estimate if the refractive index of ZnO is taken into
account [14].

It is important to note that this agreement was
observed only in the vicinity of certain energies of inci-
dent photons. As the distance from these energies
increased, the angular dependences of photocurrents
became anomalous and the experimental values of PI

PI
ip is–

ip is+
-------------,=

PI θ2;∝
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became smaller than the theoretically expected values
[14]. In addition, oscillations of induced photopleo-
chroism are observed (Fig. 5), which are related to the
interference of linearly polarized light in the thin-film
component of the structures under consideration [17].
The angular dependences of photocurrents and the PI

coefficient (see Fig. 4) take place only at the peaks of
PI("ω) dependences, whereas the angular dependences
ip(θ) and is(θ) become anomalous at the minima of
PI("ω). According to Kesamanly et al. [17], the
observed minima in the spectra of induced photopleo-
chroism correspond to the condition for the highest
transmission PI  0. An estimate of the thickness of
n-ZnO:Al films on the basis of oscillations observed in
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Fig. 4. Dependences of the short-circuit currents (1) i p and
(2) is and the induced-photopleochroism coefficient PI

(curve 3 for PI and curve 4 for ) on the angle of inci-

dence of linearly polarized light θ on the surface of the ZnO
film in the n-ZnO:Al–p-CuPc–n-Si structure at T = 300 K.
Sample no. 1-2; "ω = 2.7 eV. The ZnO side of the structure
was exposed to light.
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the spectra of PI (Fig. 5) coincides with the results of
direct measurements.

The observed oscillations of the photopleochroism
coefficient in the structures under consideration allow
us to draw the important conclusion that the n-ZnO:Al
films obtained by magnetron-sputtering deposition
onto films of phthalocyanine CuPc are of fairly high
quality.

5. The window effect characteristic of ideal het-
erojunctions [15] is clearly pronounced in the spec-
tral dependences of photosensitivity for the photosen-
sitive n-ZnO:Al–p-CuPc–n-Si structures and n-
ZnO:Al–p-CuPc heterojunctions obtained for the first
time. This effect manifests itself when the energy
positions of the long- and short-wavelength edges of
photosensitivity are governed by the interband
absorption in the components of the structures and
high photosensitivity is attained for energies that are
in the range limited by the band gaps of these compo-
nents. The results of our studies of photoelectric
properties of the heterocontact of the organic and
inorganic semiconductors indicate that this contact
can be used to advantage in broadband photoconvert-
ers of natural light and in selective photoanalyzers of
linearly polarized light.

1.
70
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51 1.
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50
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1.5 2.0 2.5
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Fig. 5. Spectral dependence of the induced-photopleochro-
ism coefficient for the n-ZnO:Al–p-CuPc–n-Si structure at
T = 300 K. Sample no. 1-2, θ = 75°. The ZnO side of the
structure was exposed to light.
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Abstract—Adsorption, initial stages of film growth, and transformation of the adsorption layer of C60 mole-
cules on the (100)W surface on heating are investigated in ultrahigh-vacuum conditions. It is shown that the C60
molecules from the first adsorption layer undergo substantial transformation even at room temperature, whereas
the molecules in the second and subsequent adsorption layers retain their nature in the adsorbed state up to
700 K. The layer-by-layer growth of a fullerite film is observed at room temperature. It is found that a consid-
erable quantity of fullerenes, which corresponds to approximately two monolayers, remain at the surface during
thermal desorption. A physical model explaining this phenomenon is suggested. © 2004 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

Fullerenes belong to a new relatively recently found
form of existence of carbon. They are individual mole-
cules of strictly defined dimensions with compositions
C60, C70, C84, C100, and others. All fullerene molecules
consist of carbon atoms only. The carbon network
forms a closed cage, and there is a void free of material
inside the molecule. The C60 molecule is most available
for research. This molecule comprises a sphere with a
diameter of 7.08 Å, which passes through the centers of
constituting carbon atoms [1].

For both practical and scientific purposes, it is nec-
essary to understand the way in which fullerene mole-
cules interact with the material; any such an interaction
starts from the surface. Now there are at least several
tens of studies in which such research was carried out
by different methods, both theoretically and experi-
mentally for silicon [1–7], noble metals [8–12], and
refractory metals [13–16].

We previously showed that C60 molecules adsorbed
at room temperature retain their structure at the surface
of Ir [11], Re [14], and Mo [15]. However, fullerene
molecules on the surface of tungsten undergo a sub-
stantial transformation even at room temperature [16,
17]. At elevated temperatures, the fullerite film grows
on the surfaces of silicon, rhenium, and molybdenum
by the island mechanism, while at room temperature it
grows on the surface of molybdenum by the layer-by-
layer mechanism. It seemed important to understand
the ways of transformation of the known mechanisms
of interaction of fullerenes with the substrate on going
to a more chemically active surface: (100)W.
1063-7826/04/3809- $26.00 © 21023
2. EXPERIMENTAL
The experiments were carried out in a high-resolu-

tion Auger spectrometer [18] under ultrahigh vacuum
(p ≈ 10–10 Torr). It was possible to record the Auger
spectra immediately from the samples heated to 300–
2100 K. The Auger spectra were measured at an angle
of ~5° to the normal to the surface. The samples were
straight-channel tungsten ribbons 0.02 × 1 × 40 mm3 in
size, which were sequentially cleaned by heating in
oxygen (p ≈ 10–7 Torr, T = 1500 K, 30 min) and in ultra-
high vacuum (p ≈ 10–10 Torr, T = 2600 K, 3 h). After
cleaning, the sample surface yielded only Auger signals
of tungsten. Simultaneously with the cleaning, the rib-
bon was textured, and a (100) facet was formed on the
surface. The work function of the surface was eϕ =
4.65 eV, and the surface was homogeneous with respect
to the value of eϕ. According to electron microscopy
data, the average grain size was ~20 µm. We previously
found that the energy of the Auger peak CKVV for the C60
molecules is 269 eV, which is almost 3 eV lower than
that for, e.g., graphite, metal carbides, or adsorbed car-
bon clusters. The energy of the Auger peak is the same
for both thick films of adsorbed C60 molecules (5–
10 monolayers) and submonolayer coatings. We used
this phenomenon to distinguish fullerenes adsorbed at
the surface from other possible states of carbon.

The C60 molecules were deposited onto the entire
ribbon surface at an angle of 65° to its normal from the
Knudsen cell. The charge of the C60 molecules
(~0.05 g) with a purity of 99.5% was placed into the
cell. After training, the cell provided a stable and easily
controlled flux of fullerene molecules with a density of
1010–1013 mol/(cm2 s). For the absolute calibration of
the flux density, the iridium ribbon was arranged near
004 MAIK “Nauka/Interperiodica”
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the tungsten one and in parallel to it, as we suggested in
[16]. The accuracy of the absolute calibration was 15–
20%.

3. ADSORPTION AT ROOM TEMPERATURE

Figure 1 shows the changes of the Auger signals of
carbon and tungsten during adsorption of a constant
flux of C60 molecules at the (100)W surface at room
temperature. One can see that the Auger signal of tung-
sten decreases steadily and drops to zero, while the
Auger signal of carbon increases almost linearly up to
the deposition time t ≈ 650 s. Then the rate of the signal
increase diminishes, and the signal magnitude saturates
rather abruptly. This means that, starting from t = 650 s,
the newly incoming C60 molecules screen both the sub-
strate and the Auger signal of carbon from previously
adsorbed molecules. Thus, we may suggest that the first
monolayer was filled during this deposition time, and
subsequent layers started to grow. During deposition of
the C60 molecules, the shape of the Auger line CKVV
gradually transforms from spectrum 1 in Fig. 2,
obtained for ~300 s of deposition, into spectrum 2 in
Fig. 2, obtained for 30 min of deposition.

What is the monolayer of C60 molecules on the
(100)W surface? One can see that the energy of the
Auger signal from the first monolayer of C60 molecules
is 272 eV; the shape of this signal is not in the least like
that of fullerene, which is completely consistent with
our data [16, 17]. As one can see from the plot, the first
monolayer reduces (screens) the Auger signal of the
substrate very strongly, specifically, by a factor of ~2.8!
This magnitude is very close to the degree of screening
that was effected by fullerene monolayers at the sur-

faces (100)Mo [15], (100)Si [7], and ( )Re [14]. It1110
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Fig. 1. Deposition of C60 molecules on the (100)W surface;

flux density  = 2.4 × 1011 molecule/(cm2 s). (1) Auger

signal of W and (2) Auger signal of C; vertical dotted lines
indicate the boundaries of filling of fullerene monolayers.

νC60
significantly exceeds the degrees of screening effected
by carbon monolayers in other chemical states. Thus,
the surface carbide and a two-dimensional graphite film
reduce the Auger signal of tungsten by a factor of 1.2
and 1.6, respectively. It seems likely that the fullerene
molecule, when contacting with a highly active tung-
sten surface, significantly transforms rather than lose its
individuality and structure completely. This enables
some of the carbon atoms to be involved in strong
chemisorption interaction with the metal surface. This
phenomenon apparently accounts for the carbide-like
shape of the Auger line for submonolayer and mono-
layer adsorbed films consisting of C60 molecules
(Fig. 2, spectrum 1). Somewhat conditionally, we sug-
gest characterizing this state as a “flat ball” or, perhaps,
a “hemisphere,” which is illustrated in Fig. 3a in the
schematic diagram of processes on the (100)W surface
at 300 K during the deposition of fullerenes. Assuming
that the screening ability of fullerene molecules varies
weakly during the transformation described above, we
can estimate their concentration in the first monolayer.
According to calculations carried out in [15], it is
Ncl-packed ≈ (1.5–1.6) × 1014 mol/cm2. On the basis of our
absolute calibration of the flux, we can suggest that
~1.5 × 1014 mol/cm2 will fall onto the surface in 11 min,
which agrees well with the estimate given.

And how do the films grow further? Certain esti-
mates can be obtained from the Auger spectroscopy
data. Let us assume that the concentration of the C60
molecules in the second layer is the same as in the first
one, i.e., ~1.5 × 1014 mol/cm2. To deposit this layer, a
further 11 min will be necessary, and the substrate after
completion of its formation should be screened by a
factor of 2.8 × 2.8 = 7.9. As one can see from Fig. 1, the
Auger signal from the substrate decreases by a factor of

272

269

270 272

273

1
2 3 4 5

dN/dE

Fig. 2. Shapes of the Auger line CKVV of various adsorption
states of C60 molecules on W. (1) 0.5 monolayer (ML) at
300 K; (2) multilayer (~3 ML) fullerene films deposited at
300 K; (3) the same film annealed at 900 K (1 min); (4) the
same film annealed at 1100 K (1 min); and (5) the same film
annealed at 1400 K (surface carbide). Numbers at the bot-
tom denote the energy of the Auger peaks (eV).
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~8 due to screening for a deposition time of 22 min and
by a factor of ~24 for a deposition time of 33 min,
which corresponds to the formation of the third layer.
Note that 2.83 = 22, which is very close to the given
value. These data are indicative of the layer-by-layer
growth of the fullerite film on the (100)W surface at
room temperature.

In addition, note that, until the first monolayer is
completed, the shape of the Auger line of carbon does
not vary. This line is present in spectrum 1 in Fig. 2. In
contrast, the shape of the Auger line starts to vary
simultaneously with the growth of the second layer.
This line is apparently the superposition of signals that
have different shapes for the first and subsequent layers.
For a film three to four layers thick, the line shape is
typically that of fullerene (Fig. 2, spectrum 2), since the
Auger signal from the first layer is strongly reduced due
to screening and virtually does not contribute to the
total signal. The sequence of processes described here
is schematically illustrated in Figs. 3b and 3c.

Using our model, we estimate the expected intensity
of the Auger signal of carbon for two monolayers con-
sisting of C60 molecules. Let us assume that the trans-
formation of fullerene molecules only slightly affects

C60

1st ML
of C60

C60

(a)

(b)

(c)

W, 300 K

W, 300 K

W, 300 K

C60

Fig. 3. Schematic diagrams of processes during deposi-
tion of C60 molecules onto the (100)W surface at room

temperature. (a) Filling of the first monolayer (  = 1) and

(b, c) filling of the second and subsequent layers, respectively.

θC60
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the probability of the Auger transition KVV in the car-
bon atom [19] and that the fullerene monolayer screens
the Auger signals of carbon and tungsten to the same
extent, since the corresponding mean free paths are
close [20]. We can then calculate the Auger signal from
two fullerene monolayers I2 by an almost evident for-
mula:

(1)

and the Auger signal from three layers I3 by the formula

(2)

where I1 is the Auger signal from the first monolayer,
and δ is the degree of screening of the Auger signal of
the substrate by the first fullerene monolayer. Substitut-
ing the experimental data I1 = 48 and δ = 2.8, we obtain
I2 = 65 and I3 = 71, which should be compared with the
experimental values 64 and 71, respectively.

4. THERMAL TRANSFORMATION 
OF THE FULLERITE FILM 
ON THE (100)W SURFACE

Figure 4a shows the variation in the Auger signals of
carbon and tungsten during annealing of a multilayer
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Fig. 4. Variations in the Auger signals of (1) C and (2) W
during thermal treatment of the film of C60 molecules on the
(100)W surface. The initial state is the film of C60 mole-
cules deposited at room temperature; the film thickness is
(a) ~4 and (b) ~0.5 ML; the time of thermal treatment at
each point is 20 s.
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fullerite film. According to the estimate, the film thick-
ness is ~4 ML. One can see that, up to 700 K, the Auger
signal of the adsorbate varies only slightly, whereas the
signal of the substrate increases. This observation is
indicative of the reconstructions in the adsorption layer.
The energy of the Auger peak of carbon remains con-
stant (269 eV), which indicates that precisely C60 mol-
ecules are present on the surface. The adsorption layer
is rapidly reconstructed in the range 750–800 K. The
Auger signal of carbon decreases, whereas the Auger
signal of the substrate increases drastically. For all pre-
viously studied substrates (Mo, Re, Ir, Si, and SiC),
thermal desorption of fullerenes from a multilayer film
was observed in this temperature range. It is logical to
assume that the Auger signals vary due to the same phe-
nomenon in our case. In fact, other possible causes, for
example, dissolution in the substrate, chemical reac-
tions, or surface migration seem to be unlikely. At the
temperatures mentioned, even single carbon atoms do
not yet dissolve in the tungsten bulk [21]. There are no
impurities potentially capable of reacting on the sur-
face. C60 molecules are deposited uniformly over the
entire ribbon surface, and escape of particles due to
migration seems to be unlikely. Consequently, thermal
desorption is the only possible cause of the escape of
C60 molecules.

Up to 900 K, a certain carbon coating, which
decreases the Auger signal from the substrate by a fac-
tor of ~4.7 (Fig. 4a), remains on the surface in the
experiment described. This coating does not consist of
fullerenes, since the energy of the Auger peak is 270 eV,
although the shape of the Auger peak is similar to the
fullerene peak (Fig. 2, spectrum 3). It seems likely that
the main portion of the C60 molecules desorb, and only
the layer of transformed carbon cages of the fullerene
molecules remains on the surface. At T > 900 K, the
Auger line exhibits a further pronounced transforma-
tion (Fig. 2, spectrum 4), specifically, the line acquires
a more “carbide” character. This is apparently associ-
ated with the further decomposition of fragments of
fullerene molecules and substitution of C–W chemi-
sorption bonds for a considerable part of C–C bonds. In
this temperature range, single carbon atoms are already
actively dissolved in the tungsten bulk. It seems likely
that precisely the decomposition of fragments of C60
molecules prevents the dissolution and formation of the
equilibrium concentration of C atoms at the surface.
The final considerable transformation is observed at
T * 1300 K. At this temperature, the Auger signal of
carbon abruptly decreases once more, and its shape
becomes purely carbide (Fig. 2, spectrum 5). We previ-
ously showed that there is a diffusion-related equilib-
rium between the surface and the substrate bulk at these
temperatures [21]. In this case, it is already not impor-
tant in which form carbon was adsorbed at the surface,
since all the molecules and their remains are decom-
posed, and there are only individual C atoms in the
adsorption layer. Their surface concentration corre-
sponds to the formation of the surface carbide layer
[22], which is supported by the dissolution and segre-
gation of carbon atoms.

Figure 4b shows the data on the thermal treatment of
a submonolayer film consisting of C60 molecules
(~0.5 ML). One can see that the character of the pro-
cesses is generally the same. The low-temperature
region of thermal stability of the adsorption layer can
be distinguished. This region is alternated by a region
where the cages of fullerene molecules decompose,
while the released atoms dissolve in the substrate bulk.
It follows from the reasoning above that no region of
thermal desorption is observed in the case of the sub-
monolayer film. All adsorbed molecules reside on the
surface up to 1100 K, when their active fragmentation
sets in. The final state of the adsorption layer is the sur-
face carbide with a concentration lower than that of
WC. It seems likely that the total amount of carbon that
enters the substrate during the thermal treatment of half
the fullerene monolayer is insufficient to provide its
thermal stability, since the carbon atoms are distributed
between the tungsten bulk and the surface [23]. The
estimation shows that the composition of the obtained
surface carbide is close to W2C relative to surface metal
atoms at the (100) facet.

5. THE STRUCTURE OF THE ADSORPTION 
LAYER AT 700–900 K

Let us again discuss the structure of the adsorption
layer after thermal desorption of fullerenes in more
detail. For all previously studied substrates (Mo, Re, Ir,
Si, and SiC), all C60 molecules desorbed, excluding
those in direct contact with the metal surface. These
molecules remained in the adsorption layer and were
transformed and then atomized on further heating.
However, in the case of the (100)W surface, it turns out
that the amount of fullerenes that remained on the sur-
face after desorption is much larger than in the first layer.
The corresponding estimate based on the degree of
screening of tungsten indicates that ~2 × 1014 mol/cm2

(~1.5 ML) remained on the surface in our experiment.
Moreover, it turns out that this quantity is not constant.
It varies from one experiment to another in the range
(2–3.5) × 1014 mol/cm2 (1.5–2.5 ML) and depends on
the history of the sample, the amount of initially depos-
ited molecules, the duration of intermediate thermal
treatment, and so on.

It seems likely that a complex combination of pro-
cesses occurs during heating of the fullerite film on
tungsten to 700–750 K. The C60 molecules from the
first layer, which have already formed strong chemi-
sorption bonds with the substrate, undergo further
transformation; as a result, a fraction of carbon bonds
becomes dangling. These bonds are partially saturated
due to the C60 molecules from the second and even the
third layers. Thus, during heating, these molecules can
either have time to leave the substrate due to thermally
activated desorption or to form strong bonds with the
fragments of molecules from the first layer, and later
SEMICONDUCTORS      Vol. 38      No. 9      2004
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from subsequent layers. These molecules thus lose their
fullerene nature. On subsequent heating, such mole-
cules already cannot desorb. They remain in the adsorp-
tion layer and decompose into carbon clusters. As the
temperature increases, they can also decompose into
atoms.

It is interesting to compare the results described
above with a direct deposition of C60 molecules onto a
heated tungsten substrate. These data are shown in
Fig. 5. One can see that the Auger signal of carbon,
which corresponds to the accumulation of adsorbate in
the first monolayer, grows linearly at the first stage.
After t = 14 min of deposition, this growth levels off. A
decrease in the Auger signal of tungsten ceases simul-
taneously; during the further heating, both Auger sig-
nals remain constant. Note that the total amount of C60

molecules that are incident on the surface to this instant
coincides with the amount necessary for the formation
of the first monolayer at 300 K (Fig. 1). The shape of
the Auger line of carbon corresponds to spectrum 3 in
Fig. 2 and is close to that of the fullerene line. However,
there is a shift in energy by ~1 eV. On attaining the pla-
teau, the Auger signal of tungsten turns out to be
reduced by a factor of ~2.9. Thus, the concentration of
fullerenes corresponds to a monolayer similar to that
formed by deposition at room temperature. The inten-
sity of the Auger signal of carbon also coincides with
that of the signal from the monolayer formed at lower
temperatures.

It is interesting that deposited fullerenes do not
accumulate on the surface on top of the already formed
monolayer, although they remain on the surface of a
thick film during its thermal treatment in a noticeably
higher concentration (see previous section). It seems
likely that a single C60 molecule that is incident on the
surface cannot form strong chemisorption C–C bonds
with carbon cages of fullerenes in the first layer.
Accordingly, this molecule does not transform; it
retains its structure and “prefers” to escape; i.e., the
probability of desorption of such molecules is 100%.

The thermal treatment of the formed coating up to
950 K does not lead to any variations in the intensity or
shape of the Auger lines. At higher temperatures, the
Auger line of carbon becomes more similar to that of
carbide and decreases in amplitude, whereas the Auger
signal of tungsten increases. At T > 1400 K, both Auger
signals are stabilized at amplitudes characteristic of the
surface tungsten carbide. It seems likely that the pro-
cesses in the adsorption layer are the same as those in
the thick film. Carbon cages of fullerene molecules are
gradually destroyed, and the C atoms formed actively
diffuse into the substrate bulk.
SEMICONDUCTORS      Vol. 38      No. 9      2004
6. THE USE OF OXYGEN TO PROBE 
THE STRUCTURE OF THE ADSORPTION LAYER 

OF FULLERENES

We previously showed [23] that keeping fullerite
films on a (100)Mo surface in oxygen leads to the
adsorption of oxygen only in the regions of the metal
substrate free of fullerenes rather than on the surface of
the adsorbed C60 molecules themselves. In principle,
this circumstance permits us to use the adsorption of
oxygen as a probe to indicate the part of the metal sur-
face free of adsorbed fullerenes in absolute units.

We carried out a series of special experiments with
adsorption of oxygen on a fullerene-coated tungsten
surface. On a pure (100)W substrate or on tungsten
with a surface carbide, oxygen adsorbs in a dissociative

form of O atoms up to a concentration of  = 9 ×
1014 cm–2 [24, 25]. No adsorption of oxygen is observed
on a film consisting of C60 molecules three or more
monolayers thick.

Figure 6a shows the largest amount of oxygen that
can adsorb on the surface against the degree of its cov-
erage with C60 molecules . The degree of coverage

 was determined from the time of adsorption of the
C60 molecules on the (100)W surface at room tempera-
ture using the data shown in Fig. 1. The inflection of the
curve at t = 650 s was considered as corresponding to

 = 1. This point corresponds to the surface concen-

tration of adsorbed fullerenes  ≈ 1.5 × 1014 cm–2.

One can see that the amount of adsorbed fullerenes
decreases linearly as the amount of fullerenes deposited
on the surface decreases. For example, about 65% of
the sample surface remains accessible for the adsorp-
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tion of oxygen at  = 0.5. A schematic diagram of
the assumed processes is shown in Fig. 6b. Let us esti-
mate the part of the surface that remains accessible for
the adsorption of O2 molecules at  = 0.5 from struc-
tural considerations. The structural-chemical diameter
of a C60 molecule d = 8.4 Å [1], and, accordingly, the
area occupied by a single molecule s = 55 Å2. Disre-
garding in the first approximation the variation in the
shape of the C60 molecule during adsorption (“deflated
ball,” see Section 3), we can easily find that the surface
occupied by a half-monolayer of the molecules
arranged on 1 cm2 is ~0.4 cm2. Thus, the sample surface
remains about 60% free, which agrees well with the
experimental value of 65% given above.
It should be noted that still about 30% of the surface
remains accessible for the adsorption of oxygen for the
monolayer coating of the surface with C60 molecules
(  = 1). As the second layer grows, the part of the
surface accessible for the adsorption of oxygen
becomes progressively smaller. When this layer is filled
completely, this part is no larger than 5%, most likely
due to the growth defects.

7. DISCUSSION

Let us compare the results obtained for tungsten
with the dependences of interaction of fullerenes with
other metal substrates. The most significant and inter-
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to  ≈ 1.5 × 1014 cm–2. (b) Schematic diagram of the

process of accumulation of oxygen on a surface covered
with a layer of C60 molecules.
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NC60
esting differences are in the fact that the molecules
from the second and even subsequent layers rather than
from the first layer remain on the surface during ther-
mal desorption of fullerenes. In our opinion, this is
associated with the destruction of the fullerene struc-
ture of the molecules arranged in the adsorption layer.
Initially, we observe the destruction of the molecules
from the first layer, which form strong chemisorption
C–W bonds. Then we also observe the destruction of
the molecules of subsequent layers, which form C–C
bonds with carbon cages of underlying molecules. No
similar induced decomposition of adsorbed molecules
was observed in other adsorptive systems. Of all the
studied substrates (namely, Ir, Re, Si, SiC, and Mo)
tungsten is most active catalytically [26], which appar-
ently accounts for the differences observed.

8. CONCLUSIONS

We studied the special features of interaction
between C60 molecules and the (100)W surface in
detail. We showed that the deposition of fullerites at
room temperature lead to layer-by-layer growth of the
fullerite film. The layer immediately adjoining the sur-
face consists of strongly transformed molecules with
changed electron and, possibly, chemical structures.
Deposition at 700–900 K leads to the growth of a
monolayer coating only, and all newly arriving mole-
cules do not adsorb. Heating a multilayer film leads to
thermal desorption of some of the C60 molecules. How-
ever, a large amount (more than 2 ML) of these mole-
cules, which are transformed and are not capable of
thermal desorption, remain on the surface. This effect,
specifically, the induced transformation of molecules
from the second and subsequent adsorption layers, is
apparently observed for the first time. One would
expect such a phenomenon to be typical of the interac-
tion of fullerenes with chemically and catalytically
active substrates, for example, niobium or zirconium.
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Abstract—Recombination luminescence spectra of tunnel Al/SiO2/p-Si MOS structures have been studied
experimentally. A mathematical reconstruction of these spectra taking into account the loss by photon reabsorp-
tion is carried out. For the first time, the experimental data are presented in absolute units (W eV–1). A relation-
ship is shown between the shape of the spectrum and the energy of injected electrons, which is defined by the
applied voltage. The rate of energy loss by photon emission has been estimated. The effect of the oxide degra-
dation on the luminescence characteristics of MOS structures is considered. © 2004 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION

By MOS tunnel structure is understood a metal–
oxide–semiconductor structure in which charge can be
transferred across the structure via direct tunneling [1].
In recent years, these structures became one of the most
important objects of study in applied semiconductor
physics [2], since it became obvious [3, 4] that tunnel-
thin (1–3 nm) SiO2 can be used as a gate insulator in
field-effect transistors.

It has been shown [5, 6] that, under certain condi-
tions, a MOS diode emits light when current flows
across it, although the light intensity is low. Evidently,
an analysis of spectra can provide very useful informa-
tion on the behavior of hot carriers in this interesting
and commercially important structure. However, until
now only electrical properties of MOS tunnel structures
have been studied, and their luminescent properties
remained nearly untouched. Therefore, the goal of this
study was to investigate the luminescence of a MOS
tunnel structure, which is still a relatively little known
aspect of its operation.

Earlier, we reported some luminescence spectra of
MOS structures [5, 7, 8]. In this study, we offer new
experimental data, and for the first time it became pos-
sible to present the spectra in absolute units and to
reconstruct the net photon emission spectrum. Separate
sections discuss the modification of optical characteris-
tics in SiO2 degradation and the determination of the
rate of energy loss by photon emission. Interest in the
recombination component of the luminescence is due
to the fact that this component is responsible for most
of the spectral range of MOS structure emission acces-
sible to experimental study.
1063-7826/04/3809- $26.00 © 21030
2. RECOMBINATION LUMINESCENCE SPECTRA 
OF Al/SiO2/p-Si STRUCTURES

When the positive bias V is applied to the substrate
of a MOS tunnel structure, monoenergetic hot electrons
are injected into silicon [9]. For the case of Al/SiO2/p-
Si structures, which operate in the accumulation mode
at V > 0, we can introduce the characteristic energy of
electrons, E, as the energy difference between the
Fermi level in metal, EFm, and the edge of the conduc-
tion band in the quasi-neutral region of Si (Fig. 1b).
Electrons pass the region of the near-surface band
bending ballistically [9]. The relation between E and V
is simple; specifically, E ≈ qV – Eg when the substrate
is doped quite heavily.

Since the electron energy is defined by the applied
voltage, and not by the oxide thickness dox, the latter
can be chosen for reasons of experimental convenience.
Thus, samples with relatively thick SiO2 layer, which
allow the application of higher V (at lower currents), are
more convenient for studies with higher E, and samples
with a thin oxide layer should be used at low E.

One of the mechanisms of energy relaxation is by
radiative electron transitions, which are usually pre-
ceded by the emission of a certain number of phonons
with phonon energy "ω0 = 0.063 eV [7]. Accordingly,
the energy of an electron immediately before photon
emission lies in the range between E and kT. The emis-
sion of photons can occur via intraband [10] or recom-
bination electron transitions, and the recombination
emission is characterized by the shortest wavelength.
The energy of “recombination” photons "ωRR lies
approximately between Eg and E + Eg, taking into
account the fact that holes in the valence band exist
only near the band maximum.
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Experimental electroluminescence spectra of Al/SiO2/p-Si MOS structures with a tunnel-thin insulator. NA = 2 × 1018 cm–3,
T = 300 K. The data are presented in absolute units. (b) The band diagram. (c) Spectra reconstructed taking into account reab-
sorption of photons. (d) Configuration of the device (R = 200 µm). We assumed that λle = 10 nm and that no current spreading occurs
at this depth.
Figure 1a shows the observed luminescence spectra
of Al/SiO2/p-Si structures (NA = 2 × 1018 cm–3) in units
of W eV–1. As follows from these data, the measured
intensity of light from the structures under study
(Fig. 1b) is nearly 11 orders of magnitude lower than
the power VJ introduced into the sample; i.e., the emis-
sion is very weak. Note, however, that these spectra
were recorded in a specific, though frequently used,
device configuration, which allows the detection of
light emitted only by regions localized near the border
of a circular metal electrode.

Figure 1a clearly demonstrates the existence of the
blue “recombination” edge in all the spectra. Its posi-
tion corresponds to E + Eg. In the left part of the figure,
the intensity increases owing to the contribution of ther-
malized electrons (this range is not related to the injec-
tion energy). At E > 2.3 eV, a certain feature is observed
at about "ω ≈ 3.4 eV (encircled in Fig. 1a) that is
attributed to direct recombination transition at the
Γ point of the Brillouin zone. Note that this feature
was considerably more pronounced in the structures
studied earlier [8].

Basing on the recorded spectra, we mathematically
reconstructed (see Appendix I) the net photon emission
SEMICONDUCTORS      Vol. 38      No. 9      2004
spectra taking into account photon reabsorption
(Fig. 1c). It was assumed that the “current lines” are
concentrated within a cylinder with the electrode in its
base, and a significant spreading occurs only in the Si
bulk at distances exceeding the depth from which emit-
ted photons emerge. Indeed, tunneling is a very strong
factor that orientates electrons, and electrons pass
across the region of high electric field ballistically [9].

As can be seen in Fig. 1c, the net emission spectra
differ from the measured spectra. The deformation is
due to the frequency dependence of the Si absorption
coefficient [11]. The spectral feature related to direct
recombination emission of a MOS tunnel structure
becomes clearly evident after the reconstruction.

3. RELATIONSHIP BETWEEN DEGRADATION 
AND LUMINESCENCE

Unlike the thoroughly studied impact of oxide deg-
radation on the electrical characteristics of devices
[2, 12], little is known about changes in the lumines-
cence of thin MOS structures during an overload.
Below, we discuss the new data we obtained.
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Figure 2 shows luminescence spectra of a MOS tun-
nel structure recorded at different stages of its degrada-
tion. As a rule, “fresh” structures demonstrated a virtu-
ally flat (on a logarithmic scale) spectrum and relatively
low luminescence intensity (curve 1). If the bias and the
duration of its application are large enough, both the
intensity dI/d("ω) and current J across the structure
increase with time. In this case, the luminescence inten-
sity increased more rapidly (the ratio [dI/d("ω)]/J
increases), especially in the relatively long-wavelength
range. The spectral position of the blue edge (shown
schematically by line 1a in Fig. 2) was retained,
because the voltage V and, hence, the energy of injected
electrons remained unchanged.

Further degradation of the structure as a result of
prolonged current flow or the application of stresses1

resulted in a shift of the blue edge of radiative recombi-
nation to lower "ω (Fig. 2, curve 2). This effect was fol-
lowed by a gradual decrease in intensity [dI/d("ω)]/J
and current J across the device, compared to values
reached at the stage 1  1a. It seems that the shift of
the edge is caused by the loss of energy by tunneling
electrons in their interaction with defects. As can be
seen, after stress the luminescence in a specific spectral
range completely disappears (1a  2). We believe
that the shift of the spectral edge can be attributed to a
gradual accumulation of defects in the oxide and at the
interfaces.

The decrease in current J at the final stages of deg-
radation is not surprising: at high bias, the resistance of

1 A structure was stressed by applying a 4 to 5-V bias for 1–2 s.
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sion upon damage of SiO2. (1, 2) recorded spectra; (1a) the
spectrum at the initial stage of degradation (schematic).
Inset: typical dependence of intensity at the given wave-
length: (lower curve) before damage and (upper curve) after
damage.
shunts formed in degradation may well exceed the tun-
neling resistance [13].

An increase in the luminescence “efficiency”
[dI/d("ω)]/J (or I"ω/J if the measurements are done at a
fixed photon energy; see Fig. 2, inset), which is
observed in the course of degradation, may occur for
two reasons. First, degradation gives rise to shallow
centers in the Si band gap, which significantly raises the
probability of transitions with the emission of relatively
low-energy photons. Furthermore, the current density
and, consequently, the “pace” of degradation on the
periphery of the electrode are higher than in the inner
regions. Therefore, the current density on the periphery
(i.e., in the region from which the emission recorded in
the experiment is collected) increases to a greater extent
than that averaged over the whole structure.

The evolution of the luminescence characteristics
(Fig. 2) is typical, at the qualitative level, for any type
of stress. However, short but “hard” (~5 V) overloads
sometimes caused not only the gradual red shift of the
blue edge described above; in some cases, the edge
almost completely returned to its initial position (Fig. 3
and inset). This shift to lower energies and back could
occur several times in the same sample. The figure
shows some selected spectra recorded before the Nth
application of stress, including the spectrum of a
“fresh” structure (N = 1), and those before the 12th,
14th, and 18th stresses. The inset shows the position of
the blue edge for "ωb.e. for a large number of records.
The stress described above was applied to the sample
prior to each recording, but the edge was recovered in
only a few cases (records 14, 20, and 25). After the res-
toration of the edge, a “standard” degradation was
observed, with the shift of the blue edge and usually a
decrease in current (Fig. 3, inset).
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The nature of the observed effect is not quite clear.
It may be related to specific features of the breakdown
in the structures under study, in which the damaged
regions are excluded from the current transfer and
replaced with others. At the same time, we can also
make the trivial assumption that at some stresses Al
“burned out” along the perimeter, and the next spec-
trum was recorded from regions that were not on the
periphery during the preceding measurements. It
remains unclear, however, why this burning-out
occurred only in three out of approximately 30 similar
stresses (Fig. 3).

4. ESTIMATION OF THE RATE OF PHOTON 
EMISSION IN SI BASED ON THE RECORDED 

LUMINESCENCE SPECTRA OF MOS 
STRUCTURES

The luminescence of Al/SiO2/p-Si diodes can be
used for a quantitative analysis of the radiative pro-
cesses in Si.

The relaxation of hot electrons is characterized by
the rate of energy loss via different mechanisms. For

example, the rates of phonon emission (E), impact

ionization (E), and photon emission (E) can be
introduced. They are the sums of probabilities of elec-
tron transitions in unit time, which are accompanied by
the generation of a phonon, an electron–hole pair, or a
photon, respectively, averaged over all the possible ini-
tial states of an electron of energy E. Since not only the
very fact of emission of a photon but also its energy "ω
are important in analyzing optical transitions, we must

introduce the quantity d /d("ω) = f(E, "ω), which
has the meaning of the rate of energy loss by photon
emission in the given spectral range from "ω to "ω +
δ"ω.

A method for determining the photon emission rate

d /d("ω) = f(E, "ω) was proposed in our earlier
study [14] (see also Appendix II). It is based on the
mathematical processing of the reconstructed lumines-
cence spectra of a MOS tunnel structure in absolute
units (W eV–1). The approbation of the method has now
become possible owing to (i) better reproducibility of
the data obtained with different samples, (ii) calibration
of the experimental setup, and (iii) mathematical con-
sideration of the reabsorption of photons.

Figure 4 shows an example of the results obtained.
The range of combinations of electron (E) and photon
("ω) energies corresponds to radiative recombination.
As one might expect, the photon emission is much less

probable than scattering on phonons. The values of (E)
are in the range 1013–1014 s–1 [15], whereas the estimates

for (E) give ~106 s–1 (  ≈ [d /d("ω)]∆"ω, where
∆"ω ≈ 2 eV is the range under study). At E < "ω – Eg,

τph
1–

τ ii
1– τ le

1–

τ le
1–

τ le
1–

τph
1–

τ le
1– τ le

1– τ le
1–
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the rate of loss d /d("ω) = f(E, "ω) becomes zero,
because for a given E the energy of the emitted photons
is limited by the value E + Eg.

The notion of “quantum yield” Ple (the number of
photons emitted per hot electron) is not always ade-
quate as applied to photon emission (unlike, for exam-
ple, the case of impact ionization), because it does not
reflect the spectral composition of light. Nevertheless,
this quantity can be roughly estimated as

( )(E/"ω0), where the first and second factors
describe the probability of an optical transition and the
number of scattering events in the course of relaxation,

respectively. Assuming  = 106 s–1 and  = 1013–
1014 s–1, we obtain Ple ≈ 10–6. This value is comparable
with those reported in the literature for Si (e.g., ~10–5

for prebreakdown luminescence [16]), although one
should emphasize that Ple fundamentally depends on
the parameters of a specific device.

5. CONCLUSION

We present for the first time experimentally
obtained luminescence spectra of Si MOS tunnel struc-
tures in absolute units, as well as after reconstruction
taking the reabsorption loss into account. All the spec-
tra demonstrate a pronounced blue recombination edge,
whose position is defined by the energy of injected
electrons. The direct radiative recombination transition
with "ω = 3.4 eV was reliably recorded. The rate of
energy loss by emission was estimated using the recon-
structed spectra; it was ~106 s–1, which was seven to
eight orders of magnitude less than the phonon emis-
sion rate. The relationship between the degradation of
structures and the modification of luminescence char-
acteristics was considered. It was shown that the appli-
cation of electric stress to a structure results in the
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Fig. 4. Rate of energy loss by photon emission; calculated
from the measured luminescence spectra of MOS tunnel
structures by the method proposed in [14].
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quenching of the blue part of the spectrum (edge shift),
which is related to energy loss in the transport of elec-
trons across the damaged oxide. In some cases, the ini-
tial spectral shape was virtually restored, with a subse-
quent repeated quenching of the edge.
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Appendix I

RECONSTRUCTION OF THE EMISSION 
SPECTRUM

In the device configuration under study (Fig. 1d),
each point in Si within a circular semi-infinite cylinder
with an electrode in its base is regarded as an isotropic
source of photons. The distribution of the intensity den-
sity along the depth z is given by

(A.I.1)

where the parameter λle is chosen on the order of the
electron free path (10 nm) [17].

The portion of the intensity of light that reaches the
front surface of the sample can be found as

(A.I.2)

where

(A.I.3)

(A.I.4)

and κ is the absorption coefficient of Si [11]. The origin
of this expression can be easily understood if it is kept
in mind that ϕ is the angle reckoned from the straight
line that connects the projection of the point source (r, z)
onto the electrode surface with the center of the elec-
trode; the vertex of the angle lies at this projection
point.

With the calculated ν("ω) dependence, we can
reconstruct the net emission spectrum:

(A.I.5)
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Due to the strong dependence of the absorption coeffi-
cient κ on "ω, this spectrum differs appreciably from
the measured spectrum. If we are interested in the “spe-
cific” intensity, the result must be additionally divided
by the area of the electrode, πR2:

(A.I.6)

These spectra (expressed in W eV–1 cm–2) are shown in
Fig. 1c.

Appendix II

CALCULATION OF THE PHOTON EMISSION 
RATE

As follows from a simple model of luminescence in
a MOS tunnel structure [7], the net photon emission
spectrum proper has the form

(A.II.1)

where J is the current and "ω0 = 0.063 eV. If the recon-
structed experimental spectra (A.I.5) are measured with
small enough increments in the electron energy E, the
relation (A.II.1) can be applied to process the data in

order to determine d (E, "ω)/d("ω).

After the transposition of preintegral factors to the
left-hand side and differentiation with respect to the
electron energy E, we obtain

(A.II.2)

The rate of the phonon emission (E) can be taken,
for example, from [15].

The obtained rates d (E, "ω)/d("ω) depend on
the doping level, because it defines the density of states
in the valence band that are accessible to electron tran-
sitions. Therefore, a correction factor with the Fermi
functions must be introduced:

(A.II.3)

where the quantities with subscripts “meas” and “new”
correspond to the conditions of experiment and to the
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doping level for which the obtained data will be used,
respectively.

If necessary, the total rate of photon emission can be
obtained by integration:

(A.II.4)

More details concerning the data processing and the
model that yields expression (A.II.1) can be found
in [14].
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Abstract—The possibility of forming a potential profile in a semiconductor by forming a metal film on its sur-
face via selective removal of oxygen atoms from a deposited metal oxide layer was studied. Selective removal
of atoms (SRA) was performed using a beam of accelerated protons with an energy of about 1 keV. Epitaxially
grown GaAs films with a thickness of ~100 nm and an electron concentration of 2 × 1017 cm–3 were chosen as
the semiconductor material, and W obtained from WO3 was used as the metal. The potential profile appeared
due to the formation of a Schottky barrier at the metal–semiconductor interface. It was found that the Schottky
barrier formed at W/GaAs contacts made by the SRA method is noticeably higher (~1 eV) than the barrier
formed at the contacts made by conventional metal deposition (0.8 eV for W/GaAs). The data presented indicate
that there is no damaged layer in the gate region of the structures, which is most strongly affected by the proton
irradiation. Specifically, it was shown that the electron mobility in this region equals the mobility in bulk GaAs
with the same doping level. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The mainstream development of microtechnologies
and nanotechnologies relies mainly on the improve-
ment of optical lithography, which constitutes the basis
of modern microtechnology. In fact, the transformation
of microtechnology into nanotechnology through grad-
ual advances in optical lithography is now envisaged [1].

However, in certain areas of technology where the
drawbacks and limitations of optical lithography are
most evident, its replacement with alternative, more
efficient methods for manufacturing nanodevices is jus-
tified. This applies primarily to the case of fabricating
multilayer nanodevices in which an alignment of ele-
ments located in different layers of the structure with
accuracy better than 5–7 nm is required. This accuracy
cannot be achieved by methods that use consecutive
fabrication. It is desirable to introduce methods suitable
for parallel fabrication of nanodevices, when all the
layers are formed beforehand and elements of the struc-
ture with the required properties are created simulta-
neously in different layers using the same mask.

A new method for fabricating nanostructures that
allows a transition from consecutive to parallel fabrica-
tion schemes in manufacturing multilayer nanodevices
and, thus, provides a means for aligning elements in
different layers of the structure with an accuracy as
high as 1 nm was proposed in [2]. This method is based
on the previously observed phenomenon of “selective
removal of atoms” (SRA) from thin films under irradi-
ation with particles accelerated to certain energies,
which results in a major modification of the atomic
1063-7826/04/3809- $26.00 © 21036
composition of solids. Such a modification is accompa-
nied by changes in the physical properties of the mate-
rial and makes it possible to convert insulators into met-
als or semiconductors, nonmagnetic materials into
magnetic ones, and optically transparent materials into
opaque ones. It is also important that, using this effect,
a pattern of a given design with nanometer-scale spatial
resolution can be formed on the surface of a solid [2, 3].

In this paper we investigate the possibility of form-
ing a potential relief in a semiconductor material with
high charge-carrier mobility using the SRA method,
with the aim of fabricating nanoscale electronic ele-
ments. The essence of this approach is as follows. It is
known that a Schottky potential barrier can form at a
metal–semiconductor contact; the height of the barrier,
for example, in the case of GaAs, is 0.72–0.88 eV [4].
Consider a fairly thin (quasi-two-dimensional) semi-
conductor film coated with a patterned metal layer con-
taining a gap. A potential well for electrons appears in
the region of the semiconductor beneath the gap, form-
ing a one-dimensional conductive channel whose con-
figuration is determined by the design of the pattern in
the metal layer. This method for fabricating nanostruc-
tures looks rather promising: technology for obtaining
two-dimensional surface layers has now been well
developed, and the method for creating a conductive
pattern developed by us possesses high spatial resolu-
tion. At the same time, certain problems may arise in
implementing this method, such as the possible effect
of protons on the semiconductor material and its degra-
dation, which leads to a decrease in the charge-carrier
mobility. In addition, it was necessary to examine
004 MAIK “Nauka/Interperiodica”
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whether the Schottky barrier formed by the SRA tech-
nique is well controlled and sufficiently high (with the
typical size-quantization scale of 10 nm, one needs a
potential-profile amplitude of 1 eV). Thus, the main
goals of this study were the following:

(a) to fabricate Schottky gate transistor structures
based on metal–semiconductor contacts formed either
by the SRA method or by the conventional method,
where the gate is formed by evaporation of pure metal;

(b) to investigate the main characteristics of these
structures, in particular, to determine the height of the
Schottky barrier and the mobility of the charge carriers
in the gate region, which is most affected by the proton
radiation.

2. SAMPLES

Two types of transistor structures were fabricated on
the basis of epitaxially grown GaAs with a donor con-
centration in the active region of ~2 × 1017 cm–3. Tung-
sten was used as the gate material. In the structures of
the first type, the metal was deposited by evaporation of
pure W. Note that the height of the Schottky barrier at
the contact of GaAs with evaporated W is well known
and equals 0.8 eV [4]. In the second case, tungsten
oxide was deposited in the gate area and was subse-
quently deoxidized into pure W by selective removal of
oxygen atoms. It was established in the preliminary
experiments that irradiation of WO3 with low-energy
protons (~1 keV) results in the formation of a W film
whose conductivity is typical of quasi-amorphous
(ultradisperse) metals. Transistor structures of both
types were prepared in the same Corbino-disk ring
geometry, which allows us to measure the mobility in
the active layer by the geometric magnetoresistance
method [5].

Standard GaAs wafers used in the production of
Schottky gate FETs served as templates for the struc-
tures under study. Such a wafer consists of (1) a high-
resistivity GaAs substrate, (2) a 1-µm-thick pure GaAs
buffer layer, (3) a 150-nm-thick active GaAs layer, and
(4) a 100-nm-thick n+-GaAs contact layer with a donor
concentration of ~1019 cm–3.

The structures were fabricated by the following
sequence of technological operations. First, contact
regions of source and drain covered by a metal Au film
were made. Then, a gate window was formed using a
burst-type photoresist. Next, a pure W film 80 nm thick
and a WO3 film 40–45 nm thick were deposited onto
wafers of the first and the second type, respectively. On
the wafers of the second type, selective removal of oxy-
gen atoms from tungsten oxide with the formation of
metallic tungsten was performed by irradiation with
low-energy protons. The irradiation process was moni-
tored in situ by measuring the change in the electrical
resistance of a control WO3 film; irradiation was termi-
nated as soon as the resistance reached values typical of
SEMICONDUCTORS      Vol. 38      No. 9      2004
metallic tungsten. After the resist was removed and the
wafers rinsed, they were cut into separate structures.

The transistor structures obtained had an inner
diameter of the source region of 75 µm and an outer
diameter of the drain region of 150 µm. Between the
source and the drain, a 40-µm-wide gate was located at
a distance of 20 µm from the drain.

Experiments were carried out at room temperature.
They included measurements of output and transfer
characteristics of the transistor structures, magnetic-
field dependences of the drain current at different gate
voltages, and bias-voltage dependences of the gate–
drain differential capacitance at a frequency of 1 MHz.

3. RESULTS AND DISCUSSION

Output characteristics (dependences of the drain
current Ids on the source–drain voltage Ud) for different
gate voltages Vg are shown in Figs. 1a and 1b and cor-
respond to transistors with a gate made of evaporated
tungsten (referred to below as W_FET structures) and
tungsten obtained from WO3 by selective removal of
oxygen atoms (referred to below as WO_FET struc-
tures), respectively. In both cases, the shape of these
characteristics is typical of long-channel Schottky gate
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Fig. 1. Output (drain) characteristics of GaAs structures
(a) with the gate obtained by W evaporation and (b) with the
gate obtained by reduction of WO3 to W using selective
removal of atoms.
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FETs based on GaAs [4]. The drain current steadily
increases with an increase in the pulling voltage Ud and
tends to saturation at voltages exceeding Ud ≈ 0.5 V. In
the saturation region, the current is highest for positive
gate voltages. In W_FET structures, gate leakage cur-
rent manifests itself already at rather low gate voltages
(Vg > 0.2 V): the residual drain current differs notice-
ably from zero for a near-zero source–drain voltage
(see Fig. 1a). In WO_FET structures, gate leakage cur-
rent is not observed up to Vg ≈ 0.7 V. In the structures of
both types, the drain current drops at negative gate volt-
ages (by more than two orders of magnitude at Vg ≈ –1 V).
In W_FET structures, this is usually accompanied by a
reversal of the sign of the current, which is caused by
gate leakages.

Observation of strong modulation of the channel
conductivity in WO_FET structures indicates that the
height of the surface potential barrier changes consider-
ably. Consequently, there is no Fermi-level pinning,
which could take place if a large number of defects
(localized electronic states) appeared at the interface of
GaAs with W obtained by WO3 reduction. Another
indication of this fact is given by the shape of the trans-
fer characteristics of WO_FET structures (dependences
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Fig. 2. Transfer (drain–gate) characteristics of (a) WO_FET
and (b) W_FET GaAs transistor structures for different
drain voltages Ud. Curves 1' are obtained by subtracting the
gate leakage current.
of the drain current Ids on the gate voltage Vg), which
are shown in Fig. 2a for different values of the pulling
voltage Ud. For comparison, transfer characteristics of
W_FET structures are shown in Fig. 2b. One can see
that there are no clearly pronounced inflection points in
the region of negative Vg in these dependences, whose
presence could be caused by the existence of a large
number of discrete interface states [4]. Note that the
presence of an inflection region at positive Vg is not
related to the interface states. Indeed, in this region the
width of the conducting channel reaches its limiting
value (equal to the thickness of the GaAs active layer),
which should be accompanied by the saturation of the
current. At the same time, the Schottky contact is for-
ward-biased in this case, which leads to the onset of
gate leakage currents, i.e., to an additional increase in
the drain current. It is the combination of these two fac-
tors that gives rise to the inflection point in the transfer
characteristics. Curves 1' represent the dependences
Id(Vg) obtained after subtracting the gate leakage cur-
rents. No inflection regions are seen in these curves. It
should be noted that, for the WO_FET structure, the
saturation region in curve 1' is shifted by more than
0.2 V along the voltage axis as compared to the W_FET
structure. This fact means that the height ϕ of the bar-
rier at the interface of GaAs with W formed from the
oxide exceeds by 0.2 eV the height of the barrier at the
interface of GaAs with directly evaporated W and, thus,
reaches a value of ϕ ≈ 1 eV. This inference is also con-
firmed by the data from measurements of the gate–
drain differential capacitance C at a frequency of
1 MHz as a function of the bias voltage U (see Fig. 3).
The C–U curve contains a region with a clearly pro-
nounced decrease in capacitance with decreasing U,
which is related to the increase in the width of the
Schottky layer in the region of negative bias voltages. It
is known that ϕ can be determined from this depen-
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Fig. 3. Dependence of the gate–drain differential capaci-
tance C on the bias voltage U in the WO_FET structure.
Inset: relationship between 1/C2 and U and the result of fit-
ting its linear segment by a first-degree polynomial.
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dence plotted as 1/C2 vs. U [4]. This curve is shown in
the inset in Fig. 3. Its linear portion can be fitted as

1/C2[10–3 pF–2] = 3.82 – 3.99U[V].

The value 1/C2 = 0 corresponds to the cutoff U = Ui =
0.96 V. The value ϕ = 0.96 eV agrees well with the
above estimate of the barrier height ϕ ≈ 1 eV.

An increase in the barrier height by 0.2 eV is signif-
icant because, for covalent semiconductors like GaAs,
surface defects of the crystal structure introduced upon
deposition of a metal have a decisive effect on the for-
mation of Schottky barriers, and the height of the bar-
rier is almost independent of the chemical nature of the
metal. In the case of GaAs, the barrier height amounts
to 0.8 eV on average [4]. One possible explanation for
the noticeable increase in the barrier height attained by
using the SRA technique is the introduction of hydro-
gen (protons) in the surface region, which is known to
result in the passivation of such defects as dangling
bonds. Specifically, this fact is widely used for produc-
ing high-quality amorphous silicon (a-Si:H) (see [6, 7]
and references therein) and for obtaining a lower den-
sity of localized states at a Si–SiO2 interface.

The quality of transistor structures with a Schottky
barrier is often estimated judging by the value of the
threshold gate voltage Vt corresponding to the cutoff of
the conductive channel. For an ideal structure with a
uniform distribution of the doping impurity over the
depth of the active layer, Vt is determined from the con-
dition d = w, where d is the thickness of the active layer
and w is the width of the Schottky layer:

(1)

Here, ε is the permittivity (ε = 13.1 for GaAs), ϕ is the
height of the Schottky barrier at the metal–semiconduc-
tor contact, and Nd is the donor density in the active

w ε ϕ eVt+( )/2πe
2
Nd.=
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Fig. 4. Transfer characteristic of a WO_FET GaAs transis-

tor structure plotted in –Vg coordinates. Curve 1' is

obtained by subtracting the gate leakage current; drain volt-
age Ud = 0.5 V.
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layer of the structure. The value of Vt can be determined
experimentally from a transfer characteristic by plot-

ting it as a  vs. Vg dependence and extrapolating
the linear portion of the curve to zero (the drain voltage
should correspond to the saturation region of the output
characteristics) [4]. Such a dependence is shown in
Fig. 4; it can be seen that the threshold voltage is ~1 V.
Substituting this value in (1) and assuming that ϕ =
1 eV, we obtain w = 120 nm; this virtually coincides
with the technological setting for the width of the active
GaAs layer (~150 nm).

Next, we consider the magnetic-field dependence of
the drain current of the structures. For samples shaped
like a Corbino disk, the magnetoresistance is related to
the mobility of the charge carriers µ by the following
simple expression [5]:

(2)

where B is the field strength. In the samples under
study, the presence of a ring-shaped gate makes it pos-
sible to measure electron mobility in the gate region,
since, with quite high depleting voltages, it is this
region that determines the resistance of the sample.

Figure 5 shows the magnetic-field dependences of
the drain current Ids recorded at pulling voltage Ud =
0.12 V and different gate voltages for WO_FET
(curves 1, 2) and W_FET (curves 3, 4) structures.
Depending on the choice of gate voltage, the channel is
either fully conducting (curves 2, 4) or partially
depleted, so the drain current drops six- to sevenfold
compared to the open state (curves 1, 3). One may
assume that the structure resistance is determined by
the gate region in the latter case; at the same time, in the
former case, there may be a significant contribution to
the magnetoresistance from the regions between the
gate, the source, and the drain, as far as their total width
(35 µm) is comparable with the width of the gate (40 µm).
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3 W_FET; Vg = –0.6 V
4 W_FET; Vg = 0.29 V

Fig. 5. Magnetoresistance effect for WO_FET and W_FET
transistor structures (curves 1, 2 and 3, 4, respectively),
taken for drain voltage Ud = 0.12 V and different gate volt-
ages; I0 is the drain current in zero magnetic field.



1040 GUROVICH et al.
Note that these regions were protected from proton irra-
diation by the resist and, thus, one would expect a con-
siderable magnetoresistance for the WO_FET struc-
ture. However, measurements show that the magnetore-
sistance of this structure in a 9-kOe field for conducting
and partially depleted channels is the same within 10%.
Meanwhile, a considerable reduction in the magnetore-
sistance in the case of a completely conducting channel
is observed for the W_FET structure. Magnetoresis-
tance dependences, calculated from Ids(B) curves, are
shown in Fig. 6 in ∆R/R0 = f(B2) coordinates. It can be
seen that these dependences are nearly linear, in agree-
ment with (2). For the W_FET structure, the magne-
toresistance in the conducting state decreases by a fac-
tor of 2.6. This fact is explained by the appearance of
significant gate-leakage currents (see Fig. 1a), which
causes shunting of the Hall current by the metal elec-
trode of the gate (in the open state, part of the current
flows through the gate). For the WO_FET structure, this
effect is insignificant. The mobilities for this structure,
obtained from the slope of curves 1 and 2, are µ = (4200–
4600) cm2 V–1 s–1; for the W_FET structure, we obtain
from curve 3 (taken under conditions of a partially

0.20

0.16

0.12

0 0.2 0.4
B2, T2

1

2

0.6 0.8

3

4

∆R/R0

1 WO_FET; Vg = –0.4 V
2 WO_FET; Vg = 0.53 V
3 W_FET; Vg = –0.6 V
4 W_FET; Vg = 0.29 V

0.08

0.04

0

µ1 = 4200 cm2/(V s)
µ2 = 4600 cm2/(V s)
µ3 = 4300 cm2/(V s)
µ4 = 2600 cm2/(V s)

Fig. 6. Magnetoresistance-effect dependences for WO_FET
and W_FET transistor structures (curves (1, 2) and (3, 4),
respectively) for different gate voltages.
depleted channel) µ = 4300 cm2 V–1 s–1. This agrees
well with the data on the mobility in single-crystal
GaAs (µ ≈ 4500 cm2 V–1 s–1 for Nd = 2 × 1017 cm–3 at
T ≈ 300 K) [4].

4. CONCLUSION
Thus, the data presented indicate that there is no

damaged layer at the interface of GaAs with W
obtained from the oxide and, for the chosen conditions
of the SRA process, proton irradiation has an insignifi-
cant effect on the properties of GaAs. A comparison of
the two types of W/GaAs FETs also indicates that the
Schottky barrier formed in the structures obtained by
the method of selective removal of atoms is noticeably
(by 0.2 eV) higher than the barrier in the structures
obtained by conventional metal deposition (0.8 eV for
a W/GaAs contact). This is important for the fabrication
of electronic elements of nanoscale dimensions (in par-
ticular, “conductive” patterns with ballistic charge-car-
rier transport) and for the use of Schottky diodes in
solar cells.
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Abstract—Deep-level transient spectroscopy is used to study the formation of complexes that consist of a radi-
ation defect and a residual impurity atom in silicon. It is established that heat treatment of the diffused Si p+–n
junctions irradiated with fast electrons lead to the activation of a residual Fe impurity and the formation of the
FeVO (E0.36 trap) and FeV2 (H0.18 trap) complexes. The formation of these traps is accompanied by the early
(100–175°C) stage of annealing of the main vacancy-related radiation defects: the A centers (VO) and divacan-

cies (V2). The observed complexes are electrically active and introduce new electron (E0.36:  = Ec – 0.365 eV,

σn = 6.8 × 10–15 cm2) and hole (H0.18:  = Ev + 0.184 eV, σp = 3.0 × 10–15 cm2) levels into the silicon band
gap and have a high thermal stability. It is believed that the complex FeVO corresponds to the previously

observed and unidentified defects that have an ionization energy of  = Ec – (0.34–0.37) eV and appear as a

result of heat treatment of irradiated diffused Si p+–n junctions. © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

The control of highly diffusible impurities remains
one of the most important problems in silicon micro-
electronics and nanoelectronics. These impurities, pri-
marily, the atoms of transition metals (Fe, Cu, Ni, etc.),
can be introduced in significant amount during high-
temperature technological treatment [1–3]. Due to the
high mobility of these impurities, they interact actively
with various lattice defects with the subsequent forma-
tion of new electrically active centers in a number of
cases. One might expect that the presence of transition
metals in silicon structures subjected to a high-temper-
ature treatment would also manifest itself in the course
of production and annealing of radiation defects.

It was established in the early studies of the thermal
stability of radiation defects introduced by irradiation
with γ-ray photons or fast electrons that the most
important radiation defects, such as the A centers (VO)
and divacancies (V2), are stable in float-zone silicon
(FZ-Si) up to a temperature Tann ≈ 350°C, whereas diva-
cancies V2 are stable up to 250°C in silicon grown by
the Czochralski method (Cz-Si) and are annealed out
without giving rise to new electrically active defects
with appreciable concentrations [4–8].

It was shown in subsequent studies that annealing
the A centers in diffused p–n junctions can be complex
and can give rise to new electron traps whose origin is
unknown [9–11]. For example, Kimerling [9] observed
the appearance and disappearance of electron traps
with a level at Ec – 0.35 eV (E0.35) in diffused p–n junc-
tions irradiated with 1-MeV electrons and then
1063-7826/04/3809- $26.00 © 21041
annealed at temperatures of 150–300°C. In these condi-
tions, the A centers were annealed out steadily at tem-
peratures higher than 100°C. Brotherton and Bradley
[10] studied the radiation defects produced by irradia-
tion with 12-MeV electrons and observed a similar pat-
tern of annealing of the A centers with the resulting for-
mation of traps with a level at Ec – 0.36 eV (E0.36). The
generation of E0.36 defects in the Schottky barriers has
not been observed. Barnes [11] studied the annealing of
radiation defects produced in diffused junctions by
60Co γ-ray photons and observed an early stage (at
Tann ≥ 170°C) of partial annealing of the E0.18 traps (VO)
with simultaneous generation of new electron traps
E0.35 with a concentration equal to that of annealed VO
centers. At higher temperatures, the annealing of the A
centers and the E0.35 traps occurred simultaneously up
to temperatures Tann ≥ 370°C. It is assumed that the
early stage of partial annealing of the A centers is
caused by the interaction of these centers with mobile
defects or with an impurity with the subsequent trans-
formation of the A center into a more complex center.

An anomalously early stage (Tann ≈ 120°C) of com-
plete annealing of the VO defect was observed both in
the Cz-Si single crystals subjected to a preliminary heat
treatment [12, 13] and in p–n junctions [14–17]. It is
believed that residual technological impurities of rap-
idly diffusing metals (Fe, Ni, etc.) may be involved in
the defect-formation processes in crystals subjected to
preliminary heat treatment [12, 13].

The early stage of annealing of VO centers (Tann >
100°C) in p–n junctions was accompanied by the for-
004 MAIK “Nauka/Interperiodica”
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mation of new electron traps E0.37 [14] or E0.34 [15] with
a concentration equal to that of annealed VO canters
and with levels at Ec – 0.37 eV and Ec – 0.34 eV, respec-
tively. The reverse transformation of the E0.34 trap into
an A center was observed at T > 200°C. It was assumed
that an unknown mobile defect was involved in the for-
mation of the E0.34 trap.

It was established by You et al. [16] that the interac-
tion of Fe atoms with radiation defects in p–n junctions
gives rise to the early stage (Tann ≈ 100°C) of annealing
of A centers with the simultaneous formation of E0.36
traps with a concentration equal to that of annealed
A centers. This trap was identified as the FeVO com-
plex. The early stage of annealing of divacancies was
also observed.

Anomalous early stages of annealing of the A cen-
ters and divacancies and also the appearance of new
traps for electrons (E0.36) and holes (H0.18) were
observed in studies of the formation and annealing of
radiation defects in the lightly doped base of Si p+–n
junctions [17].

Thus, the objective of this study was to clarify the
interaction of radiation defects with a residual impurity
and identify this impurity by studying the special fea-
tures of annealing of radiation defects in diffused Si
p−n junctions.

2. EXPERIMENT AND RESULTS

We studied Si p+–n structures formed by diffusion of
boron (Tdif = 1150°C) into n-Cz-Si:P with ρ = 2 Ω cm
(structures I) and ρ = 20 Ω cm (structures II). The sam-
ples were irradiated with fast electrons (energy E =
7 MeV, doses F = 3 × 1014–3 × 1015 cm–2) at room tem-
perature. Deep-level transient spectroscopy (DLTS)
was performed using a DLS-83D system produced by
Semitrap [18].
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Fig. 1. DLTS spectra of radiation defects in Si p+–n junc-
tions (structures II) irradiated with fast electrons (E =
7 MeV, F = 3 × 1014 cm–2); the transformation of these
spectra as a result of initial heat treatment is shown.
The DLTS method is based on the relation between
the time variation in the barrier capacitance of a p–n
junction or a Schottky barrier with the temperature-
dependent rate of thermal emission of charge carriers
en(T) from the deep level of the defect as the bias volt-
age applied to the structure is varied. This relation is
described by the expression ∆C(t) = ∆C(0)exp[–en(T)t],
where ∆C(0) is the variation in the barrier capacitance
at the initial point in time t = 0. In the DLS-83D spec-
trometer, the pulse corresponding to the filling of the
trap is repeated periodically with the frequency ν. The
used variations in the capacitance ∆C(t) are amplified
using a synchronous amplifier and are then integrated
using a quadratic wave weighting function. For a dis-
crete center, the temperature corresponding to the peak
in the signal amplitude Tpeak, the thermal-emission rate
en, and the repetition rate ν of filling pulses are related
by the simple expression en(Tpeak) = 2.17ν. Performing
the necessary number of thermal scans at various fre-
quencies, we obtain the corresponding number (i) of

pairs –  used in the conventional procedure for
plotting the Arrhenius relation. The defect concentra-
tion Nt is equal to the amplitude of the peak ∆C(Tpeak)
multiplied by the correlation coefficient for the system
under consideration. Other parameters of the trap are
determined using procedures typical of the DLTS meth-
ods.

Electron traps were not found in the upper half of
the band gap in the reference (unirradiated) samples. A
band with a peak at about 225 K (H0.38, N0.38 ≥ 2 ×
1011 cm–3) was observed in the lower half of the band
gap in structures II.

Both the energy spectrum and the formation effi-
ciency of the main radiation defects are nearly the same
in structures I and II. In Fig. 1, we show a typical DLTS
spectrum of radiation defects and its transformation in
the early stages of isochronous annealing of structures II.
Irradiation with electrons gave rise to the following
electron traps in the upper half of the band gap: trap E1

(0.166 eV; σn = 1.1 × 10–14 cm2; the A center, CiCs) [4–

11, 19]; trap E2 (0.241 eV; σn = 5.0 × 10–15 cm2; )
[6, 7, 9]; and trap E3 (0.424 eV; σn = 2.1 × 10–15 cm2;

the E center, ) [6–9]. The hole trap H1 (0.363 eV,
σp = 1.5 × 10–15 cm2; CiOi) was introduced into the
lower half of the band gap [20].

Appreciable differences between the behavior of the
radiation defects introduced into structures I and II
were observed in performing an isochronous (30 min)
annealing in the temperature range 100–400°C.

The main radiation defects (A centers and divacan-
cies) are annealed out in a single stage (Tann = 300–
350°C) in structures I (with a higher level of doping of
the base) (Fig. 2). As can be seen from Fig. 2, the trap
E1 is stable up to a temperature of 350°C, and the con-
tribution of CiCs complexes (whose annealing occurs at

Tpeak
i( ) en

i( )
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2–

V2
1–
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Tann ≈ 250°C [19]) to the concentration of the defects E1
is small. Therefore, the features of annealing of the
defects with level E1 are governed by the thermal stabil-
ity of the A center. We did not observe formation of new
electrically active centers with significant concentra-
tions. In addition, it is worth noting that the divacancy
levels are stable up to 350°C. The concentration of the
E centers (the PV complexes) was low in the structures
we studied.

The early (Tann = 100–175°C) stage of annealing of

the traps E1(VO), E2( ), and E3( ) is observed in
structures II with a lightly doped base (Figs. 1, 3). New
traps E4 (0.365 eV, σn = 6.8 × 10–15 cm2) and H2

(0.184 eV, σp = 3.0 × 10–15 cm2) are formed simulta-
neously. The annealing of the E1 center is accompanied
by a buildup of the same concentration of the E4 trap.
These traps are annealed out to a certain extent at T =
250–300°C; this annealing is accompanied by a partial
recovery of the E1 traps (the stage of reverse annealing).
At higher temperatures, the traps E1 and E4 are
annealed out synchronously up to 350°C. The anneal-
ing of the traps E2 and E3 (divacancies) coincides with
the appearance of the new trap H2 with a concentration
equal to that of annealed E2 traps. The H2 trap is stable
up to 400°C (we did not perform heat treatment at
higher temperatures). The stage of formation of the trap
H2 correlates in temperature with that of the stage of
formation of the trap E4.

We did not observe any appreciable differences
between the characteristics of annealing of interstitial-
containing radiation defects (CiOi complexes) in struc-
tures I and II. However, a certain increase in the con-
centration of the trap H1 is observed in structures II as
the E4 traps are annealed out. In our opinion, this
annealing of H1 traps is related to the transformation of
other carbon-containing defects into the CiOi complex
rather than to the dissociation of the trap E4.
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Fig. 2. Annealing of radiation defects in Si p+–n junctions
(structures I) irradiated with fast electrons with E = 7 MeV
and F = 3 × 1015 cm–2.
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3. DISCUSSION

We assumed above that residual rapidly diffusing
impurities introduced during technological operations
can interact with radiation defects. The phenomenon of
passivation of radiation defects in silicon with hydro-
gen is well known. However, the absence of hydrogen-
containing defects (VOH [21] and MRH [22–24]) in the
structures under study and the fact that the parameters
of new traps determined in this study are close to those
reported in previous publications [16] allows us to con-
sider below the interaction of Fe atoms with radiation
defects.

3.1. The Role of the Fe Impurity

Iron is an important fast-diffusing technological
impurity of transition metals, which can be introduced
unintentionally (but efficiently) into crystals both dur-
ing their growth and in the course of production of
semiconductor devices [1–3, 16, 25–28]. As a result of
rapid cooling after a high-temperature treatment, elec-
trically active iron atoms reside mostly at interstitial
sites (Fei) in the crystal and are hole traps with the
donor level located at Ev + (0.38–0.41) eV. According
to electron spin resonance (ESR) data, the concentra-

tion of  in the crystal can be as high as ~1014 cm–3

if conventional procedures for purification are used.
Studies [25, 26] have shown that the Si–Fe solid solu-
tion is more stable in n-Si than in p-Si. This behavior is
related to the fact that interstitial Fe atoms in p-Si are
charged positively, so there is a high probability of
Coulomb interaction with an acceptor impurity, e.g.,

–B– [2, 3]. Iron atoms in n-Si are neutral, so there
is no Coulomb interaction of these atoms with accep-
tor-type defects [26].
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Fig. 3. Annealing of radiation defects in Si p+–n junctions
(structures II) irradiated with fast electrons (E = 7 MeV, F =
3 × 1014 cm–2). The levels are located at E1 = Ec – 0.166 eV,
E2 = Ec – 0.241 eV, E3 = Ec – 0.424 eV, E4 = Ec – 0.365 eV,
H1 = Ev  + 0.363 eV, and H2 = Ev  + 0.184 eV.
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Lebedev and Urunbaev [26] studied in detail the
decomposition kinetics for a solid solution of Fe in
n-Cz-Si using capacitance-based methods. Isochronous
annealing was performed in the temperature range from
50 to 200°C. An appreciable variation in the Fe concen-
tration was observed at Tann ≥ 130°C; the iron-related
levels were annealed out completely as a result of
annealing at 200°C [26]. The established stage of
annealing of the levels at Ev + 0.41 eV agrees well with

the results of studying the annealing of the  state in
Si using ESR [27, 28].

Earlier studies of thermal stability of Fei [25] in the
presence of radiation defects showed that the transfor-
mation of the level Ec – 0.17 eV (VO) into a level Ec –
0.30 eV was observed in irradiated samples at Tann =
100°C; this transformation occurred only in the Si sam-
ples saturated with Fe.

In Fig. 4, we show a fragment of the early stage of
A-center annealing (curve 1) and also the stage of
reverse annealing reported by Komarov et al. [17]. The
experimental curve of promoted annealing is described
adequately by the following expression:

(1)

Here, f = Ni/N0 is the fraction of unannealed defects, Ni
is the concentration of defects VO at an annealing tem-
perature Tann = Ti, N0 is the concentration of VO defects
before annealing, t = tann is the isochronous-annealing
duration (expressed in seconds), Ea = 0.78 eV is the
activation energy for annealing, and the preexponential
factor β = 2.8 × 105 s–1. Assuming that the early stage
of annealing of A centers is related to the capture of
mobile interstitial Fe atoms by the VO complexes, we
chose process parameters equal to those for annealing
Fe+ centers in Si [26] (the results of the calculation are
represented by curve 2 in Fig. 4). The above mechanism
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Fig. 4. Fragment of the early stage of annealing of the
defects VO. Curve 1 corresponds to experimental data;
curve 2 represents the results of calculation of the fraction
of unannealed defects VO according to formula (1). For
clarity, we do not show here the stage of formation and
annealing of the trap E0.36 (T = 150–350°C).
of annealing is supported by the following observa-
tions:

(i) the presence of the early annealing stage for the
A centers and the transformation of the trap E0.17 into
the traps E0.3 [25], E0.34 [15], E0.36 [16, 17], and E0.37
[14];

(ii) this transformation could be observed in Si crys-
tals that contained the Fe impurity [16, 25].

We relate the experimental spread in the position of
the trap energy level after transformation to the use of
different methods in the studies (the Hall effect, photo-
capacitance method, isothermal capacitance transient
spectroscopy, and DLTS). In our opinion, the origin of
the phenomenon is the same in all the studies cited.

It is most probable that the trap E4 (E0.36), whose for-
mation is observed in the structures under consideration
(Figs. 1, 3), is also the FeVO complex. This inference is
supported by both the identity of the E0.36-center
parameters observed previously [16, 17] and the similar
behavior of these centers in the course of annealing.
Furthermore, the appearance of the H0.38 trap in the
starting (unirradiated) samples also indicates that there
are interstitial Fe atoms in the crystal (according to
Istratov et al. [3], the donor level of Fei is located at
about Ev + 0.38 eV).

Taking into account the facts above, we may con-
clude the following. The early stage of annealing of the
trap E1 (VO) and the formation of a new electron trap
E0.36 (FeVO) that we observed are related to the capture
of mobile Fei atoms by the VO complex. The fact that
the activation energy (Ea = 0.78 eV) obtained by us for
the early annealing stage of the A center is close to Ea ≈
0.7 eV [15] and to the data reported in [26] further ver-
ifies the above capture mechanism.

We draw attention to the fact that the parameters of
the trap E4 (E0.36) in this study coincide with those of
the traps E0.36 (0.363 eV, σn = 1.4 × 10–15 cm2) [10], E0.36
(0.36 eV, σn = 4 × 10–15 cm2) [16], and E0.34 (0.34 eV,
σn = 10–15 cm2) [15]. We also note that there is a com-
mon stage of appearance and annealing of the traps
E0.36 and E0.34 at Tann ≈ 150–350°C [9–11, 15–17]. Fur-
thermore, we should mention the presence of a partial
[11] or complete early stage of annealing of the A cen-
ters and their transformation into new E0.36 or E0.37 traps
[11, 14–17, 25]. We also note that the aforementioned
phenomena were observed in diffused junctions some
of which were specially doped with Fe. All these facts
indicate that the structure of the new defect is the same
in all the cases mentioned above; i.e., this is the FeVO
complex.

3.2. Annealing of Divacancies

A divacancy introduces two levels (Ec – 0.23 eV and
Ec – 0.39 eV) into the upper half of the silicon band gap.
Both divacancy levels are produced with the same rate
(~0.01 cm–1) and are annealed out at the same temper-
ature (~330°C) in float-zone silicon in the case of irra-
SEMICONDUCTORS      Vol. 38      No. 9      2004
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diation with electrons. The annealing can be described
using a single exponential function with an activation
energy of 1.47 eV and preexponential factor β = 1.1 ×
109 s–1 [29].

Recent Laplace DLTS studies of thermal stability of
divacancies [30] showed that the annealing of the cen-

ters  at Tann > 170°C in n-Cz-Si was accompanied
by the transformation of divacancies into complexes
V2O with equal concentration and nearly the same
parameters of thermal emission of electrons. This com-
plex is stable up to Tann ≈ 300°C.

You et al. [16] studied the interaction of Fe atoms
with radiation defects in Si p–n junctions and reported
an early annealing stage (Tann > 80°C) of divacancies;
however, new traps were not observed.

In contrast to [16], where the traps in the lower half
of the Si band gap were not studied, we observed a new
trap H2 (Figs. 1, 3). The temperature of formation of
this trap correlates with the early stage of annealing of
divacancies, which is accompanied by the generation of
the E4 trap (FeVO). Apparently, divacancies are also
efficient traps for mobile Fe atoms.

An ESR study of iron-related centers in silicon [28]
showed that a divacancy can be involved in the forma-
tion of the Fe2iV2 complex, which consists of two inter-
stitial Fe atoms in the vicinity of V2. This complex is
annealed out at a temperature of 250°C.

However, the trap H2 is stable up to an annealing
temperature of 400°C (the highest annealing tempera-
ture used in this study). We do not rule out that the trap
H2 may be related to the formation of the complex
FeiV2, which is possibly more stable than the complex
Fe2iV2.

In conclusion, we note the following. In previous
research [9–11, 14–17], the concentration of the major-
ity doping impurity and that of radiation defects were
N ≤ 1014 cm–3. Therefore, we believe that, in conven-
tional diffused Si p–n junctions or in the Si p–n junc-
tions doped intentionally with Fe so that the concentra-
tion of radiation defects is comparable with that of iron,
we should expect a promoted annealing of the A centers
and divacancies with the resulting formation of new
thermally stable defects under corresponding thermal
conditions of treatment or service of commercial struc-
tures exposed to severe radiation. Such a promoted
annealing of the vacancy-related complexes VO and V2
and the formation of new traps E0.36 and H0.18 indicate
that the residual Fei impurity interacts with radiation
defects. These changes in the types of radiation defects
can lead to a degradation of the electrical characteris-
tics of commercial devices. 

4. CONCLUSION

The interaction of vacancy-type radiation defects
with mobile Fe atoms is observed in electron-irradiated
n-Cz-Si crystals that contain a background or intention-

V2
2–
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ally introduced concentration of Fei. This interaction
manifests itself experimentally in the presence of an
anomalously early stage of annealing (Tann = 100–
150°C) of the A centers and divacancies with the result-
ing formation of new electron E0.36 (Et = Ec – 0.365 eV,
σn = 6.8 × 10–15 cm2) and hole H0.18 (Et = Ev + 0.184 eV,
σp = 3.0 × 10–15 cm2) traps.

The estimated activation energy for the early
annealing stage for A centers was Ea ≈ 0.8 eV. The trap
E0.36 was identified with the FeiVO complex. We ascer-
tained that the annealing of this complex is accompa-
nied by a stage of reverse annealing of the E0.17 trap. We
assume that the formation of the E0.34–0.37 traps is also
related to the interaction of mobile Fei atoms with the A
centers.

We observed the trap H0.18 for the first time and
identified it as a complex that consisted of a divacancy
and an interstitial iron atom (FeiV2). We showed that the
defect H0.18 is one of the most thermally stable radiation
defects in silicon.
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Abstract—Potential distributions around spherical and cylindrical metallic nanocontacts in semiconductors are
calculated. Electrical properties of nanocontacts of small characteristic size a ! S (S is the width of the deple-
tion region in planar geometry) are analyzed. It is shown that, compared to the planar case, nanocontacts have
a weaker voltage dependence of the capacitance, a greater decrease in the Schottky barrier height due to the
image forces, and a faster response up to frequencies in the terahertz range. © 2004 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION

The study of the properties of small-size metal–
semiconductor contacts is currently generating a great
deal of interest [1]. This interest is related to the devel-
opment of probe methods of studying semiconductor
structures, the development and fabrication of nanosize
Schottky contacts for microwave and terahertz applica-
tions, and attempts to form two- or three-dimensional
nanocontact arrays as artificial nonlinear media [2–6].
When fabricated by epitaxial methods, such a medium
is a multilayer system of quantum dots or metallic
nanoparticles introduced into a semiconductor matrix
[7, 8]. A widely known example of such a medium is
epitaxial GaAs that is grown at a low temperature and
contains As nanoclusters [6, 9].

In these structures, the interface of the metal–semi-
conductor contact is not planar and has a nonzero cur-
vature, the electric field has a different distribution, and
its magnitude near the interface with the metal can be
much greater than in the planar case. The same situa-
tion arises in the case of small-size contacts, where
edge effects cannot be disregarded. In this case the
potential distribution differs considerably from that in
the case of a large planar contact.

Below, we consider two types of contacts, namely, a
metallic sphere of radius a and an infinite metallic cyl-
inder of radius a placed in a homogeneous semiconduc-
tor (specifically, of n type). To find the distribution of
electrostatic potential ϕ at the contact, we solve the
Poisson equation

(1)

where N is the impurity concentration in a uniformly
doped semiconductor, ε is its permittivity, and e is the
elementary charge. We use the approximation of full
depletion [10] leading to the following boundary condi-
tions at the metallic surface Ω1 and at the surface Ω2

∆ϕ 4πeN
ε

--------------,–=
1063-7826/04/3809- $26.00 © 21047
bounding the region of full depletion of the semicon-
ductor:

(2)

(3)

Here, uc is the contact potential difference and u is the
voltage at the contact. We assume that uc is the same,
irrespective of the size and shape of the contact. Fig-
ure 1a shows a cross section of the nanocontact placed
into the semiconductor either by a plane passing
through the center of the metallic sphere or by a plane
normal to the symmetry axis of the metallic cylinder.
The boundary conditions are supplemented by the con-
dition defining the shape of the Ω2 surface,

(4)

Such a formulation of the problem makes it possible to
calculate the potential distribution around a nanocon-
tact with sufficient accuracy, to determine the contact
capacitance and its voltage dependence, and to deter-

ϕ r( ) Ω1
0,=

ϕ r( ) Ω2
uc u.–=

∇ϕ r( ) Ω2
0.=

(a) (b)

ε = 1

ε >1

Ω2

ε
R(Rc)

a
Ω1

Fig. 1. Cross sections of nanocontacts in the form of a
metallic sphere or a metallic cylinder of radius a (a) in a
bulk semiconductor and (b) at the boundary of a semi-infi-
nite semiconductor.
004 MAIK “Nauka/Interperiodica”
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mine the magnitude of the decrease in the height of the
Schottky barrier due to the image forces.

The solution of problem (1)–(4) for N = 0 also
remains valid for the case in which a metallic sphere or
cylinder is half-immersed in the semiconductor, as
shown in Fig. 1b. Evidently, if N ≠ 0 and if the band
bending at the interface between the semiconductor and
air (free space) may be disregarded, then the solution of
the problem of a nanocontact introduced into the bulk
of the semiconductor (Fig. 1a) can be approximately
reduced to the situation shown in Fig. 1b; i.e., we
believe that the results obtained can roughly describe
the electrical properties of metallic nanocontacts at the
semiconductor surface as well. An example of current
interest is contact atomic force microscopy with simul-
taneous measurement of the current–voltage character-
istics through the conducting probe and the sample [5].

2. POTENTIAL DISTRIBUTION 
AND PROPERTIES OF SPHERICAL CONTACTS

For a metallic sphere of radius a in the semiconduc-
tor, we solve Eq. (1) in spherical coordinates with the
origin at the center of the sphere with boundary condi-
tions (2)–(4). In this case, Ω1 is a sphere of radius r = a.
In view of the symmetry of the problem, Ω2 is also a
sphere of radius r = R (Fig. 1a). The solution is easily
found as

(5)

Here,

is the width of the region of full depletion in the semi-
conductor for an infinite planar contact and quantity R
is the solution of the equation

(6)

The only real solution to Eq. (6) is given by the follow-
ing expression:

(7)

It is convenient to introduce the width of the region of
full depletion in the semiconductor around the metallic
sphere, l = R – a. For the quantity l, we then obtain the
equation

(8)

ϕ r( ) uc u–( ) a2

3S2
-------- 1 r2

a2
-----– 

  2R3

3aS2
----------- 1 a

r
---– 

 + .=

S
ε uc u–( )

2πeN
---------------------=

2R3 3aR2– 3aS2– a3+ 0.=

R
a
2
---

a2

2 2 3 3a2S4 a4S2– 6aS2 a3–+( )
1/3

----------------------------------------------------------------------------------------+=

+
1
2
--- 2 3 3a2S4 a4S2– 6aS2 a3–+( )

1/3
.

a
2
3
--- l3

S2 l2–
--------------.=
It follows from Eq. (8) that if the radius of the sphere
n  ∞, then l  S; this limit corresponds to the
transition to the planar problem. As a  0, we have
l  0, and as l becomes much smaller than S, we
obtain

(9)

The contact capacitance is easily calculated,

(10)

where Q is the charge of the depletion area in the semi-
conductor. Using (6), we obtain

(11)

For a  ∞, l  S, we have

where σ is the area of the sphere of radius a; i.e., we
obtain the capacitance of a planar Schottky contact with
surface area σ. If a ! l < S, then the quantity C ≈ aε
becomes equal to the capacitance of a sphere in an insu-
lator and does not depend on the applied voltage.

Using (5) and taking into account the potential of
interaction of an electron with its image in the metallic
sphere, we obtain the electron potential energy

(12)

Here, x = r – a is the distance from the metallic surface,
and

is a parameter that has the dimension of length and
describes the scale of the potential of image forces. At
reverse and small forward voltages for all semiconduc-
tors, we have c < 1 nm. The third term in the square
brackets in (12) is important only for x ≤ c. Since c ! a,

the term  in the denominator can be disregarded.

Moreover, if we are interested only in the form of the
potential energy near the metallic sphere for x smaller
than or on the order of a, then for a ! S, we can disre-
gard the first term in the square brackets in (12). Thus,
in the vicinity of a reasonably small metallic sphere, we
can always disregard the electric field created by the
space charge in the semiconductor compared to the

l
3
2
---aS2

 
 

1/3

 @ a.=

C u( ) dQ
d uc u–( )
---------------------- 4πeNR2 dR

d uc u–( )
----------------------,= =

C u( ) aε R u( )
R u( ) a–
-------------------- aε 1 a

l u( )
---------+ 

  .= =

C u( ) a2ε
S u( )
----------- σε

4πS u( )
------------------ uc u–( )1/2,∝=

V x( ) e uc u–( )=

× a2

3S2
-------- x

a
--- 2 x

a
---+ 

  2R3

3aS2
----------- x

x a+
------------– 2c

x 2 x
a
---+ 

 
---------------------– .

c
e

4ε uc u–( )
-------------------------=

x
a
---
SEMICONDUCTORS      Vol. 38      No. 9      2004



ELECTRICAL PROPERTIES OF METAL–SEMICONDUCTOR NANOCONTACTS 1049
field of the surface charge of the sphere. Thus, for val-
ues of x smaller than or on the order of a, we obtain the
following approximate expression for the electron
potential energy:

(13)

Here, we introduce the notation

Using (7), we can expand the parameter g into a series
in powers of a/S:

(14)

It follows that, for a ! S, the parameter g ≈ 1 and
weakly depends on voltage and impurity concentration.
In the expression for the lowering of the barrier height
due to image forces

(15)

we can disregard the small term c/a, so

(16)

Thus, if a ! S, we can assume that g = 1 and is indepen-
dent of the voltage applied to the contact. This is equiv-
alent to disregarding the space charge in the semicon-
ductor. In this case, we have

(17)

This expression differs from the corresponding depen-
dence for a planar Schottky contact [11]:

(18)

Comparing (17) and (18), we see that, in the case of a
small spherical contact, the decrease in the barrier
height ∆V is greater than for a planar contact,

its voltage dependence is stronger, and there is no
dependence on the impurity concentration N.

If a is smaller but on the order of S, then the contri-
bution of the electric field of the space charge in the
semiconductor to the total field near the potential

V x( ) e uc u–( ) g
x

x a+
------------ c

x
--+ .–≈

g
2R3

3aS2
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g 1
3
2
---a

S
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a
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a

------.≈

∆V 2e uc u–( ) c
a
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∆V
---------- 2a
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------  ! 1,=
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energy maximum becomes appreciable. Therefore, in
expansion (14) we cannot disregard the terms that fol-
low unity. Thus, the quantity g becomes appreciably
greater than unity and begins to depend on the voltage
and N.

3. POTENTIAL DISTRIBUTION 
AND PROPERTIES OF CYLINDRICAL 

CONTACTS

For an infinite metallic cylinder of radius a in the
semiconductor, we solve Eq. (1) in cylindrical coordi-
nates (the z axis is the symmetry axis of the cylinder)
with conditions (2)–(4). Now Ω1 is the surface of the
cylinder of radius r = a, and Ω2 is the surface of the cyl-
inder of radius r = Rc (Fig. 1a). We obtain the solution

(19)

where Rc and the width lc of the region of full depletion
are determined from the equations

(20)

(21)

It follows from (21) that, if the radius of the cylinder
a  ∞, lc  S. As a  0, lc tends to zero logarith-
mically slowly, so lc ≈ S for any physically reasonable
values of the radius.

Proceeding in the same way as in the spherical case,
we obtain the capacitance per unit length of the cylin-
der:

(22)

As a  ∞, we have lc ≈ S, and the solution turns into
that for a planar Schottky contact. If a ! S, then

this value is slightly voltage-dependent.

Using (19) and taking into account the potential of
interaction of an electron with its image in the plane, we
obtain the electron potential energy

(23)
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If a ! S, then for values of x smaller than or on the order
of a we obtain

(24)

where

The decrease in the barrier height with allowance
for the forces of interaction of images is

(25)

Since gc < g, the decrease in the barrier height is smaller
for a cylindrical contact than for a spherical one.

4. DISCUSSION

Evidently, the effects related to nonplanarity or
small size are more pronounced in the spherical con-
tact. We will consider their characteristics in more
detail.

Figure 2 shows the dependence of the contact capac-
itance C0 (for u = 0) on the radius of the metallic sphere
a for various impurity concentrations N. This depen-
dence is calculated for GaAs (uc = 0.7 V, ε = 13.1) using
(7) and (11). It can be seen from Fig. 2 that, for small
a ! l, the capacitance is almost independent of the dop-
ing level and C0 ∝  a. In this case, it follows from (11)
that the capacitance C is practically independent of
voltage. For a/l  ∞, the capacitance C is propor-

V x( ) e uc u–( ) gc 1 x
a
---+ 

 ln c
x
--+ ,–=

gc

Rc
2

S2
-----.=

∆Vc 2e uc u–( )
cgc

a
-------.≈

101

100

10–1

10–2

10–3

C0, fF

100 101 102 103

a, nm

N =
 10

18  cm
–3

N =
 10

16  cm
–3

N = 0

Fig. 2. Capacitance C0 of a spherical contact (for u = 0, uc =
0.7 V, ε = 13.1) as a function of the radius a for different
impurity concentrations N.
tional to the area of the contact, depends on N, and var-
ies with voltage as C(u) ∝  (uc – u)–1/2, as in the case of
planar geometry. The situation where a ≈ l is intermedi-
ate. Figure 3 shows the plane of the parameters N and a
divided into two parts by the line at which a = l (on this

line l = S ). As we move away from this line down-

wards (where a ! l), we come to the domain of param-
eters in which the impurity concentration plays no role.
In contrast, as we move away from this line upwards
(where a @ l), the curvature of the contact and the edge
effects are not important.

In Fig. 4, we show the dependences of the decrease
in the barrier height ∆V on the applied voltage (Fig. 4a)
and on the doping impurity concentration (Fig. 4b) for
various radii of the sphere. The curves are calculated
for GaAs (uc = 0.7 V) using relations (4), (14), and (16).
In Fig. 4a, the impurity concentration is N = 1016 cm–3

[S(0) = 320 nm], and in Fig. 4b for all curves we have
u = 0. We can see from Fig. 4a that the lowering of the
barrier height in the case of small-radius spheres is
much greater and depends more heavily on voltage than
in the planar case (a = ∞). For spherical contacts, the
dependence of ∆V on the concentration of the doping
impurity in Fig. 4b remains weak until the width of the
planar depletion region S becomes equal to a.

Finally, we can estimate the speed of response of a
metal–semiconductor nanocontact. We calculate the

3
5
---

Plane
contacts

Point
contacts

1020

1019

1018

1017

1016

1015

N, cm–3

100 101 102 103

a, nm

Fig. 3. Plane of the parameters N, a. The straight line corre-
sponds to equality of the radius of the metallic sphere and
the width of the depletion region around it (a = l). Above
and away from this line, the parameters correspond to a pla-
nar contact; below and away from the line, a = l corresponds
to a point contact.
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dependence of the critical frequency

on the radius a of the sphere for different doping levels
[10]. Here, rS is the spreading resistance of the semi-
conductor outside the depletion region equal to

where ρ is the resistivity of the semiconductor. For
a  0, we have fC ∝  a–2/3, and for a  ∞, we obtain
fC ∝  a–1. The results of the calculations for GaAs are

f C
1

2πrSC0
------------------=

rS
ρ

4πR 0( )
------------------,=

0.14

0.12

0.10

0.08

0.06

0.04

0.02

∆V, eV

–1.0 –0.6 –0.2 0.20
u, V

a = 10 nm

a = 50 nm

a = ∞

0.1

0.01

∆V, eV

1014 1015 1016 1017 1018

N, cm–3

a = 10 nm

a = 50 nm

a = ∞

Fig. 4. Dependence of the decrease in the barrier height ∆V
for spherical contacts of different radii (a) on the applied
voltage (N = 1016 cm–3, uc = 0.7 V, ε = 13.1) and (b) on the
concentration of the doping impurity (u = 0, uc = 0.7 V, ε =
13.1).

(a)

(b)
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shown in Fig. 5. We can see that the critical frequency
depends heavily on a and reaches the terahertz range
even at relatively low doping levels (~1015–1016 cm–3).

5. CONCLUSIONS

We calculated potential distributions in a semicon-
ductor around spherical and cylindrical nanocontacts in
the approximation of full depletion. We also analyzed
the electrical properties of nanocontacts of small char-
acteristic size a ! S (S is the width of the depletion
region in the planar geometry).

The calculations show that the width of the deple-
tion region around a nanoparticle l @ a, thus ensuring
small contact capacitance and its weak dependence on
voltage and doping impurity concentration.

Compared to the planar case, a stronger electric field
near the metallic nanoparticle produces a greater
decrease in the height of the potential barrier due to the
image forces and a stronger dependence of the decrease
in the barrier height on the applied voltage. The form of
the potential near the metal is mainly determined by the
field of charges at the metal–semiconductor interface,
and the field of the space charge of impurities in the
semiconductor is unimportant, thus resulting in a weak
dependence of the decrease in the barrier height on the
doping level.

The critical frequency of a Schottky nanocontact
reaches the terahertz region even at rather low doping
levels (~1015–1016 cm–3), which is indicative of a fast
response.

N = 10 18 cm –3

103

102

101

100

10–1

100 101 102 103

a, nm

N = 10 17 cm –3
N = 10 16 cm –3

N = 10 15 cm –3

fC, THz

Fig. 5. Dependence of the critical frequency fC on the radius
of the sphere a at different GaAs doping levels (uc = 0.7 V).
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Abstract—The effect of intersubband electron–electron (e–e) and electron–hole (e–h) scattering on intraband
population inversion of electrons in a stepped InGaAs/AlGaAs quantum well is investigated. The characteristic
times of the most probable e–e and e–h processes, which affect the electron densities on the excited levels, are
calculated for the temperature range 80–300 K. Dependences of these times on the electron and hole density on
the ground levels are studied. Temperature dependences of the intraband inversion of population for two non-
equilibrium densities are calculated by solving a system of rate equations. It is shown that the intersubband
e−e and e–h scattering only slightly affects the population inversion for electron densities below 1 × 1012 cm–2.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Population inversion can be created between the
quantum well (QW) subbands in QW lasers for the
mid-IR range. The possibility of obtaining intersub-
band population inversion in QWs is defined primarily
by the ratio between the rates of different nonradiative
intersubband transitions. This ratio is strongly depen-
dent on the density of nonequilibrium carriers in QWs,
which is controlled by the design of the laser and the
parameters of its cavity, waveguide, and QWs. At high
carrier densities, electron–electron (e–e) and electron–
hole (e–h) scattering can play the role of the main non-
radiative processes [1, 2].

In this study, we investigate the effect of intersub-
band e–e and e–h scattering on population inversion in
the InGaAs/AlGaAs heterostructure suggested in [3]
(Fig. 1). Nonequilibrium carriers are generated in wide-
gap regions by an electric injection or band-to-band
optical excitation. For the injected electrons, the calcu-
lated probability of their capture from the continuum to
level e3 is much higher than that to e2. The special con-
figuration of QWs provides a long lifetime of captured
electrons on level e3 with respect to intersubband scat-
tering with the emission of optical phonons. The life-
time on level e2 is small because of the large overlap
between the electron wave functions of the second and
first levels. Therefore, population inversion arises
between levels e3 and e2. Nonequilibrium electrons
and holes are accumulated on levels e1 and hh1,
because in this structure the band-to-band recombina-
tion time is much longer than the intersubband relax-
ation time. The parameters of a stepped QW (Fig. 1) are
1063-7826/04/3809- $26.00 © 21053
z < 0, the region of the Al0.28Ga0.72As barrier; 0 < z < a,
the Al0.26Ga0.74As layer with width L1 = 3.8 nm; a < z < b,
the In0.24Ga0.76As strained layer, LNW = 6.8 nm; b <
z  < c, the Al0.26Ga0.74As layer, L2 = 11.4 nm; and z > c,
the region of the Al0.28Ga0.72As barrier [3]. The energies
of the electron and heavy-hole levels in this QW are
reckoned from the edges of the c and v  bands of the nar-
row-gap semiconductor; they are %e1 = 60 meV, %e2 =
230 meV, %e3 = 346 meV, %hh1 = 16 meV, %hh2 =
62 meV, and %hh3 = 135 meV.

Preliminary estimates show that the expected
threshold current density for intraband emission in this
structure is rather high (>10 kA cm–2) [3]. At this cur-
rent, the density of nonequilibrium carriers in a QW,
which defines the rates of e–e and e–h interactions, can
be high. However, if a stimulated band-to-band emis-
sion arises in the structure, these densities cease to
increase with a rise in current. The band-to-band emis-
sion of GaAs-based injection lasers usually corre-
sponds to the near-infrared (NIR) range, and the average

threshold current density  exceeds 0.1 kA cm–2. The
threshold carrier density for NIR-stimulated emission
can be high. Consequently, the probabilities of inter-
subband e–e and e–h scattering may become compara-
ble with the probabilities of intersubband electron–
phonon scattering, which can reduce the population
inversion between levels e3 and e2.

In this study, we investigate the effect of intersub-
band e–e and e–h scattering on intraband population
inversion for different possible densities of nonequilib-
rium carriers in QWs, corresponding to the threshold of
band-to-band emission. It is shown that in these hetero-
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structures, at densities ranging up to 5 × 1012 cm–2, the
characteristic times of the fastest e–e and e–h scattering
processes are large compared to those for scattering on
optical phonons, which determines the population
inversion between levels e3 and e2. This relationship is
retained in the temperature range 80–300 K. Thus, we
show that the e–e and e–h processes only slightly affect
the population inversion in the heterostructures under
study. 

2. CALCULATION OF PROBABILITIES OF e–e 
AND e–h SCATTERING

Electron–electron and electron–hole collisions can
either reduce or enhance the intersubband population
inversion of electrons in QWs. The inversion is reduced
by the processes in which an electron passes from sub-
band e3 to e2 (Fig. 2). This transition most probably
occurs via interaction with an electron in subband e1 or
a heavy hole in subband hh1, because carriers are accu-
mulated at the lowest levels [4]. In this case, the energy
of an electron or hole in the ground subband will
increase within the subband. These processes are
denoted as 3211. Similar processes that cause the elec-
tron transition e2  e1 (2111) empty level e2; conse-
quently, they stimulate the inversion.

~~

e3

e2

e1

"ω0

εg

hh2
hh1

hh3

L1 LNW L2

"ωNIR
st

0 a b c z

"ωMIR
st

Fig. 1. Potential profile, energy levels of electrons ei and
heavy holes hhi, and stimulated optical transitions in a

stepped QW. "  is the energy of intersubband stimu-

lated emission of the mid-IR range; " , the energy of

band-to-band near-IR stimulated emission of the near-IR
range; and "ω0, the energy of a polar optical phonon.

ωst
MIR

ωst
NIR
The probability of processes with an electron transi-
tion from the ground subband to higher-lying subbands
is low [2, 4], because the energy of these transitions is
high (more than 150 meV for the heterostructure under
study). The distance between hole subbands is less than
that between electron subbands; therefore, along with
3211 and 2111 e–h processes, e–h processes with inter-
subband transitions of holes also occur, and their prob-
ability is higher. Among these processes, the most prob-
able seems to be the hole transition hh1  hh3
(3213), because its energy is close to that of the electron
transition e3  e2. This means that process 3213 may
be resonant, and it will proceed with the transfer of a
small wave vector. The role of 3212 and 2112 e–h pro-
cesses may also be significant.

To calculate the rates of e–e and e–h processes, a
multiband approximation must be used for the wave
functions of carriers [5]. In this situation, the effective
Hamiltonian must take into account the admixture of
|p〉  states of holes to electron |s〉  states. This specific fea-
ture of the energy spectrum and the wave functions of
electrons in QWs is well described by Kane’s model
[6]. The wave functions and energy spectrum of elec-
trons in stepped QWs can be determined by using
Kane’s model for each of the quantum-confined layers
[4]. In each layer of a stepped QW, the solution to the
system of Kane’s equations is determined by the poten-

e1

e2

e3

hh1

hh2
hh3

q

q

3''

2'' 3'

4

4''

1

3

4'

τ3211
ee

τ3213
eh

τ3211
eh

0

0

ε

2

Fig. 2. Principal intersubband e–e and e–h processes in a
stepped QW, which lead to the departure of electrons from
the third subband. Numbers i = 1, 2, 3, and 4 indicate the initial
and final states of interacting carriers for e–e transition 3211;
i' = 1, 2', 3', and 4' indicate the same for e–h process 3211;
i'' = 1, 2', 3'', and 4'', the same for e–h process 3213.
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tials of c and v  bands and the effective mass of elec-
trons in the material.

In first-order perturbation theory, the rate of Auger
processes is given by

(1)

where M is the matrix element of e–e or e–h interaction;
f(qi), the energy distribution function of electrons with
the wave vector qi; %q1 and %q2, the energies of the ini-
tial states; and %q3 and %q4, the energies of the final
states. The summation is done over all the initial and
final states of electrons.

The matrix element of the Coulomb e–e interac-
tion can be used disregarding the screening [7, 4].
The dispersion law near the bottom of subbands is
assumed to be parabolic. At a high carrier density, the
distribution function of electrons can be assumed to
be quasi-equilibrium within each separate subband
[8, 9, 4]. The final states of electrons and holes, which
are described by wave vectors q4 and q3, are, with
high probability, free in all transitions of the types
discussed above, and the corresponding filling factors
[1 – f(q3)] and [1 – f(q4)] are close to unity. In the
interaction, the conservation laws for the energy and
longitudinal component of the wave vector of carriers
have the form

%q1 + %q2 = %q3 + %q4, q1 + q2 = q3 + q4. (2)

As shown in [4], the probability of 3211 and 2111
e−e processes is the highest at certain intermediate
energies and wave vectors transferred in the interaction:

(3)

where T is the lattice temperature; kB, the Boltzmann

constant;  = , the magnitude of the
thermal wave vector of an electron; me, the electron
effective mass in a narrow-gap semiconductor; and ∆e,
the energy spacing between the subbands among which
electrons are redistributed (for transition 3211, ∆e ≡

; for 2111, ∆e ≡ ). Therefore, the following
approximations can be used in the calculation of the e–
e scattering rate:

(4)

This conclusion is also valid for 3211 and 3212 e–h
processes. In 3213 e–h process in the QWs under study,
the energies of electron e3  e2 and hole hh1 

hh3 transitions are close (  ≈ ); therefore this

G
2π
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process can proceed with the wave vector unchanged:

(5)

The energy transferred in a 3213 process remains
high—on the order of ∆e. However, unlike 3211 and
3212 processes, the energy conservation law can be
obeyed by holes near the bottom of a subband, and
there is a great quantity of them.

To calculate the rate of 3211 e–h process , we
first sum over q4 in (1) using the Kronecker δ function:

(6)

where mh is the effective mass of a heavy hole in the
narrow-gap semiconductor; qz, the magnitude of the
wave vector transferred in the interaction in the z direc-
tion normal to the heterointerface; e, the elementary
charge; ε0, the static dielectric constant of the semicon-

ductor; and the integrals (qz) and (qz) are defined
by the overlap of envelopes of wave functions ψqi(z) in
the z direction of the initial and final states of electrons
and holes, respectively:

(7)

We replace the remaining summations (over q1, q2, and
q3) by integrations. Owing to approximation (4), the
integrand contains no dependences on angles between

vectors q1, q2, and q3. We then integrate over  with
the use of the δ function:

(8)

where p1 and ni (i = 2 and 3, respectively, for the elec-
tron transitions from subbands e2 and e3) are the hole
and electron densities in subbands to which the initial
states of the interacting electron and hole belong; Nc =
mekBT/π"2 and Nv = mhkBT/π"2, the 2D densities of
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states in the conduction and valence bands, respec-
tively; and

(9)

We perform integration over q2 and q3 in (8) and
over qz and z numerically. The integration over q2 will
be performed within the limits from q2min = 0 to q2max =

2 , where  =  is the thermal wave
vector of a hole. The lower limit of integration over q3
can be found using the inequalities α(q2, q3) ≥ 0 and
q3 > q2:

(10)

The upper limit of integration over q3 corresponds to
the maximum wave vector that can be transferred in the
electron transition from state 1 to state 4; it is reckoned
from the magnitude of the initial wave vector of hole q2:

(11)

The rate of e–h process 2111, , and the rates of
3212 and 2112 processes are calculated in the same
way.

If we assume mh = me in this calculation, then
expressions (8)–(10), which define the rate of e–h scat-
tering, are transformed into relations for the e–e scatter-

ing rate  in transition 3211, obtained in [4].

Now we calculate the rate of the resonance e–h pro-
cess with the intersubband hole transition 3213. Due to
approximation (5), the momentum conservation law (2)
for this transition is transformed into q3 = q2. Using the
Kronecker function , we sum expression (1) over q3:

(12)

In contrast to (6), the denominator of the integrand in
(12) does not contain the summand |q3 – q2|2, which

results in an increase in  compared with .
However, the overlap integral I23(qz) for intersubband
hole transitions is much less than the integral for intra-
subband hole transitions, which results in a decrease in

 compared with .
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Now we pass from the summation in (12) to integra-

tion over , using the δ function:

(13)

where

(14)

The remaining integration over q2 and q4 can be
done analytically and independently of one other. In the
case of a Boltzmann distribution, we have

(15)

(16)

where the upper limit of integration over q4 is deter-
mined from the condition α(q4) ≥ 0:

(17)

Finally, we obtain the rate of the resonant e–h pro-
cess 3213:

(18)

Having calculated the rates of the Auger processes,
we can determine the inverse times of e–h and e–e
interactions:

(19)

where i = 2, 3 is the number of the subband containing
the initial state of an electron. It appears that the char-
acteristic times τ for e–h processes depend on the hole
density p1 on level hh1, and for e–e processes they
depend on the electron density n1 on level e1.
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3. RESULTS AND DISCUSSION

Figure 3 shows the calculated temperature depen-
dences of characteristic times of e–h and e–e interac-

tions , , , , , , and  for
the heterostructure under study with stepped QWs, for
electron and hole densities in the main subbands n1 =
p1 = 5 × 1011 cm–2. These densities are close to the
threshold densities for the onset of band-to-band emis-
sion. The e–h and e–e processes of 2111 type (at T =

80 K,  ≈ 7.8 ps,  ≈ 8 ps) have the highest prob-
ability. The characteristic times of type 3211 processes

are significantly longer (at T = 80 K,  ≈ 70 ps,  ≈
47 ps). This fact is accounted for by the weak overlap-
ping of the wave functions of states e3 and e2 and the
strong overlapping of the wave functions of states e2
and e1, because of the stepped shape of the QW. The
probabilities of e–h processes 3211 and 2111 are close
to those for similar e–e processes.

The characteristic times  and  are longer

than times  and , respectively, due to a weaker
overlapping of the wave functions of the initial and final
states of holes, compared to those for intrasubband
transition.

The characteristic time of the resonant e–h scatter-

ing  is significantly longer than the times  and

, despite the fact that no wave vector is transferred
in 3213 processes. The small probability of these tran-
sitions is accounted for by the weak overlapping of the
wave functions of states hh1 and hh3.

Note that, in the temperature range under study at
n1 = p1 = 5 × 1011 cm–2, the characteristic times of e–h
and e–e processes are significantly longer than the
times of the main processes of intersubband (ei  ej)

scattering of electrons on polar optical phonons, 
[4]. Their ratio determines the possibility of obtaining
intersubband population inversion in a QW. This means
that, at the given n1 and p1, the intrasubband Auger pro-
cesses have only a weak impact on the degree of popu-
lation inversion.

The temperature dependence of the rate of Auger
processes is weak; it is defined by the temperature
dependence of the distribution function and the limiting
magnitudes of wave vectors q2 and q3. As the tempera-
ture increases, the relationship between the characteris-

tic times , , ,  @ , , ,
which ensures the weak influence of the Auger pro-
cesses on the population inversion, is retained.
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3211 τeh

2111 τeh
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4. CALCULATION OF THE INTERSUBBAND 
POPULATION INVERSION

To estimate the population inversion n3–n2 taking
into account e–e and e–h interactions, we solve the sys-
tem of rate equations that describe the density of carri-
ers on the QW levels. These equations must include the
rates of the main processes of electron–phonon, e–e,
and e–h scattering; the rates of spontaneous and stimu-
lated band-to-band emission in the near-IR range; and
the rates of electron capture on QW levels. Note that the
processes of spontaneous band-to-band emission must
be taken into account at currents J below the threshold
current for stimulated band-to-band emission (J <

). At J > , they can be disregarded. As we
established above, the main processes of e–e and e–h
scattering are type 2111 and 3211 processes.

The electron capture in a QW is determined mainly
by the interaction of electrons with polar optical
phonons [3]. In this situation, the injected electrons are,
with the highest probability, captured by level e3. The
coefficients of electron capture in a QW to levels e1, e2,
and e3 are A1 = 0.03, A2 = 0.07, and A3 = 0.9 (A1 + A2 +
A3 = 1), respectively, and they are virtually tempera-
ture-independent. The rate of intersubband emission
(both spontaneous and stimulated) in the mid-IR range
is negligible compared with the rates of the processes
listed above, and it can be disregarded in the calculation
of population inversion.

Jth
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Fig. 3. Temperature dependence of the characteristic times
of the main intersubband Auger processes in a stepped QW
with nonequilibrium carrier density n1 = p1 ≈ 5 × 1011 cm–2.
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Therefore, in stationary conditions, the system of
kinetic equations has the form

(20)

(21)

(22)

where Gee + eh = Gee + Geh, n1 = p1, and J is the driving
current density (for optical band-to-band pumping,
J/e = P/hν, where P is the intensity of pumping); the
factor η defines the loss of electron–hole pairs in quan-

tum-confined layers and barriers; , , and  are
the lifetimes on levels with respect to the band-to-band
radiative recombination (spontaneous emission); Nν is
the density of photons emitted in band-to-band stimu-
lated emission; and B1st is the proportionality factor.

The last term in (22) describes the depletion of level
e1 via band-to-band stimulated emission of the near-IR

range, which is defined by the characteristic time :
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dt
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Fig. 4. Characteristic times of e–e and e–h scattering in
intersubband transitions from the third level at T = 80 K as
functions of the density n1 = p1. For comparison, the time of

electron–phonon scattering , which is independent of n1

in terms of our model, is shown.

τ ph
32
B1stNν ∝   [10]. This circumstance plays a significant

role when currents exceed the threshold for the genera-
tion of near-IR emission, because in this case Nν ∝
(J/  – 1). As follows from (22), the number of pho-
tons Nν increases when the number of generated elec-

tron–hole pairs increases at J ≤ , whereas the den-
sity n1 remains virtually unchanged.

The density n1 can be determined from the expres-
sion obtained by the summation of Eqs. (20)–(22) for
stationary conditions at currents close to the threshold

for the band-to-band emission (J ≤ ). In this case,
n3, n2 ! n1, and B1stNν  0, so we can obtain the den-
sity of electrons on the first level near the threshold,
n1th:

(23)

Typical values of the characteristic times of spontane-

ous emission, , in GaAs-based nanostructures are

about 1 ns. According to (23), for the given , η = 0.5

and  = 0.1–0.2 kA cm–2; the density n1th in each
QW is (3–6) × 1011 cm–2. As the current increases fur-

ther, J > , the density on the first level remains vir-
tually unchanged: n1 ≈ n1th.

The threshold density n1, which is necessary for the
onset of band-to-band stimulated emission, can be dif-

ferent, depending on , , and η. Figure 4 shows
the characteristic times of Auger processes that reduce
the electron density in subband e3 as functions of n1.
For the Boltzmann distribution function, and disregard-
ing the screening processes, the probabilities (inverse
relaxation times) of e–e and e–h interactions depend
linearly on the density n1, whereas the probability of

electron–phonon scattering , calculated under
the same approximations, is independent of the electron

density in a QW. It can be seen that  and 

become close to  only at n1 > 5 × 1012 cm–2, and the
impact of the Auger processes on the population inver-
sion becomes considerable. Therefore, in a wide tem-
perature range (room temperature included), at densi-
ties n1 < 5 × 1012 cm–2, the intersubband Auger pro-
cesses have no significant impact on the intraband
population inversion.

Having estimated , , and η, and therefore
n1 from (20) and (21), and taking into account (19),
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we easily find n3 and n2 for the given injection cur-
rent J:

(24)

(25)

Figure 5 shows the population inversion n3–n2 calcu-
lated with formulas (24) and (25) for different tem-
peratures at two densities n1. The calculation was
done for an injection current close to the threshold for
intersubband emission in the heterostructure under
study [3]. At high temperatures, the population inver-
sion decreases, because the absorption of optical
phonons increases, but this decrease is insignificant.
To reveal the effect of the Auger processes on the
population inversion, the same figure also shows the
results of a calculation in which only the electron–
phonon interaction was taken into account. At a tem-
perature of 80 K, e–e and e–h scattering reduces the
population inversion by 11% for n1 ≈ 5 × 1011 cm–2

and by 19% for n1 ≈ 1 × 1012 cm–2. At 300 K, the
reduction in the population inversion is weaker: 5%
for n1 ≈ 5 × 1011 cm–2 and 9% for n1 ≈ 1 × 1012 cm–2.
The threshold current, which is necessary for the
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Fig. 5. Population inversion n3–n2 vs. temperature; the data
were calculated by solving a system of rate equations at the
injection current near the threshold for mid-IR emission at
T = 80 K. Solid lines indicate calculations taking into account
electron–phonon and Auger interactions: (1) for n1 = p1 = 5 ×
1011 cm–2 and (2) for n1 = p1 = 1 × 1012 cm–2. Dashed line,
calculation taking into account electron–phonon interac-
tion only.
SEMICONDUCTORS      Vol. 38      No. 9      2004
observation of the mid-IR emission from the hetero-
structure, increases in the same proportion.

5. CONCLUSION

We studied the effect of intersubband e–e and e–h
scattering on the intraband population inversion in
stepped InGaAs/AlGaAs QWs. The most probable e–e
and e–h processes, which modify the electron density
on the inversely populated levels e3 (3211) and e2
(2111), were considered. The calculations show that,
for the heterostructure under study, the characteristic

times  and  are large compared to  and

. This relationship between the characteristic times
of intersubband Auger processes is favorable for intra-
band population inversion between levels e3 and e2.

We compared the characteristic times of intersub-
band e–e and e–h scattering with the characteristic
times of the main processes of intersubband electron–
phonon scattering, which determine the possibility of
population inversion between levels e3 and e2 in this
heterostructure. This comparison showed that the
characteristic times of the Auger processes are much
longer than those of the electron–phonon scattering at
the expected threshold density of nonequilibrium car-
riers for band-to-band emission n1 = p1 = 5 × 1011 cm–2.
Since this density depends on a variety of factors
(parameters of the cavity and QWs, laser design, etc.)
and can exceed 5 × 1011 cm–2, we analyzed the depen-
dence of the characteristic times of Auger processes
and electron–phonon scattering on this density. It
was shown that, up to n1 ≈ 5 × 1012 cm–2, the main
intersubband e–e and e–h processes are slower than
the electron–phonon interaction, so they have no sig-
nificant impact on the intraband population inver-
sion. This conclusion is valid for the temperature
range 80–300 K, because of the weak temperature
dependence of characteristic times of the Auger pro-
cesses.

The population inversion n3–n2 was calculated
considering e–e and e–h interactions at different tem-
peratures for two densities n1, by solving the system
of rate equations for a given injection current. The
Auger processes reduce the population inversion in
the heterostructure under study by 11% at 80 K and
by 5% at 300 K, if n1 ≈ 5 × 1011 cm–2. At n1 ≈ 1 ×
1012 cm–2, these values increase to 19% and 9%,
respectively.
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Abstract—An approach that describes the effect of electron-wave coherence destruction in quantum wells of
GaAs-based symmetric double-barrier resonance tunneling structures on their current–voltage characteristics
is suggested. Electron scattering by polar optical phonons, ionized impurities, and surface roughness in quan-
tum wells, as well as thermal fluctuations of particle energies, are analyzed as the major factors responsible for
coherence destruction. Current–voltage characteristics of GaAs-based symmetric double-barrier resonance tun-
neling structures are calculated for three-, two-, and one-dimensional electron gas in the emitter and collector
of the structure at different temperatures. © 2004 MAIK “Nauka/Interperiodica”.
There are now a number of papers that deal with res-
onance tunneling of electrons through GaAs-based
double-barrier resonance tunneling structures
(DBRTSs) (see, e.g., [1–4]). The main reason for this is
that such studies form a scientific basis for the develop-
ment and design of new high-speed semiconductor
devices [5, 6].

It is well known that electron scattering has a signif-
icant effect on electron resonance tunneling through a
system of potential barriers [1, 7–9], since these pro-
cesses destroy the coherence of electron waves and,
therefore, change the resonance tunneling probability.
It is also known that one of the most effective methods
of describing the effect of scattering on current–voltage
(I–V) characteristics of the DBRTS is the method based
on electron transfer matrices (the matrix approach) [8,
9]. With this method, satisfactory agreement between
theoretical results and experimental data has been
achieved. However, the disagreement between these
results still remains quite significant. We believe that
this disagreement may be attributed to the following
reasons. First, in [8, 9] only two mechanisms of elec-
tron-wave coherence destruction in a quantum well
(QW), namely, electron scattering by polar optical
phonons and by ionized impurities, were considered,
whereas in this case it is also necessary to take into
account the other most important charge-carrier scatter-
ing mechanisms. Second, in these studies, the electron-
wave coherence destruction in a QW was described
using the longitudinal component of the electron mean
free path. However, for a more adequate description of
the interference effects related to electron-wave proper-
ties, it is more correct to use the longitudinal coherence
1063-7826/04/3809- $26.00 © 21061
length for electron waves in a QW of the DBRTS [10].
Third, the matrix approach is not sufficiently rigorous
from the standpoint of the description of electron trans-
port in nonstationary quantum systems [11].

The aim of this study is to revise the model of elec-
tron transport suggested in [8] and use it to study the
effect of temperature on I–V characteristics of the
DBRTS with electron gas of different dimensionalities
in the emitter and collector of the structure. We con-
sider thermal fluctuations of particle energies, as well
as electron scattering by polar optical phonons, ionized
impurities, and surface roughness in a QW, as the main
causes of the coherence destruction.

We study symmetric AlxGa1 – xAs/GaAs/AlxGa1 – xAs
(0 ≤ x ≤ 1) DBRTSs, because for such structures one
can obtain maximal values of the peak current density
retaining a high degree of current variation in the region
of negative differential resistance in the I–V character-
istic [1, 9]. This property is extremely important from
the standpoint of practical applications in various
DBRTS-based devices [12]. A bulk DBRTS, a quan-
tum-layer-based DBRTS, and a DBRTS based on a
quantum wire of rectangular cross section have two-,
one-, and zero-dimensional electron gas in the QW
formed by potential barriers. Accordingly, we consider
them as structures with three-dimensional (3D), two-
dimensional (2D), and one-dimensional (1D) electron
gas in the emitter and collector.

The potential profile of the structure under study
was constructed using the following approximations:
(i) outside the region of the QW and the potential barri-
ers, electron transport was assumed to be sequential and
incoherent [13]; (ii) in the region of the QW and poten-
004 MAIK “Nauka/Interperiodica”
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tial barriers, after the destruction of electron-wave
coherence, the equilibrium state with respect to the cen-
ter of a QW is instantly restored [10]; and (iii) the prob-
ability Tg of coherent transmission of electrons through
the DBRTS with allowance for the processes of elec-
tron-wave coherence destruction is negligible com-
pared with the probability of incoherent capture of elec-
trons in the QW (1 – Rg) [8, 9, 14], where Rg is the prob-
ability of coherent reflection of electrons from the
DBRTS with allowance for the processes of electron-
wave coherence destruction.

The potential profile of the DBRTS has the shape
shown in Fig. 1. This shape is conserved for different
dimensionalities of electron gas in the emitter and the
collector in a wide range of voltages U applied to the
structure, since the operating voltage only affects the
electron energy distribution in the emitter and collector
with respect to the edge of the conduction band in the
QW.

In Fig. 1, the following notation is introduced: E is
the longitudinal component of the electron energy, ∆E
is the potential barrier height, δE is the QW potential
that characterizes the cutoff voltage in the I–V charac-
teristic [1, 2, 7, 12], a is the width of the QW, and b is
the width of the potential barrier.

According to [15], the quantity ∆E expressed in
electronvolts is given by

(1)

In order to find the quantity δE, we used the following
approximation:

(2)

Here, kB is the Boltzmann constant, T is temperature,

 is the Fermi energy for a given dimensionality of
electron gas in the emitter and collector of the structure
(this energy is measured from the ground quantum state
of the system in the approximation of infinitesimal acti-
vation energy of the donor impurity and T = 0 K).

If all electrons in the emitter and collector of the
structure are in the ground quantum state, then the aver-
age current density through the DBRTS in the quantum

∆E 0.693x 0.222x2.+=
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------------– 
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Fig. 1. Potential profile of a double-barrier resonant-tunnel-
ing structure.
limit for 3D, 2D, and 1D electron gas in the emitter and
collector (with allowance for the above approximations
and for the symmetry of the DBRTS) can be calculated
by the formula

(3)

where e is the elementary charge, EF is the Fermi
energy for a given dimensionality of electron gas in the
emitter and collector of the structure and is measured
from the ground quantum state of the system, and f(E, ε)
is the function of the average current-density distribu-
tion in the longitudinal component of the electron
energy, which, according to [2, 7, 13, 16], can be writ-
ten as

(4)

Here, " is Planck’s constant, m* is the electron effective
mass, LW is the width of the quantum layer or quantum
wire, and LH is the quantum wire height.

The quantity Rg(ε) was calculated in the usual way
as the squared absolute value of the ratio between the
amplitude of the electron wave reflected from the
DBRTS and that of the incident wave [8]. The pro-
cesses of electron-wave coherence destruction in a QW
were taken into account by introducing a complex elec-
tron wave vector in this region, which is equivalent to a
Schrödinger equation with complex energy. The latter
is convenient for describing nonstationary quantum
systems [11]. In this case, according to [10, 11, 13], the
longitudinal component of the electron wave vector in
the QW is given by the relation

(5)
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where i is the imaginary unit and L is the longitudinal
coherence length of electron waves in the QW of the
DBRTS.

The longitudinal coherence length of electron waves
in the QW of the DBRTS was calculated on the basis of
results reported in [10]. In addition, we took into
account the equivalence of electron quantum states with
a phase shift of electron waves by ±nπ (n = 1, 2, 3, …)
that arises due to electron scattering by surface rough-
ness. We also included the processes of electron-wave
coherence destruction by thermal fluctuations of the
electron energy by introducing the corresponding
coherence time

(6)

It follows that the longitudinal coherence length L of
electron waves in the QW of the DBRTS can be calcu-
lated using the expression

(7)

where the partial longitudinal coherence lengths of
electron waves L1, L2, L3, and L4 related to thermal elec-
tron energy fluctuations, particle scattering by polar
optical phonons, ionized impurities, and surface rough-
ness are given by

(8)

(9)
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Fig. 2. Current–voltage characteristics of the double-barrier
resonant-tunneling structure for different dimensionalities
of electron gas in the emitter and collector of the structure
at T = 77K.
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(10)

(11)

Here, ω is the angular frequency of a polar optical
phonon, NL is the longitudinal linear ionized-impurity
concentration in the QW of the DBRTS, and σ is the
rms deviation of a rough QW–potential barrier inter-
face from a plane.

In Figs. 2 and 3, we show the experimental I–V char-
acteristics [7] and I–V characteristics of DBRTS calcu-
lated using expressions (3) and (4) at different temper-
atures and dimensionalities of electron gas in the emit-
ter and collector of the structure. The following model
parameters were used in the calculation: x = 1, a =
5 nm, b = 2.26 nm, the ionized-impurity concentration
in the emitter and collector of the structure N+ = 5 ×
1024 m–3, and the ionized-impurity concentration in the
quantum well N = 1022 m–3. These parameters corre-
spond to the experimental data [7]. The value of σ was
taken to be 0.3 nm [15]. We assumed the transverse
dimensions of the quantum wire and the quantum layer
to be LW = LH = 6 nm, in accordance with the linear con-
centration of ionized impurities in the emitter and col-
lector of the structure.

It follows from Figs. 2 and 3 that the dimensionality
of electron gas in the emitter and collector of the
DBRTS, as well as the temperature, can have a signifi-
cant effect on I–V characteristics. We note that, in con-
trast to [8, 9], the I–V characteristics that we obtained
for a structure with 3D electron gas in the emitter and
collector agree well with the experimental results [7]
not only quantitatively (the ratio of peak to valley cur-
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Fig. 3. Current–voltage characteristics of the double-barrier
resonant-tunneling structure for different dimensionalities
of electron gas in the emitter and collector of the structure
at T = 300 K.
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rents) but also qualitatively (the shape of the I–V char-
acteristics).

Thus, in this study we suggested an approach that
makes it possible to describe in a simple way the pro-
cesses of electron-wave coherence destruction in the
QW of a DBRTS and their effect on the I–V character-
istic of the structure. Thus, we can calculate I–V char-
acteristics of DBRTS with reduced dimensionality of
electron gas in the emitter and collector of the structure
without using complicated numerical methods.
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Abstract—A new mechanism of intraband relaxation of charge carriers in quantum dots (QDs) incorporated
in a heterostructure at a relatively large distance from its doped elements is considered. Relaxation is caused by
coupling of the electron subsystem of the QD to plasmon–phonon excitations of doped components of the het-
erostructure via the electric potential induced by these excitations. It is shown that this interaction with bulk
plasmon–LO-phonon modes is possible only due to their spatial dispersion. The performed estimations of
relaxation rates have shown that the mechanism under consideration is quite efficient even if the QDs are at a
distance as large as 100 nm from the doped regions of the heterostructure. If this distance is about several tens
of nanometers, this mechanism can become dominant. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Due to the rapid development of nanoelectronics,
the design of nanoelectronic devices based on semicon-
ductor quantum dots (QDs) has become a reality. Typi-
cal examples of such devices are single-electron tran-
sistors [1], quantum bits [2], memory cells [3], and
lasers [4]. All of them consist of a large number of
structural components including doped semiconductor
layers, quantum wires, and substrates. The develop-
ment of high-performance nanoelectronic devices of
this type calls for a deep understanding of the energy
and phase relaxation in QDs, since QDs are the main
operational elements of these devices.

Until now, the main efforts of researchers in this
field were directed toward the study of relaxation pro-
cesses caused by the interaction with various elemen-
tary excitations, which are localized inside the QDs or
at their surface. Thus, for example, they studied the
effect of quantum-confined and surface optical
phonons on electron dynamics in QDs [5–8]. Some
studies were concerned with multiphonon relaxation
involving longitudinal optical and acoustic phonons [5,
9, 10]. The fast relaxation of charge carriers in QDs was
accounted for by the multiphonon mechanism assisted
by defects [11–13]. In addition, the Auger process was
considered as another efficient mechanism of intraband
relaxation in QDs [14, 15].

Actual QD-based devices are complex heterostruc-
tures consisting of many structural components such as
matrices, QDs, and quantum wells and wires, as well as
coating, buffer, and wetting layers. Despite this, rela-
tively few studies have been devoted to the effect of ele-
mentary excitations in the surrounding material on
electron dynamics in QDs. In addition to the interaction
of the electron subsystem of QDs with optical and
1063-7826/04/3809- $26.00 © 21065
acoustical phonons in the barrier and the matrix [5, 8,
16–18], researchers studied only the effect of the near-
est neighborhood on the electron dynamics in QD. For
example, they studied homogeneous broadening of
optical transitions, which is caused by elastic Coulomb
collisions between free charge carriers of the wetting
layer and carriers in QDs [19]. Furthermore, they stud-
ied electron dephasing caused by charge fluctuations
due to recharging of impurity states via the ensemble of
free electrons [2]. However, we may expect that not
only free charges of the surrounding medium but also
plasmons and plasmon–phonon modes, which are
eigenexcitations of the doped components of the het-
erostructure, interact with the electron subsystem of
QDs. It is obvious that, if there is direct contact
between QDs and doped components, the carriers in
QDs are strongly coupled to excitations in the sur-
rounding material and produce electric fields. However,
in many cases, these components (for example, sub-
strates) are at a distance of several tens of nanometers
from QDs, and it is not clear a priori how strong the
interaction between them is.

A simple electrostatic analysis shows that the elec-
tric fields induced by longitudinal bulk waves, irrespec-
tive of their origin (longitudinal optical (LO) phonons,
plasmons, or plasmon–phonon modes), cannot pene-
trate into materials with a different permittivity [20,
21]. However, using the example of LO phonons [22,
23], it was shown that phonon dispersion gives rise to
exponential tails of the electric field in the other mate-
rial. We can expect that the same situation takes place
in the case of plasmons or plasmon–phonon modes as
well. It is due to dispersion that the electric fields
induced by longitudinal optical waves can propagate
through the interface between the materials and affect
the electron subsystem of QDs, thus opening new relax-
004 MAIK “Nauka/Interperiodica”
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ation channels. The natural question arises as to
whether these fields cause efficient intraband carrier
relaxation in QDs in the intrinsic material at relatively
large distances from the interface. As far as we know,
this problem has not been considered until now.

The aims of this paper are the following:
(i) to construct a theoretical model of the new mech-

anism of intraband relaxation of charge carriers in QDs,
which is caused by the interaction between the carriers
and the electric potential induced by bulk plasmon–LO
phonon modes of doped components of the heterostruc-
ture;

(ii) to estimate the dependence of the rates of intra-
band relaxation caused by this mechanism on the dis-
tance between the QD and the doped component of the
heterostructure, on the concentration of doping impu-
rity, and on the design of the heterostructure;

(iii) to discuss possible manifestations of the new
relaxation mechanism in optical spectra of heterostruc-
tures.

2. COUPLED PLASMON–PHONON MODES
IN A SEMICONDUCTOR HETEROSTRUCTURE

2.1. Dielectric Formalism Making No Allowance 
for Retardation

Before constructing a model of intraband carrier
relaxation in QDs located far from the doped compo-
nents of the heterostructure, let us briefly discuss the
plasmon–phonon waves, which are eigenexcitations in
doped materials. We will restrict our discussion to exci-
tations that are hybrid states of charge-density fluctua-
tions and optical phonons. Let us first analyze the cou-
pled plasmon–phonon states in the context of a dielec-
tric formalism making no allowance for spatial
dispersion of “bare” plasma and phonon waves. To sim-
plify the problem as much as possible with the aim of
obtaining the clearest results, we consider two designs
of a heterostructure with plane boundaries. These are
the so-called single and double heterostructures, which
are shown in Fig. 1. We assume that the half-space 1
(z ≤ 0) is filled with a doped semiconductor, for exam-

x (a) (b)x

d

zz

11 22 3

0 0

Fig. 1. (a) Single and (b) double heterostructures. Region 1
is the doped semiconductor, region 2 is the intrinsic semi-
conductor, and region 3 is air.
ple, of n type with concentration n0; region 2 (z ≤ 0 or
(d ≥ z > 0)) is an intrinsic semiconductor; and half-
space 3 (z > d) is air with permittivity ε3 = 1.

It is well known (see, for example, [20, 21]) that,
when studying elementary excitations in the context of
the dielectric formalism with no allowance for retarda-
tion effects, we can restrict our consideration to a single
Maxwell equation divD = 0 for the electric displace-
ment D = ε(ω)E, where ε(ω) and E are the dielectric
function and the electric field in the corresponding
region of the heterostructure. Using the explicit form of
the dielectric functions [21, 24] in regions 1 and 2,

(1)

(2)

and the translation symmetry of the problem in the xy
plane, it is easy to derive the system of equations for the
self-consistent electric potential ϕj(r, ω) =
ϕj(z)exp(iqx)exp(–iωt) for j = 1, 2, 3 and q, x ⊥  z:

(3)

which describes coupled plasmon–LO-phonon modes.
In Eqs. (1)–(3), q is the wave vector lying in the xy
plane, ω1(2)L and ω1(2)T are the frequencies of longitudi-
nal and transverse optical phonons, ωp =
(4πe2n0/ε1∞m)1/2 is the plasma frequency, m is the elec-
tron effective mass, and ε1(2)∞ is the high-frequency per-
mittivity.

Let us consider the bulk plasmon–LO-phonon exci-
tations. Since these correspond to eigenstates for bulk
materials, the dielectric function that corresponds to the
doped region of the heterostructure vanishes at the fre-
quencies ωb of these excitations, ε1(ω) = 0. Thus, we
obtain two branches of plasmon–LO-phonon oscilla-
tions:

(4)

In this case, the first of Eqs. (3) is satisfied identically.
Assuming that the intrinsic semiconductor is not a res-
onance medium, i.e., ε2(ωb±) ≠ 0, we derive the electric
potential for a single heterostructure in the following
form:

(5)

where kz is the component of the wave vector normal to
the interface. For a double heterostructure, the condi-
tion that the intrinsic semiconductor is not a resonance

ε1 ω( ) ε1∞
ω1L

2 ω2–

ω1T
2 ω2–

--------------------
ωp

2

ω2
------–

 
 
 

,=

ε2 ω( ) ε2∞
ω2L

2 ω2–

ω2T
2 ω2–

--------------------=

ε j ω( ) d2

dz2
------- q2– 

  ϕ j z( ) 0,=

ωb±
2 1

2
--- ω1L

2 ωp
2 ω1L

2 ωp
2+( )2

4ω1T
2 ωp

2–[ ]
1/2
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ϕ z( ) ϕ 0( )
kzz( ), z 0,≤sin

0, z 0,>



=
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medium is described by the relationship

(6)

If condition (6) is satisfied, we have

(7)

It follows from expressions (5) and (7) that, if the dis-
persion of plasmons and phonons is disregarded and the
intrinsic semiconductor is not a resonance medium, the
electric potential of bulk plasmon–LO-phonon excita-
tions is concentrated in the doped material.

2.2. The Role of Plasmon Dispersion in the Formation 
of Plasmon–Phonon Modes

To clarify the effect of plasmon dispersion on the
energy spectrum of plasmon–phonon modes and on the
electric potential induced by them, we use a combined
approach developed by us. This approach is based on
the dielectric formalism for the description of optical
phonons and on the hydrodynamic approximation for
plasma oscillations, which allows us to take into
account their dispersion. In the context of this
approach, the equation of motion for vibration ampli-
tudes u, which corresponds to optical phonons without
spatial dispersion [23], is added to the set of Bloch
equations [25] for the potential of hydrodynamic veloc-
ity of free charge carriers ψ (v = –∇ψ ), charge carrier
density N, and self-consistent electric potential Φ. The
coupling between the phonon and plasmon subsystems
is due to the fact that the self-consistent potential is
determined by both fluctuations of the free-carrier
charge density and the dipole phonon polarization.
Accordingly, we derive a system of coupled nonlinear
equations, which can be substantially simplified using
the standard linearization method (see, for example,
[25–27]). We assume that the unperturbed state of the
free-carrier gas is characterized by a uniform density n0
in the doped region of the sample, which is separated
from the remaining part by a nontransparent barrier. In
this case, in the first order of the perturbation theory in
the deviations of ψ, N, Φ, and u from the equilibrium
values ψ0 = 0, n0, ϕ0, and u0 = 0, we derive the following
system of linear equations:

(8)

ωb±
2 ε2∞ω2L

2 ω2T
2 qdtanh+

ε2∞ qdtanh+
-------------------------------------------------.≠

ϕ z( ) ϕ 0( )
kzz, z 0,≤sin

0, d z 0,>≥
0, z d .>






=

∂ψ
∂t
-------

e
m
----ϕ–

β2

n0
-----n,+=

∂n
∂t
------ ∇ n0∇ψ( ),=

∇ϕ 4πe
ε∞

---------n
4πα
ε∞

----------∇ u,+=
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where ϕ = Φ – ϕ0, β = vF/  is the propagation veloc-
ity of hydrodynamic perturbations in the free-carrier
gas, vF = (3π2n0)1/3"/m is the Fermi velocity, n = N – n0,
α = ωT[(ε0 – ε∞)ρ/4π]1/2, ε0 is the low-frequency permit-
tivity, and ρ is the mass density of the unit cell of the
semiconductor. The following Hamiltonian corre-
sponds to this system of equations:

(9)

Below, we use this Hamiltonian to perform secondary
quantization of plasmon–LO-phonon modes.

To find the eigenfrequencies of elementary excita-
tions and electric fields in the inhomogeneous system
under study, we consider Eqs. (8) in all regions of the
heterostructure assuming as before that the evolution of
variables n, ψ, ϕ, and u is determined by the exponen-
tial function exp(–iωt). In addition, we use the transla-
tion symmetry in the xy plane; i.e., we represent the
variables {n1(r), ψ1(r), ϕj(r), uj(r)} as {n1(z), ψ1(z),
ϕj(z), uj(z)}exp(iqx), where the subscript numerates the
region of the heterostructure and the two-dimensional
wave vector q and the two-dimensional radius vector x
lie in the xy plane. In this case, for the doped region 1,
we derive the following system of equations:

(10)

From the first equation of system (10), it follows that, if
the parameter

(11)

we have bulk-plasmon–LO-phonon modes, for which
kz is the z component of the total wave vector k = {kz, z}.
The dispersion relation for these modes for both single

ρ∂2u
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and double heterostructures is defined by the equations

(12)

where k2 =  + q2 (see Fig. 2). We can easily see that,
for β  0 (i.e., if the dispersion of plasma oscillations
is disregarded), Eq. (12) is transformed into Eq. (4).

Below, we assume that the intrinsic semiconductor
is not a resonance medium with respect to plasmon–
phonon modes, i.e., ε2ph(ωb±(k)) ≠ 0. In this case, the
equations describing u(z) in region 2 of the heterostruc-
ture and ϕ(z) in regions 2 and 3 take the form

(13)

We can show that the solution of systems (10) and (13)
for a single heterostructure can be written as

(14)

ωb±
2 k( ) 1

2
--- ω1L

2 ωp
2 β2k2+ +{=

± ω1L
2 ωp

2 β2k2+ +( )2[ ] 4ωp
2ω1T

2– 4ω1L
2 β2k2– ]

1/2
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2
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ω2 ω2T
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  ϕ2 z( ) 0,=
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ikzz C2e
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,+=

ϕ1 z( ) 4πe

ε1ph ω( )k2
----------------------- C1e

ikzz C2e
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+( )– C3eqz,+=

ϕ2 z( ) Be qz– ,=

ω1L

ω1T

ωb–(k)

ωb+(k)50

40

30

0 2 4 6 8 10 12 14
k, 105 cm–1

ω, meV

Fig. 2. Dependence of the dispersion relations ωb±(k) of
bulk plasmon–phonon modes for GaAs parameters on the
concentration of the doping impurity n0: solid lines corre-
spond to 1018; dotted lines, 0.75 × 1018; dashed lines, 0.5 ×
1018 cm–3. Dash-dotted lines show the energies of longitu-
dinal ω1L and transverse ω1T optical phonons of GaAs.
for a double heterostructure this solution can be written
as

(15)

In order to find the coefficients A, B, and C, we assume
that the electric potential and the z component of the
electric displacement are continuous at the interfaces.
Furthermore, we use the fact that the normal compo-
nent of the hydrodynamic velocity vanishes at the inter-
face z = 0; i.e., v z = 0. In this case, for a single hetero-
structure we have

(16)

(17)

where

(18)

(19)

For a double heterostructure, the coefficients C1 and C3
are defined by expressions (16) and (17) with renormal-
ized parameters γ(ω) (18) and δ(ω) (19), in which
ε2ph(ω) should be replaced by

(20)

where

(21)

For a double heterostructure, the coefficients A and B
are given by

The coefficient C2 for both heterostructures can be
determined from the normalization condition.

Thus, as expected, taking into account dispersion of
plasma oscillations leads to an important result. In con-
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trast to the case considered in the previous subsection,
the electric fields induced by bulk-plasmon–LO-
phonon modes propagate into the region of heterostruc-
tures filled with an intrinsic semiconductor. These
fields couple the excitations of a doped semiconductor
with electron excitations of the intrinsic material, thus
significantly affecting the dynamics of these excita-
tions.

2.3. Secondary Quantization 
of Plasmon–LO-Phonon Modes

Plasmon–LO-phonon oscillations, which were con-
sidered in the previous subsection, induce the electric
potential V(r) = –eϕ(r), which describes their interac-
tion with other electron excitations. Therefore, for fur-
ther applications, it is convenient to express V(r) in

terms of Bose creation and annihilation operators 
and bk for quasiparticles corresponding to plasmon–
LO-phonon modes. For this purpose, we apply the stan-
dard procedure of secondary quantization to Hamilto-
nian (9). This procedure allows us to determine the
unknown constants C2. Accordingly, the Hamiltonian

assumes the form H = ωb±(k)[ bk + 1/2], and the
energy of interaction of electrons with bulk plasmon–
phonon modes can be written as

(22)

where for a single heterostructure

(23)

L3 is the normalization volume,

Here, for ω, we should use the expressions for eigenfre-
quencies of bulk plasmon–phonon modes (12), whereas
the other parameters are defined by formulas (18) and
(19). For a double heterostructure, we have

(24)
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It should be noted that in this case ζk and χk are
expressed in terms of the renormalized parameters γ(ω)
and δ(ω), while other quantities in expression (24) are
defined by formulas (20) and (21).

It follows from expressions (23) and (24) that, formally
passing to the problem without dispersion (β  0), we
find that the electric potential induced by plasmon–
phonon oscillations in the intrinsic region of the hetero-
structure vanishes. This conclusion fully agrees with
the results of Subsection 2.1, where it has been shown
that, in the absence of dispersion, the electric potential
of bulk-plasmon–LO-phonon oscillations is concen-
trated in the doped material.

3. INTRABAND RELAXATION RATE 
OF ELECTRON EXCITATIONS 

IN A QUANTUM DOT

Let us consider the following mechanism of intra-
band relaxation of electron excitations in QDs. We
assume that the QD is located in the undoped region of
the heterostructure at a distance a from the interface
between the doped and undoped regions. In this case,
according to Eq. (22), the electron subsystem of the QD
is coupled to plasmon–phonon modes via the electric
potential induced by them. As a result, the electron can
pass from one state to another emitting a quantum of
plasmon–phonon oscillations (Fig. 3).

In the first order of the perturbation theory, we can
represent the transition rate of charge carriers in the QD
between levels E2 and E1 (Fig. 3) with excitation of
plasmon–phonon modes with quantum numbers n as

where |2〉  and |1〉  are the wave functions of the initial
and final states of the charge carrier and Ω = (E2 – E1)/".

In the case of relaxation assisted by bulk plasmon–
phonon excitations, the wave vector components kz and
q form the set of quantum numbers of these excitations.
Choosing the origin of coordinates to be linked to the
QD, we obtain

(25)

where the dispersion relation ωb±(k) is defined by
Eq. (12). For simplicity, we restrict our consideration to

M2
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the case of heterostructures whose regions 1 and 2 are
filled with the same semiconductor material ε1ph(ω) =
ε2ph(ω). In this case, according to (23) and (24), for a
single heterostructure, we have

and for a double heterostructure, we obtain

Further calculations are associated with the choice
of the specific model of the QD. Let us consider a
spherical QD with radius R0 under the condition of
strong quantum confinement; i.e., we assume that the
exciton Bohr radius for the bulk material of the QD is
greater than R0. In this case, if the electron subsystem
of the QD is confined by an infinitely high potential
barrier, the wave functions and the energy spectrum of
electrons are given by

where ξnl is the nth root of the lth order spherical Bessel
function (jl(ξnl) = 0). If the potential-barrier height V0 is
finite, the wave functions can be represented as [28]
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E2

E1

"
Ω

a

z

n-GaAs

QD InAs

GaAs

Fig. 3. Schematic diagram of the heterostructure with an
InAs QD; the diagram illustrates the energy relaxation of
charge carriers in a QD with emission of a quantum of cou-
pled plasmon–phonon excitation. E1 and E2 are the electron
levels of the QD, "Ω is the energy gap between the states
involved in the relaxation, and a is the distance from the QD
to the doped region.
where 

kl is the modified spherical Bessel function, m1 and m2
are the electron effective masses inside the QD and out-
side it, and the energies Enl are determined from the sec-
ular equation

Since electron states are degenerate in the projection of
the angular moment m, it is necessary to average
expression (25) over initial states with quantum num-
bers l and n and to sum it over the final states with the
same l' and n', i.e., to use the operation

(26)

When calculating matrix elements in Eq. (25), we
encounter the quantities

Using Clebsch–Gordon coefficients  [29], we
can transform these quantities into the following form:

(27)

where

for QDs with an infinitely high potential barrier and

for QDs with a finite potential barrier height V0.
Since only quantities (27) depend on the quantum

numbers m and m', operation (26) can be performed for
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the square of their moduli. As a result, we derive the
expression

which determines the selection rules for electron tran-
sitions in the QD. Thus, for a single heterostructure, the
relaxation rate is

(28)

whereas for a double heterostructure, we have

(29)

where

For the upper plasmon–phonon branch ωb+(k) (Fig. 2),
the relationship Ω ≥ ωb+(0) is valid, whereas, for the
lower branch ωb–(k), the transition frequency Ω is
bounded by the double inequality ωb–(0) ≤ Ω < ω1T.

Figure 4b shows the dependences of the rates of
intraband relaxation (28) in a spherical QD with an infi-
nite potential-barrier height on the energy difference
between the lowest initial and final electron states. The
QD is incorporated into the single heterostructure at a
distance of 50 nm from the doped region. It is assumed
that the heterostructure is formed by doped n-GaAs and
intrinsic GaAs, whereas InAs is the material of the QD
(Fig. 3). One can see that the interaction of the electron
subsystem of the QD with bulk plasmon–phonon
modes results in the emergence of two relaxation win-
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dows (L+ and L–), whose spectral position depends on
the doping impurity concentration, while the widths of
the windows are controlled by the dispersion of plas-
mon–phonon modes. The relaxation window L+ is
formed due to the emission of plasmon–phonon modes
belonging to the upper dispersion branch (Fig. 2), and
the window L– corresponds to the emission of plas-
mon–phonon modes of the lower dispersion branch.
Figure 4a shows the dependence of the peak value of
the intraband relaxation rates on the distance a between
the QD and the doped region of the heterostructure.
Even for the case a = 100 nm, the peak value of the
relaxation rate is about 108 s–1. Since this value is close
to the rates of band-to-band recombination of electron–
hole pairs in QDs, the mechanism under consideration
can significantly contribute to the total rate of dephasing
of optical transitions. As the value of a decreases, the
rates of intraband relaxation significantly increase (see
Fig. 4). At a = 50 nm, they are several times greater than
109 s–1 and attain values of about 1011 s–1 at a = 20 nm.

L+

L–

(a)

n0 = 1018 cm–3

1011

1010

109

108

20 40 60 80 100

4

3

2

1

0
20 30 40 50 60 70

a, nm

Wmax, s–1

L– L+

(b)a = 50 nm

"Ω, meV

Wb, 109 s–1

Fig. 4. (a) Peak values of relaxation rates in relation to the
distance a between the QD and the doped region of the het-
erostructure. (b) Spectra of the rate of intraband relaxation
of charge carriers in a QD incorporated into a single hetero-
structure for various doping impurity concentrations n0; the
solid line is for 1018; dotted line, 0.75 × 1018; dashed line,
0.5 × 1018 cm–3. Symbols L+ and L– denote the relaxation
windows formed due to the emission of bulk plasmon–
phonon modes, which belong to the upper and lower disper-
sion branches, respectively (Fig. 2).
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These magnitudes are comparable with the rates char-
acteristic of other relaxation mechanisms [7, 15].
Therefore, we may conclude that the mechanism under
consideration is quite competitive and should be taken
into account both in analyzing the optical spectra of real
heterostructures and in designing the corresponding
nanoelectronic devices.

To estimate the effect of the heterostructure design
on the rate of the intraband relaxation assisted by bulk
plasmon–phonon modes, we show in Fig. 5 the spectra

(Ω) for single and double heterostructures at
various thicknesses d of the intrinsic semiconductor
layer. The above material parameters were used. One
can see that the existence of the second boundary
affects the relaxation rates only slightly. Even in the
case where the QD is not far from the interface between
the intrinsic material and air, the relative increase in
relaxation rates is only 25%. The shape and spectral
position of the relaxation windows is virtually indepen-
dent of d.

A similar analysis can also be easily performed for
QDs of different shape and with finite potential-barrier
height. This analysis shows that all the specific features
of the relaxation process considered above are also
retained in this case.

4. CONCLUSIONS

We have shown that the existence of dispersion of
bulk plasmon–phonon modes leads to the propagation
of electric fields induced by these modes from the
doped part of the heterostructure to the intrinsic part. As
a result, the electron subsystem of the QD located in the
intrinsic part of the heterostructure interacts with these

Wb±
n'l' nl,( )

a = 50 nm, n0 = 1018 cm–33

2

1

0
20 30 40 50 60 70

"Ω, meV

W, 109 s–1

Fig. 5. Spectra of the intraband relaxation rates in a QD
incorporated into a single heterostructure (solid line) and
into double heterostructures for various thicknesses of the
intrinsic layer d: (dashed line) 80, (dash-dotted line) 70, and
(dotted line) 60 nm.
electric fields. This interaction leads to the emergence
of two new windows of intraband relaxation in QDs.
These windows correspond to two branches of disper-
sion of bulk plasmon–phonon oscillations.

For example, we have considered spherical InAs
QDs incorporated into the GaAs heterostructure and
estimated the rates of intraband relaxation caused by a
new mechanism, depending on the distance a between
the QD and the doped substrate as well as on the doping
impurity concentration n0. We have shown that the
mechanism under consideration is quite efficient for the
characteristic concentrations n0 ≈ 1018 cm–3 even at rel-
atively large distances a (up to 100 nm). If the distance
between the QD and the substrate is several tens of
nanometers, the new relaxation mechanism can become
dominant. In this case, it becomes possible to control
the electron dynamics in the QD, because the spectral
position of the relaxation windows depends on the free-
carrier concentration in the doped part of the hetero-
structure. By varying this parameter, we can create a
situation in which the relaxation window is in reso-
nance or out of resonance with any intraband transition
in the QD. Thus, we can control the populations of pho-
toexcited and lower-energy states of the QD.

The most important question arising in connection
with the mechanism of intraband relaxation discussed
in this paper is the problem of reliable experimental
observation of such processes. To solve this problem, it
is necessary to analyze a possible manifestation of
intraband relaxation in QDs due to interaction with
plasmon–phonon modes of the doped part of the het-
erostructure in any optical experiment. Thus, for exam-
ple, relaxation processes in self-assembled QDs are
often investigated by the photoluminescence method
[10, 30]. Currently, there are preliminary experimental
data on the photoluminescence of self-assembled QDs
incorporated into a double heterostructure [31]. It fol-
lows from these data that a new relaxation mechanism
indeed exists and gives rise to two distinct spectral
lines, L+ and L–.

Since not only bulk but also surface plasmon–
phonon excitations can exist in doped elements of the
heterostructure, the question of their role in intraband
relaxation of charge carriers in QDs is undoubtedly of
interest. This interesting problem will be considered in
our subsequent study.
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Abstract—Photosensitive and luminescence properties of some supramolecularly orderable polyamidines are
studied. It is shown that the luminescence efficiency of polyamidines, depending on their molecular structure,
can more than triply exceed that of widely used organic luminescent semiconductors, i.e., polyphenylenevi-
nylenes. It is assumed that this effect is caused by the fact that polyamidines can form supramolecular structures
with π–n–H-conjugation. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The term “supramolecular structures,” introduced
for the first time by Lehn in 1978, was defined as “com-
plex structures arising from spontaneous association of
two or more chemical particles bound by intermolecu-
lar forces” [1]. Previously, we showed that polya-
midines (PAs) can exhibit photoconductive properties
due to the formation of such structures [2] and provide
efficient transport of free carriers. The carrier mobility
is ~10–4 cm2/(V s) [3], which is comparable to that of
polyphenylenevinylenes (PPVs) polyconjugated due to
(π–π) interactions. In contrast to PPVs, PAs are not
polyconjugated polymers. However, they can associate
efficiently due to a system of intermolecular hydrogen
bonds between amidine groups [2]. This behavior
results in the formation of linear and cyclic supramo-
lecular structures, e.g., those shown in Fig. 1. In this
case, it may be assumed that the π–n–H conjugation in
such systems can arise due to π electrons of the carbon–
carbon bond, an unshared pair of nitrogen atoms, and
the hydrogen bond.

It is well known [1] that the formation of supramo-
lecular ensembles can result in a change in the proper-
ties of compounds in the ground and excited states
compared to the properties of individual molecules. In
many cases, this cooperative process is accompanied by
the appearance of new photophysical properties. Such
systems can exhibit a number of processes, e.g., excita-
tion energy transfer, photoinduced separation of
charges, and so on, which generally do not occur in
other cases.

The formation of the system of interchain hydrogen
bonds in PA films gives rise to a quasi-conjugated sys-
tem (Fig. 1a). In this case, the unshared pair of nitrogen
atoms of the imine group involved in the hydrogen-
bond formation allows us to consider the electronic
structure of quasi-conjugated systems as similar to the
1063-7826/04/3809- $26.00 © 21074
structure of PPV. The fact that the PA monomeric unit
contains a nitrogen atom and donor fragments (oligom-
ethylene and diphenylmethane) with lower ionization
potentials than the fragments incorporated in PPV [4]
allows us to assume that the PA polymer class can
feature higher photosensitivity, photoconductivity,
and so on.

Furthermore, the high alkalinity of amidine groups
makes it possible to produce ionic complexes of these
polymers with low-molecular compounds (electron
donors or acceptors) and with dopants that form com-
plexes due to nonvalent bonding. Such modifications
allow changes in the photophysical properties of
molecular ensembles due to charge transfer in the
chains of macromolecules that compose them as a
result of the formation of network hydrogen-bound sys-
tems with fragments that have significant π conjugation
(Fig. 1b). The possibility of introducing (due to com-
plexing) chromophore molecules characterized by high
quantum yields of luminescence into the PA matrix
extends the range and improves the efficiency of photo-
physical processes, which is necessary to develop elec-
troluminescence devices based on them.

The aim of this paper is to study the luminescence
properties of various PA structures compared to the
same characteristics of PPVs, as well as identify the
photophysical processes caused by differences in the
π–π and π–n–H conjugation systems.

2. SAMPLES

We studied a series of polyamidines that had differ-
ent backbone chain structures and different substituent
types in the amidine fragment. The chemical structural
004 MAIK “Nauka/Interperiodica”
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formulas of the polymers studied are given below.

These structures were chosen, on the one hand,
because of the possibility of studying the effect of the
substitutional group (methyl, phenyl) and, accordingly,
changes in the hydrogen bond force on the photophysi-
cal properties of complexes. Specifically, a systematic
increase in the number of π-conjugated fragments,
which causes an electron transfer between nonco-
valently bonded chain units, will make it possible to
determine the influence of this factor on the photocon-
ductivity of the system as a whole.

To test the possibility of modifying the PA optical
properties, the monomeric fragment (1,5-di(4-oxyphe-
nyl)penta-1,4-dien-3-OH)

was incorporated into the PA structure.
This compound was chosen as the dopant because

this fragment contains a developed chain of polyconju-
gated bonds that maintain the excitation transfer from
the optically active orbitals of the dopant to the main
network of supramolecular bonds.

1,5-Di(4-oxyphenyl)penta-1,4-dien-3-on was syn-
thesized using the method described in [5]. Polymers
were synthesized using the method in [6].

Polymer complexes were produced by mixing the
PA solutions with dopant solutions in ethanol. The pre-
pared solutions were used to cast films onto a rotating
substrate using the flow-coating method (3000 rpm,
30 s). The prepared films were then dried in vacuum at

1 (n = 10), 2 (n = 6),
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room temperature to constant weight. The film thick-
ness was 1–2 µm.

3. MEASUREMENT TECHNIQUE

The quantum yield η of the charge-carrier photoge-
neration was measured in the electrophotographic
mode in the equienergy spectrum with an average pho-
ton flux density of 1013 cm–2 s–1 using the technique
described in [7, 8] in the spectral range 400–900 nm
with electric field E = (0.2–1.0)E0, where E0 is the crit-
ical field strength for a given material. The measure-
ments were carried out at a temperature below the
glass-transition temperature of polymers, at which the
photosensitive properties abruptly change due to the
destruction of supramolecular structures, as shown in
[2] for polymers 4 and 5.

Absorption spectra of the polymers were measured
using an SF-20 spectrophotometer.

Luminescence spectra were measured using excita-
tion with a nitrogen laser with a wavelength of ~337 nm
and a pulse duration of 6–8 ns. The measurements were
carried out for an afterglow time of 1 µs after the exci-
tation pulse at T = 300 K, which is also below the glass-
transition temperatures of the polymers.
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Fig. 1. Linear (a) and cyclic (b) supramolecular structures
of polyamidines.
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4. RESULTS AND DISCUSSION

The measured absorption spectra of the polymers
showed that the long-wavelength absorption edge shifts
to lower energies as the degree of π conjugation in the
monomeric unit increases. In the sequence of polymers
1, 3, 4, and 5, the long-wavelength edge of the optical-
absorption falloff in the region of electron transitions is
within 300–400 nm. The largest shift to longer wave-
lengths was observed for polymer 4, which contained
three phenyl rings. The absorption spectra of the PA
films under study contain low-intensity long-wave-
length peaks in the visible region, which are absent in
the spectra of polymer solutions in ethanol. These
bands may be attributed to forbidden transitions in the
quasi-conjugated system of hydrogen-bonded amidine
groups (Fig. 1). However, this system cannot exist in a
solution of proton solvent, specifically, ethanol. Calcu-
lation of electric structures of similar molecules using
the conventional ZINDO/S method yields similar for-
bidden absorption bands [9].

105

104

103

S0.1, cm2 J–1

500 700 900
Wavelength, nm

1, 2

3

4
5

6

Fig. 2. Polyamidine photosensitivity spectra: (1) polymer 1,
(2) polymer 2, (3) polymer 3, (4) polymer 5, (5) polymer 4,
and (6) PPV.

Dependence of the relative quantum yield η/η0 of charge car-
riers on the number of electrons in the polyamidine conjuga-
tion system

Polymer
Number of aromatic

fragments in the
monomer unit

Absorption
peak position,

eV
η/η0

1 0 5.86 1.0

2 0 5.86 1.1

3 1 5.01 0.85

4 3 3.86 4.0

5 2 4.10 2.3
The PA photosensitivity spectra S0.1(λ) are shown in
Fig. 2. We can see that the photosensitivity S0.1(λ) of
polymers 1–3 decreases steadily from 2 × 104 to 3 ×
103 cm2/J as λ increases from 400 to 950 nm (Fig. 2,
curves 1–3). For polymers 4 and 5 (curves 4, 5), S0.1(λ)
is close to 105 cm2/J at λ < 550 nm and then decreases
appreciably with λ. In contrast to the photosensitivity
spectra, the spectrum of the quantum yield η(λ) of car-
rier photogeneration is almost unchanged in the visible
region and decreases steadily at λ > 850 nm. The value
of λ increases in the sequence of polymers 2–1–3–5–4,
which correlates with the degree of conjugation and, as
expected, increases with the number of aromatic frag-
ments (see table). The photosensitivity spectra (Fig. 2,
curve 6) of PPV that does not form supramolecular
structures are characterized by photosensitivity on the
order of 105 cm2/J due to stronger absorption in the
spectral region λ < 520 nm, and they have a quantum
yield of (3–10) × 10–2, i.e., comparable with η of PA.

The luminescence spectra of PA samples are shown
in Fig. 3. We can see that the spectrum of polymer 1 has
a peak near 420 nm, while the peaks for polymers 4 and
5 are at 500 nm. The luminescence spectrum of poly-
mer 2 is similar to that of polymer 1. The decrease in
the luminescence maximum energy in going from poly-
mers 1–2 to 4–5 correlates with the position of the elec-
tronic absorption band. In both cases, the observed shift
can be accounted for by an increase in the conjugation-
chain length due to an increase in the number of aro-
matic substituents in the PA monomeric unit, as well as
a significant decrease in the ionization potential [4].
Note also that the difference of ~0.7 eV between the
energies I(λ) of the peaks for polymers 1, 2 and 4, 5 cor-
responds to the difference between the ionization
potentials of oligomethylene and diphenylmethane
fragments (see [4]).

We may therefore assume that the position and
intensity of luminescence bands for the samples under

T = 300 K1

2

3

1000

800

600

400

200

0

Luminescence intensity, arb. units

400 500 600 700 800
Wavelength, nm

Fig. 3. Polyamidine luminescence spectra: (1) polymer 5,
(2) polymer 1, and (3) polymer 4; for clarity, the curves are
shifted along the vertical axis by 200 scale units.
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study is controlled by cooperative absorption–emission
of an ensemble of supramolecular structures with the
π–n–H-conjugation system, rather than by the chemical
structure of the monomeric unit of the polymer and the
length of the π-conjugation system. These structures
arise during the ordering of the system as a result of the
formation of a hydrogen-bond network between func-
tional groups containing nitrogen atoms. Incorporation
of a phenyl substituent into amidine group 4 is, com-
pared to group 5, stoichiometrically unfavorable for the
formation of a linear system of hydrogen bonds. This
circumstance decreases the luminescence efficiency,
despite an increase in the π-conjugation length, which
is additional evidence in favor of the crucial role played
by π–n–H conjugation in the effect under consider-
ation.

It should be noted that the luminescence efficiency
of polymer 5 is more than threefold higher (at a compa-
rable excitation power) than that of PPV (Fig. 3, curve 1)
and does not depend on the substrate type (SiO2, Si, or
ITO).

Incorporating chromophore (with an absorption
peak at 374 nm) into polymer 1 results in a shift of the
luminescence peak to longer wavelengths, from 420 to
500 nm (Fig. 4, curve 2), as well as an increase in the
luminescence intensity to a level several times greater
than that of PPV at the same excitation intensity. A
study of the thickness dependence of the shape of the
luminescence spectra showed that the peak shifts to
longer wavelengths with increasing thickness of the
polymer layer, which is probably caused by an aggrega-
tion of dye molecules. In addition, nonlinear phenom-
ena, in particular, spectral hole burning, were observed in
the luminescence band (Fig. 4, inset) of PA sample 1 with
chromophore at an excitation power of ~103 W cm–2. This
observation is indicative of the long lifetimes of chro-
mophore excited states, which indirectly points to a low
rate of nonradiative recombination of excitation in this
molecular fragment.

Thus, based on the photosensitivity measurements
in the PA samples under study, we can state with confi-
dence the following. The observed photosensitivity and
its dependence on the material structure are caused by
the supramolecular structure that forms the π–n–H-
bond network, which provides conductivity with a
charge mobility of ~10–4 cm2 V–1 s–1. At the same time,
the appreciable luminescence suggests that the possi-
bility of photoexcited carrier transport over the polymer
chain does not give rise to intense processes of nonra-
diative recombination. Furthermore, we succeeded in
demonstrating the possibility of modifying the PA
luminescent properties by doping with chromophore
(1,5-di(4-oxyphenyl)penta-1,4-dien-3-OH). Remem-
ber that doping provided a shift of the band peak by
80 nm and a multifold increase in intensity. All these
factors allow us to conclude that PAs have rather high
conductivity and do not rank below PPVs in lumines-
SEMICONDUCTORS      Vol. 38      No. 9      2004
cent properties. This give grounds to consider polya-
midines as a promising class of materials for the pro-
duction of organic optoelectronic devices.
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Fig. 4. Luminescence spectra of polymer 1 doped with
chromophore (1,5-di(4-oxyphenyl)penta-1,4-dien-3-OH):
(1, 2) spectra measured at various point of the sample and
(3) PPV luminescence at the same absorbed excitation.
Inset: example of the luminescence spectrum of the same
material at a high excitation intensity, where the line profile
is changed due to spectral hole burning.
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Abstract—The manifestation of current instability as an S-shaped I–V characteristic was detected in thin films
of a metal–polymer complex of polyamide acid with Tb+2. The current instability characteristics are compara-
ble to those of the switching effect in chalcogenide glasses. The origin of the current instability in the metal–
polymer complex may be related to electrothermal switching. The threshold voltage and current in films ~0.1 µm
thick are 3–7 V and (2–1) × 10–2 A/cm2, respectively. © 2004 MAIK “Nauka/Interperiodica”.
Recently, organic polymers have attracted much
attention as promising initial materials for developing
such optoelectronic devices as field-effect transistors
(FETs) and electroluminescent diodes [1, 2]. The high
parameters of these devices (emission intensity of elec-
troluminescent diodes and cutoff frequency of FETs)
are attained by decreasing the interelectrode distance
and applying the highest possible voltage. In this con-
text, we studied the current instabilities limiting the
current and applied voltage in thin films of a metal–
polymer complex of polyamide acid with Tb+2 ions
(PAA + Tb+2). The current instabilities are of interest
not only because they play an important role in the lim-
itation of the critical field and current but also because
they can be used to switch voltage and current.

The polymer (PAA + Tb+2) has attracted much atten-
tion due to its thermal stability and luminescence prop-
erties. The intensity of luminescence of this polymer is
on the same order of magnitude as that of a conjugated
polymer of polyphenylvinylene when measured under
the same conditions [3].

The polymer (PAA + Tb+2), i.e., polyamide acid
with imide and biquinolyl units in the backbone, is a
soluble hydrolytically stable polymer that can form
films. These films are characterized by high deforma-
tion–strength properties and thermal stability up to
180°C. Studies of optical and electrical properties have
shown that the long-wavelength optical-absorption
edge in (PAA + Tb+2) is significantly smeared and a
change in the optical absorption coefficient from 102 to
103 cm–1 occurs approximately in the photon-energy
range 2.75–3.00 eV. The peak in the photolumines-
cence spectrum is at 520 nm (2.4 eV).

The room-temperature dark conductivity is
~10−13 Ω–1 cm–1. In the temperature range 350–400 K,
the conductivity exponentially depends on temperature
with an activation energy of ~2.1 eV. At lower temper-
1063-7826/04/3809- $26.00 © 21078
atures, the dependence deviates from the exponential
law [3].

The films under study were obtained by pouring a
prepared polymer solution onto glass substrates coated
with an indium tin oxide (ITO) layer. They were then
dried at a temperature of 100°C to constant weight. The
film thickness was 0.1–3 µm. The ITO layer was used
as one of the electrodes, and the second electrode was
made of either aluminum or graphite.

The I–V characteristics were measured at dc and
pulsed voltage. Voltage pulses from a GPI-54 oscillator
were applied to the sample and an in-series load resis-
tance. The current was determined by measuring the
voltage across the load using a two-beam oscilloscope;
the voltage across the sample was determined as the
difference between applied and load voltages. The
pulse duration was 0.1–1 ms. The load resistance was
varied from 200 to 10 kΩ.

The measurements showed that the shape of the I–V
characteristic depends heavily on the film thickness. No
significant deviation of the I–V characteristics from lin-
earity was observed for films 2–1 µm thick at voltages
of up to 50 V. A strong nonlinearity and current insta-
bility in the form of an S-shaped I–V characteristic were
observed for layers ~0.1 µm thick. The nonlinearity of
the I–V characteristics of thin polymeric layers can be
caused by space-charge-limited currents [4]. When cur-
rents are limited by a space charge, the I–V characteris-
tic follows either a power or exponential law, depend-
ing on the energy distribution of local states [5].

Figure 1 shows the I–V characteristics at voltages
below the threshold. For some layers, they can be
described by an exponential function (curve a); in other
cases, the I–V characteristics are described by an expo-
nential function with a single exponent only in a limited
voltage range (curve b).
004 MAIK “Nauka/Interperiodica”
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In the case of space-charge-limited currents, the
exponential dependence is observed for semiconduc-
tors with local states uniformly distributed over ener-
gies [6]. The steeper dependence observed at lower
voltages might be caused by the effect of contacts.

Figure 2 shows the I–V characteristic measured for
a film 0.1 µm thick. It can be seen that the transition
from the high- to the low-resistance state occurs at a
threshold voltage of 7 V and a current of 10–2 A/cm2.
Note that, in the case of an S-shaped I–V characteristic,
such a transition is generally accompanied by current
pinching and the pinch-current density can be much
higher than that shown in Fig. 2 (reduced to the elec-
trode area).

The inset to Fig. 2 shows the oscillogram of a cur-
rent I when a threshold voltage U is applied. The tran-
sition from the high- to the low-resistance state is char-
acterized by a delay of ~0.4 ms at the threshold voltage.
The delay decreases abruptly as the voltage increases.

Such an instability is similar to the switching effect
observed in chalcogenide glasses [7–9]. This effect
consists in rapid and reversible switching from the
high- to the low-resistance state of the sample. Under
pulsed conditions, chalcogenide glass films withstand
as many as 1012 switchings without appreciable degra-
dation of their parameters, which is sufficient to use
such switches in microelectronic devices.

The stability of (PAA + Tb+2) films is much lower
than that of chalcogenide glass films. The degradation
of their switching parameters manifests itself as a
decrease in the threshold voltage and a change in the
I−V characteristic at voltages below the threshold.

The simplest form of current instability in solids is
electrothermal instability. The main condition for its
occurrence is a semiconductor-type temperature depen-
dence of conductivity. Positive feedback, which is nec-
essary for the onset of instability in an S-shaped I–V

10–3

10–2

10–4

I, A cm–2

0 2 4 6 U, V

a
b

Fig. 1. I–V characteristics of 0.1-µm-thick films of a metal–
polymer complex of polyamide acid with Tb+2 below the
threshold voltage for different samples (a, b).
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characteristic, is established between the processes of
increasing temperature and current. The current passing
through a sample heats it. If the semiconductor-type
temperature dependence of the conductivity in the form
σ(T) = σ0exp(–∆E/kT) occurs at rather high activation
energies ∆E/kT, an increase in temperature causes an
increase in the conductivity, which results in a further
increase in the current. We estimated the characteristics
of electrothermal instability as was done for chalco-
genide glasses [10] by solving the system of equations

(1a)

(1b)

where the left- and right-hand sides in Eq. (1a) describe
the heat release and heat removal, respectively; S is the
active-region area; L is the film thickness; U is the volt-
age across the sample; T and T0 are the temperatures of
the sample and the surrounding medium, respectively;
and λ is the factor of external heat removal.

In the case under consideration, the I–V characteris-
tics are nonlinear. We will take into account this factor
by writing the conductivity as a function of voltage:
σ(T, U). The value of σ and its dependence on voltage
are controlled by a specific electronic mechanism that
changes the conductivity in an electric field.

The samples with the I–V characteristics shown in
Fig. 1 had conductivity σ(T, U) = 2 × 10–8 Ω–1 cm–1 at
U = 3–7 V for L ≈ 0.1 µm. Estimation of their threshold
voltage using formulas (1a) and (1b) yielded ~5–10 V.
These values are close to the experimentally observed
values (3–7 V).

In organic polymers, electric switching can exhibit
very different characteristics [11, 12]; however, its
mechanism is mainly associated with the displacement

σ T( )SU2/L λL T T0–( ),=

dσ T( )/dT[ ] SU2/L λL,=

U

I

0.10

0.08

0.06

0.04

0.02

0

0 2 4 6 8
U, V

I, A cm–2

Fig. 2. S-shaped I–V characteristic of a film of a metal–
polymer complex of polyamide acid with Tb+2. Inset: oscil-
logram of current I at threshold voltage U; the pulse dura-
tion is 1 ms.
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of polymer chain fragments [13, 14]. In the case under
consideration, the good agreement between the calcu-
lated and experimental data suggest that the observed S
shape is caused by the electrothermal mechanism,
which takes into account the nonlinearity of I–V char-
acteristics.

In this case, the factor of displacement of structural
units should not be ruled out. Upon switching, this fac-
tor should be especially pronounced in the low-resis-
tance state. On the one hand, this may limit the increase
in temperature; on the other hand, the switching char-
acteristics may change.
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Abstract—The time-of-flight technique was used to determine the drift mobilities of electrons and holes in
porous silicon carbide produced by surface anodization of n-type 4H-SiC wafers. The electron and hole mobil-
ities at 300 K in an electric field of 104 V/cm were µe = 6 × 10–3 and µh = 3 × 10–3 cm2 V–1 s–1, respectively.
The low values of the mobilities are accounted for by carrier capture in localized states. © 2004 MAIK
“Nauka/Interperiodica”.
Porous SiC (PSC) is presently regarded as a material
that may expand the field of application of silicon car-
bide in microelectronics. It has been reported that PSC
has high resistivity [1, 2] and low effective carrier den-
sity [3], while carrier transport in PSC has virtually not
been studied at all. However, the problem of transport
mechanisms in PSC is becoming a matter of current
interest owing to, among other things, the prospects for
using this material in device structures [4].

This paper reports the results obtained in studying
one of the main transport parameters in PSC: the carrier
drift mobility µ. The study was performed by measur-
ing the transit time of carriers across a sample [5]. The
time-of-flight technique makes it possible to determine
the mobility in materials in which it is difficult to inter-
pret the results obtained in measuring this parameter by
the conventional methods (e.g., using the Hall effect),
because the kinetic Boltzmann equation is inapplicable
at low values of µ [6]. Previously, this technique was
successfully used in studies of semiconductors with a
disordered structure [7], and in more recent years, it
was applied to porous silicon [8–10].

PSC layers were produced by surface anodization of
n-type 4H-SiC wafers in an aqueous solution of hydrof-
luoric acid using the procedure described in [4]. The
anodization current density was 8 mA/cm2. A part of
each wafer was closed with a mask during anodization.
According to scanning electron microscopy (SEM), the
resulting PSC layers had a thickness of 5 µm. The sam-
ples for time-of-flight measurements had a sandwich-
type structure. A semitransparent aluminum film of
area 9 mm2 deposited in a vacuum served as the upper
electrode. The unanodized part of the SiC wafer was
used as the lower electrode.

Carriers were injected into a PSC sample in the
vicinity of the upper electrode with a pulse of light with
a wavelength of 0.337 µm, produced by an ILGI-503
laser. The pulse width was 8 ns. A pulsed voltage (pulse
width 1 ms) was applied to a sample with a delay of
1063-7826/04/3809- $26.00 © 21081
~100 µs between the instant of voltage application and
the pulse of light. The time constant of the measuring
circuit was considerably shorter than the transit time.
The measurements were carried out at room temperature
in the strong-injection mode, in which the influence of
the electric field of the drifting carrier packet could not
be disregarded. In these conditions, a space-charge-lim-
ited current (SCLC) flows in the sample [11].

Figure 1 shows oscillograms of the photocurrent,
which were observed in the drift of electrons (Fig. 1a)
and holes (Fig. 1b) in a PSC layer. It can be seen that
the shape of the oscillograms of the transient photocur-
rent I(t) is typical of the SCLC mode. The dependence
I(t) was characterized by the initial (I0) and maximum
(Im) currents. The occurrence of the SCLC mode was
indicated by the experimentally observed quadratic
dependence of the current on voltage and its indepen-
dence from the intensity of the injecting light. The time
tm corresponding to the maximum photocurrent varied
in inverse proportion to the voltage U applied to the
sample. As is well known [11], the carrier drift mobility
can be determined in this measurement mode in two
ways: from the transit time and from the photocurrent.

In the first case, the drift mobility was calculated
using the formula

(1)

where tT is the transit time of carriers across the sample
under conditions of weak injection, which is related to
tm by the expression tm = 0.8tT [11].

In the second case, the drift mobility can be found
from the expression for the initial current density under
SCLC conditions [11]:

(2)

where ε is the dielectric constant.

µ L2/tTU ,=

j0 I0/S µεU2/ 2.25 1013L3×( ) A/cm2,= =
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The drift mobilities of electrons (µe) and holes (µh),
obtained using formula (1), are shown in Fig. 2 in rela-
tion to the applied voltage. It can be seen that, at F =
104 V/cm, µe = 6 × 10–3 cm2 V–1 s–1 and µh = 3 ×
10−3 cm2 V−1 s–1 and the mobility increases with
increasing voltage U.

The established dependence of the drift mobility on
the electric field strength may indicate that carrier
transport in PSC is dispersive, in which case a strongly
spatially broadened carrier packet drifts in a sample [6].
Such a type of transport may account for the fact that
the Im/I0 ratio found from the experimental I(t) curves
was smaller than the value of 2.7 that corresponds to the
ideal SCLC mode [9, 12].

As the carrier drift mobilities were calculated by
formula (1), formula (2) was used to determine the
value of ε. Substitution of the known values of I0, S, µ,
L, and U into expression (2) yielded ε ≈ 4. It should be
noted that the resulting value of ε is close to that estab-
lished for porous Si [8].

The type of the dependences I(t) and µ(F) in PSC
was also close to that obtained in porous Si, and the low

I

1

2

1

2

(a)

(b)

t

Fig. 1. Oscillograms of the transient photocurrent I(t),
which correspond to drift of (a) electrons and (b) holes in a
5-µm-thick PSC layer. Voltage U: (a) (1) 10 and (2) 5 V;
(b) (1) 6 and (2) 4 V. Scale of t axis: (a) (1) 2 and (2) 5 µs/div;
(b) (1, 2) 10 µs/div. Scale of I axis: (a) (1) 65 and
(2) 10 µA/div; (b) (1, 2) 5 µA/div. The arrows show the
instant of time tm.

I0 Im
drift mobilities in PSC are of the same order of magni-
tude [8–10]. This suggests that the carrier transport in
PSC, like that in porous Si [5, 6], is controlled by cap-
ture in localized states. For this type of transport, the
motion of carriers in the allowed band with a high
mobility µ0, which corresponds to ohmic conductivity,
is limited by multiple capture in traps. In PSC, localized
states may appear, for example, on the well-developed
surface of the forming pores. The dispersive nature of
the transport suggests that the localized states are dis-
tributed over energy.

The conclusion drawn here agrees with the data of
[13], where the conclusion that localized states are
formed in PSC was based on the results obtained in
measuring the capacitance–voltage characteristics of
Schottky barriers formed on PSC.
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Abstract—The conditions under which quartz microtubes 5–10 µm in diameter are formed in the course of
structuring oxidized macroporous silicon are reported. It is shown that microtubes with a closed bottom can be
fixed in a vertical position at equal distances from one another in correspondence with the “lattice” of
macroporous silicon and may be of interest as test tubes for a single-chip microlaboratory. In a disordered state,
long, thin quartz microtubes form a “glass wool.” It is found that the microtubes and the glass wool exhibit high-
intensity photo- and cathodoluminescence with the highest intensity in the green spectral range. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Interest in macroporous silicon (ma-Si), which has
the form of an ordered lattice of vertical channels in a
single-crystal silicon wafer, is steadily growing. This is
due to the development of technology and the appear-
ance of new possibilities for the application of ma-Si
[1, 2]. In the present study, macroporous silicon with a
layer of a thermal oxide on the inner surface of the
channels was etched with a hot alkali, which actively
reacts with silicon but does not dissolve the SiO2 layer,
to give thin-walled quartz microtubes. It was found that
these tubes exhibit strong greenish luminescence when
excited with the UV light of a mercury lamp. Their
optical properties were studied.

2. FABRICATION OF MICROTUBES

An 80–180-µm layer of macroporous silicon was
formed in n-Si(100) wafers with a thickness of 200 µm
and a resistivity of 15 Ω cm using the standard technol-
ogy [3]. Seed pits that served as macropore nucleation
centers were arranged in a triangular lattice with a
period of 12 µm. The diameter of the channels formed
upon anodization was 4 µm. Using repeated cycles of
oxidation and oxide dissolution, their diameter was
increased to ~9 µm. The oxide formed in the last oxida-
tion stage (1100°C, H2O) was not removed. Quartz
microtubes were obtained by patterning macroporous
silicon. Figure 1 shows microtubes formed by etching
windows on the front side of a wafer. First, the oxide
was removed from the inner surface of channels
through the photoresist mask within a round window,
and then the sample was etched with a 30% KOH solu-
tion at T = 65°C to a depth that exceeded the thickness
of the porous layer. Microtubes were preserved at the
edges of the window. They were hanging on incom-
pletely etched remains of silicon walls, which fastened
1063-7826/04/3809- $26.00 © 21084
them to the porous layer. The tubes were closed at their
bottom ends; i.e., they were shaped like test tubes. The
length of the tubes was equal to the depth of the
macropores (80 µm in the case in question), their diam-
eter was determined by the channel diameter (9 µm),
and the wall thickness corresponded to the thickness of
the SiO2 layer (63 µm).

In alkaline etching of the back side of the wafer [4]
(with a window opened in the substrate in the process),
the bottom parts of the quartz tubes were uncovered,
whereas their upper parts remained embedded in the
ma-Si matrix. This yielded an ordered system of verti-
cally standing microtubes with closed bottom ends
(Fig. 2a). In addition to the vertically standing tubes, a
reddish wool appeared in many cases as the etchant
penetrated deep into the porous layer from the substrate
side. This wool was virtually unetchable in the alkali
and dissolved rather slowly in HF. An electron-micro-
scopic study demonstrated that the wool is composed of
fallen and tangled microtubes (Fig. 2b). It is an insula-
tor, which makes it difficult to study using a scanning
electron microscope. Similarly to separate microtubes,
this wool exhibits strong photoluminescence (PL).

A silicon-based light-emitting material is usually
obtained by electrochemical or chemical etching in an
HF solution (nanoporous silicon) [5] or by introducing
nanoscale silicon inclusions into the SiO2 matrix [6]. In
the case of quartz microtubes or glass wool, lumines-
cence appeared when oxidized ma-Si was treated with
a hot alkali. The reddish coloration of the glass wool
suggests that the oxide contains an excess amount of
silicon. To answer the question of why light is emitted
by quartz microtubes, it is appropriate to compare their
characteristics with the optical properties of nanopo-
rous silicon and SiO2.
004 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL PROCEDURE

The optical properties of the microtubes were exam-
ined using photo- and cathodoluminescence, as well as
IR spectroscopy. PL spectra were studied on a Ren-
ishaw micro-Raman system 1000 setup, which pro-
vided a spatial resolution of <1 µm. A Laser Physics
Reliant 150M Ar+ laser operating at a wavelength of
514 nm served as the excitation source. The PL spectra
were recorded at room temperature with a CCD camera
(resolution ~1 cm–1). The excitation power was main-

(a) 100 mm00000N 1D18N
10.01.02 angle 40

10.01.02 angle 40
(b) 30 mm00000N 1D18N

(c) 10 mm00000N 1D18N
10.01.02 angle 40

Fig. 1. Quartz microtubes on the periphery of a window in
a sample of macroporous silicon: (a–c) SEM images on dif-
ferent scales.
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tained up to a maximum of 0.5 mW, because a higher-
intensity illumination led to the destruction of tubes.
The use of a microscope in the confocal mode made it
possible to obtain spectra of both a single tube and a
bundle of tubes (wool). The resulting PL spectrum was
multiplied with the normalization curve obtained by
recording the spectrum of a calibrated source of white
light.

Cathodoluminescence (CL) spectra were measured
on a Camebax electron-beam microanalyzer coupled
with an optical spectrometer of original design. The
spectra were excited with a 5-keV electron beam with a
current of 15 nA. The width of the CL generation area
was 1–3 µm. The spectra were recorded in the range
1.5—5.0 eV at room temperature.

IR spectra were recorded on a Bio-Rad 6000 Fourier
spectrometer equipped with a UMA-500 IR microscope
with a resolution of 4 and 8 cm–1. A cadmium–mercury–
tellurium photodetector operating in the spectral range
5000–700 cm–1 was used to record the spectra.

3. RESULTS AND DISCUSSION

Figure 3 shows PL spectra of the wool and separate
tubes. For comparison are shown PL spectra of nanop-

(a) 30 mm00000N 2MA16N

(b) 10 mm00000N 1D28N gree

Fig. 2. Quartz microtubes in the form of (a) vertically stand-
ing test tubes and (b) glass wool. In both cases, the SEM
images were obtained from the back side of the wafer.
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orous silicon obtained in an HF : H2O : C2H5OH = 2 :
1 : 1 solution at a current density of j = 20 mA/cm2

(curve 1) and in the same solution with the addition of
NaNO2 at j = 16 mA/cm2 (curve 2). It can be seen that
the PL spectrum of the tubes is shifted to shorter wave-
lengths compared with the spectrum of “ordinary” nan-
oporous silicon, which is perceived by the eye as a
greenish white glow when excited with UV radiation.
The PL from the thermal oxide has an intensity that is
several orders of magnitude lower and is shifted to even
shorter wavelengths. It is known that the PL from light-
emitting nanoporous silicon has several bands [6]. The
red band, which is peaked at hν = 1.5–1.9 eV, is due to
silicon nanocrystallites and correlates with their size,
whereas the blue band (hν = 2.6–2.7 eV) is associated
with SiO2 [7]. The kinetics of the second band is distin-
guished by short decay times. It was demonstrated in
[8] that a short-wavelength light is necessary to excite
blue PL, which was not provided by the argon laser
used in the experiment. A study of how nanoporous sil-
icon is oxidized [7–9] has shown that the intensity of
the blue band grows in the course of oxidation and, in
the end, significantly exceeds the intensity of the red
band. Thus, the PL from the microtubes is differs con-
siderably from the PL associated with the as-prepared
nanoporous silicon and has a shorter-wavelength com-
ponent, which is more characteristic of SiO2 or oxi-
dized nanoporous silicon. The CL method is more suit-
able for a study of this component.

The electron excitation of the glass wool yielded the
spectrum shown in Fig. 4. Despite the mild conditions
of CL excitation, both the emission intensity and the
outward appearance of the material changed in the
course of spectral measurements (as observed with an
optical microscope in the latter case). This modification
occurred because of the heating of the irradiated micro-
volume of the sample, which is due to the low heat con-
ductivity of the wool. In contrast to the typical CL spec-

Nanoporous Si

Tubes

Glass-wool

1

2

400 500 600 700 800 900

PL
, a

rb
. u

ni
ts

λ, nm

Fig. 3. PL spectra of separate microtubes and a bundle of
tubes in the form of wool. For comparison are shown spec-
tra of unoxidized nanoporous silicon (samples 1 and 2)
obtained under the same conditions.
trum of SiO2, the spectrum of this wool does not con-
tain bands at 1.9 and 2.7 eV.

In accordance with published data, several bands are
observed at 1.9, 2.2, 2.7, and 4.3 eV when studying the
PL and CL from amorphous SiO2 [10, 11]. These bands
are commonly related to intrinsic defects in SiO2. The
green band at 2.2 eV is characteristic of oxygen-defi-
cient oxides, which contain a doubly coordinated sili-
con atom. Presently, the nature of this band has no
definitive interpretation. A similar CL spectrum has
been observed previously by the authors in thin natural
oxide on silicon [12], in electron-beam-modified amor-
phous SiO2 [13], and in oxide materials with silicon
clusters [14].

The IR absorption spectra measured for different
parts of a sample (in the regions with and without tubes)
are shown in Fig. 5. It can be seen that spectrum 1 mainly
contains bands typical of a thermal oxide of stoichio-
metric composition [15]. These are the bands associ-
ated with Si–O–Si stretching vibrations (~810 cm–1),
asymmetric bending vibrations (AS1) at ~1080 cm–1

(TO mode of Si–O–Si vibrations), and a broad shoulder
at ~1200 cm–1. The latter spectral feature results from
the superposition of bands associated with asymmetric
bending vibrations (AS2) of Si–O–Si and the TO mode
(at ~1235 cm–1) of the LO mode at 1080 cm–1. Other
bands associated with C–H and C–O bending vibra-
tions are possibly due to the presence of trace amounts
of ethanol, which was added to the electrolyte at the
anodization stage in fabricating the macroporous layer.
In addition, the spectrum contains a number of repeti-
tive double bands, which are designated by asterisks.
Similar bands also appeared in Raman spectra observed
on the background of photoluminescence. The authors
believe that these bands may belong to microcavity
modes in SiO2 tubes; however, a more detailed analysis
of this phenomenon requires a separate study.

a

b

2 4

Intensity, arb. units

Energy, eV

0

50

100

150

Fig. 4. CL spectra of (a) glass wool and (b) amorphous
SiO2.
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The data obtained suggest that the microtube walls
are composed of SiO2 that contains defects in the form
of excess silicon atoms. The reason for their appearance
should be presumably sought in the difference between
the oxidation processes within the ma-Si channels and
on the planar silicon surface.

4. CONCLUSION

Thus, quartz microtubes 5–10 µm in diameter and
up to 100 µm long, closed at one end like test tubes,
were obtained for the first time. These test tubes are of
interest because they are transparent in the visible spec-
tral range and about a million of these test tubes can be
fabricated in a single chip. Objects of this kind may find
application as microreactors for combinatorial chemis-
try, in biochips, and in other similar fields.

It was found for the first time that alkaline etching of
oxidized ma-Si gives rise to high-intensity photo- and
cathodoluminescence with the highest intensity in the
green part of the spectrum, which may be attributed to
structural defects in SiO2.
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Fig. 5. IR absorption spectra recorded for different parts of
a sample: (1) region with microtubes and (2) substrate.
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Abstract—A new technological process for fabricating structures with vertical walls in a thick layer of
macroporous silicon on a substrate is reported. The problem of photolithography has been solved by patterning
on the back side of the wafer. As a result, the silicon substrate itself serves as a mask through which certain parts
of the porous layer are removed. Narrow and high bars of macroporous silicon, aligned with macropore rows,
have been fabricated. The 2D photonic crystals obtained have been used for in-coupling of light in the direction
perpendicular to the channel axes and for recording IR spectra. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A technique for fabricating an ordered “lattice” of
deep channels with vertical walls was first suggested
in [1]. The process involves opening windows in the
oxide mask on the surface of n-Si(100) by means of
photolithography, alkaline etching of pits across the
mask, and anodization in an HF solution under illumi-
nation from the back side of the wafer. The resulting
layer of macroporous silicon (ma-Si) contains cylin-
drical (or square in cross section) channels
(macropores) 1 to 10 µm in diameter and up to
300 µm deep, formed at the place of the pits. A neces-
sary condition for these channels to be formed is the
uniform distribution of the nucleation centers over the
entire anodization area and the appropriate relation-
ship between the substrate resistivity and the lattice
period of the phototemplate [2]. A rather wide transi-
tion layer is formed at the boundary between the
macroporous region and that part of the wafer that was
not subjected to anodization. Within this layer, the
regular structure is distorted (pores are branching,
have different depths, and so on).

Various application fields of ma-Si [3] frequently
require that separate regions of macroporous silicon,
with sharp edges and vertical walls, be created on a sub-
strate. In particular, the input of light into a 2D photonic
crystal requires fabrication of narrow bars oriented in a
certain way with respect to the lattice of the initial ma-
Si. The first study to address this problem [4] demon-
strated that attempts to create a pattern in ma-Si with
the use of a positive or negative photoresist are unsuc-
cessful. Therefore, the technique suggested in the com-
1063-7826/04/3809- $26.00 © 21088
munication mentioned above included a complex pro-
cess that assumes the deposition of silicon nitride onto
the inner surface of channels, pore filling with poly-
crystalline silicon or aluminum, and the formation of a
pattern on the front side of the wafer. This process,
which was named the Ottow process, allowed one to
remove certain parts of the ma-Si layer to obtain narrow
bars with vertical walls on the substrate. Structures of
this kind were used in [5, 6] to study the optical proper-
ties of photonic crystals.

This paper reports on a simpler process for creating
ma-Si regions with vertical walls, which is based on
masking pores with only a thermal oxide and the forma-
tion of a pattern on the back side of the wafer. In con-

Fig. 1. Image of the back side of a wafer at the initial stage
of pore opening. A small region in which the pore bottoms
have already opened can be seen. (Optical microscope.)
004 MAIK “Nauka/Interperiodica”
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trast to the Ottow method, the structures formed have
no common substrate, which is also structured. The
resulting bars of macroporous silicon were used to
introduce light perpendicularly to the axis of the chan-
nels, which made it possible to measure reflection spec-
tra with an IR microscope and to determine the position
of the photonic gap.

90 mm

180 mm

(a) 30 mm00000

30 mm00000(b)

30 mm00000(c)

É–M

É–K

Fig. 2. Macroporous silicon bars with vertical walls:
(a, b) SEM images obtained at different angles of view and
(c) principal directions in the triangular lattice of the photo-
nic crystal.
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2. TECHNOLOGICAL PROCEDURE
FOR FABRICATING MACROPOROUS 

SILICON BARS

The starting n-type Si(100) wafers (ρ = 5 Ω cm)
were cut into 20 × 20 mm2 squares, which were thinned
to 200 µm and polished on both sides. Further opera-
tions are clear from the schematic of the process shown
below. After thermal oxidation, a through alkaline etch-
ing of the alignment marks was performed (stage 2).
Then a triangular lattice of seed pits with a period A =
4 µm was formed and photoelectrochemical etching
was carried out to a depth of 170–180 µm (stages 3, 4).
The pits were removed by polishing the front side, and
the sample was oxidized in water vapor at T = 1200°C
for 70 min. Photolithography was used to open square
windows in the oxide on the back side of the wafer; the
sides of the squares were oriented along the rows of
macropores (stage 5). A minor bending of the oxidized
wafer was elastic and could be eliminated by suction to
the table in the mask aligner. Anisotropic alkaline etch-
ing was performed through the thus opened windows,
so that the substrate was locally removed to the depth
that the porous layer needed to reach (stage 6). Here,
the ability of the thermal oxide to protect the inner sur-
face of pores during etching in a KOH solution was
used. The initial stage of pore opening can be seen in
Fig. 1. Further operations consisted in the removal of
the oxide from the inner surface of the pores through the
squares opened on the back side of the wafer (stage 7)
and subsequent dissolution of the thin silicon walls
between the pores in the window area (stage 8). In the
final stage, the oxide was removed from the pores in an
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Fig. 3. Reflection spectra for two directions in the photonic
crystal, Γ–K and Γ–M, and two polarizations of light: per-
pendicular (H) and parallel (E) to the axis of channels.
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HF solution. If it was necessary to make the porosity
higher, additional oxidation with subsequent dissolu-
tion of SiO2 was used. In the process, narrow bars of
ma-Si did not undergo any noticeable deformation,
unlike the nonstructured porous layer.

As a result, through square windows separated by
crosses of narrow bars of a macroporous layer on the
substrate were produced in the wafer. Electron-micro-
scopic images of these bars, obtained at different angles
of view, are shown in Figs. 2a, 2b, and 2c. It can be seen
that the ma-Si bars formed have vertical walls and are
oriented along the macropore rows. They are about
90 µm wide (22–26 rows, depending on the direction in
the lattice) and 200 µm high (180 µm porous layer +
20 µm substrate).

SiO2

n-Si (100)
1.

2.

3.

4.

5.

6.

7.

8.

9.

n-Si (100)

n-Si (100)

Protective lacquer

ma-Si bars

Initial wafer after
oxidation and opening
of windows for

Etching of through
alignment marks

Electrochemical etching

Formation of seed
pits for macropores

of the porous layer

Oxidation of ma-Si
and photolithography
on the back side of

Local etching of Si
from the back side

Etching of silicon walls
(local removal of
the porous layer) 

Removal of the oxide
from opened pores

(pore opening)

Removal of the

the wafer

oxide layer

alignment marks
3. SPECTRA OF PHOTONIC CRYSTALS

The ma-Si bars obtained are oriented in mutually
perpendicular directions, which correspond to the Γ–K
and Γ–M directions in the reciprocal space of the 2D
triangular lattice of ma-Si (see Fig. 2c). They are partic-
ularly suitable for optical characterization of photonic
crystals. The ma-Si bars were oxidized three times, and
the oxide was dissolved the same number of times. As
a result, the channel diameter increased from 1.7 to
3.4 µm and the ratio between the channel radius and the
lattice constant was as high as r/A = 0.425, which gives
reason to believe that a complete photonic gap was
formed [7]. Reflection spectra were measured on a Bio-
Rad 6000 FTIR spectrometer equipped with a UMA-
500 IR microscope, at an aperture of 100 × 100 µm2.
The incident light was focused with the microscope
onto the lateral side of a ma-Si bar, with the wave vector
of light directed perpendicularly to the axis of the chan-
nels. The measurements were performed with a spectral
resolution of 8 cm–1 at 64 scans. To obtain spectra in
polarized light, a polarizer was placed in front of the
input window of the photodetector.

Figure 3 shows reflection spectra recorded for dif-
ferent directions in the crystal at two orthogonal polar-
izations of light. The spectra contain broad regions of
high reflection (up to ~60%), centered at around 11 µm,
which correspond to the principal photonic gap. The
gaps for light polarized perpendicularly to the channels
(H polarization) are somewhat wider than those for
light polarized along the channels (E polarization),
which is consistent with the results of calculations [7]
for a triangular lattice of cylindrical channels in a mate-
rial with a dielectric constant (ε = 11.4) close to that in
the present study.

4. CONCLUSION

Thus, a technological procedure for obtaining
structures based on the ordered lattice of macroporous
silicon has been developed. This method does not
require an intricate process of pore filling and surface
planarization prior to photolithography. Instead, the
photolithography is done on the back side of the
wafer. The structures with deep vertical walls,
obtained using the technique suggested, can be used to
fabricate components for micromechanics and micro-
photonics. The application of the technology is dem-
onstrated by the example of fabricating narrow bars of
a 2D photonic crystal, on which IR reflection spectra
have been studied.
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Abstract—The energy positions of the levels Et – Ev in the band gap and their concentration Nt were deter-
mined from studies of tunneling current Jt via these levels in photodiodes based on CdxHg1 – xTe. The shallow

acceptor levels Et – Ev = 8–12 eV introduced by singly charged vacancies  are observed in the band gap of
almost all photodiodes. Deep levels Et = Ev + 0.26Eg that manifest themselves as recombination states are
observed in a number of photodiodes. Even deeper levels (Et = Ev + 0.6Eg) are also observed, which can act as
either recombination states or deep traps with a small cross section for the capture of holes. © 2004 MAIK
“Nauka/Interperiodica”.

VHg
+

Singly charged vacancies  introduce shallow
acceptor levels Et into the band gap of CdxHg1 – xTe ter-
nary semiconductor compounds; these levels are
located near the top of the valence band Ev [1]. Accord-
ing to different publications, the experimentally deter-
mined energy positions of these shallow acceptor levels
range from Et – Ev = (12.5 ± 2) meV for a composition
with x = 0.215 to Et – Ev = 9.2–10.8 meV for x = 0.225
[2]. There are also data on levels with Et – Ev = 15 meV
[1] and 5 meV [3]. Impurity atoms can also introduce
levels with this energy position [4]. Deep levels acting
mostly as recombination states are more interesting
from the standpoint of the effect the position of the
level has on the electrical parameters of photodiodes. It
is believed that levels with Et – Ev ≈ 60 meV (band gap
Eg ≈ 100 meV at T = 78 K) are introduced by doubly

charged mercury vacancies  [1]. Jones et al. [5]
systematized the results of studying CdxHg1 – xTe sam-
ples by deep-level transient spectroscopy (DLTS) and
derived the dependences of Et – Ev on the composition
(x) as Et = Ev + 0.4Eg and Et = Ev + 0.75Eg for undoped
CdxHg1 – xTe. According to the model suggested by
Jones et al. [6], centers with Et = Ev + 0.4Eg and Ev +
0.75Eg can be thought of as interstitial Hg, Si, and C
atoms; Cl atoms at Hg lattice sites; and antisite defects
(Te atoms in the metal sublattice). According to data
obtained using DLTS (see [7] and other publications by
the same authors), in the CdxHg1 – xTe samples with
Eg = 96 meV, the donor level has the ionization energy
Et – Ev = 43 meV and the acceptor level has Et – Ev =
35 meV [7–11]. Levels with Et – Ev = 46 and 52 meV
were observed in the band gap of CdxHg1 – xTe with x =
0.219 [8].

VHg
+

VHg
++
1063-7826/04/3809- $26.00 © 1092
The band-to-band tunneling current It [9], tunneling
current via impurity levels Jt [10], and tunneling current
over the surface [11] are observed in photodiodes based
on narrow-gap CdxHg1 – xTe even when relatively low
reverse-bias voltages are applied. The surface tunneling
current is typically stimulated under a special metal
electrode deposited on an insulator layer above the
space-charge region (SCR) of the junction where this
region outcrops. The results of preliminary studies of
differential resistance Rd in a number of photodiodes
were reported in my previous publication [12]. These
results were treated in the context of a model of a single
tunneling current It. It was found later as a result of a
more detailed study that there was a transition range of
bias voltages U at which the current–voltage (I–V)
characteristics had slightly different slopes from those
typical of the It current where Jt currents are active.
Dependences Jt(U) for the tunneling current via levels
(which are, as a rule, levels of intrinsic point defects in
CdxHg1 – xTe) can be used to determine the energy posi-
tions of these levels, and this task was undertaken in
this paper. We studied photodiodes fabricated on the
basis of p-CdxHg1 – xTe samples whose parameters
(measured at T = 78 K) are listed in the table. The base
n+-type region was doped by implanting Zn++ ions with
energy E = 120 keV and a dose of 1 × 1015 cm–2.
According to estimations, the depth of n+–p junctions
was ~0.5–0.8 µm. Zinc sulfide films were used as
masks and protective coatings. The ohmic contact to
the n+-type region was formed by sputtering deposition
of indium, and that to the p-type region was formed by
electrochemical deposition of gold. The CdxHg1 – xTe
samples with equal hole concentration p (for example,
samples A1 and A2 in the table) were obtained from the
same starting sample (A) with n-type conductivity.
Sample A was cut into smaller sizes, and subsequent
annealing that converted these smaller samples to
2004 MAIK “Nauka/Interperiodica”



A STUDY OF DEEP LEVELS IN CdHgTe 1093
Parameters of photodiodes based on CdxHg1 – xTe

CdxHg1 – xTe sample
(p at 78 K)

Photo-
diode no. λco, µm

Rd max,
kΩ/ –U,

mV

pp, 
1016 cm–3

C, pF
(U = 0) Ubi, mV Et – Ev ,

meV
,

1015 cm–3

A1
A2
(1.1 × 1015 cm–3)

2 10.0 5.6/405 1.3 171.6 47.3 38 0.18

4 9.9 37/300 0.8 120.5 42.5 32 0.11

5 9.8 55/135 0.6 132.9 35.6 8 0.37

7 – 18.4/50 0.25 91.7 27.8 12 0.4

B3
B4
(1.5 × 1016 cm–3)

9 – 35/135 0.3 73.5 43.2 40 0.26

11 9.8 23/150 0.22 – 25.9 72 19

12 10.1 1200/160 1.2 118.2 60.2 36 0.18

14 9.9 32/126 0.11 63.7 29.4 76 9.0

C1
(1 × 1016 cm–3)

3 10.1 3.6/130 0.4 151.9 24.8 8/32 0.036/0.046

18 10.8 8.7/90 1.5 217.3 32.6 36 0.22

21 9.94 16.2/68 3.5 237 42.9 38 5.1

D1
D2
(1.8 × 1016 cm–3)

10 11.6 12/65 1.0 – – 8 0.5

13 11.48 23.5/48 – – – 36 0.46

15 11.29 17.6/49 – – – 8 0.24

16 11.28 27/69 – – – 36 0.19

17 – 16.2/50 – – – 28 0.9

G1
(2.8 × 1016 cm–3)

8 – 15/47 1.1 235 26.3 22 0.077

19 11.48 20.6/50 1.0 212.3 27.1 8/58 0.2/0.56

20 11.8 15/47 0.37 147.9 24.1 8/42 0.35/0.35

Note: The diameter of n+–p junctions was defined by a photomask and equaled 300 µm.

Nt
'

p-type conductivity was performed under the same
temperature conditions (see [13]). Due to technological
features of the fabrication of n+–p junctions, it was not
possible to tell from which specific sample (for exam-
ple, A1 or A2) the photodiodes 2, 4, 5, and 7 were fab-
ricated. These photodiodes were therefore combined
into the same group in the table.

The expression for the tunneling current via the
impurity levels is written as [10]

(1)

where E is the tunneling-electron energy reckoned from
the top of the valence band Ev on the n+-type side of the
junction; q is the elementary charge; " is the reduced
Planck constant;  is the effective electron mass in
the conduction band; the matrix element of transition
from the valence band to the impurity level Et – Ev is

 = 1.2 × 10–23 eV2 cm3 [14]; %m = qNaW/ε0εs is the
maximum value of the electric field in an abrupt junc-
tion (in our case, the n+–p junction) and depends only

Jt qNt'
π2

"
3

----- 
  mn*Wt

2 4 2mn*( )1/2

3"q%m

------------------------ Eg Et–( )3/2–exp=

× 1 E

Et

-----– 
 exp– E,d

0

α

∫

mn*

Wt
2
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on the parameters Na (the acceptor concentration in the
lightly doped p-type region) and W (the SCR width); ε0
and εs are the permittivity of free space and the relative
permittivity of the semiconductor, respectively; Eg is
the semiconductor band gap; α = ζp + ζn – qU – Et – Eg,
where ζp and ζn are the Fermi levels in the p- and
n+-type regions, respectively; U is the bias voltage
applied to the junction;  = Nt/{1 + (1/2)exp[(–Eg + Et –
ζp)/k0T]} is the effective density of the levels filled with
electrons (Nt is the total concentration of the levels);

and  = "Ft/{[2 (Eg – Et)]1/2}, where Ft = q% is the
force of the electric field % that acts on an electron that
resides at the level Et – Ev in the band gap within the
SCR of the junction. The integral in expression (1) is on
the order of unity, so there is no need to calculate this
integral.

Substituting /m0 = 0.075Eg [eV] and %m =
(2qNaUt/ε0εs)1/2 (Ut = Ubi + U, where Ubi is the built-in
potential) into expression (1), we obtain

(2)

where the quantity Jt is expressed in A/cm2.

Nt'

Et mn*

mn*

Jt 8.9 10 25– Nt' Eg
3/2/ Eg Et–( )3/2[ ]×=

× 4.3 10 10– Eg
1/2 Eg Et–( )3/2/Na

1/2Ut
1/2×–[ ] ,exp
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In expression (2), two parameters (  and Et – Ev)
are unknown. The values of these parameters can be
determined by varying them and attaining agreement
between the theoretical (2) and experimental I–V char-
acteristics of photodiodes in the range of the bias volt-
ages U at which the tunneling current via impurity lev-
els is observed. The values of Na = pp and Ubi were
determined from the capacitance–voltage (C–V) char-
acteristics of the n+–p junctions. The values of Eg at
78 K were obtained from spectral characteristics of
photosensitivity as Eg [eV] = 1.24/λco [µm], where λco

is the cutoff wavelength of the photodiode’s spectral
characteristic at a level of 0.5 of the photosensitivity
peak (see table).

Examining the reverse portions of experimental I–V
characteristics I(U) plotted on a log–log scale, it is dif-
ficult to separate the currents It and Jt since they have
slopes that differ only slightly. Therefore, in Figs. 1–5,
the reverse I–V characteristics are plotted on a semilog-

Nt'

10–3

10–4

I, A

3.0 2.6 2.2 1.8 1.4 1.0 0.6 0.2
–U, V

5 4 2 7
Et – Ev = 0 meV

Fig. 1. Current–voltage characteristics of photodiodes
based on CdxHg1 – xTe with x = 0.222: the tunneling-current
components Jt are shown. Samples A1 and A2; numerals (2,
4, 5, 7) by the curves are diode numbers.

10–4

10–3

10–2
I, A

21 18

3

3'

2.6 2.2 1.8 1.4 1.0 0.6 0.2
–U, V

Fig. 3. Current–voltage characteristics of photodiodes
based on CdxHg1 – xTe with x = 0.215; the tunneling-current
components Jt are shown. Sample C1; numerals (3, 3', 18,
21) by the curves are diode numbers.
arithmic scale for the ranges of U where the tunneling
currents Jt are prevalent. At Et – Ev = 0, the voltage
dependences of Jt coincide with those of It. In the table,
we list the values of Et – Ev and  determined from
these I–V characteristics. The corresponding values of
Et – Ev and  in the cases where two levels are
observed are listed in the form of fractions (separated
by a slash).

In CdxHg1 – xTe solid solutions [16], the valence
bands Ev i are formed from the p levels of Te atoms,
whereas the conduction band is formed from the s lev-
els of the metal, Hg, and Cd atoms. In the Kane model
[17], which adequately describes narrow-gap semicon-
ductor compounds such as InSb and CdxHg1 – xTe and is
based on the (kp) approximation of the perturbation
theory, the wave functions of the valence bands Ev i and
the conduction band Ec are formed from a mixture of
the p and s functions. If the electron wave vector k = 0

Nt'

Nt'

10–3

10–4

I, A

Et – Ev = 0 meV

14 12

11

9

0.20.61.01.41.82.22.63.0
–U, V

Fig. 2. Current–voltage characteristics of photodiodes
based on CdxHg1 – xTe with x = 0.217: the tunneling-current
components Jt are shown. Samples B3 and B4; numerals (9,
11, 12, 14) by the curves are photodiode numbers.

10–2

10–3

10–4

I, A

1.8 1.4 1.0 0.6 0.2

20

19

8

19'

20'

–U, V

Fig. 4. Current–voltage characteristics of photodiodes
based on CdxHg1 – xTe with x = 0.219; the tunneling-current
components Jt are shown. Sample G1; numerals (8, 19, 19',
20, 20') by the curves are diode numbers.
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(at the center of the Brillouin zone), the wave functions
Ec exhibit only the symmetry of s functions; i.e., the Ec

band consists of only the s levels of Hg and Cd in the
vicinity of k = 0. The wave functions of the bands Ev i

at k = 0 exhibit only the symmetry of p functions,
whereas the band Ev1 (the heavy-hole band that largely
controls all electrical parameters of the material with
p-type conductivity) exhibits the symmetry of p func-
tions also at k ≠ 0; i.e., the Ev1 band consists exclusively
of the p levels of Te atoms. When electrically active
intrinsic point defects are formed (for example, VHg or
VCd), the Hg and Cd atoms leave the corresponding lat-
tice sites and bring with them the s electrons, so that the
uncompensated Te atoms capture electrons in order to
recover the electroneutrality (the p levels of Te atoms
are split off from the Ev i bands, whereas the captured
electron is collectivized by neighboring Te atoms). In
other words, the VHg and VCd vacancies act as acceptors.
The levels of the above acceptors, although split off
from the corresponding bands, are still related to these
bands; the energy gap ∆E in reference to the related
band varies as, for example, the temperature or compo-
sition (x) varies. Using the dependence ∆E(x), one can
determine to which band a particular level is related.
This reasoning is illustrated by the energy diagram
(Fig. 6). The levels with Et – Ev = 8 meV are related to

Ev (the p levels of Te and the vacancies ). The dia-
gram indicates that some of the levels with an ioniza-
tion energy of ~36 meV are related to the band Ec in the
form of the dependence Et ≈ Ev + 0.26Eg, whereas Et – Ev

is independent of composition for some other levels.
Thus, in the group of levels under consideration, there
are those that are unrelated to the centers studied previ-
ously [1, 6]. These new centers may be the vacancies
VTe. It is believed that the VTe vacancies are also recom-

VHg
+

Et – Ev = 0 meV
13

15

17

10

10–2

10–3

10–4

I, A

2.2 1.8 1.4 1.0 0.6 0.2
–U, V

16

Fig. 5. Current–voltage characteristics of photodiodes
based on CdxHg1 – xTe with x = 0.214; the tunneling-current
components Jt are shown. Samples D1 and D2; numerals (10,
13, 15, 16, 17) by the curves are photodiode numbers.
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bination centers [18, 19]. Finally, the deep levels with
Et – Ev = 58, 72, and 76 meV are related to the Ec band
and fit the dependence Et = Ev + 0.6Eg, which is close
to the dependence Et = Ev + 0.75Eg [5]. It is worth not-
ing that the levels with Et – Ev = 79 meV observed by
Cotton et al. [20] can be related [20] to the surface
states. This inference may be true in our studies but
only for photodiode 11, since the surface diffusion cur-
rent in the channel Ids [22] was prevalent in the reverse
portion of the I–V characteristic (see Fig. 2 in [21]) of
this photodiode at voltages U ≈ –(50–200) meV. How-
ever, this identification is inconsistent with the data
reported previously [21] (Fig. 4): we did not observe
the characteristic spreading of the junction over the sur-
face as U varied (the spectral characteristics and depen-
dences of the signal on the coordinate in the sensitive
area of photodiode 18 serve as an example [21]). The
shape of the spectral characteristic of photodiode 19 in
the short-wavelength region (see Fig. 5 in [21]), a slight
spreading of the reverse-biased junction (see Fig. 4 in
[21]), and the I–V characteristic (see Fig. 3 in [21])
indicate that the role of the surface is no more important
than in other photodiodes. The larger capacitance
C(U = 0) of photodiode 19 compared to that, for exam-
ple, of photodiode 14, which incorporates the levels
with the same position (Et ≈ Ev + 0.6Eg), is caused by
the fact that these photodiodes differ in λco(Eg) and Na = pp

(see table). This difference in Na (for the same concen-
tration of the donor doping impurity Na introduced into
the n+-type layer) leads to the fact that the width of the
junction SCR W = (2εsε0Ubi/qNa)1/2 in photodiode 19 is
smaller than in photodiode 14 by a factor of approxi-
mately 3 for comparable Ubi. Accordingly, the capaci-
tances of these photodiodes differ by the same factor.
These data are inconsistent with the assumption that the
levels Et ≈ Ev + 0.6Eg are related to the surface states.
Direct studies of the ZnS–CdHgTe structures did not
confirm the presence of local levels with this energy

*

Ec

Ei

Ev
8 meV 36 meV

100 meV

50 meV

V+
Hg

122' 3

5

3'

1'

4

105 110 115 120 125
Eg, meV

Fig. 6. Energy diagram of electrically active levels in
CdxHg1 – xTe. CdxHg1 – xTe samples: (1, 1') A1, (2, 2') A2,
(3, 3') C1, (4) C2, and (5) B1. Data (1–5) were obtained
before annealing and data (1'–3') were obtained after
annealing. Other points represent data for the photodiodes
listed in the table.
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position at the interface either [23]. Consequently, these
levels are introduced by centers that are located in the
bulk of the CdHgTe material itself and are related either
to an impurity or to intrinsic point defects. In order to
identify the origin of these levels, further research is
needed using, for example, nuclear magnetic resonance
or X-ray structure analysis. In Fig. 6, we also show lev-
els determined from temperature dependences of the
resistivity ρ0(T) of the samples before and after anneal-
ing (see Table 1 in [13]).

In Fig. 7, we show the dependence of Rdmax on the
position Et – Ev of the levels (Rdmax is the highest differ-
ential resistance observed in the reverse portion of the
I–V characteristic of photodiodes; the voltages corre-
sponding to the maximum values of Rd are listed in the
table). The peak in Rdmax is attained at the kink of two
alternating prevalent currents, Ids or Is (the surface gen-
eration–recombination current in a short surface chan-
nel [24]) or the Jt current (see [21], Figs. 1–3). The cur-
rent Jt flows directly via the levels Et – Ev (2). The cur-
rent Ids also depends on the energy position of the
recombination level Et – Ev. However, this dependence
is indirect and involves the electron lifetime τn in the
surface layer with a thickness on the order of the elec-
tron diffusion length. The dependence of the current Is
on the energy Et – Ev is also indirect and involves the
surface-recombination velocity S, since the effective
diffusion length of the charge carriers Leff in the surface
layer depends on both S and τn in the semiconductor
bulk:

where D is the diffusion coefficient of charge carriers
and d is the thickness of the sample.

At first glance, the data shown in Fig. 7 can be used
to conclude that the levels with Et – Ev ≈ 0.4Eg are not

1

Leff
2

------- 1

Lvol
2

--------
2S
dD
-------, Lvol

2+ Dτn,= =

70

50

30

10

Rdmax, kΩ

10 30 50 70 90
Et – Ev, meV

8
17 21 20

19

13
16

4

12

9 14

11

Fig. 7. Dependence of Rdmax for photodiodes based on
CdxHg1 – xTe on the energy positions of recombination lev-
els. The data refer to the photodiodes listed in the table.
recombination states. The recombination levels are
located higher in the band gap, which is indicated by
the sharp decrease in Rdmax at Et – Ev > 40 meV. For
photodiodes with larger values of λco, this dependence
is not clearly pronounced and the peak of Rdmax is pre-
sumably shifted to smaller values of Et – Ev (Fig. 7,
dashed line).

In order to clarify the situation, we performed the
following experiments and calculations. We deter-
mined the charge-carrier diffusion lengths Ln from the
forward portion of the I–V characteristic; the values of
Ln were used to estimate the electron lifetime τn in the
p-type base. Thus, for example, this estimation yielded
τn = 2.6 × 10–8 s for the photodiode 5 based on sample B3.
As a result of measuring the lifetime using ultrashort
pulses of a CO2 laser for the same photodiode 5, we
obtained τn = 5 × 10–8 s, i.e., twice the value mentioned
above. The hole lifetime in the initial sample B3 after
thermal conversion to p-type conductivity was τp = 1 ×
10–7 s; i.e., τn < τp in this p-type sample. In this case, the
lifetime according to the Shockley–Read mechanism of
recombination τS – R = (µnτn + µpτp)/(µn + µp) is con-
trolled by electrons. In CdxHg1 – xTe with x ≈ 0.2 at T ≈
78 K, two mechanisms of recombination are preva-
lent, i.e., the Shockley–Read and Auger types [25]
with lifetimes τS – R and τA, respectively; we have τn =
τS – RτA/(τS – R + τA). For p(78 K) ≈ 2 × 1016 cm–3, τA ≈
7 × 10–8 s [25]. Therefore, assuming that τn = 5 × 10–8 s,
we obtain τS – R ≈ 1.8 × 10–7 s; i.e., the lifetime of pho-
togenerated charge carriers τn in the p-type base of
n+−p junctions and all photodiode parameters are gov-
erned mainly by Auger recombination. The contribu-
tion of Shockley–Read recombination to τn is smaller by
approximately a factor of 2. Therefore, the dependence
of the photodiode parameters on the recombination-cen-
ter concentration Nt and the level energies Et – Ev is

1.1
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Fig. 8. Dependences of R0A for photodiodes based on
CdxHg1 – xTe and the recombination probability G on the
energy position of the levels Et – Ev .
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weak, even for the most sensitive parameter R0A (the
specific differential resistance at U = 0) (Fig. 8). At the
same time, Rdmax determined at the interface between
two mechanisms of currents depends more heavily on
the concentration of free charge carriers pp (photo-
diodes 9, 11, 12, and 14; see table and Fig. 7), which is
characteristic of Auger recombination.

The important energy level for Shockley–Read
recombination is the demarcation level ED related to the
minority charge carriers. The demarcation level is
located between the level of capture for minority charge
carriers and the level of recombination centers with
concentration Nr and controls the probability of elec-
tron capture by a center occupied with a hole. This
probability is equal to the probability that the hole will
return to the valence band under the effect of the ther-
mal energy. For a semiconductor in the state of equilib-
rium, the Fermi level is the same for electrons and holes
and acts as the demarcation level. If the equilibrium is
violated (for example, by applying a bias U), ζp and ED
do not coincide any longer. All the levels located
between ζp and ED are basically recombination states,
whereas the levels located between ζp and Ec and
between ED and Ev are predominantly traps. Using the
transport equations [26], we obtain the following
expression for the demarcation-level energy:

(3)

Here, γn and γp are defined as the probabilities of cap-
turing an electron and a hole, which have the mean ther-
mal velocities 〈Vn〉  and 〈Vp〉 , from the valence (conduc-
tion) band by an unoccupied (occupied) center with a
energy level Er; σn and σp are the effective capture cross
sections for an electron and a hole, respectively.

It can be seen from expression (3) that the energy ED

depends heavily on the type of center owing to the term
with recombination coefficients. In undoped CdxHg1 – xTe,
we have σn ≈ 10–15–10–16 cm2 and σp ≈ 10–17–10–18 cm2

for the level Et = Ev + 0.4Eg, while we have σn ≈ 10–16 cm2

and σp ≈ 10–17–10–20 cm2 for the level Et = Ev + 0.75Eg

[5]. We use these parameters of recombination centers
to estimate the probability of recombination at the lev-
els Et = Ev + 0.26Eg and Et = Ev + 0.6Eg. We assume
that  = 0.55m0; we also assume that the depen-
dence of effective electron mass on Eg is given, as
usual, by  = 0.075Egm0 (here, Eg is expressed in
electronvolts) [15].

We estimate the probability of recombination at the
level Et as G = ED/Et for Et > ED and as G = Et/ED for
Et < ED. For photodiode 8 with the energy level Et – Ev =

ED EF
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22 meV, we have ED = 26 meV even if σn exceeds σp by
three orders of magnitude; i.e., this level does not fall
within the interval between ζp = 44 meV and ED and,
thus, should be considered a trap. All the remaining lev-
els with Et = Ev + 0.26Eg fall within the interval
between ζp and ED and can be considered recombina-
tion levels. The large spread in the values of σn and σp
used in our calculations for the levels Et = Ev + 0.6Eg
shows that these levels can be attributed to recombina-
tion centers if the difference between the values of σn
and σp is relatively small. For example, at σn/σp = 10,
we have ζp = 66 meV and ED = 78 meV at Et – Ev =
76 meV for photodiode 14. However, if we assume in
calculations that σn/σp = 104 (Fig. 8, dashed lines; pho-
todiodes 11, 14, and 19), these levels should be consid-
ered traps, whereas we obtain ED = 31 meV for the
same photodiode 14'.

As can be seen from Fig. 8, there is a satisfactory
correlation between the dependences of the experimen-
tal values of R0A limited by the generation–recombina-
tion processes and the values of G on Et – Ev. For photo-
diode 11, the reduced value of R0A (Fig. 8) is caused by
the elevated value of the current Ids (see Fig. 2 in [21]).

Thus, CdxHg1 – xTe photodiodes were used to study
the tunneling current Jt via the levels in the band gap;
the energy positions Et – Ev and concentrations  of
these levels were determined. Shallow acceptor levels
with Et – Ev = 8–12 meV attributed to singly charged

vacancies  [1] were present in the band gap of
almost all the photodiodes. These levels are traps and
are not involved in recombination processes. However,
the tunneling current Jt flows via these levels at high
bias voltages. Deep levels with Et = Ev + 0.26Eg were
observed in a number of diodes; these levels act as
recombination states. The possible origin of these lev-
els was suggested by Jones et al. [6]. In addition, even
deeper levels with an energy of Et = Ev + 0.6Eg and a
concentration  much higher than that of other levels
were found. These levels can functionally act as either
recombination levels or deep traps with a small cross
section of hole capture σp. The unusual peak observed
in the dependence of Rdmax in photodiodes on Et – Ev is
caused by a change in the mechanisms of current rather
than by recombination at the levels.
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Abstract—Photoluminescence and lasing at a wavelength of λ = 510–530 nm (green spectral region) in
Cd(Zn)Se/ZnMgSSe structures with a different design of the active region are studied in a wide range of tem-
peratures and nitrogen laser pump intensities. A minimal lasing threshold of 10 kW/cm2, a maximal external
quantum efficiency of 12%, and a maximal output power of 20 W were obtained for the structure with the active
region composed of three ZnSe quantum wells with fractional-monolayer CdSe inserts. The lasers exhibited a
high temperature stability of the lasing threshold (characteristic temperature T0 = 330 K up to 100°C). For the
first time, an integrated converter composed of a green Cd(Zn)Se/ZnMgSSe laser optically pumped by a blue
InGaN/GaN laser that is grown on a Si (111) substrate and incorporates multiple quantum wells is suggested
and studied. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, much attention has been given to the
development of commercial semiconductor lasers and
light-emitting devices operating in the blue–green
spectral region, which are needed in projection-laser
TV systems, short-range fiber-optic communication
lines employing plastic fibers, high-quality color print-
ers, and many other laser applications. As before, het-
erostructures based on wide-gap II–VI semiconductors
are the most promising candidates to be employed for
the manufacture of green lasers. However, despite con-
tinuous efforts, the industrial production of an injection
laser based on II–VI compounds is still a problem.
Until now, the considerable efforts to optimize ZnSe
laser diodes have failed to yield any appreciable
increase in their service life. The record of 400 h of con-
tinuous-wave operation at room temperature (attained
by the Sony Corporation) remains unbroken [1].

Among other semiconductors, III–N compounds are
the main competitors of II–VI compounds for optoelec-
tronic applications. In 1996, metal-organic vapor-phase
epitaxy was used to fabricate laser diodes with InGaN
multiple quantum wells on sapphire substrates with a
wavelength of λ = 417 nm and a threshold current den-
sity of 4 kA/cm2 [2] in the pulsed lasing mode. The
maximal wavelength of the InGaN/GaN diodes in con-
tinuous-wave operation is now λ = 460 nm at room
temperature [3]. However, the use of nitride-based
1063-7826/04/3809- $26.00 © 21099
semiconductor structures to obtain stimulated green
radiation is problematic due to serious difficulties in
forming InGaN quantum wells (QWs) with low defect
concentration and high indium content, which are nec-
essary to obtain the wavelength required [4, 5].

At the beginning of the 1990s, along with wide-gap
II–VI semiconductors, heterostructures based on phos-
phides of Group-III elements were studied as a material
for devices emitting in the green–blue spectral region.
The minimal wavelength attained with an AlGaInP
laser was 555 nm in the continuous-wave mode at T =
77 K [6]. The results obtained at room temperature
were 615 and 607 nm in the continuous-wave [7] and
pulsed modes [8], respectively. However, the fabrica-
tion of AlGaP/AlGaInP laser diodes faces a number of
problems, the main one being the specific behavior of
the band structure of (AlxGa1 – x)0.52In0.48P solid solu-
tions, which are lattice-matched to GaAs. As x varies
from 0 to 1, the (AlxGa1 – x)0.52In0.48P solid solution is
transformed from a direct-gap semiconductor into an
indirect-gap semiconductor. This transformation
occurs at x ≈ 0.50. At this point, the indirect gap width
is only Eg = 2.33 eV [9] and is almost independent of x,
thus, precluding an increase in Eg of the active region,
which considerably worsens the electron confinement
in AlGaN/AlGaInP heterostructures with QWs.

Therefore, despite difficulties that are primarily
related to the extremely low activation energy of defect
004 MAIK “Nauka/Interperiodica”
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formation, which is typical of the majority of wide-gap
II–VI materials [10], only ZnSe heterostructures hold
promise for the commercial production of green lasers.

In the late 1990s, a new design of the active region
of II–VI laser structures was proposed with the aim of
prolonging their lifetime and eliminating the main
cause of the fast degradation of laser diodes—nonradi-
ative recombination via defects in the active region,
which is favorable for their further formation [11–13].

The mechanism underlying the slow degradation of
ZnSe-based laser structures is largely explained by the
presence of point defects, which diffuse into the active
region mainly from the doped upper p-type region [14]
and are related to the compensating donor centers, i.e.,
nitrogen interstitial atoms responsible for the instability
of the electrical characteristics of ZnSe:N [15]. Further-
more, the shallow nitrogen acceptor is itself also meta-
stable, which is apparent when, in certain conditions,
the acceptor transforms into an interstitial center that
forms a mobile charged complex with a selenium
vacancy [16].

Therefore, semiconductor lasers with pulsed optical
pumping and lasers driven by an electron beam [17],
which do not require a p–n junction and ohmic contacts
and, thus, avoid the problems that limit the lifetime of
injection lasers, still attract considerable interest and
are promising for progress toward the green spectral
region, where no lasers based on other compounds can
operate.

In this study, we investigate the luminescent and las-
ing properties of Cd(Zn)Se/ZnMgSSe heterostructures
with different configurations of the active region. The
main parameters of lasing are determined, such as the
threshold pump-power density, the external quantum
efficiency, the characteristic temperature, and the out-
put power. For the first time, we carried out optical
pumping of a ZnSe heterostructure by the radiation of
an optically pumped InGaN/GaN laser.

EXPERIMENTAL

Structures in the (Zn,Mg)(S,Se) systems for opti-
cally pumped lasers were grown pseudomorphically by
molecular-beam epitaxy (MBE) on (001) GaAs sub-
strates at a growth temperature of 270–280°C. The
structures include the bottom and the top confining
Zn0.9Mg0.1S0.15Se0.85 layers with a thickness of 0.7 and
0.2 µm, respectively; a symmetrical waveguide shaped
like a short-period superlattice (SL) of ZnS0.14Se0.86
(15 Å)/ZnSe(18 Å) with a total thickness of 0.2 µm;
and an active region based on CdSe quantum discs that
are self-organized within 2.5 monolayers of CdSe
deposited on a ZnSe surface as a result of the elastic
relaxation of strain induced by a mismatch of the lattice
parameters (∆a/a ≈ 7%). Structure A contains one plane
of CdSe quantum discs in the middle of a 10-nm-thick
ZnSe QW. Structure B consists of three isolated ZnSe
QWs that include inserts of CdSe quantum discs, which
have the same rated thickness as those in structure A.
These QWs are located in the SL waveguide, which is
expanded to 0.4 µm. The special features of growing an
active region based on CdSe quantum discs by MBE are
described in detail in [11, 13]. For comparison, a simi-
lar structure is grown for this study (structure C), but
with its active region in the form of a conventional sin-
gle ZnCdSe QW. The use of nonuniformly stressed
short-period SL enables us to improve the electron con-
finement of holes along with the optimal optical con-
finement, enhance the efficiency of the carrier collec-
tion and the resistance of the entire structure to stresses,
and protect the active region from the penetration and
development of extended and point defects [12, 17].

Blue lasers in an InGaN/GaN system (λ ≈ 455 nm),
which are used for the optical pumping of
Cd(Zn)Se/ZnMgSSe lasers, were grown by metal-
organic vapor-phase epitaxy at low pressures on (111)
n-Si substrates by AIXTRON AG (Germany) [18].
GaN/AlGaN/AlN buffer layers served to relieve the
appearing stress. The active region consisted of ten
InGaN QWs, which were overgrown with a 50-nm-
thick GaN layer.

As a source of optical excitation, we employed
either a continuous-wave He–Cd laser (wavelength
λexc = 325 nm, intensity Iexc = 0.5–20 W/cm2) or a
pulsed N2 laser (wavelength λexc = 337.1 nm, pulse
duration τp = 8 ns, repetition rate ν = 103 Hz, and Iexc =
5–1500 kW/cm2) in the temperature range 77–593 K.

RESULTS AND DISCUSSION

Photoluminescence was studied at a low (5 W/cm2)
and a high (from 6 to 400 kW/cm2) level of excitation
of the structures at room temperature and at the liquid-
nitrogen temperature. As expected [13], the structures
with CdSe quantum-disc inserts feature appreciably
higher efficiency of spontaneous emission compared to
the reference QW structure (Fig. 1). The relationship
between the intensities of emission from the active
region and the waveguide layers, I(QW)/I(SL) > 103, is
indicative of an efficient electron confinement of non-
equilibrium carriers at room temperature. Even at high
excitation (above 400 kW/cm2), luminescence from the
active region remains dominant.

The lasing characteristics were studied over wide
ranges of temperature and excitation intensity. For the
long-cavity lasers (L ≈ 400 µm and longer), the mini-
mal lasing threshold (Ith = 10 kW/cm2) was detected in
the structure whose active region contained three ZnSe
QWs with CdSe quantum discs. The structure with a
single CdSe quantum-disc plane had a slightly higher
threshold (Ith = 12–15 kW/cm2), while the threshold of
the reference ZnCdSe/ZnSe QW structure was three to
four times higher than that in the CdSe quantum-disc
structures (Fig. 2). Such a difference in the lasing
thresholds is primarily accounted for by the structure of
the active region. In structures with an active region
SEMICONDUCTORS      Vol. 38      No. 9      2004
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consisting of coherent CdSe-enriched islands in a ZnSe
matrix, an efficient localization of carriers in these
nanoislands precludes their migration to defect-rich
regions where they can be involved in nonradiative
recombination, thus, enhancing the rate of the genera-
tion of defects in the active region [13]. An increase in
the number of CdSe quantum-disc inserts (structure B)
improves optical confinement in the structure and
results in the thickening of the entire active region,
which leads to a further decrease in the lasing thresh-
old. The inset in Fig. 2 shows a clearly resolved mode
structure in the spectrum of a laser based on a structure
with multiple quantum-disc inserts and a comparably
short cavity (cavity length L < 150 µm). Note, however,
that shortening the cavity to 100 µm increases the las-
ing threshold significantly.

All the structures under study have a symmetrical
waveguide, in which the optical confinement factor is at
a maximum for the zero (fundamental) mode. The anal-
ysis of the spectral–angular distribution of lasing indi-
cated that the far-field radiation of all structures is char-
acterized by a single central spot, which is an indication
of fundamental-mode lasing [19]. The angular diver-
gence of radiation at the half-maximum of intensity
ranged from 20° to 25° for all the structures.
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Fig. 1. Photoluminescence spectra of A, B, and C structures
at a low level of excitation with a continuous-wave He–Cd
laser (λexc = 325 nm, Iexc = 5 W/cm2) at (a) liquid-nitrogen
and (b) room temperatures.
SEMICONDUCTORS      Vol. 38      No. 9      2004
Figure 3 shows the dependences of the output power
of lasers with different cavity length on the excitation
intensity. In the structures with three fractional-mono-
layer CdSe inserts, no noticeable degradation of lasing
was observed up to pump intensities 20–30 times
greater than the threshold. The highest pulsed power
(more than 20 W) was obtained in this structure for a
cavity length of 330 µm.
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Fig. 2. Threshold characteristics of lasers based on A, B, and
C structures with long cavities under excitation by N2 laser
at room temperature: L = (A, C) 430 and (B) 440 µm. The
inset: the oscillation spectrum of a laser based on structure B
with a short cavity (L = 100 µm).
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vs. N2-laser excitation intensity at room temperature:
(1) structure A, L = 580 µm; (2–4) structure B, L = (2) 185,
(3) 330, and (4) 830 µm.
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Measuring the output power in absolute units, we
could estimate the external quantum efficiency, which
is one of the most important characteristics of a laser. It
can be seen from Fig. 4 that, as soon as the lasing
threshold is exceeded, the external quantum efficiency
of the studied structures rapidly increases with excita-
tion intensity and ultimately attains a maximum (more
than 11% for structure B). The decrease in efficiency
observed with a further growth of the pump power is
caused by an increase in the losses due to charge-carrier
scattering, the overheating of the active region, the sat-
uration of amplification, and probably the degradation
of the structure.

For the structure with multiple CdSe quantum-disc
inserts, lasing without any degradation was observed up
to 230°C, which is a very high operation temperature
for semiconductor lasers. The lasing threshold of struc-
ture B as a function of temperature is shown in Fig. 5.
This dependence is typical of quantum-confinement
lasers: it consists of two ascending exponential portions
and a kink at a temperature in the range 100–120°C.
The characteristic temperature T0 = 330 and 68 K at
operation temperatures below 100°C and above 120°C,
respectively. It is known that the temperature depen-
dence of the lasing threshold of semiconductor lasers is
largely controlled by the quantum confinement of car-
riers in the active region [20], which is due to a decrease
in the number of degrees of freedom for nonequilib-
rium charge carriers (NCC). The high value T0 = 330 K
is characteristic of quantum-well heterostructures with
3D quantum confinement of carriers, which is indica-
tive of the effective localization of NCC in cadmium-
enriched quantum discs at temperatures below 100°C.

We investigated the factors that increase the lasing
threshold. As is well known, the threshold lasing power
depends directly on the squared energy of the emitted
photon (hνm)2, the photoluminescence line half-width
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Excitation intensity, kW/cm2

External quantum efficiency, %

Fig. 4. External quantum efficiency of lasers with different
cavity length vs. N2-laser excitation intensity at room tem-
perature: (1) structure A, L = 580 µm; (2–4) structure B, L =
(2) 185, (3) 330, and (4) 830 µm.
(FWHM), and the inverse quantum efficiency 1/ηsp
[21]. We measured the temperature dependences of the
PL hνm peak position at a low level of excitation and at
the threshold power of excitation (Fig. 5, inset). Both
dependences indicate a temperature shift of the band
gap in the active region. Thus, the contribution of the
position of the PL peak to an increase in the threshold
power density is fairly small. As determined directly
from the spectra, the PL band width FWHM also
increases with temperature only slightly (which sug-
gests a small spread in the CdSe quantum-disc sizes)
and has only a small effect on the lasing threshold. The
greatest contribution to the temperature increase in the
lasing threshold is made by the quantum efficiency of
spontaneous emission ηsp, which is defined as the ratio
of the integrated intensity of the PL spectrum to the
pump power density. A decrease in the internal effi-
ciency with temperature evidently results from the
reduction of the electron confinement, as well as from
the increasing probability of nonradiative recombina-
tion and an increase in the internal losses.

The luminescence spectra of CdSe quantum-disc
heterostructures at room temperature suggest that a
pronounced maximum of excitation efficiency exists in
the spectral range 440–460 nm, which closely corre-
lates with the absorption range in an ZnSe/ZnSSe
waveguide, where carriers are effectively transported to
CdSe quantum discs perpendicularly to the superlattice
layers at 300 K. The efficiency of absorption in the con-
fining ZnMgSSe layers is considerably lower both
because of their distant position and because of appre-
ciable fluctuations of the potential and capture of carri-

200

100
80
60
40

20

10
8
6
4

50 100 150 200 250

50 100 150
Temperature, °C

Temperature, °C

Peak position, eV
2.28

2.32

2.36

FWHM

(hνm)2

1/ηsp

Iexp
th

Iappr
th

1

2

Iex
p , kW

/c
m

2 ; I
ap

pr
, a

rb
. u

ni
ts

th
th

(h
ν m

)2 , F
W

H
M

; 1
/η

sp
, a

rb
. u

ni
ts

Fig. 5. Experimental temperature dependences and the
related approximation according to [21] of the threshold

pump power (  and ) for a laser based on structure
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ciency of spontaneous radiation 1/ηsp, the PL half-width
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ers by nonradiative recombination centers. Therefore,
for lasers with CdSe quantum discs in ZnSe QWs, opti-
cal pumping by radiation with a wavelength of ~450 nm
should be more efficient and have a lower threshold
than that by nitrogen laser radiation (λ = 337.1 nm).

For the optical pumping of CdSe/ZnMgSSe struc-
tures, we employed InGaN/GaN lasers with multiple
QWs grown on sapphire (Al2O3) and silicon (Si) sub-
strates with a nitrogen laser pump and an operation
range of 420–470 nm [22, 23]. Lasing in the structure
with an active region in the form of CdSe inserts in
ZnSe at room temperature was attained using the
InGaN/GaN laser grown on a (111) Si substrate and
operating in the range 452–458 nm. Lasers on silicon
substrates provide higher efficiency in the same wave-
length range compared to lasers grown on sapphire. An
increase in the number of the buffer layers used for the
relaxation of stress resulting from the growth on a mis-
matched substrate allows one to improve the quality of
the active region and to reduce the lasing threshold to
Ith = 30 kW/cm2 for a wavelength of 455 nm. Such
lasers are characterized by high temperature stability
(with T0 = 195 K) in the range 20–225°C. Their highest
quantum efficiency and peak pulsed power are 5% and
30 W, respectively.

The excitation of a laser based on II–VI compounds
was carried out in transverse geometry without using
any intermediate optical elements. Setting the
CdSe/ZnMgSSe laser nearer to the cavity of the
InGaN/GaN laser results, first, in an intense lumines-
cence and then (at ~200 µm), with an increase in the
pump power density, in lasing. The scattered fraction of
the nitrogen laser radiation accounted for less than
0.1% of the InGaN/GaN laser intensity.

A distinct mode structure is seen in the lasing spec-
trum of a CdSe/ZnMgSSe laser that is optically
pumped by a multiple-QW InGaN/GaN laser (Fig. 6).
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Fig. 6. Lasing spectrum of a CdSe/ZnMgSSe laser optically
pumped by an InGaN/GaN laser.
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CONCLUSION
Optically pumped Cd(Zn)Se/ZnMgSSe laser struc-

tures with different designs of the active region were
grown by molecular-beam epitaxy. For all of the struc-
tures, lasing was obtained in a wide range of tempera-
tures and pump intensities without any sign of signifi-
cant degradation. The top performance was observed in
the structure whose active region included three CdSe
quantum-disc planes. The resulting external quantum
efficiency (12%), the characteristic temperature (330 K
in the temperature range to 100°C), and the peak power
(20 W) are the best values among the data available
from the literature for optical lasers based on II–VI
compounds. For the first time, the optical pumping of a
CdSe/ZnMgSSe laser was carried out by an optically
pumped InGaN/GaN laser with multiple QWs grown
on a (111) Si substrate.

The results obtained allow one to consider the pos-
sibility of applying GaN-based injection lasers as opti-
cal pump sources to obtain a compact integrated
InGaN/GaN–Cd(Zn)Se/ZnMgSSe laser converter
operating in the green spectral region.
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Abstract—Characteristics of ohmic InGaAs contacts in planar diodes based on semiconductor superlattices
with a small-area active region (1–10 µm2) are studied. The diodes were formed on the basis of short (18 or
30 periods) heavily doped (1018 cm–3) GaAs/AlAs superlattices with a miniband width of 24.4 meV. The
reduced resistance of the ohmic contact was equal to 2 × 10–7 Ω cm2 at room temperature. It is shown that the
properties of fabricated planar diodes make it possible to use these diodes later on in semiconductor devices
that operate in the terahertz frequency region in a wide temperature range (4–300 K). © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Planar semiconductor diodes with a Schottky barrier
are now widely used in uncooled semiconductor
devices that operate in the gigahertz frequency region
[1–7]. However, in order to use diodes with a Schottky
barrier in the terahertz region, it is necessary to increase
the highest attainable frequency fp of the diode’s opera-
tion (the frequency that specifies the upper bound of the
operating frequency range of the diode), which is diffi-
cult because of a number of existing restrictions. On the
one hand, the highest attainable frequency is controlled
directly by special features of physical processes that
occur in the semiconductor’s structure, in particular, by
transit-time effects due to the flight of electrons through
the active region. For example, the transit time for the
best diodes is ~1 ps [6]. On the other hand, the highest
attainable frequency is limited to a great extent by the
effect of parasitic diode capacitance C and diode series
resistance Rs (fp = 1/2πRsC), which consists of the resis-
tances of the semiconductor bulk, contact connections,
and diode leads. The capacitance of a diode with a
Schottky barrier and with an active-region area of about
several square micrometers is no less than 3 fF at
present [4–6]. Reducing the diode’s series resistance by
increasing the doping level of the semiconductor is lim-
ited by the concentration 5 × 1017 cm–3 [5, 6].

Shorter response times and smaller values of capac-
itance can be attained by fabricating planar diodes on
the basis of semiconductor superlattices (SLs) [8, 9].
Superlattices also exhibit a current–voltage (I–V) char-
acteristic that includes a portion with a negative differ-
ential conductance [10]; this portion is retained up to
frequencies of 1 THz [11]. The combination of these
properties makes SLs a very attractive object of study,
1063-7826/04/3809- $26.00 © 21105
since oscillators, frequency multipliers, detectors, and
mixers based on SLs can be used to fabricate new solid-
state sources and detectors of electromagnetic radiation
in the terahertz frequency region.

An increase in the highest attainable frequencies of
diodes based on SLs by reducing the diode’s series
resistance requires an increase in the degree of doping
of the structure and a decrease in the structure’s length.
One can decrease the capacitance by reducing the
active-region area of the diode. The latter, in turn, inev-
itably leads to an undesirable increase in the diode’s
series resistance due to an increase in the resistance of
the ohmic contact to the SL. The Au–Ge eutectic is typ-
ically used as an ohmic contact to SLs based on the
GaAs/AlAs heterostructure [8, 9, 12]. This eutectic is
deposited (with subsequent fusion) onto a heavily
doped n+-GaAs layer. The contact of Au–Ge alloy with
n+-GaAs at room temperature has a reduced resistance
(the product of the contact resistance by the contact
area) that is no lower than 10–6 Ω cm2 [13–15], which
is caused by inhomogeneities in the fused layer [13].
The use of these contacts in diodes with a small active-
region area (several square micrometers) leads to a con-
siderable increase in the series resistance of the diode’s
structure.

In this paper, we report the results of studying the
possibility of reducing the contact resistance of planar
diodes fabricated on the basis of heavily doped
GaAs/AlAs SLs by using a layer of InGaAs ternary
compound grown by molecular-beam epitaxy to form
the ohmic contacts. We also describe a method for
determining the reduced resistance of a small-area
ohmic contact. It is shown that the reduced resistance of
these contacts is 2 × 10–7 Ω cm2 on average.
004 MAIK “Nauka/Interperiodica”



 

1106

        

PAVEL’EV 

 

et al

 

.

                                                                                         
20

10

0

–10

–20
–2 –1 0 1 2

U, V

I, mA

Ip Au
n+-InGaAs

n+-GaAs
superlattice

n+-GaAs

i-GaAs
R4

R1

R2

R3

h1

l

h2

U

a

H

(a)

(c)

(b)

(d)

Fig. 1. Planar diode based on the GaAs/AlAs superlattice. (a) A microphotograph of the planar diode; (b) schematic representation
of the planar diode: plan view (upper panel) and cross section of the diode structure (lower panel); and (c) the current–voltage char-
acteristic of the planar diode based on a superlattice that includes 18 periods and has an active-region area of 5 µm2.
2. SAMPLES

For our studies, we fabricated planar diodes based
on GaAs/AlAs SLs with a small area (1–10 µm2) of the
active region. In Fig. 1a we show the microphotograph
of the planar diode. A schematic representation of the
diode (plan view and cross section) is shown in Fig. 1b.
We used a semi-insulating GaAs layer as the substrate
for growing sequentially a heavily doped n+-GaAs
layer (donor impurity concentration 6 × 1018 cm–3), a
GaAs/AlAs superlattice with gradient layers that sepa-
rated it from the n+-GaAs layers, a heavily doped
n+-GaAs layer (donor impurity concentration 6 ×
1018 cm–3), and an InGaAs layer (the molar fraction of
InAs and the donor impurity concentration varied lin-
early over the layer thickness from 5 to 50% and from
6 × 1018 to 1019 cm–3, respectively). Metallization (Au)
for the diode leads was formed using electrochemical
deposition through a photoresist mask.

The SLs consisted of 18 or 30 periods that corre-
sponded to lengths of 0.112 and 0.186 µm, respectively.
Each period included 18 GaAs monolayers (potential
wells for electrons) and 4 AlAs monolayers (potential
barriers) and was 6.22 nm long. The width of the first
SL miniband was estimated using the Kronig–Penney
model [16] with modified boundary conditions [17] and
was found to be 24.4 meV. The SL was doped with a
donor impurity with a concentration of 1018 cm–3. Note
that using SLs with a larger barrier width would
increase the diode resistance and reduce the currents
that flow through the diode. A study of such SLs is of
no interest for the purposes of fabricating devices that
operate in a wide frequency range and are based on
these SLs. A decrease in the barrier width in turn causes
the SL resistance to decrease. As a result, most of the
voltage applied to the diode would drop across the
series resistance of the diode.

The structures were grown by molecular-beam epit-
axy on semi-insulating GaAs substrates with (100) ori-
entation in a Riber 32P system. The growth rates of the
AlAs and GaAs binary components were calibrated
using an analysis of the X-ray rocking curves in a wide
range of angles in the vicinity of the (004) reflection
from the test GaAs/AlAs SLs. The growth rates were
about 1 monolayer/s for GaAs and 0.5 monolayer/s for
AlAs. Silicon was used as the donor doping impurity.

The structure of the fabricated planar diode included
two ohmic contacts of different area that were located
at the upper SL boundary so that they were parallel to
the SL layers. If the voltage U is applied to this diode
(Fig. 1b), the current I flows from the small-area con-
tact through the heavily doped n+-GaAs layer, then
through the second heavily doped n+-GaAs layer, and
finally flows (again through the SL) into the ohmic con-
SEMICONDUCTORS      Vol. 38      No. 9      2004
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tact with a larger area. The direction of the current flow
is indicated by the arrow in the schematic representa-
tion of the diode’s cross section (Fig. 1b, bottom).

3. A METHOD FOR DETERMINING 
THE DIODE PARAMETERS

The use of the long-line method [18] for determin-
ing the resistance of ohmic contacts would result in an
underestimation of the contact resistance in the diode
structures. For example, this underestimation may be
caused by the fact that the sizes of the inhomogeneities
formed at the metal–semiconductor interface are found
to be comparable to the contact diameter. As a result,
the contribution of these inhomogeneities to the contact
resistance cannot be disregarded. The four-point probe
method [18] requires the formation of contacts with an
area as small as in the case of contacts to the diode. On
the one hand, this requirement is labor-intensive, and
on the other, given the complexity of the technological
process, it does not ensure the fabrication of contacts
that have properties similar to those of the ohmic con-
tacts to the diode. Therefore, in order to determine the
ohmic-contact resistance, we used fabricated diodes;
specifically, the voltage applied to a diode was
expressed in terms of the current that flowed through
the diode and the diode’s resistance. Calculation and
measurement of the resistances of various regions of
the diode’s structure made it possible to determine the
resistance of the small-area ohmic contact.

The expression for the voltage applied to the diode
is written as

(1)

where

Thus, the total resistance of the diode R is the sum
of the resistance RK of the ohmic contact with the radius a;
the resistance of the small-area SL R2; the resistances
R1, R3, and R4 of the n+-GaAs layers; and the resistance
Rp of the contact system that consists of two movable
probes and connecting wires. The resistance of the SL
includes the resistance of the regular SL RSL and the
resistance of gradient layers Rgr-SL; i.e., R2 = RSL + Rgr-SL.
A gradient layer is a sequence of alternating GaAs and
AlAs layers with the layer thickness decreasing (GaAs)
or increasing (AlAs) as one moves from the n+-type
layer to the regular SL. The resistance of the SL, the
resistance of the n+-type layer located under the large-
area ohmic contact, and the resistance of this contact
can be disregarded owing to the large cross-sectional
area (compared to the area of the second contact). It can
be seen from expression (1) that, in order to find RK, we
must determine R, RSL, Rgr-SL, R1, R3, R4, and Rp.

The total resistance R was determined from the I–V
characteristic of the planar diode. A typical dependence
of the diode current on the applied voltage is shown in
Fig. 1c. As the voltage increases, the current first

U IR,=

R RK R1 R2 R3 R4 Rp.+ + + + +=
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increases to a certain maximum value; a further
increase in the voltage is accompanied by a very rapid
decrease in the current. This behavior probably indi-
cates that the electric field in the SL’s structure is homo-
geneous only at low applied voltages and becomes
inhomogeneous at higher voltages. As a result, a
strong-field region (domain) appears in the system,
which can be either static or mobile. The initial portion
of the I–V characteristic was approximated with a linear
dependence (Fig. 1c) that made it possible to determine
the total resistance of the diode at low voltages.

The resistances R1, R3, and R4 related to the heavily
doped n+-type layers under the contact and in the region
between the contacts were calculated using the follow-
ing formulas [3]:

(2)

Here,  is the resistivity of the n+-type layer; h1 and

h2 are the thicknesses of the n+-type layers above and
underneath the SL, respectively; and H is the distance
from the center of the small-area ohmic contact to the
edge of the contact with the larger area (Fig. 1b).

The resistance of the contact system Rp was esti-
mated experimentally and was found to be 2.5 Ω.

In order to determine the resistance of the SL using
the Monte Carlo method [19], we calculated the depen-
dence of the electron drift velocity on the electric-field
strength. The main mechanisms of scattering were con-
sidered to be the scattering of electrons by acoustic
phonons, polar optical phonons, ionized impurity
atoms, and imperfections at the interfaces between the
layers. The probability of electron scattering was calcu-
lated according to the Fermi golden rule [20] using the
matrix elements for bulk GaAs [21, 22] in order to
describe the interaction of electrons with acoustic and
polar-optical phonons and with ionized-impurity
atoms. The traditional model (described, e.g., in [23])
was used to calculate the probability of scattering by
imperfections at the interface between the SL layers.
The total scattering frequency required to calculate the
free-path time in the Monte Carlo simulation of elec-
tron motion was calculated by integrating the scattering
probability over all possible final electron states taking
into account the dispersion relation for electron energy
in the SL:

(3)

where kz and kx are the electron wave-vector compo-
nents that are parallel to the SL axis, ky is the corre-
sponding component perpendicular to the SL axis, ∆ is
the miniband width, d is the SL period, m is the effec-
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tive mass of an electron for its motion in the direction
perpendicular to the SL axis, and " is Planck’s constant.

The possibility of electron scattering to neighboring
Brillouin minizones was taken into account in the cal-
culation of the total scattering frequency. Integration
with respect to all possible final electron states in the
reciprocal-lattice space was performed not only over
the first Brillouin minizone but also over neighboring
minizones. All the material parameters that were neces-
sary to calculate the scattering frequencies were chosen
to be the same as for bulk GaAs [18].

The obtained dependence of the drift velocity on the
electric field is shown in Fig. 2. A decrease in the drift
velocity of electrons v d with increasing electric-field
strength E at E > Ec, where Ec is the critical electric-
field strength, is caused by the fact that electrons can
reach the edge of the Brillouin minizone in the recipro-
cal-lattice space. At this edge, electrons undergo Bragg
reflection. The calculated characteristic was approxi-
mated by a dependence that was similar to that sug-
gested previously by Esaki and Tsu [10]:

(4)

where E is the electric-field strength, the critical field
Ec = 19 kV/cm, and v p = 1.5 × 106 cm/s is the highest
drift velocity of electrons in the SL. The drift mobility
of charge carriers in an electric field can be written as

(5)

v d E( ) 2v p

E/Ec( )
1 E/Ec( )1.7+
------------------------------,=

µd

dv d E( )
dE

------------------ 2
v p

Ec

------
1 0.7 E/Ec( )1.7–

1 E/Ec( )1.7+[ ] 2
--------------------------------------,= =

40302010
E, kV/cm

1.6

1.2

0.8

0.4

0

Ec

vp

vd, 106 cm/s

Fig. 2. Dependence of the electron drift velocity vd on the
electric-field strength E in the superlattice under consider-
ation: the results of the Monte Carlo calculation (the solid
line) and the approximation using formula (4) (dashed line).
so that the electron mobility in a weak field is given by

(6)

The SL resistance is then expressed as

(7)

where q is the elementary charge, n is the charge-carrier
concentration in the SL, l is the SL length, and S = πa2

is the SL area (the same as the ohmic-contact area).
The resistance of the SL gradient layers was calcu-

lated using an expression similar to (7), in which the
concentration ngr and mobility µgr of charge carriers in
the SL gradient layers and, accordingly, the length lgrof
the SL gradient layers were used.

The final expression for the ohmic-contact resis-
tance is written as

(8)

The parameters of the SL gradient layers were deter-
mined by averaging over the layers and were ngr = 4 ×
1018 cm–3, µgr = 450 cm2/(V s), and lgr = 4.8 × 10–6 cm.
The contact area was calculated on the basis of the
average value of the highest current density jp = 2.5 ×
105 A/cm2 using the expression S = Ip/jp, where Ip is the
maximum current through the diode (Fig. 1c). The
diode geometric parameters were h1 = 0.1 µm, h2 =
1.5 µm, and H = 20 µm; the resistivity of the n+-type
layer was equal to  = 10–3 Ω cm.

4. RESULTS AND DISCUSSION

Calculated values of the contact resistance RK for
structures with different areas S are shown in Fig. 3
(upper panel). Diodes with an active-region area rang-
ing from 2 to 6 µm2 prevail in the set of devices (60 in
total) under consideration. The contact resistance
decreases as 1/S with increasing area; therefore, it
makes sense to consider the reduced resistance RK × S
of the contact. The dependence of the reduced resis-
tance of the contact on the contact area is shown in the
lower panel of Fig. 3. Averaging over different diodes
in the group yields an average value of the contact resis-
tance of approximately 2 × 10–7 Ω cm2. This value of
the contact resistance agrees well with the correspond-
ing values for ohmic contacts formed using molecular-
beam epitaxy on the basis of Ga1 – xInxAs (5 × 10–7 Ω cm2)
[24] and InAs (1.2 × 10–7 Ω cm2) [7].

In Fig. 3 (inset) the ohmic-contact resistance RK is
compared with the SL resistance R2 and the resistance
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of the n+-type layers  = R1 + R3 + R4. For diodes with

an active-region area smaller than 2 µm2, the resistance
of the n+-type layers is lower than that of the ohmic con-
tact owing to the strong dependence of the latter on the
area. The total series resistance of the diode (RK + )

is found to be much lower than the SL resistance. As the
active-region area S increases, the contact resistance
decreases rapidly, whereas the resistance of the n+-type
layers varies only slightly and becomes comparable to
the SL resistance at S = 10 µm2. Thus, using ternary
compound InGaAs to form ohmic contacts in planar
diodes based on the GaAs/AlAs SL made it possible to
significantly reduce the series resistance of the diode
compared to that for diodes with ohmic contacts based
on the Au–Ge alloy. It is worth noting that the highest
attainable operating frequency of these diodes (for
example, diodes with an active-region area of 4 µm2)
based on an SL with 30 periods is about 6 THz.

The fabricated planar diodes were tested in the cir-
cuits of frequency multipliers with a large multiplica-
tion factor [25]. The observed output-signal spectra of
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Fig. 3. Upper panel: dependence of the ohmic-contact resis-
tance on the contact area for diodes with a superlattice with
18 periods (triangles) and 30 periods (squares); this depen-
dence (solid line) was obtained by processing the experi-
mental data and by averaging over the entire set of diodes.
Lower panel: dependence of the reduced ohmic-contact
resistance on the contact area; this dependence was
obtained by processing the experimental data and averaging
over the entire set of diodes (the same symbols as in the
upper panel). Inset: dependences of the contact resistance
(solid line), the superlattice resistance (dashed line), and the
resistance of the n+-type diode layer (dotted line) on the
active-region area.
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planar diodes exposed to microwave radiation with a
frequency of 20 GHz included components in the range
0.3–1.0 THz.

It is worth noting that the resistance of an ohmic
contact based on the Au–Ge alloy increases with
decreasing temperature, so that the contact becomes
rectifying at cryogenic temperatures [15]. A contact
layer formed on heavily doped GaAs and based on the
InGaAs ternary compound does not incorporate a bar-
rier. The use of this contact layer in diodes based on
GaAs/AlAs SLs would make it possible to operate
these diodes in a wide temperature range (4–300 K).
The latter circumstance is especially important since it
is well known [26] that the parameters of semiconduc-
tor devices depend heavily on temperature, which is
caused by variation in the charge-carrier mobility with
temperature and variation in the relation between vari-
ous mechanisms of electron emission from contacts.
For example, GaAs diodes with a Schottky barrier
become inoperative when cooled to 4 K. An apprecia-
ble decrease in the intensity of electron scattering by
optical phonons with decreasing temperature in diodes
based on semiconductor SLs leads to an increase in the
extent of the portion with negative differential conduc-
tance in the I–V characteristic. We may expect this cir-
cumstance to improve the main parameters of devices
based on superlattices in operation at low temperatures
and widen the operating frequency range. At the same
time, the ability of diodes to operate in a wide temper-
ature range can be used to analyze the dynamics of
electrons in superlattices at various temperatures.

5. CONCLUSION

We discussed the characteristics of fabricated planar
diodes based on heavily doped GaAs/AlAs short-
period superlattices. The use of heavily doped thin
InGaAs layers in the structures significantly reduces
the resistance of ohmic contacts and makes it possible
to extend the highest attainable frequency of diode
operation to the terahertz region.
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Abstract—The effect of irradiation with α particles on the current and optical responses of graded-gap
AlxGa1 − xAs/GaAs detectors of α particles and X-ray photons is studied. It is established that a reduction in
both the current and optical response is caused by an increase in the rate of nonradiative recombination as the
dose of α-particle radiation increases. © 2004 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Graded-gap p-AlxGa1 – xAs/n-GaAs heterostructures
are used as detectors of ionizing radiation with both a
current [1–4] and an optical [5–8] response.

In the case of a current response, the graded-gap
field is used for collection of the charge generated by
ionizing radiation in the bulk of the graded-gap layer. In
this situation, the charge-collection efficiency is gov-
erned by the parameter

(1)

where τrec is the lifetime of charge carriers and tdr is the
time of drift of nonequilibrium charge carriers through
the graded-gap layer.

In the case of an optical response, the detector sen-
sitivity is governed by the quantum yield of conversion
of ionizing radiation to optical radiation and by the effi-
ciency of extraction of the latter radiation through the
wide-gap window of the graded-gap crystal. The inter-
nal quantum yield

(2)

depends on the ratio between the rates of radiative ( )

and nonradiative  recombination processes.

In both cases, the detector-operation efficiency is
governed by the lifetime of nonequilibrium charge car-
riers; this lifetime can be affected by various defects
that are produced in a crystal exposed to ionizing radi-
ation. It is important that the detector’s optical response
can either increase or decrease as the radiation dose
increases, depending on variations in the rates of the
radiative and nonradiative recombination processes [9].

In this paper, we report the results of studying the
effect of irradiation with α particles on the characteris-
tics of graded-gap AlxGa1 – xAs detectors of α particles
and X-ray photons.
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1 τ r/τnr+
----------------------=
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2. AN ANALYSIS OF THE ALPHA-PARTICLE 
SPECTRUM

It has been shown [4, 10] that a graded-gap structure
can be used as a detector of α particles that acts without
an applied external bias. In this study, we used a
graded-gap n-GaAs/p-AlxGa1 – xAs/p+-GaAs hetero-
structure for detecting the α particles. A 25-µm-thick
graded-gap p-AlxGa1 – xAs layer was grown on the p+-
GaAs substrate; an n-GaAs layer with a thickness of no
less than 2 µm was then grown on the narrow-gap side
of the graded-gap layer. The detector area (1 mm2) was
smaller than the area of the α-particle source (241Am).
The electron–hole pairs generated in the crystal were
pulled by the graded-gap field to the p-AlxGa1 – xAs/n-
GaAs junction, where they were separated. We mea-
sured the current response that corresponded to the
magnitude of the collected charge. The 5.48-MeV α
particles are completely absorbed in the 25-µm-thick
graded-gap p-AlxGa1 – xAs layer. With the parameter x
varying from 0 to 0.35 over the layer thickness, the
graded-gap field 120 V/cm ensures an electron-drift
velocity of 5 × 105 cm/s and a time of electron drift
through the entire layer of tdr & 5 ns. If the lifetime of
nonequilibrium charge carriers τrec > 10–8 s, the afore-
mentioned very short tdr ensures 100% efficiency for
the collection of the charge generated in the layer, with-
out applying any external voltage to the AlxGa1 – xAs
layer. The experimentally determined efficiency of the
charge collection was close to 100% in a lightly doped
p-AlxGa1 – xAs/n-GaAs structure irradiated with X-ray
photons from a source with a copper anode if the struc-
ture under consideration was not preliminarily irradi-
ated with α particles.

The high efficiency of charge collection ensures a
good resolution (5%) of the spectral line that corre-
sponds to 5.48-MeV α particles in the experimentally
determined pulse-height spectrum for the current
response of the structure irradiated with α particles (see
Fig. 1).
004 MAIK “Nauka/Interperiodica”



 

1112

        

DAPKUS 

 

et al

 

.

                                           
Further irradiation of the AlxGa1 – xAs layer with α
particles reduces the recombination time of electron–
hole pairs τrec and, as a result, reduces the magnitude of
the collected charge.

A variation in the amplitude aα of the collected
charge as a result of irradiation with α particles with
respect to the amplitude a0 in the absence of prelimi-
nary irradiation is governed by the variation in the
quantity τrec:

(3)

In Fig. 1 we show the pulse-height spectrum of col-
lected charge measured for various doses of irradiation
with α particles. As can be seen, a drastic decrease in
the amplitude aα of collected charge is observed even
after irradiation with relatively low doses of α particles.
An appreciable initial decrease in the amplitude aα of
collected charge is also related to the fact that the larg-
est charge is generated at the end of the α-particle track
if the narrow-gap side of the structure is irradiated. As
the charge-carrier lifetime decreases, the charge carri-
ers at the track end are first to be excluded from collec-
tion in the narrow-gap part of the structure.

Measurements of variations in the current-response
amplitude of the structure exposed to irradiation with
X-ray photons in relation to the dose of preliminary
irradiation with α particles confirmed that the effi-
ciency of charge collection in the graded-gap layer
decreased as a result of a decrease in the lifetime of
charge carriers.

Variations in the charge-carrier lifetime calculated
from experimental data using formula (3) are shown in
Fig. 2. As can be seen, the defects produced in the
AlxGa1 – xAs crystal as a result of irradiation with α par-
ticles sharply reduce the lifetime of nonequilibrium
charge carriers.
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Fig. 1. Amplitude spectra of the current response of a
graded-gap detector to irradiation with α particles for vari-
ous doses of preliminary irradiation with α particles
(source: 241Am isotope). The duration of irradiation is indi-
cated in hours.
If the α-particle dose exceeds nd = 108 cm–2, the
crystal cannot even be used for studying the spectrum
of α particles. However, the AlxGa1 – xAs/GaAs struc-
ture can still be used as the counter of all α particles
even if the α-particle dose exceeds nd = 1011 cm–2 (see
Fig. 1); i.e., the AlxGa1 – xAs structure is a radiation-
resistant device like an α-particle counter.

3. LUMINESCENCE OF THE GRADED-GAP 
LAYER EXPOSED TO X-RAY RADIATION

The optical response of the detector to X-ray radia-
tion is controlled by competition between the radiative
and nonradiative recombination processes. This
response manifests itself in luminescence through the
wide-gap part of the graded-gap AlxGa1 – xAs layer. Irra-
diation with α particles increases the rates of both the
radiative and nonradiative recombination processes.
Detectors with optical response can be found to be
more radiation-resistant.

In order to study the luminescence induced by X-ray
photons, we grew the wafers of a graded-gap AlxGa1 – xAs
semiconductor with an area of 5 × 6 mm2, a thickness
of 90 µm, and a composition gradient corresponding to
the variation in x from 0 to 0.2.

The luminescence was observed from the wide-gap
side of the wafer using a charge-coupled device (CCD)
camera. The luminescence was excited by radiation
from an X-ray source with a Cu anode (characteristic
line at 8 keV). The absorption coefficient of X-ray pho-
tons with this energy is µ ≈ 400 cm–1 in AlxGa1 – xAs [7].
The luminescence induced by X-ray photons was
excited in the ~(25–30)-µm-thick wafer layer that
adjoined the surface exposed to the X-ray radiation.

An α-particle source (241Am) with an area of 1 ×
2 mm2 was installed near the center of the surface of the
graded-gap wafer. Since the area of the source was
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Fig. 2. Lifetime of nonequilibrium charge carriers τrec in the
graded-gap structure as a function of the α-particle dose.
The radiation intensity corresponds to the dose 1.04 ×
108 cm–2 per hour.
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smaller than that of the AlxGa1 – xAs graded-gap wafer,
the intensity of irradiation with α particles and, conse-
quently, the dose of radiation were two orders of mag-
nitude lower at the periphery of the sample than at the
center of the wafer (directly below the source).

In Fig. 3 we show the dependence of the intensity of
luminescence excited by X-ray photons ICCD incident
on the narrow-gap side of the structure on the dose of α
particles incident on the same side. The luminescence
intensity was detected as a function of the coordinate L.

Studies of the luminescence showed that emission
comes from the surface layer with a thickness of 20–
25 µm in the narrow-gap part of the crystal where the α
particles and X-ray photons are absorbed.

The luminescence, which is excited by X-ray pho-
tons that penetrate to a depth of ~25 µm in the wide-gap
part of the structure and is emitted through the wide-
gap window, does not depend on the dose of α particles
incident on the narrow-gap side of the structure (Fig. 4).
The α particles are stopped at a depth of 20 µm and do
not reach the wide-gap side of the wafer, whose thick-
ness is 90 µm.

The dependence of the intensity of luminescence (as
observed using the CCD camera) excited by X-ray radi-
ation on the coordinate L is accounted for by the coor-
dinate dependence of the dose of α particles. At the
periphery of the wafer, where the radiation dose is sev-
eral tens of times lower than the dose at the center of the
wafer, the intensity of luminescence excited by X-ray
photons is almost independent of irradiation with α par-
ticles.

The luminescence intensity decreases with increas-
ing radiation dose at the center of the wafer. However,
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Fig. 3. Coordinate dependence of the intensity of lumines-
cence excited by X-ray radiation in relation to the dose of α
particles (the duration of irradiation is indicated in hours).
The inset illustrates the method of measurements: the lumi-
nescence is excited by X-ray photons incident on the nar-
row-gap side of the crystal and is observed from the wide-
gap side using a CCD camera; during preliminary irradia-
tion, α particles were incident on the narrow-gap side of the
structure.
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the observed decrease is much smaller than that in the
case of the current response (Fig. 1). We attribute this
circumstance to the fact that the current response is
governed by the total rate of the radiative and nonradi-
ative recombination processes, whereas the optical
response (luminescence) depends on the ratio τr /τnr [see
expression (2)].

A comparison of the variation of the current-
response amplitude with that of the optical-response
amplitude as a result of irradiation with α particles for
90 h makes it possible to find that the radiative-recom-
bination rate increases by an order of magnitude. How-
ever, the luminescence intensity still decreases by a fac-
tor of 1.5 as a result of an increase in the rate of nonra-
diative recombination. This decrease is much smaller
(by a factor of 5) than that in the current response as a
result of irradiation with α particles for 90 h (Fig. 1).

Consequently, the detectors with an optical response
are much more radiation-resistant than those with a cur-
rent response.

4. CONCLUSIONS

Irradiation of a graded-gap AlxGa1 – xAs layer with α
particles leads to an increase in the rates of the radiative
and nonradiative recombination of excess charge carri-
ers generated in the layer by ionizing radiation (X-ray
radiation and α particles).

As a result, the current response of the graded-gap
detector is reduced by an order of magnitude after irra-
diation with a dose higher than 1010 cm–2. The intensity
of the optical response (the luminescence excited by
X-ray photons) also decreases with increasing radiation
dose owing to a dominant increase in the rate of nonra-
diative recombination, although the radiative-recombi-
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Fig. 4. Coordinate dependence of the intensity of lumines-
cence excited by X-ray photons incident on the wide-gap
side of the crystal in relation to the dose of α particles inci-
dent on the wide-gap side (the duration of irradiation is indi-
cated in hours). The narrow-gap side of the graded-gap
structure was preliminarily irradiated with α particles for
90 h (inset: schematic representation of the experiment).
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nation rate increases. The intensity of the luminescence
excited by X-ray radiation decreases only by a factor of
1.5 as a result of irradiation with a dose of 1010 cm–2 α
particles.
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Abstract—Spectra of photoluminescence and electron spin resonance were investigated for ZnS powders
annealed in the presence of metallic Ga with limited access of atmospheric air. Analysis of these spectra showed
that there was no Ga impurity in the annealed ZnS powders. It was established that subsequent free access of
air to annealed ZnS:Ga promotes active Ga introduction into the ZnS lattice. A mechanism of Ga diffusion in
ZnS is suggested. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Gallium is widely used as a coactivator of radiative
transitions in ZnS-based phosphors [1–6]. However,
despite extensive research, the problems of the origin of
radiative centers, which are significantly affected by Ga
or involve Ga as part of them, and the mechanisms of
electron transitions still remain unsolved.

The aim of this study was to gain insight into the
effect of Ga doping on ZnS luminescence characteris-
tics, as well as Ga diffusion and incorporation into the
lattice of ZnS powder, including the role of oxygen in
these processes.

2. EXPERIMENTAL

We annealed ZnS powders (ETO.035.295 TU) at
800°C with limited access of atmospheric air. To
restrict the access of air, we used a gas valve made of
activated carbon. The annealing time was 3 h. To dope
ZnS with Ga, we annealed ZnS powder in the presence
of metallic Ga.

Photoluminescence (PL) spectra were measured
using an SDL-2 system at room temperature. To excite
PL, we used an LGI-23 nitrogen laser radiation with
λ = 337 nm.

Electron spin resonance (ESR) spectra were mea-
sured at room temperature by a Radiopan ESR spec-
trometer operating in the 3-cm wavelength range. The
magnetic field was modulated with an amplitude of
0.2 mT and a frequency of 100 kHz. The ESR spectra
were recorded at a microwave power of about 10 mW,
i.e., below the saturation level. The magnetic field was
monitored by an NMR gage, which provided an accu-
racy of magnetic field measurements better than
0.1 mT.

The PL and ESR spectra were repeatedly measured
at room temperature after 150 h, during which the sam-
ples were kept under conditions providing free access
of air.
1063-7826/04/3809- $26.00 © 20987
3. RESULTS

As can be seen from Fig. 1, the PL spectrum of an
original unannealed ZnS powder (curve 1) represents a
rather broad complicated band with an emission peak at
λ ≈ 500 nm and a half-width of 100 nm. The annealing
of this powder at 800°C results in a decrease in the half-
width to 73 nm and a modification of the spectral shape
of the band due to a decrease in the intensity of the lines
forming the short-wavelength tail (curve 2). In Fig. 1,
this modification looks like a shift of the short-wave-
length band tail at a fixed position of the long-wave-
length tail, which eventually results in a shift of the
peak position of the band (λmax = 515 nm). The anneal-
ing of the powder at the same temperature in the pres-
ence of Ga induces a slight additional decrease (up to
66 nm) in the half-width of the line (curve 3). As in the
previous case, the half-width varies due to the short-
wavelength tail of the PL band, which also produces a
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Fig. 1. PL spectra: (1) unannealed ZnS powder; (2) ZnS
powders annealed at 800°C; and (3) ZnS powders annealed
at 800°C in the presence of Ga.
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shift in the peak position (λmax = 520 nm). For all three
cases, the long-wavelength tails of PL bands practically
coincide. Such a change in the spectral characteristic of
PL indicates that the PL bands are not elementary for
either the original or the annealed ZnS powders.

In previous publications, the band at λmax = 520 nm
was usually associated with the presence of oxygen or
a copper impurity. However, Grasser et al. [7], who
studied the reversible transformation of the lumines-
cence from blue to green in high-purity zinc sulfide,
attributed these modifications in the spectrum to
changes in the sulfur sublattice.

An interesting feature of the behavior of annealed
powders is the presence of afterglow. The afterglow of
ZnS after annealing lasts a few seconds. Annealing of
ZnS with Ga increases the duration of the afterglow to
~60 s.

If we keep the samples without free access of air, the
afterglow duration and spectral properties of the
annealed powder remain unchanged for more than
~300 h.

Free access of air to the annealed ZnS powder pro-
duced no change in the spectral characteristics of the
material, in contrast to the case where ZnS was
annealed with Ga. The access of air for 150 h to the ZnS
powder annealed with Ga results in significant changes
in the PL spectrum (Fig. 2). The main peak of the PL
spectrum (curve 2) is shifted to the short-wavelength
region (λmax = 471 nm). In addition, the shape of the tail
of the PL band indicates the presence of at least one
more line in the region of ~500 nm. In [1–4], the band
with λmax = 471 nm was associated with the presence of
Ga in ZnS. Furthermore, the access of air to the powder
annealed with Ga decreased the duration of the PL
afterglow to ~3–5 s.
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Fig. 2. PL spectra: (1) ZnS powder annealed at 800°C in the
presence of Ga without access of atmospheric air after
annealing and (2) the same powders after free access of air
to the powder for 150 h.
In the original zinc sulfide powder, no ESR spec-
trum is observed. In the ESR spectrum of both annealed
ZnS powders (both undoped and doped with Ga), a
broad line (∆H ≈ 90 mT) with g ≈ 2.15 (Fig. 3) appears.
The form of the ESR spectrum corresponds to typical
ESR spectra of dangling bonds at the surface and grain
boundaries. After keeping both powders in air, the ESR
spectrum intensity significantly decreases without dis-
tortion.

4. DISCUSSION

We can easily explain the spectral redistribution of
PL intensity after the annealing of the samples investi-
gated if we assume that the PL spectra of the original
and the annealed ZnS powders are not elementary. In
this case, the annealing of the samples decreases the
intensity of short-wavelength bands and practically
does not affect the long-wavelength bands.

To explain the reasons why the long-wavelength
bands are independent of the annealing conditions, we
must know the nature of these bands. The band with
λmax = 520 nm is frequently associated with the pres-
ence of oxygen or copper in zinc sulfide [8]. However,
in our experiments, we did not intentionally introduce
copper during the annealing and we tried to minimize
the access of oxygen. Therefore, in our case, the origin
of these bands apparently cannot be definitively associ-
ated with the presence of these impurities in ZnS. There
are also other models for this PL band. For example,
Grasser et al. [7] studied the reversible transformation
of the luminescence from blue to green in high-purity
zinc sulfide and assumed that this band was related to
changes in the sulfur sublattice.

As can be seen from the above experimental results,
the annealing of zinc sulfide at T = 800°C produces an
increase in the intensity of the PL band with λmax =
520 nm. This is accompanied by the appearance of a
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Fig. 3. ESR spectra: (1) ZnS powder annealed at 800°C in
the presence of Ga without access of air after annealing and
(2) the same powders after free access of air to the powder
for 150 h.
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broad and intense line in the ESR spectrum (see Fig. 3),
which indicates that a large number of dangling bonds
are formed at the surface and at grain boundaries.

Thus, we believe that the increase in the PL-band
intensity (after annealing at T = 800°C) is induced by
two factors. On the one hand, the thermal annealing of
the powder results in the fact that the surface of the
material is cleaned of a number of radicals and com-
pounds formed with elemental air components [9]. This
reduces the surface reactivity and, thus, decreases sur-
face nonradiative losses. On the other hand, it is well
known [8] that sulfur is a volatile component of zinc
sulfide. This results in sulfur desorption from the sur-
face of the material and an increase in the sulfur
vacancy concentration (VS) during the thermal treat-
ment of ZnS. According to [10], sulfur vacancies are
involved in the radiative recombination responsible for
the PL band with λmax = 520 nm, and an increase in the
concentration VS results in an increase in the intensity
of this band.

A similar situation is also observed for ZnS powder
annealed in the presence of metallic Ga. Thus, the
annealing of the ZnS powder with Ga at T = 800°C also
increases the intensity of the PL band with λmax =
520 nm without changing the shape of the PL spectrum.
The PL spectra obtained involve no luminescence lines
characteristic of ZnS with Ga [1–4]. This observation
indicates that some of the processes are similar in both
cases: high temperature leads to the desorption of spu-
rious radicals and sulfur from the surface of ZnS and to
the formation of a layer with an excess of Zn at the sur-
face. Thus, we may assume that the presence of Ga dur-
ing annealing either induces no substantial Zn diffusion
in the bulk of ZnS or (we believe that this is less prob-
able) leads to a position of Ga in the ZnS lattice that
does not appear in the PL. This position of Ga atoms in
the ZnS lattice cannot be interstitial. Interstitial Ga
atoms have an uncompensated valence electron and
would appear in ESR spectra. Certainly, it is possible
that Ga occupies an interstitial site in the form of a com-
plex like Cu2S, whose presence in ZnS is associated
with the appearance of “yellow” and “red” radiative
centers. However, this assumption does not explain
what prevents Ga from occupying Zn sites in this case,
as observed for ZnS doped with Ga compounds [11].

It is well known that a molecule of gas interacting
with the surface of a solid can be in the preadsorption
state weakly bound to the surface so that it diffuses over
the surface until it forms a stronger bond [12, 13]. This
weakly bound state most adequately corresponds to
physical adsorption, which precedes the diffusion. In
our case, the annealing of ZnS in the presence of Ga
most likely results in the physical adsorption of Ga on
the surface of powder particles without its further pen-
etration into the material. This can be explained by the
absence of chemical affinity between Ga and Zn, i.e.,
by the appearance of a chemical potential gradient [14]
limiting the diffusion of doping atoms into the ZnS lat-
SEMICONDUCTORS      Vol. 38      No. 9      2004
tice. An activation barrier is probably formed, thus pre-
venting Ga from penetrating the material even if the

thermal energy is  = 3/2kT = 139 meV. The above
requirements are best satisfied by capillary condensa-
tion [15], where the adsorption predominantly occurs at
internal grain surfaces, filling the pores, cracks, etc.

Another distinction between powders annealed with
and without gallium is the duration of the afterglow. As
was mentioned, for pure ZnS powder, the duration of
the PL afterglow does not change appreciably after
annealing, while ZnS annealing in the presence of Ga
increases the afterglow duration to ~60 s. This behavior
enables us to conclude that the presence of Ga during
the annealing of ZnS at T = 800 K results either in the
activation of deep traps already existing in the material
or in the formation of new deep traps. These traps cap-
ture a part of the excited carriers and can increase the
afterglow duration from several seconds (τ ≈ 3 s for
ZnS annealed without Ga) to tens of seconds.

Once τ is known, we can estimate the depth of deep
levels. The probability of carrier release from a trap per
unit time is given by the expression [16]

(1)

where Eτ is the depth of the trap level, τ is the carrier
dwelling time in a trap, NB is the density of states in the
band into which the carriers pass, v  is the carrier ther-
mal velocity, and σt is the cross section for carrier cap-
ture by a trap.

A typical value of s for ZnS is 108 s–1 [16]. Using
formula (1), we can estimate Eτ at room temperature
(T = 293 K); this quantity lies in the range of ~0.57 ±
0.05 eV. Such a low accuracy in the estimation of Eτ is
caused by disregarding a number of processes, such as
the repeated capture of already released carriers by
traps and others.

We believe that the energy corresponding to the 
acceptor level [4] fits the given interval of Eτ best. Gal-
lium adsorbed on the powder surface or located at an
interstitial site most likely initiates a certain reconstruc-
tion of the ZnS structure during the annealing of the
material. Due to an increase in sulfur vacancy concen-
tration in the material, the Zn position at the lattice sites
becomes unstable. It is therefore quite possible that
some of the Zn atoms pass from their positions at lattice
sites to interstitial sites, thus increasing the VZn concen-
tration and, of course, the concentration of interstitial
Zn. However, the authors of [17], having investigated
the luminescence of ZnS with a high concentration of

, do not discuss its kinetic features, which they could
hardly not have noticed. We believe that a high concen-
tration of  is a necessary, but not sufficient, condition
for a long afterglow of the band λmax = 520 nm. Free-
electron transitions to  levels compete with transi-

ET
1

P 1/τ s Eτ /kT–( ),exp= =

s NBv σt,=

VZn'

VZn'

VZn'

VZn'
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tions to shallow levels with a large capture cross sec-
tion; the vacancies VS play an active role in the forma-
tion of these levels. We believe that the presence of
either surface or interstitial gallium also affects shallow
traps, forcing them to migrate through the material.
These traps probably annihilate when they mix,
decreasing their concentration, and the remaining traps
are arranged so that their contribution to electrical
properties of the material sharply decreases.

Thus, in the band gap of ZnS, Ga atoms generate
effective deep levels (Eτ ≈ 0.57 eV), which play the role
of traps.

The long-term exposure of the samples to air (we
believe that here the presence of oxygen plays the key
role) results in a substantial modification of the PL
spectra and kinetics (τ  3 s). As mentioned above,
in this case the PL spectrum peaks at λmax = 471 nm.
This band is associated with the presence of Ga in ZnS
[1]. The authors of [3, 4] assumed that the model of the
CA center in nonactivated ZnS is apparently similar to
the model of blue luminescence centers in ZnS acti-
vated by subgroup-IIIB elements. The luminescence of
these centers is induced by the recombination of elec-

trons captured by shallow donors  and holes at the

A centers of the { } type. In the case of nonac-
tivated ZnS, a CA center can include an interstitial Ga
as a donor for Zni and an A center { } as an
acceptor. Prener and Williams [4] assumed that this
luminescence center is the association of a doubly ion-
ized zinc vacancy (VZn)2– and an ionized donor impurity

 located at a neighboring lattice site. It is believed

[4] that such a complex (designated as ( GaZn)– with

a negative effective charge behaves like a compensated
singly ionized acceptor, which introduces a level (filled
by an electron) into the band gap near the valence band.

Thus, we may assume that the annealing of ZnS
powder at T = 800°C with limited access of air in the
presence of metallic Ga with subsequent prolonged (t =
150 h) passivation in air results in the doping of ZnS
with Ga. However, we note that only atmospheric pas-
sivation leads to the incorporation of Ga in the ZnS lat-
tice. This passivation process is confirmed by the ESR
studies of our samples. The access of air strongly
decreases the intensity of the ESR spectrum (see
Fig. 3), which indicates that the number of paramag-
netic centers significantly decreases (i.e., the dangling
bonds are healed due to the interaction of the surface
with Ga atoms and residual gases or water molecules).

We draw attention to the fact that Ga diffuses at

room temperature, i.e., at  = 38 meV; this value is

approximately four times smaller than . There are
several factors that can explain such behavior. The
chemisorption of air components on the surface of
grains in the powder results in a regrouping of all chem-

GaZn*

VZn'' GaZn*

VZn'' Gai*

GaZn
+

V
Zn–

ET
2

ET
1

ical bonds, thus lowering the activation barrier. Previ-
ously, the effect of extraneous adsorbed atoms on the
migration rate during self-diffusion and heterodiffusion
was repeatedly studied [18–20]. The authors of [18, 19]
showed that oxygen and water increase the self-diffu-
sion rate in metals. In [20], it was shown that even a
small amount of oxygen and nitrogen increases the dif-
fusion activation energy by a factor of 1.5. Another fac-
tor, although not so crucial, is “poisoning” the adsorp-
tion centers, which leads to an acceleration of diffusion.
One more factor may be the formation of chemical
compounds with the diffusing atoms.

Finally, we note that gallium diffusion in a zinc sul-
fide lattice at room temperature is not accompanied by
intense penetration of oxygen into the material. This is
confirmed by the absence of PL bands with λ ≈ 435 nm,
which is characteristic of a ZnS:O solid solution [21].

Previously, in research on the doping of ZnS with
Ga, doping with compounds that contain Ga was
mainly considered [11]. In this study, we investigated
the diffusion of metallic Ga in ZnS. The above results
have shown that these two cases are radically different.
We believe that the main difference is that Ga atoms are
not introduced to ZnS lattice sites in the absence of
extraneous adsorbed atoms, which can affect both the
diffusion rate and the rate of Zn replacement by Ga in
ZnS. The subsequent access of air (even at room tem-
perature) to ZnS powder results in an intense introduc-
tion of Ga atoms into the Zn sublattice.
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Abstract—Autosolitons with self-production of charge carriers upon impact ionization of deep acceptor levels
of indium in silicon in strong electric fields at a temperature of 77 K have been revealed experimentally and
studied. A model of autosoliton excitation is proposed in which the free-carrier concentration plays the role of
an activator and the carrier temperature plays the role of an inhibitor. Autosolitons arise because the region of
high carrier concentration at the autosoliton center does not spread due to the balance between the diffusion flux
from the autosoliton center and the thermal diffusion flux. © 2004 MAIK “Nauka/Interperiodica”.
It was shown theoretically [1] that spatially local-
ized dissipative structures (autosolitons) can be excited
by an external perturbation in an active nonlinear sys-
tem characterized by diffusion in the region of a stable
uniform state. Autosolitons can be found in the general
(mathematical) class of active systems in which diffu-
sion occurs and whose properties are determined by
nonlinear differential diffusion equations. However, the
physical mechanisms of autosoliton formation are
fairly diverse. Semiconductors and semiconductor
structures are the most appropriate model systems with
an active kinetic medium—nonequilibrium electron–
hole plasma—for studying the kinetics of formation
and evolution of autosolitons.

Ionization autosolitons were studied experimentally
in [2–4]. It was shown in [2] that the electron–hole
plasma obtained by impact ionization in n-GaAs films
is stratified into either current filaments (dense elec-
tron–hole plasma) or electric-field striations (loose
electron–hole plasma). Spike autosolitons excited by a
localized light pulse in (p–i–n)-Si structures were stud-
ied in [3]. Pulsing autosolitons in Si with self-produc-
tion of charge carriers upon impact ionization of exci-
tons in a strong electric field were investigated in [4].

In this paper, we report the results of experimentally
detecting and studying autosolitons with self-produc-
tion of charge carriers upon impact ionization of deep
acceptor levels of In (ionization energy εh = 0.16 eV) in
Si in strong electric fields at 77 K.

We investigated compensated p-Si〈In〉  samples with
a difference in the concentrations of acceptors and
donors of NA – ND = 6.0 × 1012 cm–3, cut in the form of
rectangular plates. The crystallographic orientation of
the samples and the measurement scheme are shown in
Fig. 1. Ohmic (p+–p) contacts were formed by deposi-
tion of aluminum with its subsequent alloying or by
alloying aluminum foil. Such contacts eliminate the
effect of their transition characteristics on the kinetics
1063-7826/04/3809- $26.00 © 20992
of the current evolution upon generation–recombina-
tion processes in the sample bulk [5]. In this case, the
following condition must be satisfied: τ < τt, where τ is
the characteristic evolution time of the generation–
recombination process and τt is the time of passage of
charge carriers through the sample. To eliminate sur-
face effects, the contacts on the opposite faces were
deposited such that a distance of 0.25 mm was left
between the contact and face boundaries. Dynamic cur-
rent–voltage (I–V) characteristics were measured by
applying single sawtooth voltage pulses with different
slopes of the leading edge to samples in the voltage-

[110]

[112]
[111]

VI

V

IV

III

II

I

R6

R1

Fig. 1. Measurement scheme and sample orientation; (R1–
R6) are load resistors.
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source mode. The time instability of current was stud-
ied using dc voltage pulses with widths of up to 50 µs.
The nonuniformity of the current density distribution
over the sample cross section was studied by sectioning
the cathode contact (see Fig. 1).

At low temperatures, the main mechanism leading
to an increase in the conductivity of silicon with deep
impurity levels in strong electric fields is impact ioniza-
tion, which occurs in electric fields in the range 103–
104 V/cm [5]. Some other mechanisms may also lead to
an increase in the carrier concentration with increasing
electric field: injection of minority carriers and (when
the current is limited by a space charge) injection of
majority carriers. A substantial factor is also the
increase in the hole concentration upon thermally
assisted field generation of charge carriers, which
increases with increasing electric field (as a result of the
Pool–Frenkel effect). In this case, the electric field
changes the maximum height of the energy barrier by

(1)

where E is the electric field strength, κ is the permittiv-
ity of silicon, and e is the elementary charge. The
dependence of the thermally assisted field generation
rate on the electric field is an exponential function of
the quantity ∆ε/kT, which, in the case under consider-
ation (attracting centers), has the form [5]

(2)

where T0 is the lattice temperature and k is the Boltz-
mann constant.

Analysis of the increase in the carrier concentration
as the electric field increases at different rates shows
that the role of the Pool–Frenkel effect is insignificant
if the voltage increases at a rate of no less than 40 V/µs.
The reason is that the temperature of the sample does
not have time to increase significantly over such a short
period (adiabatic conditions). At the same time, with an
increase in Joule heating, the role of this effect
increases.

The concentration of free carriers at field strengths
that are sufficient for efficient impact ionization is
determined from the conditions of the balance between
the rates of capture, impact ionization, and thermally
assisted field generation. 

The impact ionization rate is defined as

(3)

where pε/p is the fraction of free holes with energies
exceeding the energy of impurity levels, v ε is the rate
corresponding to the energy of impurity levels
(2εh/m)1/2, Ng is the concentration of unionized impuri-
ties, and σi is the impact-ionization cross section.

The free-hole capture rate can be written as

(4)

∆ε e/ eE/πκ( )1/2,–=

∆ε/kT 0.84 E/104( )1/2
300 K/T0( ),–=

G p pε/ p( )σiv
εNg,=

R pσhv thNc,=
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where σh is the capture cross section, v th = (2kT0/m)1/2

is the hole thermal velocity, and Nc is the concentration
of ionized impurities. The cross section σh of hole cap-
ture by an ionized In atom at 77 K is 7 × 10–14 cm2; it
decreases with increasing temperature. In strong elec-
tric fields, the capture cross section decreases due to
two different factors. First, the average energy of carri-
ers increases (T > T0) and, accordingly, the number of
particles at the bottom of the conduction band
decreases, which directly controls the capture. Second,
bound states with binding energies lower than the
energy of impurity centers εh decay in strong electric
fields [6].

In this case, the main mechanism responsible for the
increase in the majority-carrier concentration is the
impact ionization of impurities. Figure 2 shows a typi-
cal dynamic I–V characteristic J(E) obtained with a
growth rate of sawtooth voltage of 50 V/µs. A typical
feature of this characteristic is the presence of current
peaks that arise stepwise with increasing electric field.
Figure 3 shows the I–V characteristics for different
parts (I, II, V) of the sample (obtained by sectioning the
cathode contact; see Fig. 1). It can be seen that the
peaks indicating a stepwise increase in the current cor-
respond to different parts of the sample; these peaks are
similar in shape and electric characteristics. With a
decrease in the growth rate of the sawtooth voltage, the
I–V characteristic gradually changes. In this case, the
ionization potential of impurities decreases and the
dependence J(E) is not so sharp, which is explained by
Joule heating of the lattice and thermally assisted field
ionization of the impurities. In other words, as the lat-
tice temperature increases, thermally assisted field ion-
ization occurs rather than impact ionization. We believe
that this phenomenon also accounts for the specific fea-
tures of the I–V characteristic recorded with decreasing
voltage, i.e., the hysteresis that occurs when the electric
field decreases. Figure 2 shows the hysteresis of the I–
V characteristic for sawtooth voltage pulses of different
amplitudes. The results of measurements show the fol-
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Fig. 2. Dynamic current–voltage characteristic of the sam-
ple. Dashed lines show the reverse I–V characteristics at dif-
ferent values of the applied sawtooth voltage; 1–3 are the
return points.
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lowing: the higher the losses in the ionization region,
the lower the voltages at which the hole concentration
begins to decrease. With electric fields weaker than the
impact-ionization field, the Pool–Frenkel effect plays a
certain role, which is, however, not very significant. As
was shown in [7], at low temperatures, the hole concen-
tration in In-doped Si increases by no more than a fac-
tor of 3 with an increase in the electric field from 102 to
4 × 103 V/cm.

Figure 4 shows the change in the current J with time
t when pulses of electric field E(t) with an amplitude
sufficient for the ionization of impurities are applied to
the sample. As can be seen from the oscillogram, when
the field applied exceeds the impact-ionization field,
the current through the sample changes in a stepwise
manner. The decrease in the current is related to the
decrease in the carrier mobility, which, in turn, is due to
the scattering of holes by phonons upon Joule heating
of the ionization region. In Si, at temperatures above
77 K and with an electric field applied, the scattering of
carriers by the deformation acoustic and optical poten-
tials is dominant and the mobility decreases with
increasing field. This is confirmed by the temperature
dependences of the sample conductivity for different
values of the applied field.

The results obtained make it possible to consistently
interpret the observed phenomena in terms of the model
of a static longitudinal autosoliton with local self-pro-
duction of charge carriers (developed in [1]). Both non-
uniform distribution of impurities and inhomogeneities
of other types that lead to impact ionization in local
regions of size X may initiate spontaneous excitation of
autosolitons. The stability of autosolitons is related to
the scattering of charge carriers by ionized impurities
(since the distance between the centers of impurities is
much smaller than the transverse size of an autosoliton)
and by phonons in the region of size X where autosoli-
tons exist. In the stratification mechanism under con-
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Fig. 3. Dynamic current–voltage characteristics of parts I,
II, and V of the sample with a split cathode contact.
sideration, the concentration of free charge carriers p
plays the role of an activator and the carrier temperature
plays the role of an inhibitor. The positive feedback
over the activator is due to the increase in the ionization
rate of deep impurity levels with increasing hole con-
centration (the ionization rate is a sharply rising func-
tion of carrier concentration). The damping role of the
inhibitor is related to a decrease in the temperature of
carriers upon their scattering by ionized impurities and
phonons, which limits the impact ionization rate. In this
case, the increase in the temperature in the regions
where autosolitons exist leads to an even larger
decrease in the carrier energy.

The distributions of the carrier concentration and
carrier energy flux in an autosoliton in the system under
consideration are given by the expressions

(5)

(6)

where Jh is the hole current density, Jε is the hole energy
flux, W is the power density supplied to the system of
charge carriers, P is the power transferred from the sys-
tem of carriers to the lattice, p is the carrier concentra-
tion, T is the carrier temperature, E is the electric field
strength, T0 is the lattice temperature, Dh is the hole dif-
fusivity, v h is the hole drift velocity, σ0 is the conduc-
tivity, and τε is the hole-energy relaxation time.

∂p/∂t e 1– divJh G GT R,–+ +=

∂ pT( )/∂t divJε– W P,+ +=

Jh epv h eDh∇ N , Jε– χ∇– 2EJh/e,–= =

W σ0 T /T0( )1/2E2, P pT T T0–( )/τεT ,= =
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Fig. 4. Oscillogram of a current through the sample at E =
5 kV/cm.
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In this model, the electric field strength is a bifurca-
tion parameter, α = τp/τT ! 1, and the ratio β = Lp/L,
depending on the parameters of the system, can be
either larger or smaller than unity. Here, τp and Lp are
the characteristic time and length of a change in the car-
rier concentration and τT and LT are the characteristic
time and length of a change in the average carrier tem-
perature.

The time intervals during which the current peaks
are formed in the time dependences (Fig. 4) (these
peaks are due to the local impact ionization and are con-
trolled by the time of settling of thermal equilibrium upon
adiabatic heating of the autosoliton region of size X) can
be used to estimate the characteristic size of an auto-
soliton. The parameters of the region where heating
occurs can be expressed in the form τ ~ X2/χ [8],
where χ is the thermal diffusivity of silicon. Assuming
that τ = 1.0 µs and χ = 0.238 cm2/s (which corresponds to
a thermal-conductivity coefficient of 0.2 cal cm–1 s–1 K–1,
a density of 2.32 g/cm3, and a specific heat of
0.181 cal g–1 K–1), we obtain X ≈ 7 µm.
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Abstract—It has been established experimentally that vacuum annealing of undoped ZnSe crystals in the tem-
perature range 700–1200 K leads to a significant increase in the intensity of the blue luminescence band and
suppression of the red-orange band. A model for defect formation is proposed to explain the observed charac-
teristics. © 2004 MAIK “Nauka/Interperiodica”.
Interest in radiative properties of zinc selenide is
mainly related to the possibility of using this material in
light-emitting diodes operating in the blue spectral
range [1]. In most cases, fabrication of these devices
includes various kinds of heat treatment, which inevita-
bly lead to a reconstruction of the ensemble of intrinsic
point defects. This reconstruction, in turn, not only
changes the properties of the starting material but also
affects the characteristics of the impurity atoms: their
solubility and position in the lattice, the charge state,
and so on. These factors in particular account for the
similarity of (or difference in) the emission spectra of
ZnSe crystals that contain dopants of different (or the
same) type [2–4]. In this context, it is important to
know the effect of thermal treatment on the radiative
properties of zinc selenide. It is expedient to perform
such studies with undoped samples.

Bulk ZnSe crystals were grown by the Bridgman
method from a stoichiometric melt under pressure of an
inert gas. At room temperature, they have low
(~10−10 Ω–1 cm–1) electronic conductivity and the emis-
sion spectrum contains red-orange (R) and blue (B)
bands (Fig. 1). Photoluminescence (PL) was excited by
a nitrogen laser with λm = 0.337 µm, and PL spectra
were recorded automatically using an MDR-23 grating
monochromator and a conventional lock-in detection
system [5]. The emission spectra reported here were
corrected with regard to the nonlinearities of the mea-
suring elements. They were plotted in the following
coordinates: number of photons in a unit energy inter-
val Nω–photon energy "ω. Rocking curves of the sam-
ples were recorded on a double-crystal spectrometer
using Cu Kα radiation. The samples were annealed in
quartz cells (evacuated to 10–4 Torr and sealed) in the
temperature range Ta = 600–1200 K with a step of
100 K. The annealing time at each value of Ta was 1 h.

The investigations performed show that the anneal-
ing most significantly affects the emission efficiency of
individual bands. This is illustrated by the data listed in
1063-7826/04/3809- $26.00 © 20996
the table. These data indicate that the intensity of the
red band IR abruptly decreases with increasing temper-
ature and that this band is not observed at all at Ta ≥
900 K. In contrast, the intensity of the blue band IB
increases with increasing annealing temperature, tend-
ing to saturation at Ta ≥ 900 K. In this range of Ta, the
half-widths of the blue luminescence band and the
rocking curve (∆"ωB and ∆θ, respectively) have the
smallest values. The decrease in the half-width of the
rocking curve indicates that the structural quality of the
surface layers of annealed samples improves in com-
parison with the starting samples, for which ∆θ is sig-
nificantly larger (Fig. 2).
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Fig. 1. (1) PL spectrum and (2) differential PL spectrum of
starting ZnSe crystals at 300 K.
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To explain the dependences observed, the mecha-
nisms of formation of intrinsic point defects (which are
actually responsible for the evolution of the lumines-
cence characteristics) should be analyzed. The R band
in the spectra of undoped ZnSe crystals is due to the
recombination in donor–acceptor pairs, which consist
of negative doubly charged zinc vacancies  and

positive singly charged selen vacancies  [2–4]. The
large half-width of the blue band is indicative of its
complex structure, which can be revealed in difference
PL spectra (Fig. 1). The point of intersection of the
curve  with the abscissa axis corresponds to the
peak of the B1 band. The energy position of the peak
"ω1 ≈ 2.68 eV and its independence of the excitation
level are indicative of recombination via shallow cen-
ters, which are generally related to Se vacancies in
n-ZnSe [3]. The inflection at "ω ≈ 2.7 eV on the curve

 corresponds to the peak of the B2 band, which is
due to interband transitions. The ratio of the band inten-

VZn''

VSe

.

Nω'

Nω'

Table

Parameter Starting
sample

Ta, K

700 800 900 1000 1100 1200

IB, arb. units 180 240 260 360 350 420 400

IR, arb. units 40 15 10 – – – –

∆"ωB, eV 0.2 0.15 0.13 0.1 0.1 0.12 0.12

1.0

0.8

0.6

0.4

0.2

0 100 200 300 400
θ, seconds of arc

Intensity, imp./s

1

2

Fig. 2. Rocking curves of (1) a starting ZnSe crystal and (2)
a ZnSe crystal annealed at 1000 K.
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sities  at Ta = const, as one would expect [6],
increases with increasing excitation level.

An increase in the annealing temperature should
enhance the diffusion processes and, as a result, lead to
a reconstruction of the ensemble of intrinsic point
defects. At high temperatures, defects (predominantly
weakly bound interstitials) migrate from the bulk of a
crystal to its faces to recombine with the corresponding
vacancies. The probability of such recombination is
proportional to the diffusivity in the first-order approx-
imation. If we assume that the diffusivity of zinc
exceeds that of selen, the surface layers should be
depleted of Zn vacancies after annealing. This deple-
tion will lead to a decrease in the number of 
associates, and, accordingly, to an increase in the con-
centration of Se vacancies due to their escape from
donor–acceptor pairs. Thus, the above processes, on the
one hand, suppress the red-orange band and, on the
other, increase the intensity of the blue band. It is rea-
sonable to suggest that the difference between IR and IB

should increase with increasing Ta, which is observed
experimentally (see table). The fact that the number of
Zn vacancies decreases is also confirmed by the
improvement of the structural quality of surface layers,
which manifests itself in narrower rocking curves
(Fig. 2).

To conclude, we should note that chemical etching
of the surface layers formed due to the annealing almost
completely restores the characteristics of the PL and the
rocking curves. In addition, the results reported indicate
the possibility of relatively simple control of the struc-
tural quality and the emission spectrum of the surface
layers of undoped ZnSe crystals.

REFERENCES

1. A. N. Georgobiani and M. B. Kotlyarevskiœ, Izv. Akad.
Nauk SSSR, Ser. Fiz. 49, 1916 (1985).

2. Physics of II–IV Compounds, Ed. by A. N. Georgobiani
and M. K. Sheœnkman (Nauka, Moscow, 1986) [in Rus-
sian].

3. D. D. Nedeoglo and A. V. Simashkevich, Electrical and
Luminescent Properties of Zinc Selenide (Shtiintsa, Chi-
sinau, 1984) [in Russian].

4. V. I. Gavrilenko, A. M. Grekhov, D. V. Korbutyak, and
V. G. Litovchenko, Optical Properties of Semiconduc-
tors (Naukova Dumka, Kiev, 1987) [in Russian].

5. V. P. Makhniœ, Principles and Methods of Modulation
Spectroscopy (Ruta, Chernivtsi, 2001) [in Ukrainian].

6. V. P. Gribkovskiœ, The Theory of Absorption and Emis-
sion of Light by Semiconductors (Nauka i Tekhnika,
Minsk, 1975) [in Russian].

Translated by Yu. Sin’kov

IB2
/IB1

VZn'' VSe

.



  

Semiconductors, Vol. 38, No. 9, 2004, pp. 998–1000. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 9, 2004, pp. 1036–1038.
Original Russian Text Copyright © 2004 by Shmidt, Levinshte

 

œ

 

n, Lundin, Besyul’kin, Kop’ev, Rumyantsev, Pala, Shur.

                                                                  

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

                                                 
Low-Frequency Noise in Gallium Nitride Epitaxial Layers
with Different Degrees of Order of Mosaic Structure

N. M. Shmidt*, M. E. Levinshteœn*^, W. V. Lundin*, A. I. Besyul’kin*, P. S. Kop’ev*,
S. L. Rumyantsev**, N. Pala**, and M. S. Shur**

* Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
^e-mail: melev@nimis.ioffe.rssi.ru

** Department of Electrical, Computer, and Systems Engineering, Cll 9017, Rensselaer Polytechnic Institute, Troy, NY 
12180-3590, USA

Submitted January 30, 2004; accepted for publication February 26, 2004

Abstract—The correlation between the noise level 1/f and the degree of mosaic-structure order in gallium
nitride epitaxial layers was studied for the first time. Samples with a doping level of Nd – Na ≈ 8 × 1016 cm–3

and a relatively high degree of order were characterized by the Hooge parameter α ≈ 1.5 × 10–3. This value is
unprecedently low for thin GaN epitaxial films. The Hooge parameter was significantly higher for samples with
Nd – Na ≈ 1.1 × 1018 cm–3 and a low degree of order despite the fact that α generally decreases with increasing
doping level at the same degree of order. Thus, the degree of mosaic-structure order affects not only the optical
and electrical characteristics but also the fluctuation parameters of GaN epitaxial layers. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Devices based on gallium nitride (GaN) are now
considered among the most promising devices in vari-
ous fields of electronics: short-wavelength light-emit-
ting devices, solar-blind ultraviolet photodetectors,
high-speed high-power transistors, and others [1–5].

A distinctive feature of the nitrides of Group-III ele-
ments is a system of extended defects with a high dis-
location density and a mosaic (columnar, domain)
structure [6]. As was shown previously, the variety of
structural features of these compounds can be quantita-
tively characterized using such system parameters as
the degree ∆ of mosaic-structure order, the degree of
violation of general and local symmetry, and the degree
of self-organization of the system of extended defects
[7]. In this case, the lower the values of ∆, the better the
mosaic structure is ordered.

Comparative studies of structural properties of epi-
taxial layers with various values of ∆ showed that
coherent matching of mosaic structure domains with
the formation of dilatational boundaries is mainly
observed in layers with a well-ordered mosaic structure
(∆ < 0.340). Epitaxial layers with a poorly ordered
mosaic structure (∆ > 0.350) are characterized by the
preferential formation of dislocation walls at domain
boundaries. In the case of intermediate values of ∆,
both boundary types coexist in various ratios [8].

The optical and electrical properties of layers, as
well as carrier-transport mechanisms, differ signifi-
cantly for layers with different ∆ [9]. Layers with a
well-ordered mosaic structure are characterized by the
classical temperature dependence of conductivity: the
1063-7826/04/3809- $26.00 © 20998
conductivity increases with temperature T in the low-
temperature range, peaks, and then drops with a further
increase in T due to phonon scattering. For layers with
a poorly ordered mosaic structure, the temperature
dependence of the conductivity differs significantly from
this classical form and is similar to the corresponding
dependences for low-dimensional structures [10].

It is well known that the noise 1/f is one of the most
sensitive indicators of structural disorder for semicon-
ductors (see, e.g., [11]). However, to our knowledge, no
attempts to ascertain the correlation between the degree
of mosaic-structure order in GaN and the 1/f noise level
have been undertaken.

In this study, the correlation between the 1/f noise
level and the degree of mosaic-structure order in GaN
epitaxial layers is considered for the first time.

2. EXPERIMENTAL

The studies were carried out with n-GaN epitaxial
layers grown on (0001) sapphire substrates by metal–
organic chemical vapor deposition (MOCVD). The lay-
ers differed from each other in the growth conditions
for the buffer layer, the degree ∆ of mosaic-structure
order, the electron mobility µ and density n; they were
characterized by the following parameters.

Layer A-598 had a high degree of structural order
(∆ = 0.320). At room temperature, its electron density
and Hall mobility were n = Nd – Na ≈ 8 × 1016 cm–3 and
µ = 600 cm2 V–1 s–1, respectively. The layer thickness
was t = 4 µm.
004 MAIK “Nauka/Interperiodica”
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Layer B-1261 was characterized by ∆ = 0.350. Its
electron density and Hall mobility at room temperature
were n = Nd – Na ≈ 1018 cm–3 and µ = 200 cm2 V–1 s–1,
respectively. The layer thickness was t = 3 µm.

The degree of mosaic-structure order was deter-
mined by multifractal analysis: processing the data
obtained in the study of the layer surface using atomic-
force microscopy (as described in [7]).

Ohmic contacts shaped like parallel strips of length
W = 240 µm were formed on each layer. The distances
between the strips were 5 < L < 41 µm. The low-fre-
quency noise was measured in the linear mode (with a
low voltage applied to the samples under study) in the
frequency range 1–10 kHz using tungsten probes with
tips ~10 µm in diameter. A special procedure for “fit-
ting” the probe to the contact surfaces provided a low
transition resistance between the probe and the metal
contacts.

2. RESULTS AND DISCUSSION

Several tens of samples with different L were stud-
ied for both layers A and B. The I–V characteristics of
all the samples were linear in the current range studied
(~2 × 10–3–0.2 A). The measurements on samples with
different distances L made it possible to determine the
contact resistance and (independent of the Hall data)
the layer conductance σ. For example, Fig. 1 shows the
results of the corresponding measurements for wafer A.

The dependence R(L), extrapolated to L = 0, deter-
mines the double contact resistance 2Rc = 34 Ω. The
measured value of 2Rc corresponds to the contact resis-
tivity rc ≈ 4 Ω mm, which seems to be quite a reason-
able value for an electron density of n ≈ 8 × 1016 cm–3

and planar contacts. Similar measurements for wafer B
yield 2Rc = 8.4 Ω (rc ≈ 1 Ω mm). The smaller value of
rc can obviously be explained by the higher value of n
in wafer B (n ≈ 1018 cm–3) [12].

2Rc = 34 Ω

80

70

60

50

40

30

20

0 5 10 15 20 25 30 35 40 45
Distance L, µm

Resistance R, Ω

Fig. 1. Dependence of the resistance of samples R on the
distance L between contacts (for plate A).
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As is well known, the averaged GaN conductivity σ
can be determined by the slope of the dependence R(L).
The value of σ determined from Fig. 1,

is σ = 11 Ω–1 cm–1, which is reasonably consistent with
the results of measurements before deposition of strip
contacts: σ0 ≈ 8 Ω–1 cm–1. For wafer B, similar measure-
ments yield σ ≈ 30 Ω–1 cm–1 (σ0 ≈ 32 Ω–1 cm–1).

The room-temperature noise in all the measured
samples was described by 1/fγ with γ close to unity
(flicker noise). The spectral density SI of the current
noise was proportional to the squared current in the
entire current range: SI ∝  I2. For example, Fig. 2 shows
the dependences SI(I) for several samples (wafer B),
measured at an analysis frequency of 6 Hz.

Generally, the noise characteristics of various
devices and materials are estimated by the dimension-
less Hooge parameter α [13]:

(1)

where f is the frequency of analysis and N is the total
number of carriers in a sample.

The parameter α is very sensitive to the structural
quality of a material (see, e.g., [14]). For Si films of
high structural quality, typical values of α are in the
range 10–4–10–5. For GaAs epitaxial films, typical val-
ues of α are 10–3–10–5. For GaN films of standard qual-
ity with concentration Nd – Na ≈ 1017 cm–3, the values of
α are generally much higher: 10–2–1 [14]. As was
shown in [15], the doping of GaN films with silicon to
Nd – Na ≈ 1018 cm–3 substantially decreases the value of
α (to 2 × 10–3). One would therefore expect the Hooge
parameter for film B (at the same structural disorder) to
be much lower than for film A.

σ L
R 2Rc–( )tW

-------------------------------=

α
SI

I2
---- fN ,=

10–2 10–1 Current I, A

SI, A
2/Hz

10–14

10–15

10–16

10–17

10–18

10–13

SI ∝ I2

H2829

H2122

F2930

G3132

F3132

Fig. 2. Dependences of the noise spectral density SI on the
current I for several samples of wafer B. The analysis fre-
quency is f = 6 Hz. Solid lines correspond to the relation
SI ∝  I2.
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Figure 3 shows the values of α calculated using
expression (1) for a large number of samples prepared
from both films. It can be seen that the experimental
result completely contradicts the prediction based on
the assumption of identical structural quality of the
films. The result obtained seems to be even more con-
vincing since, according to estimations, the contact
noise (especially in the samples with a short distance L)
should contribute significantly to the total noise of the
structures (thus, the measured values of α represent an
“upper” estimate). Meanwhile, as mentioned above, the
resistance of contacts to the samples prepared on film A
is significantly higher than that of the samples on film
B. It should be concluded that the contribution of the
contact noise to the total noise is larger than that of
samples made on film B. Therefore, the difference
between the volume noise 1/f in samples of types A and
B is even larger than what follows from Fig. 3.

We note that even the “upper” estimate for the
Hooge parameter in samples prepared on plate A is a
record low value for thin epitaxial GaN films [14].
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Fig. 3. Hooge parameter α for samples prepared on films A
and B.
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