LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 1 JANUARY 2001

QUANTUM LIQUIDS AND QUANTUM CRYSTALS

Carrier transport and localization in a one-dimensional electronic system
over liquid helium

S. P. Gladchenko, V. A. Nikolaenko,* Yu. Z. Kovdrya, and S. S. Sokolov

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61164 Kharkov, Ukraine

(Submitted June 30, 2000; revised August 3, 2000

Fiz. Nizk. Temp.27, 3—14(January 2001

The carrier mobility in a nearly one-dimensional electronic system over liquid helium is
measured. One-dimensional conducting channels are created by using the curvature of the surface
of liquid helium covering a profiled dielectric substrate and applying a clamping electric

field, which holds the electrons on the bottom of the liquid troughs. Measurements are made in a
temperature interval of 0.5-1.6 K at linear densities in the range (0.5%2&)cm ! at a

generator voltage of 2—200 mV. It is shown that for a clean substrate the mobility of the electrons
is governed by their interaction with helium atoms in the vapor and with ripplons; the

results of the measurements are in satisfactory agreement with a theoretical calculation that
assumes no localization. It is found that for substrates carrying a charge or having defects on the
surface, the electron mobility decreases in comparison with the value for a clean substrate,

and at temperatureb<<1 K is either practically independent of temperature or decreases slightly
as the temperature is lowered. It is observed that the frequency of the plasma waves
propagating in the system of conducting channels decreases as the electron mobility decreases.
The observed effects can be explained by localization in the one-dimensional electronic

system in a random potential and the diffusive motion of the carriers in hops from one localized
state to another. €001 American Institute of Physic§DOI: 10.1063/1.1344136

INTRODUCTION sible to separate out the dimensional effects quite reliably,

. . . . . and that is another reason for interest in the study of 1D
Quasi-one-dimensional(Q1D) and one-dimensional systems over liquid helium.

(1D) electronic systems have been attracting a great deal o A previously proposed method of obtaining 1D elec-

experimental and theoretical research attention recently iﬂonic systems over liquid helium utilizes narrow dielectric

connection with progress in lithography and the fabrlcatlon%tripsl or metallic wire€ lying parallel to the surface of the

of cleaner nanostructures. At the same time, it is known thaIlquid helium at a shallow depth below it. Under the influ-

electrons localized over a liquid helium surface form a very o . .
. . ; . ence of the electrostatic image force due to the dielectric

clean and uniform system characterized by high carrier mo- . " . : :
o . . strips or of a positive potential applied to the metal wires, the
bility, by strong electron—electron interaction, the presencé

of which leads to a phase transition in the two—dimensionafe!ec'{mr_]S a:e concent(rje_lted near ;[hem,tformlr;'g a quasrt(;]lje—
electronic layer to a crystalline state, and by a number Ofilm(;nzlohna or oge- |l;nen5|(r)1n§ ”syz_?fr_n. | ovyevelr, IS
other features that are no less interesting. It is therefore dgethod has proved to be technically diificult to implement

great interest to produce Q1D and 1D electronic Systemgeca}use of the necessity of Ezecision mounting of the strips
over liquid helium in view of all the advantages enjoyed by ©F Wires at a depth of 10-10 * cm beneath the surface of

surface electrons in comparison with low-dimensional sys_the Ii.quid helium and the uncontrolled disruption of the gni—
tems in semiconductors. formity of the system by the natural roughness of the strip or
The characteristic of the transport in 1D and Q1D elecwire material. In Ref. 3 another method of creating Q1D and
tronic systems differs strongly from that in systems with 1D electronic systems was proposed, utilizing the curvature
higher dimensionality, particularly in that localization effects Of the surface of liquid helium flowing under the influence of
are more clearly manifested in them. In low-dimensionalcapillary forces into a single groove or system of grooves on
electronic systems over liquid helium the electron gas obeyd dielectric substrate placed at a certain height above the
Boltzmann statistics, so that the magnitude of the electrofevel of the liquid helium. Here a trough or system of troughs
wave vector varies from large to very small values. Thiswith a certain radius of curvatureis formed on the liquid
should lead to peculiar features in the localization effectshelium surface. A clamping electric fiellf, collects the
For electronic systems over liquid helium the characteristicglectrons at the bottom of the troughs and form a Q1D or 1D
of the interaction of electrons with the scatterers, which areelectronic system, depending on the valuesr aind E; .
helium atoms in the vapor and thermal excitations of theSince the electrons in the troughs lie at a large distance from
surface(ripplons, have been well studied. This makes it pos-the substrate, the surface roughness of the substrate has prac-
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tically no effect on the behavior of the carriers.

Such systems were realized in Ref. 4 and 5 using sub-
strates in the form high-quality glass optical gratings with
parallel grooves of different dimensions and with different
spacings between grooves, and in Ref. 6 using two Mylar
films coming together at a sharp angle and forming a single
channel. The carrier transport in such systems has been stud-
ied over a wide interval of temperatures, electron concentra-
tions, and clamping electric field$.

Only Q1D systems have been obtained with such sub-
strates. This is because glass has a rather large dielectric
constant, and the motion of the carriers found in the troughs Nylon
above massive helium is strongly influenced by the electrons 0.1mm filament _ Glass
localized at places where the helium film covering is thin. In
this case a high mobility of the carriers could be achieved
only for wide channels 10~ 4 cm), where several electrons
are usually found in the transverse direction in the channel,
while for narrow channels, where the influence of the elec-
trons localized above the film is large, localization processes
appeared and the carrier mobility decreased. In the case of a _
single channel formed by two Mylar films, it was necessaryi'G' 1. & Measurement cell — substrate2,3 — clamping electrodes;

. . — guard electrodeb — incandescent filamen§ — copper coreA, B,
to accumulate a sufficient number of electrons for signal dec _ the measuring electrodes. b: The substrate.
tection, and again a considerable number of electrons was
found in the transverse direction in the channel.

A low-dimensional(close to one-dimensionatlectronic
system in which only one electron was found in the transihe condition|Vy|>|V, |, was applied to the guard electrode
verse direction was obtained in Refs. 9 and 10. In thosé With these provisions an electron spot with rather sharp
studies the grooves into which the helium leaked were madBoundaries could be obtained on the liquid helium surface.
from a dielectric with a smooth surface and a low dielectric A system of grooves was formed on a dielectric with a
constant. This made it possible to collect charge from thdow dielectric constant. A nylon filament 0.1 mm in diameter
he"um f||m Coating the Substrate by app|y|ng a C|ampingWaS Wound on a g|aSS SubStl’ate W|th dimensionS Of 24.5
electric field and to obtain a rather pure one-dimensionai<19-1 mm by 1.2 mm thick. Several types of filament were
system. used, and the filament with the smoothest and most defect-

In this paper we present the results of a detailed study offée surface was chosen. The substrate was placed in the
the kinetic properties of carriers in a 1D electronic systeneXperimental cell at a certain heigHtabove the liquid he-
over liquid helium in the temperature interval 0.5-1.6 K at alium level. Liquid helium flowed onto the substrate under the
frequency of 100 kHz in clamping electric fields up to 450 influence of capillary and van der Waals forces; the tops of
V/cm at different linear densities of the electrons in the conthe nylon filaments were covered by a helium film 2.5
ducting channels. X107 cm thick, and troughs of liquid helium formed be-

The structure Of th|s artic'e is as fo”ows_ In Sec. 1 WetWeen f||ament$|:|g lb) The curvature Of the |IC1UId he”um
describe the experimental cell and present a calculation b§urface in the troughs depends éhand is given byr
which the electron mobilityx and plasma frequenay, in = @/pgH, wherea is the surface tensiom, is the density of
the system of conducting channels can be determined frofe liquid helium, andy is the acceleration due to gravity.
the experimental data on the conductance of the cell. In Sed.ne experiments were done for=35 um. The conducting
2 the results of measurements @fand w, for a “clean”  Systém consisted of 150 channels. _
substrate and a substrate with charge and aging-related de- The dielectric constant of nylon at helium temperatures
fects on its surface. The results are analyzed and varioud@s determined by extrapolating the values obtained by us at
mechanisms of carrier transport and localization are distoom and nitrogen temperatures and had a value of approxi-

cussed in Sec. 3. The main findings of this study are summately 1.5. _
marized in the Conclusion. The calculation done in Ref. 3 shows that electrons col-

lected at the bottom of the liquid channels under the influ-
ence of a clamping electric field, execute oscillatory mo-
tion perpendicular to the conducting channels with a
The experimental cell, substrate, and measurement teclrequency determined b, andr:
nigue in this study are analogous to those described in Ref. 9. oF |12
-l

1. EXPERIMENT

The experimental cell is shown in Fig. 1a. A dielectric sub- wo=

stratel was placed above the measuring electrodle3, and mr
C, the dimensions of which were 1%®.2, 2x9.2, and
15.6xX9.2 mm, respectively. Electrodes, B, and C were
held at zero potential, and a negative potentlal was ap-
plied to electrode® and3. A negative potentiaV/,, obeying E=(n+1/2%hwy, (2

wheree andm are the charge and mass of an electron. Ac-
cordingly, the energy spectrum of the particles is
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FIG. 3. Temperature dependence of tHg and Uy, components of the

FIG. 2. Schematic illustration of the profile of the potential energy of an signal for a clean substrate.

electron in a liquid channel &, =450 V/cm.

where# is Planck’s constant, ani=0, 1, 2, ... . conductance of the cell. Here we present a calculation of the
The form of the potential well in which the electrons are MOPility of the electrons in the conducting channels. The

localized and the values of the energy levels for the cIampin?alcma‘“On is analogous to that for a two-dimensional elec-

electric fieldE, =450 V/cm used in this study are shown in ron layer above glectrodes of a given conﬂgura_ﬁbﬁlgure

Fig. 2. We see that the potential well in which the electrons? ShOWs schematically the electrodes and the(séle view

are localized is quite deep(6000 K). In the upper part of and |nd|cates. the notation used in thg calculations.

the well is a discernable feature due to image forces exerted. 1 N€ solution of the electrodynamic problem of the elec-

on the electron by the solid substrate at those places wheftC field distribution in the experimental cell made it pos-

the equilibrium thickness of the film becomes small. We noteSiPle to establish the relation between the measured signal

that there is practically no potential barrier that could confine®d the conductance of the system of parallel channels. It is

the electrons above the film. This circumstance makes it podSsumed that an alternating voltaggexp(t) is applied to

sible to remove all of the electrons from the thin layers of thetn® iNPut electrode. The self-consistent electric field of fre-

film into the liquid troughs, where the electrons are founddUency satisfies the equation

above a thick layer of helium and thus to ensure good uni- 5 Ao
formity of the 1D system in the experiment. curl curlE= w_E/ — mw‘]&(z_d)’ (3)
We measured the 0° and 90° components of the electri- c? c?

cal signal transmitted through the measuring cell. The gen- ) ) ] ]
erator voltage was applied to electrodeand the signal wherec is the speed of _Ilght and is the electron curren.t in
transmitted through the cell was taken from electrédeith ~ the System of conducting channels, located at a distance
the driving electric fieldE; directed along the liquid chan- z—d from the'lowe.r electrode. The electron current in the
nels. The signal was amplified by a low-noise preamplifiercell can be written in the form
and sent to a synchronous amplifier.

Figure 3 shows the typical temperature dependence of
the 0°. Ug) and 90° Ugg components of the signal trans-

iot
mitted through the electron-charged cell. It is seen thats Voe Jz 7 Upper
rather strongly dependent on the temperaffiravhile Ugg \ / D+H /electrode
remains practically constant over the entire temperature in- T
terval. The data shown pertain to low linear electron densi- H
ties n; in the conducting channels; with increasing and, Ly Ax Ax D+d d| 5Iectrons
hence, increasing conductance of the channels, the character 1 " 9 3 D ¥
of the temperature dependenceldf, changes: the value of en D X

Ugo begins to grow as the temperature is lowered. — Ly —
The values olU, andUg, obtained can be used to find
the realG, and imaginaryG, parts of the electron-related FIG. 4. Schematic illustration of the measuring electrodes.

L.}
Lower electrode
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N Hereeg, is the dielectric constant of the substradg,is the
Jy= z Jkf(y—Kkyg), = akES+D ,  ox=Njeu. wave vector of the plasma waves, angis the characteristic
k=1 localization dimension of an electron in the direction trans-
“) verse to the channel.
Here n; is the one-dimensional density of electrons in the  In this study we also calculated the frequenoy of
channel:n;=N/N,A,, whereN is the total number of elec- plasma waves propagating in the system of conducting chan-
trons andNy is the number of conducting channels in the nels:

cell. Using Eq.(3), we obtain an equation for the fiel, amne? A
T Dd

along the conducting channels in the cell: wS(qx)= WqXAHD sinj (g,(H—d)], (12)
PE, Ai
+—E,=——68(z—d—-D) ™
ax?> C w =N n=123...
N X
2; 2
Xk; %+%ji fHy—ky). (5 Apg= e, coshg,D)sinh(q,d) + cosh g,d)sinh(q,D).

Estimates show that for the signal frequency used in the
With the boundary conditions on the electric field in the experiment, the terms containing in expressiong8) and
substrate and helium layerEV=E®|,_5.4, E?  (9) can be neglected. Thus relatiof@—(11) can be used to
=E®),_p, andEP)|,_p=¢,E?|,—p, Eq.(5) can be used determine the values i and w, as adjustable parameters
to find E, for different values ofz and, with the aid of the Dby fitting to the experimental values &; andG, .

relation The experiment was done as follows. The surface of
liquid helium wetting the substrate was charged at a low

divE= %Ex + e - ami clamping potentiaV/, (of the order of a few tenths of a volt
X 0z w by means of a miniature incandescent filament that was
N briefly turned on. The electrons struck both the surface of the
xdiv| > J'k5(y—k>’o)) 8(z—d—D) (6)  liquid helium between the nylon filaments and the thin he-
k=1 lium film at the tops of the filaments. The charging of the

liquid helium surface was detected from the change in the
measured signal. Thevl;, was decreased to zero, and the
electrons left the massive liquid helium while the electrons
above the thin film, which were held by rather strong image

to determinek, in the cell, including az=0, and, hence, to
calculate the current,. The expression for the curredj at
the receiving electrode has the form

J,=Voexpliot)(G,+iwG)). (7)  forces due to the substrate, remained. The measured signal
w 5 then recovered to its original value, since the mobility of the
N ew x1h . electrons localized above the helium film is small and does
G=p € X Ay— ; ;i (® : : :
b~ =1 (Mwp—ewx,N)*+ (ewy\) not contribute to the impedance of the célThen, without

» ) turning on the incandescent filament, a clamping potential of
The quantitiess, andG; can be written as follows: up to 150 V was applied, causing the electrons found above
the helium film to be displaced to the bottom of the liquid
Go. troughs. Thereupon the mobility of the electrons sharply in-
Mwj—ewx N )2+ (ewxi\)? creased, and a signal appeared. This procedure made it pos-
©) sible to vary the number of electrons in the conducting chan-

Here the quantitys, characterizes the impedance of the celln€l from a minimum value set by the sensitivity _Of the

in the absence of electrong; andy,, which have the mean- apparatus to a very high maximum value set by the instabil-
ing of the active and reactive components of the impedancBY Of the charged hellum.surface.. .

for one electron, are determined by the relatjpn'= y; Th|s method of chargllr'lg the liquid channels usually led
+x2; b is the distance between channels; is the fre- to hlgh values of the mobll'lty at low temperatures. However,
quency of plasma waves propagating in the system of parafometimes the electrons in the charging process or upon a
lel conducting channels. In the calculation it was assumed0-rapid temperature change reached the substrate. Then the
that the electron density distribution in the direction trans-mobility of the electrons at low temperatures turned out to be

(mws—ew)(z)\)w

BRUPPRS
G'_bemz:lA”'(

verse to the channel i§-function-like. The parameters,  lower than for the clean substrate, and the decreagevias

and\ in expressiong8) and (9) are determined by the ge- increasingly significant as more charges were found on the

ometry of the cell: substrate. Eventually the substrate itself was damaged, and
that also led to a decrease jin

16e,L,(—1)"sir?[ w(A,/Ly)n]sintP[ (H—d)n/L,] To determine the electron mobility it is necessary to
ni= 2L (21— 1)2A2 ' know the linear densityn; of electrons in the conducting
X HD . . .

channel. The technique used to calculate this quantity when

Ayp=e,cosigyD)sinh(g,H) + coshq,H)sinh(quD); the clamping field is compensated by the self-field of the

(10 electron layer(saturated cages described in Ref. 7. In the
N 1 unsaturated case at relatively high temperatured.b K)
:{w(ZI -1) 3 sin(j mYo(2l —1)” _ (11) the value ofn; was determined from the ratio of the resis-

2Ny 1= Ly tance of the channels to the resistance in the saturated case.
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FIG. 6. Frequency of plasma oscillationg, as a function of the electron

FIG. 5. Temperature dependence of the electron mobility in a 1D system o
mobility in a 1D systemT=0.6 K.

over liquid helium for different states of the substrate: /7 — clean substrate,
at the start of a series of measurements for different 7, 10° cm™': 6.04

(Elrf): Sf( ¢ d)}:ff56 (). 2};{ —_slubést(r)ateé )wiihgilzrgelgr(l)i ?e.fect; gn gle pendent ofT (plots 2 and 3) or decreases slightly with de-
surface for different n,, 107 cm™ " 6.6 ( 3 4. ). 15, ):6.6 (O); H H H ~
100 (A). The solid mjlrve is the theoretical calculation of Ref. 13. creasing temperatur(qe)lot_ 4) Interestingly, while af~1.5 .
K the values of the mobility for all the substrates are practi-
cally equal, aff~0.5 K the mobility for the clean substrate
Here the value obtained in Ref. 13 for the electron mobility!S More than an order of magnitude higher than than for the
in a 1D electronic system was used. T 1.5 K the value of  Substrate with a large amount of chargsot 4). We note
« depends weakly on the clamping field and the electron that even forT~1.2 K the mobility for the highly charged
density, so that, by knowing the resistance of the channelSubstrate is significantly lower than for the clean substrate.
one can determing; . The values ofi; determined by these Figure 6 shows the values of the plasma frequengys
methods agree to an accuracy of 30%. As a rule, in this studg function of the electron mobility, corresponding to the
we used the second method of determining which gives w(T) plots in F|g. 5, for s_ubstrates of gl|fferent cleanliness.
substantially more accurate values of this quantity. The valV€ See thal, is approximately 2.5 times larger for the
ues ofx andw, were determined to an accuracy e20%. substrate characterized by the lowest valug.aghan for the
The interval of linear densities in the conducting chan-cl€an substrate. The values found fog are practically in-
nels investigated in this study was<80*~2.5x< 10* cm™ 2, dependent of temperature _and depend oqu very wea.kly on
which corresponded to a maximum mean distance betweefi - It Was observed experimentally tha, increases with
electrons in the channel equal d=2x 10~% cm. increasing numbers of defects and charges on the substrate. It

Thus in this study we realized a system that was close t§"0U!d b(flnoted that the theoretical valuewgf for n;=2.5
one-dimensional. The depth of the potential well in which* 10°cm™?, calculated according to formula2), is smaller
the electrons were localized in the direction perpendicular tghan the experimental value by approximately a factor of
the liquid channel was large enough that the electrons coull'r€€:

be reliably confined to the bottom of the liquid troughs. ~ EXPeriments on the measurement of the electron mobil-
ity were done in the interval of generator voltageég=2—

200 mV, and no noticeable influence df; on the mobility
was observed. This circumstance is illustrated in Fig. 7,
Figure 5 shows the temperature dependence of the eleghich shows plots ofu(T) for different values oUy. (For

tron mobility « in a 1D electronic system above liquid he- Ug=20 mV this plot corresponds to the experimental [@ot
lium for a clean, uncharged substrdfgot 1) and for sub- in Fig. 5)

strates with defects and charge on the surfgaets 2—4).

We see that for all the substratgs,initially increases quite 3. DISCUSSION OF THE RESULTS

sharply as the temperature is lowered, and &t0.9 K the The electron system investigated in the present study can
mobility for the clean substrate increases more graduallype used to check the characteristic features of the kinetic
with decreasingl, while that of the charged substrates or properties and localization of the carriers for 1D and Q1D
substrates containing defects either becomes practically indsystems.

2. EXPERIMENTAL RESULTS
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K+l TABLE I. Main parameters of a quasi-one-dimensional system above liquid
3 00 20 T 40 60 helium in the case of a clean substrate.
System parametefts
257 T.K 11, MPIV - 7109 I, 1074 cm
v 0.5 250 1.4 3.1
w 20T 1.0 65 0.37 11
e - 15 7 0.04 0.15
al5f = ——
3 Note the data are given in Fig. lot 1).
1.0+
| from the electron mobility data for the clean substi@table
oL . . L ; 1), while 7y is close to the value of determined from the
0 50 100 150 200 250 electron mobility data for substrates with surface defects
p,m?/V-s (Table 1l). As we see from Table II, for plot3 and4 in Fig.

» _ 5, atT<1 K we havelL,>y,, where the quantity on the
;Gné;torig]{g:é”f n(:\efezn(d;)”’czeoo(fvt’hgﬁ'ggtg’ gg’b’;é%or( A"ir?#: right characterizes the “width” of the conducting channel.
carrier concentration; = 4.8 10° cm 1. We also note that th_e characteristic Ioc_ahzatlon length
which for 1D systems is taken equal tb @ is the mean free
path,'®is also greater thay,, at least forT<1 K. Thus one
As we have said, in each of the conducting channels thean apparently assume that in its basic properties the inves-
depthU of the potential well typical for the 1D electronic tigated system is close to one-dimensional.
system realized here is 6000 K; at this value the characteris- We see in Fig. 5 that the electron mobility on a clean
tic localization dimension of the electrons in the directionsubstrate at relatively high temperatures increases rapidly as
transverse to the channels at the ground-state energy levitle temperature is lowered. At<0.8 K the change inu
yo=[A/mwy]¥? for a clamping electric fiel&, =450 V/icm  with temperature becomes less steep. This sop(df) de-
is ~10°° cm; the distance between energy levelsAiE pendence is due to the fact that in the temperature region
=0.13 K. In this casdJ is much larger than the electron— 0.9-1.5 K the mobility of carriers in a 1D system in the
electron interaction energy,.. For a~2x10 % cm one absence of localization, just as in the case of a two-
hasU.-~7-8 K in the 1D system under study. Thus the dimensional electronic system over liquid helium, is pre-
ratio U../AE~60; this value is somewhat larger than the dominantly determined by scattering on helium atoms in the
analogous value obtained for a two-dimensional electroniwapor, the number of which decreases exponentially as the
system over liquid helium. Unfortunately, the conditide ~ temperature is lowered. At<0.8 K the value ofu is gov-
>KT (wherek is Boltzmann’s constahtvas not satisfied in erned by the interaction of the electrons with ripplons.
the experiments, so that the electrons were found not only at Theoretically the mobility of carriers in a 1D electronic
the ground-state energy level but also at higher levels. Thisystem in the absence of localization was considered in Refs.
increased the mean transverse size of the channel. The ch&and 13. The case in which all the electrons are found at the
acteristic localization dimension of electrons found at a levelground-state energy level was considered in Ref. 3, and in
nis y,~yo(2n+1)¥2 Herey,~3x10 °cm at 0.5 K and  Ref. 13 the influence on the mobility from electrons found at
y,~5x10 ° cm atT=1.5 K. higher energy levels was also taken into account. In Fig. 5
As we know(see, e.g., Ref. 24a low-dimensional sys- the solid curve gives the results of the calculations of Ref.
tem is to a good approximation one-dimensional if the dis-13, extrapolated to values of the clamping fidtd =450
tance to which an electron diffuses between inelastic colliv/cm. As we see from the figure, the results of the calcula-
sions that destroy the coherence of the wave functign, tion are in good agreement with the experimental data. It
= (v7o7in) Y2 is much greater than the transverse dimenshould be noted, however, that the calculated curve and ex-
sions of the systenthere vy is the thermal speed of the perimental data pertain to different values of the radius of
electron, 7y is the relaxation time due to elastic collisions, curvaturer. Nevertheless, it can be supposed that the results
and 7;, is the relaxation time due to inelastic collisiong/e  of the calculation are not very sensitive to the valuer of
assume that;, is of the order of the value of determined since the electrons found at higher energy levels, as in the

TABLE Il. The main parameters of a quasi-one-dimensional system over liquid helium for substrates with charge and defects on the surface.

System parameters

Plot 3 in Fig. 5 Plot4 in Fig. 5
TK wmVs 710%s  [[10%cm Ly, 10%cm Kkl w, MIV-s  1,10%s  ,10%cm  Lqp, 10%cm kel
0.5 65 3.7 8.1 1.6 15.5 19 11 2.4 8.5 4.6
1.0 40 2.3 7.1 0.9 22 20 1.15 35 6.3 9.3

15 7 0.4 15 5 7 0.4 15 5
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system under consideration, give an appreciable contributiodefects or has charges on its surface, the character of the
to the total current in the conducting channels. This is inditemperature dependence of the mobility changes. While at
rectly confirmed by the fact that the mobility calculated for arelatively high temperatures the quality of the substrate has
two-dimensional electronic system over liquid helf§nat  practically no effect on the value ¢f, at T~0.5 K a given
the same value of the clamping electric field has approxidecrease in the carrier mobility is observed for substrates
mately the same value. with charge or defectéFig. 5). This effect may be due to

It was established in Ref. 14 that the carriers in a oneeither the presence of a comparatively small number of traps,
dimensional system must be localized even in a small ranwhich trap a portion of the electrons and thereby lower the
dom potential. In Ref. 17 it was shown that in a sufficiently number of carriers contributing to the conductance of the
long 1D system, localization should also occur in the pressystem, or to additional scattering of electrons on the random
ence of randomly located scattering centers. In our 1D syspotential and localization of the carriers directly in the 1D
tem over liquid helium the electrons are scattered by ripplonsystem. We assume that the lowering of the mobility in our
and by helium atoms in the vapor. Since the average thermalse is due to additional scattering and localization of carri-
speedv of the electrons is much greater than the velocitiesers in the liquid channels by the random potential that arises
of ripplons and helium atoms, one can assume approximatelgn account of the presence of defects or localized charge on
that the electrons are interacting with immobile scatters. the solid substrate. Here the variations of the potential due to

Tables | and Il give the mean free paths of electrons irthe electrons localized on the substrate are estimated to be
the channels of the 1D systeins v, for substrates of dif- small compared t&T.
ferent quality ¢ is the relaxation time of the electronic sys- Unfortunately, we do not know the basic characteristics
tem as calculated from the mobility data taken from experi-of the potential that arises on the substrate. Experiments have
mental plotsl—4 in Fig. 5). For plotl the mean free pathat  established that the more highly charged the substrate, the
temperatures of 0.5 and 1.5 K has the valuesl® * and  lower the carrier mobility. Furthermore, it has become clear
1.5x10°° cm, respectively. Thus localization of the carriers that the substrate quality is degraded over time, probably
at ripplons and at helium atoms in the vapor must occur abecause of the procedure of vacuum pumping with heating
extremely short distances in the system under study. Mearwhich was done from time to time for cleaning of the cell. At
while, the data on the mobility and the character of its tem-the end of a series of experiments it was no longer possible
perature dependence, which are in good agreement with the obtain high values of the mobility. In an analysis of the
theoretical calculatioh® do not permit the conclusion that substrate quality it was found that the surface of the nylon
the localization of the carriers occurs even in the high-filaments making up the substrate became rough, and trans-
temperature region, where scattering on helium atoms in theerse cracks and dentsl um in size appeared on them.
vapor is particularly intense. Apparently it is these defects and the electrons localized on

It can be assumed that the absence of localization is dutme substrate that are responsible for the random potential
to the fact that in the given system the scattering of electronalong the conducting channels. The substrate quality can
involves transitions from one energy level to another. Suctprobably be judged from the value of the mobility: the lower
scattering, being in essence inelastic, can destroy the cohehe mobility, the poorer the quality of the substrate and the
ence of the wave function and lead to delocalization of eleclarger the variations of the amplitude of the random poten-
trons moving along the conducting channels. The charactetial.
istic times for interlevel transitions of electrons in their Our experiments made it possible to separate out the
interaction with helium atoms in the vapor and with ripplonsinfluence of the random potential on the carrier mobility in a
have not been studied either experimentally or theoreticallylD electronic system. We assume additivity of the contribu-
However, it can be supposed that those times should be closens to the scattering of electrons on helium atoms in the
to the relaxation time of electrons in a 1D system over liquidvapor and on ripplons and also of the processes by which the
helium for a clean substrate. This is because the transporandom potential limits the motion of the carriers. Then the
characteristics also depend on interlevel transitidns. experimental value of the mobility for the substrate with

In order for localization of carriers moving in a random charge and defects on the surface is given by the expression
potential to occur, it is necessary that the time for changes imflz,uc‘lJr ,u,‘pl, whereu, is the electron mobility for the
the phase of the wave function of the moving partictg, clean substrate, and,, is the mobility limited by the influ-
which is determined by the relaxation time due to inelasticence of the random potential.
processesr;,, be much longer than the relaxation time due Figure 8 shows the temperature dependencg, gfcal-
to elastic processesy: 7, ,7i,> 7o. In Ref. 18, which inves-  culated with the use of the smoothed experimental de#
tigated the localization of a nondegenerate electron gas ovén Fig. 5. Unfortunately, the accuracy with which,, is
a solid hydrogen substrate in the presence of substrate rougtietermined, indicated by the error bars, is low, especially for
ness giving rise to a random potential, it was found that forT~1.5 K, but one can nevertheless see that within the error
Tinl T9<<2 localization of carriers was largely suppressed. Inlimits of the calculation for plotd and2 in Fig. 8 there is a
our study in the case of a clean substrate, we apparently hawight growth of the mobility as the temperature is lowered,
Tin™ To, @ Circumstance that probably leads to suppression aivhereas for ploB there is a clearly visible decrease jin,
localization here, too. It is also possible that if localizationwith decreasingr.
does occur, the energy of the localized state is low, and such The random potential along each of the conducting chan-
states are destroyed by temperature fluctuations. nels clearly comprises a system of potential wells and barri-

As we have said, in the case when the substrate contairess. The 1D system under discussion has the feature that it
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wherew,, is the frequency of oscillation of the electron in the
" cmi potential well,w,(qy) is the plasma frequency given by ex-
29090000050000000000 1

pression12). It is seen in Fig. 6 that at large valuesofthe
value ofw, is independent of.. This corresponds to nonlo-

100; lL calized motion of the electrons; whean is decreased from
» 2 J 100 to 20 mM/V-s the value ofw, increases by approxi-
= N 3 mately a factor of 2.5. The value ab, is determined to
NE T within an error of~20%, as we have said, so that the fact
< 10¢ that w,, increases, which follows from Fig. 6, is apparently

quite reliably established. The increasedy together with
the substantial decrease in the mobility is probably a conse-
! . . . , ! , . quence of carrier localization. The upper scale in Fig. 6 gives
0.5 1.0 the value ofk;l (ky is the electron wave vector correspond-
T,K ing to the thermal speedWe see that the increase of,
FIG. 8. Temperature dependenceqf, for the data corresponding to plots .Star_ts a.t valuekql <20. This Sque.StS tha.t the Came_r chal-
2,3, and4 in Fig. 5. ization in the system under study is manifested beginning at
values k;l ~15-20, which are greater than the valkd
~1 at which carrier localization begins in a two-dimensional
nondegenerate electron gas over solid hydrd§erhe in-
permits varying the linear density of the carriers over widegragge inw,,, together with the substantial decrease in mo-

limits, and one can realize the case witgris less than the ity is apparently a consequence of carrier localization.
number of potential wellsp,,, and also the condition when In Ref. 20, which investigated localization of a two-
nj=Ny. o . o dimensional nondegenerate electron gas, it was assumed that
A 'I'lr(;edchara(;:terlstmlof the (r:]ar;:er m?uorll. Ina 1chr;]annela” of the electrons with energies lower than a certain bound-
should depend strongly on whether a localization of the cary . energyE, are localized, while electrons with energies

riers occurs or if the influence of the random potential re,'aboveEC are delocalized and contribute to the conductance.
duces merely to the appearance of an additional scatte”nﬂccording to Ref. 20, the value @, is given by the relation
mechanism. We assume that for the experimental Pliot ¢

. . R L E.~#l27In(7,/ o). Using this formula, we obtain a value
Fig. 5 a_md, accordingly, for pldt"? F'.g' 8 only an add_ltlonal E.=20 mK for plot4 in Fig. 5. Since this is much lower
scattering on the random potential is observed, while for ex:

; L . than the temperature at which the experiments were done,
perimental plots3 and4 in Fig. 5 and, accordingly, plot& : o oo
- L . that model, which was developed for describing localization
and3in Fig. 8, a localization of the carriers occurs.

This assumption is based on an analysis of the behavi in two-dimensional systems, is inapplicable for explaining

. %he results in the investigated 1D system.
of the plasma frequency, for the substrates with charge . .
. It was shown in Ref. 21 that the conductance in a 1D
and defects on the surface. We note thgt determined as

. . . . electronic system in the case of localization in sufficiently
an adjustable parameter in a fit of the experimental data, ha(? g . .
eep potential wells is of a hopping character and at low

he meaning of rtain aver frequency of plasm .

the ‘meaning of ace tain averaged frequency of plas ?emperatures can be describedfeexp(—B/T), whereA and

waves propagating along the channels. We note that for thE are constants. In Figs. 5 andflots 3, 4 and2, 3, respec-

clean substrate the value @f, is greater than its theoretical tively), howev r. iti .nth tth x, im nt, I’d ta reflect

value calculated according to formuld2). We assume that thei/ » O et er, 1 jsee d atthe e Fie el a akat etliects

this is due to the dividing of the conducting channels into € temperaiure ingependence or extremely weak tempera-
ture dependence of the combination in a 1D system over

shorter segments on account of the imperfection of the suh: id helium forT<1 K. W that b th .
strate; estimates show that in this case the average effectiyidu!d Nelium for - e assume that because fhe varia-
tions of the random potential in the given system obey

length L of the liquid channel for ensuring the necessar : e . ; .
g Zert d ¢ y&Vrp<kT, the particles undergo a diffusive motion stimu-

increase in the plasmon wave vectgris around 2.2 mm. Of lated by riool h h ; localized
course,L i is actually different for different channels, and ated by rippions, wit [ops from one localize stat_e to an-
other, with the mobility given by the expressiop,

the spread in values can be large. Therefasg,for each ) . .
P g F =(e/kT)I?v,, wherev, is a certain characteristic ripplon

such channel can also be different, a circumstance that a : ¢ .
parently makes it impossible to measure by resonance metifeduency for the given temperature. This frequency is analo-

ods. Nevertheless, we assume that one can speak of a cert@fUS 10 the characteristic phonon frequency that underlies

average value ob, that is determined by the average value the carrier hopping mechanism in disordered three-dimen-
of L over all of the channels sional and two-dimensional media. Assuming thais pro-
e .

As we have shown previously, for two-dimensidial portional toT, we find thatu, should depend on temperature
and quasi-one-dimensioRaglectronic systems over liquid ©NlY through the temperature depen(éfonciﬂfhmh_ is rela-
helium the value ofw, should increase in the case of local- tively weak forT<1 K. Takingv,~10"s %, we find that
i ati ; ; e value ofu, at T=0.5 K is equal to 13.5 and 155%h
ization of the electrons on account of the appearance in thid ) : qual t . .
plasma wave spectrum of an optical mode due to vibrationd - S: for experimental plot8 and4 in Fig. 5 and2 and3 in

of the localized electrons. In this case the plasmon dispersiohid- 8, respectively. Here it is necessary to keep in mind that
relation has the form the electrons localized in the random potential “poke” mi-

s o croscopic craters beneath th€nian analog of the polaron
wp= 0yt wp(dy), (13)  effect, and this in itself complicates the treatment of the
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ciable effect on the character of the localization processes.
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transport of localized carriers in a 1D electronic system over
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The tunneling density of states of high-superconductors is calculated taking into account the
tight-binding band structure, group velocity, and tunneling directionalitysfaave and

d-wave gap symmetry. The characteristic density of states has asymmetry of the quasiparticle
peaks, flas-wave and cusplikel-wave subgap behavior, and an asymmetric background.

It is assumed that the underlying asymmetry of the conductance peaks is primarily due to the
features of the quasiparticle energy spectrum and thad-thhave symmetry enhances

the degree of asymmetry of the peaks. Increasing the lifetime broadening factor changes the
degree of asymmetry of the tunneling conductance peaks and leads to confluence of the
quasiparticle and van Hove singularity peaks. 2001 American Institute of Physics.

[DOI: 10.1063/1.1344137

INTRODUCTION employing tight-binding band structurd,>_,> gap symme-
try, group velocity, and tunneling directionality was studied

Tunneling measurements on high- superconductors by Yusof, Zasadzinski, Coffey, and Miyahawan angle-
(HTSC9 have revealed a rich variety of properties andresolved photoemission spectrosca®yRPES band struc-
characteristic$~* They may be classified according to their tyre specific to optimally-doped BSCC®Bi-2212) was used
low- and high-energy features. The low-energy features into calculate the tunneling density of states for a direct com-
clude:(i) variable subgap shape of the conductance, rangingarison to the experimental tunneling conductance. This
from a sharp, cusplike to a flat, BCS-like featdréi) volt-  model produces an asymmetric, decreasing conductance
age and temperature dependence of the quasiparticle condugackground, asymmetric conductance peaks, and variable
tivity; >® (iii) subgap structur;(iv) zero-bias conductance subgap shape, ranging from a sharp, cusplike to a flat, BCS-
peak (ZBCP).” The high-energy features includ@) asym- |ike feature. A standard technique in analyzing the tunneling
metry of the conductance peajf(séti) van Hove singularity conductance is to use a smeared BCS function
(VHS); (iii) conductance shape outside of the gap region )
(backgroundBG)) and its asymmetry;(iv) dip feature® (v) N(E)=N(0) E-il o

hump featuré. These features are collected schematically in JV(E=iT)2=A?’
Fig. 1. While tunneling spectroscopy on conventional super-

conductors allows one to find the energy gap of the super-

conductor directly, the same measurements in HTSCs are not %:7 VHS

as easily interpreted. Sometimes the same experiments on the *

same samples show different resdles:cusplike or flat sub-
gap feature; symmetric or asymmetric conductance peaks.
Usually the sharpest gap features are obtained when the BG
is weakly decreasing. A quantitative measure of it is the ratio
of the conductance peak heiglftH) to the background con-
ductance: PHB-PH/BG. When the BG conductance is de-
creasing, the PHB 2, but when the BG conductance is lin- . t/
early increasing { V), PHB<2. Kouznetsov and Coffé§ </ ~

and Kirtly and Scalapind suggested that the linearly in- —4‘1 3 _‘2 o0 1 2 é A

creasing BG arises from inelastic tunneling. As was men-

tioned in Ref. 1, the conductance is dominated by quasipar- eV/A

ticle tunneling, and the effect of Andreev reflection is Notgig, 1. schematiai/dV characteristics of an NIS structure, showing the
significant. A theoretical model for tunneling spectroscopymain features.

Asymmetry
/= of quasiparticle peaks

1 L 1 i 1

1063-777X/2001/27(1)/8/$20.00 10 © 2001 American Institute of Physics
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N ['=9meV N ['=3meV N =0
12 20
40t
8 10 \
4 20t
O - . . 0 . 0 . . X
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FIG. 2. Theswave DOS calculated by formuld) for A=46 meV and different values df.

in which a scattering rate parametéfetime broadening fac- the absolute maximum of th&twave gap and tapers off to-
tor) I" is used to take into account any broadening of the gapvards the nodes of the gap. This is a rather weak directional
region in the DOS. Figure 2 shows the DOS calculated byfunction, since the minimum off(0) along the nodes of the
formula (1) for A=46meV and I'=9meV(a), I d-wave gap is still non-negligibl@.

=3 meV (b), andl'=0 (c). A characteristic feature of the Fedro and Koellini have done a modeling of the
DOS is the flat subgap structure for smEll This method normal-state and superconducting DOS of HTSCs, using a
cannot explain the asymmetry of the conductance peaks oltight-binding band structure and including the next-nearest
served in the tunneling experiments. neighbors:

In the case ofl-wave symmetry we have &= —2t[cogk,a) +cogk,a) |+ 4t’ cogk,a)cogkja) — u.

- 27 dep E—il (4)
N(E)—N(O)Refo 27 [(E—il)2—A2cod(2¢) ]2’ The calculation showed two singularities in the DOS: a

(2)  vanHove singularity at the center of the energy band due to

. N ddl int , 0) fort’=0, and ther at the |
and the DOS calculated by this formula are presented in F|g§ds;e oftﬁglgng(re;;rbazdoaue to :>2raafrl]§tte?1€nz Olfﬂ;;)wer

3. A characteristic feature of the DOS is the cusplike SUbga%oth extendeds-wave andd-wave superconducting DOS

structure. As was mentioned n Ref. 1, this s.tandard t®Chiere considered in the hole-doped cage<(0) for different
nique requires that the comparison be made with normalize ole concentrations. The Fermi surface =0 andt’

tunneling conductar_wc_e data, famd since HTSC wnneling con- 0.45 at the same concentration that was used in Ref. 12
ductance can exhibit a varied and complex backgroun

. . _ ) %orresponding tqu/2t=—0.187, are presented in Fig. 4a.
shape, this procedure may “filter out” too much information One must move up from the Fermi surfaset as the zero of
from the conductance data. An alternative is to simply nor—energy to reach the pointm, 0) in the casd’ =0 and move
malize the data by a constant. , . down in the cas¢’ =0.45. Thus fort’ =0 the Fermi energy

In Ref. 8 the tunneling data were first normalized by

fructi o | state” duct btained by fit lies to the left of the van Hove singularity and will move
constructing a normay state™ conductance obtained by I'away from it with increased hole doping, while faf
ting the high-bias data to a third-degree polynomial. The_ 0.45 it lies to the right and will move towards it with

normalized conductance data were compared to a Weighteiﬂcreased hole dopin¢see Fig. 4b, where the DOS for
momentum-averagedwave DOS: =0 andt’=0.4% are presented For calculation of the su-
E—il perconducting DOS Fedro and Koelling used the formula

NE)= [ 1) _dp. @)
[(E-iT)*~Agcos(2¢)] NE) =S 145 5(E—Ek)+(1—3) S(E+E,).
Heref(¢) is an angular weighting function that allows for a 2% Ex Ex
better fit with the experimental data in the gap region. A ®)
weighting functionf(¢)=1+0.4 cos(4)) was used, which This formula is the limit of the expression for the tun-

imposes a preferential angular selection of the DOS alongeling density of state) atI'=0 and|T,|?>=1, whereT, is

N I'=9meV N I'=3meV 15N0 r'=0
60 | 80y
1oo-vJ L
I 40+
30 sol
ok . . J ok . - - ok . .
02 -01 O 041 02 -02 -01 0 01 02 -02 -01 O 01 02
E, eV E, eV E, eV

FIG. 3. Thed-wave DOS calculated by formul@) for A=46 meV and different values df.
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T
M SR,

1 0 1 2 3
E, unitsof t

FIG. 4. Fermi surfaces¢a) and DOS(b) for t'=0 (solid lineg andt’=0.4% (dashed linesin formula (4) at u/2t=—0.187, which corresponds to the
hole-doped situation.

the tunneling matrix element. Figure 5a shows the results oind I' is the quasiparticle lifetime broadening factor. The

the calculation of the DOS fdr =0 atI’=0.07, 0.1, and 0.2 energy spectrum of quasiparticles in the superconducting
meV for swave symmetry, reflecting the results of Fedrostate is determined by

and Koelling. Figure 5b shows the same DOS dfbwave

symmetry. In both cases the Fermi enelkggt as the zero Bx= VlA(k)|2+§§ ©

of energy lies to the left of the van Hove singularity. There with the effective band structure extracted from ARPES
is asymmetry of the peaks, which is more pronounced agxperiments?

farget §«=Cp+0.5C4[ cogk,a) +cogkya) ]
MODELS AND METHODS + C, cogk,a)cog kya) +0.5C;[ coq 2k,a)
In the present paper we use the method for calculation of +cog2kya) |+ 0.5C4[ cog 2k,a)cog kya)
the DOS in Ref. 1. The tunneling DOS of a superconductor + coskea) 008 2k,a)] + Cs cos 2kea) 08 2k, a).

is determined by the imaginary part of the retarded single-

particle Green’s function, (10
1 Here &, is measured with respect to the Fermi energy
N(E)=— ;ImE I T*GR(K,E). (6)  (&=0), and the phenomenological parameters &re
“ units of e\) C,=0.1305, C;=—0.5951, C,=0.1636,
For the superconducting state C;=-0.0519,C,=—0.1117, andC5=0.0510.
u2 ¥ Figure 6 shows the three-dimensional image of function
GR(K,E) = k4 k. (7)  (10). There are a saddle point(at, 0) and a flattening out of
E-E il E+E+IT the energy band &0,0), which lead to the van Hove singu-
WhereuE andvﬁ are the usual coherence factors, larities in the DOS. The three-dimensional graph of the co-
herence factou? is shown in Fig. 7.
u§=1 1+§ , Uizl _i) (8) Since quasiparticles with momentum perpendicular to
2 Ex 2 Ex the barrier interface have the highest probability of tunnel-

16+ b
[ [
E £ 12f
ol =
g g
& < 8t
z z
41
-0.8 -0.4 0 0.4 08 -08 -04 0 04 0.8
E, unitsof t E, unitsof t

FIG. 5. DOS fort’ =0 at differentl” for swave symmetrya) andd-wave symmetryb), calculated by formul#5). Curvesl, 2, 3 correspond to th& equal
0.07, 0.1, and 0.2, respectively.
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FIG. 6. 3D plot of energy spectrum of the normal state, according to for-
mula (9).

ing, the tunneling matrix elemenT,|? reveals a need for
factors of directionalityD (k) and group velocityug(k).1
The group velocity factor is defined by

Jd Jd
vg(K)=|Vié- = ‘jcosenL jsin0

ok, ok, 5" (12)

where the unit vecton defines the tunneling direction as
shown in Fig. 8, which is perpendicular to the plane of the
junction.

The directionality functiorD (k) is defined by

2 (.A)2
D(k):exp{—m.

(k-1)265 (42

Here 6, defines the angular spread of the quasiparticle mo

Shukrinov et al. 13

Ky

FIG. 8. Fermi surface corresponding to t§e=0 in formula (10). The
heavy straight line shows the line of directional tunneling, and the lighter
lines show the angular spredy.

RESULTS AND DISCUSSIONS

Different factors may lead to the changing of the energy
gapA, in HTSC. In particular, strong effects are caused by
nonmagnetic impuritiet! In superconductors witll-wave
symmetry the nonmagnetic impurities destroy the supercon-
ductivity very efficiently. The possibility of destruction of
Cooper pairs by impurities leads to their finite lifetime. If the
state with the quasiparticle is not a stationary state, it must
attenuate with time due to transitions to other states. The
corresponding wave function has the form exp(p)t/a
=T't/h), whereT is proportional to the probability of the

mentum corresponding to non-negligible tunneling probabilyrapsitions to the other states. It may be interpreted as an

ity with respect tod. The tunneling matrix element,|? is
written as

[Tl ®=04(k)D (k). 13

The three-dimensional graphs of the group veloeityk),
directionality D(k), and tunneling matrix elemeniT,|?
functions are shown in Fig. 9.

FIG. 7. 3D plot of the coherence factof according to formuld8).

imaginary addition—iI" to the energy of the quasiparticle.
The relation betweel and lifetime of quasiparticleg is I"
=#hl/7s. Hence, the impurities lead to a changelqf, and
we can model the influence of impurities on the tunneling
conductance by numerical calculations of the DNEE)
considering different values af, in formula (6). Here we
present the results of a calculation N{E) at Ag= aA,
wherea=0.2, 0.4, 0.6, 0.8, 1 and ;=46 meV.

The peculiarities of the quasiparticle energy spectrum
(10) play an essential role in the explanation of the conduc-
tance features. Here, based on the numerical calculations of
the DOS, we consider that the underlying asymmetry of the
conductance peaks is primarily due to the features of the
quasiparticle energy spectrum. Tldewave gap symmetry
simply enhances the degree of the asymmetry of the peaks.
This last is also changed by varying the tunneling direction.

Figure 10 shows the results of the numerical calculations
of the DOS atl’'y=3 meV (a,0 andI"3=9 meV (b,d) with-
out the group velocity and directionality effects for both
swave (a,b and d-wave (c,d gap symmetry, respectively,
for different values of the energy gap,. We have de-
creased the energy gay,, starting fromA,=46 meV. For
clarity we present only three characteristic curves, which
correspond taxAy with =1, 0.6, and 0.2. We exclude the
group velocity and directionality effects to demonstrate that
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FIG. 9. 3D plot. of the group-velocity functio@), the directionality functior(b), and the tunneling matrix eleme() according to formulag11), (12), and
(13), respectively.

they are not responsible for the asymmetry of the peaks. Figure 11 shows thd , dependence of the DOS, taking
There is asymmetry of the quasiparticle peak heights fointo account the group-velocity and directionality effects at
both s andd-wave symmetry. Thus the origin of the asym- I'=3 meV (a,0 and I'=9 meV (b,d) for swave (a,n and
metry of the peaks is not due twave symmetry of the d-wave (c,d) gap symmetry. As in Ref. 1 we have takén
energy gap of the HTSC. There is a flatter subgap behavio#0.25 andf,=0.1.
of the DOS in the case afwave symmetry in comparison There is also asymmetry of the quasiparticle peaks, simi-
with the d-wave case. Increasing the lifetime broadening facdar to thes- and d-wave cases. But in thd-wave case the
tor I' leads to enhancement of the asymmetry of the peak@symmetry is stronger than in tteavave case. The group-
There are van Hove singulariti@gHSs) in the DOS at small  velocity and directionality effects lead to disappearance of
I'. Increasingl’ leads to confluence of the quasiparticle andthe VHSs in the DOS. Increasidgenhances the asymmetry
VHS peaks, and this results in enhancement of the asymmef the quasiparticle peak. The strongest effect of the energy
try of the DOS peaks due to the saddle point in the energypand structure on the DOS occurs along kheaxis due to
spectrum(10) at (7, 0). Also note the asymmetry of the the van Hove singularity atmr, 0).

background for botts- andd-wave gap symmetry. Figure 12 demonstrates this effect. We have presented
2 b
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FIG. 10. The changing of the DOS with energy gap for s- (a,b andd-wave (c,d) symmetry atl’ =3 meV (a,0 andI'=9 meV (b,d) without effects of
directionality and group velocity.
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FIG. 13. Numerical calculation of the quasiparticle DOS wsttvave (a,b) and d-wave (c,d) gap symmetry al’=3 meV (a,0 andI"=9 meV (b,d) for
different spread®,.

the DOS at differentd at '=3 meV (a,0 and'=9meV  =3meV(a,0 andl'=9 meV (b,d) for boths-wave(a,b and

(b,d) for both swave (a,b andd-wave (c,d) gap symmetry. d-wave (c,d) gap symmetry. Increasing, brings into play

In the case of symmetry the position of the quasiparticle the states close tam, 0). It is reflected as the appearance of

peaks is constant except in the direction aldgg6=0). a van Hove singularity in both the case sfwave and

Note the strong asymmetry of the peaks in this case. d-wave gap symmetry at small. The VHS is more pro-
In the case ofi-wave symmetry we have practically the nounced in thed-wave case in comparison with tlsevave

same behavior around tlkg direction as for thes wave, but  symmetry. Increasind@’ leads to confluence of the quasipar-

the energy gap is changed due to theependence oA, ticle and VHS peaks.

and, correspondingly, the quasiparticle peaks are shifted to We consider that the absence of the VHS peak on the

zero energy. experimentald|/dV characteristics is indicative of a rather
Figure 13 shows the change of the DOS wiih at I" large lifetime broadening factdr in that HTSC material.

E’k ik
- > E >
é‘k 0 r Qk 0
100 100 2
vk =0
0 k 0 : K
bie

-100
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~300 ~300
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FIG. 14. ARPES energy spectrum alofig-0.25. The values of the coherence factors corresporitt6 (a) andE<O0 (b).
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The origin of the asymmetry of the peaks in the tunnel-  The absence of the VHS peak on the experimental
ing DOS was studied in Ref. 1 by considering the role of thed1/dV characteristics indicates a rather large lifetime broad-
tunneling matrix elementT,|? in the clean limitI'=0, ening factorl’ in HTSC.
where formula(5) was used for the calculation of(E). ) )

We repeat the explanation of Ref. 1 because we believe e thank Y. Sobouti, M. R. H. Khajehpour, and Yu. A.
that the conclusion as to the origin of the peak asymmetry<olesnichenko for helpful discussions.
must be different. AE>0 (positive bias voltagesthe first
term of (5) contributes tdN(E) because of(E,—E). In this
case, as one can see from Figs. 7, 9c, and |44 selects
only a relatively short region of states knspace in which léé\;“lsf(figég- Zasadzinski, L. Coffey, and N. Miyakawa, Phys. Rev. B
uﬁ>0. .Th.ese are the .States WI&Q>0 (above the FS F9r 2K.’ Schlenga,' R. Kleiner, G. Hechtfischer, M. Moessle, D. Schmitt,
the majority of states integrated overE&t 0 (negative bias P. Mueller, Ch. Helm, Ch. Preis, F. Forsthofer, J. Keller, M. Veith, and
voltages; again see Figs. 7 and) %ce second term of5) E. Steinbess, Phys. Rev. &, 14518(1998.

; ; 3Yu. M. Shukrinov, Kh. Nasrulloev, Kh. Mirzoaminov, and |. Sarhadov
+ ) ) y ) ll
contributes to the DOS becausedfE, + E). In this case, as Appl, Supercond?, 741 (1994,

H 2
one can see from Flgs. 7, 9c, and 1Ib| selects out a Iarge 4Yu. M. Shukrinov, A. Stetsenko, Kh. Nasrulloev, and M. Kohandel, IEEE

region ofk states Wherezﬁ> 0, in fact, equal to one. These  Trans. Appl. Supercond, 142 (1998.

states are below the Fermi surface, whgre 0. The overall ~ °Yu. I Latyshev, T. Yamashita, L. N. Bulaevskii, M. J. Graf, A. V.
; ; ; Balatsky, and M. P. Maley, cond-mat/9903256.

effect then is to hfave a Iarge 'ne'gat|ve bias conductance ComsYu. Shukrinov, P. Seidel, and J. Scherb®iasiparticle current in the

pared to the positive one. ThIS. is true for bettandd-wave intrinsic Josephson junctions in TBCO® be publishex

symmetry. Hence, the underlying asymmetry of the conduc-’A. M. Cucolo, Physica G305, 85 (1998.

tance peaks is primar”y due to the band Struct&{e and 8L. Ozyuzer, Z. Yusof, J. Zasadzinski, T. Li, T. Hinks, and K. E. Gray,

: cond-mat/9905370.
d-wave symmetry S|mply enhances the degree of as_ymme_zter. DeVilde, N. Migakawa, P. lavarone, L. Ozyuzer, J. F. Zasadzinski,
of the peaks. Thus, the asymmetry of the peaks, which existsp. rRomano, D. G. Hinks, C. Kendziora, G. W. Grabtree, and K. E. Gray,

for both swave andd-wave symmetry, is sensitive to the Phys. Rev. Lett80, 153(1998.
band structure, . 10K, Kouznetsov and L. Coffey, Phys. Rev. R}, 3617(1996.

. . 113, R. Kirtley and D. J. Scalapino, Phys. Rev. Lé#, 798 (1990.
In summary, by phanglng the energy gA,B !n HT§C 2. J. Fedro and D. D. Koelling, Phys. Rev.4, 14342(1993.
one may mOde| the Il’lﬂuence Of nonmagne“c |mpur|t|es Oﬂ3|\/| R. Norman' M. Randeria’ H. Dmg’ and J. C. Campuzanoy Phys Rev. B
the DOS. We consider that the asymmetry of the quasiparti1-452, 615(1995. _
cle peaks is due to the specific features of the energy spec/ A- Abrikosov, Physica 244, 243 (1993.
trum of the HTSC and that thé-wave gap symmetry only s article was published in English in the original Russian journal. Repro-
enhances the asymmetry of the peaks. duced here with stylistic changes by AIP.
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The temperature dependence of the trapped magnetic(Tidé) H,(T) in yttrium high-T,
superconductingY—HTSC) ceramic systems is investigated. For field-cooled trappindti&)
curves are the same &k(T;) (T, is the trapping temperatureH,; decreases monotonically

with increasing temperature, and in weak fields it goes rapidly to saturatibpiasowered. In the
case of trapping with a magnetic field pulse after zero-field coolindg{{&,) curves have

a maximum, andH, decreases monotonically with increasihghe rate of this process being faster
as the initiating fieldH is decreased, and the temperature at which the TMF vanishes
decreases with decreasiiigandH. A discussion of the results is presented, and it is shown that
the observed features of the temperature dependence of the trapped magnetic flux in
Y—-HTSCs are not explained in terms of the Bean model but are satisfactorily described by a
model in which the magnetic flux is trapped in superconducting loops.20@1

American Institute of Physics[DOI: 10.1063/1.1344138

1. INTRODUCTION 2. SAMPLES AND MEASUREMENT TECHNIQUES

A study of magnetic hysteresis effects, in particular, of  The trapped magnetic fields were measured on samples
magnetic flux trapping in Josephson high-superconduct- of (123 yttrium HTSC ceramics obtained as a result of
ing (HTSC media(ceramic materials, polycrystalline fillhs solid-phase reaction in the sintering of powders gOY,
is of interest from both the fundamental and applied standBaO,, and CuO. The samples were prepared by a one-time
points and can also be an effective way of obtaining infor-sintering with a comparatively rapid heating over 3—4 h to
mation about the distribution function of the weak links with 950—-1050 °C and a slow cooling for 12 h with holds at three
respect to the critical currents, magnetic fields, and temperaemperatures: 950 °C for 1 h, 750-780 °C for 2 h, and 600—
tures. An important problem in this regard is to choose &50°C for 3 h. The temperature and width of the resistive
model adequate to the description of the magnetic propertiesansition of the ceramic samples to the superconducting
of the investigated HTSC system. state werel .=92 K andAT,=2 K.

The experimental results are most often interpreted in  The temperature dependence of the TMF was measured
the critical-stateBean) model? or in the superconducting- on samples 1.83X6 mm in size by a Hall probe with a
glass modef* hypervortices model,or superconducting- working area of 0.1% 0.45 mm. A 17-Hz alternating current
rings modef Unfortunately, these substantially different was used in the Hall instrument, with a phase-regulating
models usually predict nearly the same field dependence afompensation circuit for improving the sensitivity. The sen-
the trapped magnetic fieltTMF), dependence of the TMF sitivity and measurement error were 0.05 Oe.
on the trapping temperature, relaxation curves of the mag- Measurements were made at temperatures of 4.2—100 K
netic moment, and many other characteristics of the TMFs.at external fields in the interval 1-1000 Oe for two trapping

Up till now, however, the falloff of the TMF with in- regimes: ] field cooling(FC), in which the sample is cooled
creasing temperature after trapping has not been studied in a magnetic field, and)Zero-field coolingZFC), in which
detail, even though it is in such experiments that the predica magnetic field pulse was appliedTat< T, after cooling in
tions of the different models can be considerably different. Inzero magnetic field.
fact, in the Bean model the behavior of the system is deter- In the first case the external magnetic fi¢ldwas ap-
mined by the temperature dependence of a single criticgblied to the Y-HTSC sample at>T,., and then the sample
current density, whereas, for example, for the superwas cooled toT, (T,<T.), after which the fieldH was
conducting-rings model the variance of the weak links withturned off and, after a wait of 300 s, the measurements of the
respect to the critical fields and critical temperatures is imtemperature dependence of the trapped magneticHigld)
portant. were started.

Below we present results of a study of the temperature In the second case the sample was cooled in zero field to
dependence of the TMFs as the temperature is raised aftére trapping temperatuig , at which a magnetic fieltl was
trapping, and we compare the results with the predictions oépplied in a pulse of duratiof,>100 s, which was long
the Bean and superconducting-rings models. enough that the results did not dependtpn

1063-777X/2001/27(1)/4/$20.00 18 © 2001 American Institute of Physics
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FIG. 1. Normalized temperature dependence of the magnetic field trapped in 1.0+ b
a 123 ceramidthe FC regimg for different inducing fieldsH [Oe]: 1.8,
Hl,=1.7 Oe(1); 6.7,Hf{;=5.7 Oe(2), 16,H/,=10 Oe(3), 250,H,=95 Oe
(4. 08 r
3. RESULTS OF THE MEASUREMENTS e 0.6 -
T
HI(T) curves for trapping after field cooling >~
The temperature curves of the TMF obtained as the tem- T 04t
perature was increased after trapping are shown in Fig. 1 in a
normalized formh(T), whereh=H{/H!,, Hl,=H!(T,=5 02l
K). )
For each specified value df the falloff of H with
increasingT occurs monotonically along a single curve that 0 20 20 50 8|0 160

is independent ofl, and for all fields theH(T) curves T K

coincide with the curves of the TMF versus trapping tem- ’

perature:Htf(Tt)- We note that for small values of the field FiG. 2. Temperature dependence of the magnetic fields trapped in the ZFC

(H<10 Oe the TMFs in the low-temperature region dependregime forH=60 Oe and different trapping temperatufgs[K] (T>T,):

weakly onT, which agrees with the known dator H{(T,). 10, 19-8(§)v 30 (32)' 4? (421’_;’0 ® ?”;e dotted line ?h‘]zv"lzghgcf’g’g of
AS Tis lowered from any poin, of the H(T) curves (T3 6 20K ordternynaung nagete feas (0ot 0

(such a point is illustrated in Fig.) land the temperature is _35 oe(4) (b).

cycled in the regionT<T, the value ofH{ remains un-

changed. Whef is increased abov&,, however,H/ again

falls off along the curved!(T)=H!(T,). These results agree The envelope of the family dfi%(T) curves obtained for

with the predictions of both the Bean model and thedifferentT, (Fig. 28 is the known curve of the trapped field

superconducting-rings model. as a function of trapping temperatunel,f(Tt).7 For weak

fields the curves oH{(T;) have a maximum, which is more

HZ(T) curves for trapping with a field pulse ~ (ZFC) pronounced for lower fields and, hence, lowfr. For high

o ) inducing magnetic fields the trapped field$ increase with

The curves of the trapped magnetic field§(T) differ decreasing trapping temperatuiig. For high fields the

subst_antially from those 9escribed for the_ FC case. curves ofH¥(T,) andH'(T,) approach one another and prac-
Figure 2 shows théd{(T) curves obtained as the tem- tically coincide forH >500 Oe.

perature was increased for various valuedJ offFig. 29 and When the temperature is lowered from any point of the

for various inducing fieldsFig. 2b. , _ H(T,) curve and the temperature is subsequently cycled in
For weak fields the magnetic fields; trapped with a ¢ regionT<T,, the fieldsH{, as in the FC case, remain
field pulse decrease rapidly as the temperature is raised, fall;

ing to zero forT<T., and the lower the inducing field and, onstant.
accordingly, the trapped field, the more rapid is the falloff of
H{(T) (Fig. 2b. The temperaturg&, at which the TMF van-
ishes at low trapping temperature$,£T./2) falls off ap- In our view, the most interesting feature of the tempera-
proximately linearly with decreasing trapping temperatureture curves considered above is the rapid decrease in the
and with decreasing inducing field: T4=T,+bH, b=0.5  TMF with increasing temperature after trapping in the ZFC
K/Oe. regime.

4. DISCUSSION OF THE RESULTS
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0.4 The investigated features of the temperature dependence
of the TMF can, however, be explained in the super-
A conducting-rings(-loops model® according to which the
S \g trapped magnetic fields in HTSC ceramics and films are de-
0.3 e ‘\' termined by the magnetic flux trapping in the system of su-
perconducting rings formed by superconducting granules
connected by Josephson weak links. Such a system should be
characterized by a rather wide distribution of weak links and,
hence, of critical field$1. and critical temperatureg, of the
superconducting rings.

Let us first consider the TMF in the ZFC regime. When
a pulse of external fieldH is applied after the samples are
cooled in zero field tar;,<T.q, rings with low critical fields
H.<H and rings withH.>H behave differently: the mag-
; netic field destroys the superconductivity in the first of these,
0 20' 40 60 80 100 and a magnetic flux proportional td. is trapped in them
t when the field is removed, while the field does not penetrate

rings of the second type, and magnetic flux trapping does not
FIG. 3. Normalized temperature dependence of the trapped magnetic field§ccur in them.

at the center of the sample for the ZFC regittmgs Hf/j.(0)d, calculated in - . .
the Bean model for different trapping temperaturegT/T.) X 100: 30(1), As the temperature s raised after trappingTat the

40 (2), 50 (3), 65 (4), 80 (5). critical fields of the rings decrease, as does the field in each
of them, and the maximum trapped fieltf (T) is deter-
mined by the temperature dependence of the critical fields

Such a characteristic of tHeZ(T) curves cannot be ex- and the conditiorHg (T;)=H. Thus forT>T, we have
plained in the framework of the Bean model, since in that
model the trapped fields should vanish ja$T)—0 and,
hence, a3 —T,. In fact, a calculation oH(T,T;,H) at the
center of a slab of width @ according to the Bean model in
the case of trapping with a field pulse giveBXT,) where the coefficienA takes into account the geometric fac-
2 . _ tors and the demagnetizing factor.
(T TeH) = e(TdoL —2d) It follows from (3) that the trapped fields vanish at a
+j(T)H(L—d)#(2d—L)o(L—d), (1) limiting temperatureTy determined from the conditions
. H*(T4) =0 andH? (T,)=H, and in the case of a linear tem-
whereL=L(H,T)=H/j(Ty). N N " . o . i
Figure 3 shows the normalized curvesHf(T) calcu- perature dependence of the critical fields this gives, in agree

. i ) ment with the experimental daffiy=T;+ « *H, wherea is
lated according to Eq1) for H=0.5(0)d and for a typical the temperature coefficient of the critical fields.

temperaturg deper;é?nce of the critical current for dielectric Figure 4a and 4b shows the temperature dependence of

Josephson junctiorts: the TMFs in the ZFC regime, as calculated with the follow-
je(M=j(0)(1-T/T,). (2 ing model distribution function of the critical fields of the

It is seen by comparing Figs. 1 and 3 that according togg%i];:gﬁg is both reasonable and convenient for analytical

the Bean model, the complete vanishing of the TMF occurs ’

only at the critical temperatur€., whereas our measured [AHZ— (H —H_ )22

value of the limiting temperature for the falloff of the TMF, f(Ho,Hee,AHo) = c c ¢

as we have said, decreases with decreasing trapping tempera- 1/277AH§

ture T, and magnetic fieldH. The result is basically the same

if the Bean model is generalized to the inhomogeneous casethere H.. is the mean critical field andAH. is the

Thus the predictions of the Bean model do not agreeéhalf-width of the distribution function; for a linear tempera-
even qualitatively with the experimental data. ture dependence of the critical fielddi.(T)=H.(0)

The various magnetic hysteresis models involving Abri-—aT=H.(0)—Hu(T/T.), Hc(T)=Hc(0)—aT, Hcm
kosov or Josephson vorticEsare incapable of explaining =H¢(0)+AH,, T, is the maximum temperature of forma-
the magnetic flux trapping in the HTSCs studied here, sincéion of superconducting ringd..(0)=100 Oe, andAH,
upon fractionation, i.e., upon the destruction of the contacts=50 Oe.
between granules, the TMF rapidly vanished. This is evi- Comparing Fig. 4a and 4b with 2a and 2b, respectively,
dence that the contribution to the TMF from Abrikosov vor- we observe good qualitative agreement of the calculated and
tices pinned in the granules is small. In addition, magnetiexperimental temperature dependence of the TMF.
flux trapping was not observed at temperatures in the region The falloff of theH{(T,) curve with decreasing; in the
of the resistive superconducting transition, when Josephsdow-temperature region and, hence, the appearance of a
contacts between superconducting granules have alreadyaximum on the envelope of the family Bif(T) curves are
formed and it would seem that Josephson vortices could amue to the growth of the critical fields as the temperature is
pear. lowered, which, in the case of a distribution functibfH,)

0.2

0.1L

H%(H,Tt,T>=Af”°”>Hcf<Hc>dHc, 3
0

: 4
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25 Thus in the FC regime we have

HI(H,T, ,T)=A( fHHcf(HC)dHCJrHFf(Hc)dHc).
0 H

20+
(5
-*g As the temperature is raised after trapping, the critical
S 151 fields H, fall off, and here it is important to note that rings
% with H (T)>H trap fieldsH, while the maximum field that
N can be trapped by rings witH.(T)<H is H;. Thus expres-
T 10} sion (5), with allowance for the dependent(T), also de-
scribes the temperature dependence of the trapped field for
T>T,. It follows from this that the temperature dependence
S5t of H{(T) on heating is the same &&(T,).
It also follows from expression$3) and (5) that, in
agreement with the experimental data:
0 100 a) the value of the trapped field in the FC case is always

higher than in the ZFC casel/>H?;

b) in weak fields at low temperatures the trapping in the
10t b FC regime, according to E@5), occurs in all the rings; the
field trapped in the majority of the rings is equalkp and
the TMF depends weakly on temperature;

—~ 08 ¢) in high fieldsH>H.y (H¢y is the maximum critical
= field in the system of ringsthe trapped fields cease to de-
b ol pend on the value of the inducing field, aHt{iz H?Y;

J06¢ d) as the temperature is lowered, the critical fielg of

N 4=

the loops increases and, hence the fields trapped in the loops
0.4 cannot change; consequently,(T)=const forT<T,.

Thus the features of the our measured temperature
curves of the TMF and, in particular, the vanishing of the
02} TMF at temperatures much lower th@p are well explained

in a model based on the trapping of magnetic flux in super-
' 1\2\3 4 I . conducting loopgrings).

0 20 40 60 80 100
T,K

H
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FIG. 4. Temperature dependence of the magnetic field trapped in the ZFC
regime, calculated for the superconducting-rings modeHer60 Oe and
different trapping temperatureg, [K]: 10 (1), 20 (2), 40 (3), 60 (4) (the
dotted line shows the curve ¢i{(T,) (a) and atT,=10 K for different
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Measurements of photoinduced light absorption inMi®Ge;0;, revealed some unusual

features: a saturation with the pumping intensity and a broad straggling of relaxation times with

a predominance of very long times. These experimental facts cannot be understood in

terms of photoinduced absorption centers associated with impurities or lattice defects, but are
naturally explained within the notion of random electric fields of active charges. Active

charges are produced by light pumping via the dissociation of coupled pairs of cliemgsssting

of a Mn-hole coupled with a compensating negative impurity or a negatively charged

vacancy which exist in the ground state. Such active charges create electric fields in a larger
volume than coupled pairs, thus enhancing the probability for forbidden optical

transitions. On the other hand, the random fields of active charges promote hopping of holes and
hence the relaxation of photoinduced effects. A broad distribution of random-field

magnitudes gives rise to a very broad range of hole hopping rates. There is also a much faster
annihilation process immediately conditioned by light pumping. The simultaneous action

of these relaxation channels, depending on the number of active charges, pumping intensity, and
temperature, explains the entire experimental picture qualitatively and in part quantitatively.
Photoinduced dichroism as well as birefringence, observed under polarized pumping, are caused by
an anisotropic distribution of photoproduced holes over polarization direction20@}

American Institute of Physics[DOI: 10.1063/1.1344139

INTRODUCTION insulators, in particular, the charge transfer process under
hotoillumination and the subsequent relaxation in the ab-

There exists a class of related long-lived photoinduce dence of illumination.

phenomena in magnetic insulators conventionally associate To that end, it is necessary to separate the persistent

with the transfer of charges caused by photoillumination, hotoinduced changes of the optical properties from those of

Such phenomena are usually observed in ferromagnets Qr ) L .
. S . : A e magnetic characteristics related to a magnetically ordered
ferrimagnets within the region of magnetic ordering, i.e., the . : ) .
te. Antiferromagnetic garnets with a lowélléemperature

. {
Curie temperature exceeds the upper temperature boundai)fal ) - o
of the existence region of long-lived photoinduced phenom-'N offer this possibility becau:;e they exhibit ‘T, b.rofad tﬁm'
ena. In this temperature region, interrelated photoinduceBe_rature range betwed, and the temperature limit for the

changes in optical and magnetic properties take place. F(ﬁmst_ence of long-lived photoinduce_d phenomena. With this
instance, in the case of yttrium iron garnegP&0;,, illu- 1N Mind, the gamet Gin,Ge;0,,, with the Neel tempera-

mination with linearly polarized light induces a change of Ureé Tn=13.85K, was chosen as a favorable object of inves-
magnetic anisotropy;® linear dichroisn® and domain struc-  tigation.
ture* Unpolarized light affects the magnetic permeability ~ The elucidation of the mechanism of photoinduced pro-
and susceptibility:® coercivity and mobility of domain cesses is facilitated by the results of the preceding investiga-
walls,”® magnetostrictiord, and optical absorptiotf'* The  tion of this crystal carried out by the authors. Recently it was
interconnected variations in optical and magnetic propertieshowrt? that illumination of the garnet GRIn,Ge;0;, with
make up a complicated physical picture. This has hamperedsible unpolarized light X=633 nm) causes a noticeable
the exploration of the detailed nature of long-lived photoin-increase(up to 15% of the optical absorption coefficient at
duced changes. the same wavelength. lllumination of this crystal with lin-
The purpose of the present work is to elucidate theearly polarized light results in the appearance of linear bire-
mechanism of long-lived photoinduced changes in magnetiringence which is caused by an anisotropic spatial redistri-

1063-777X/2001/27(1)/13/$20.00 22 © 2001 American Institute of Physics
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bution of charge$3~1® Electrons are transferred from N
ions, occupying regular positions in the lattice, to‘Mions,
which are present in the crystal in a small concentration due
to a weak impurity of negative charges. The redistribution of
charges between orientationally nonequivalent octahedral
positions lowers the crystal symmetry and gives rise to bire-
fringence. As will be shown below, the same mechanism is
responsible for linear dichroism.

Thus the photoinduced phenomena in the garnet
CaMn,Ge;04, can be divided into two groups: those in-
duced only by linearly polarized lighfphotoinduced bire-
fringence and linear dichroisnand phenomena induced by
light irrespective of its polarization propertigshotoinduced

OOEOOOQ
>0 O O O O

absorption.
This paper is organized as follows: we start with the
basic assumptions, a statement of the problem, and some O Mn* (regutar site)
general remarks. Then we analyze the problem and draw O Mn** (hole)
some general conclusions about photoinduced changes by g
transfer of charges, which will be helpful in the discussion 1.} hole to be formed by electron transfer
that follows. The experimental studies of photoinduced ab- & negative impurity or Ge vacancy

sorption, descrl_bed In S?C' 3’_ verify these conclusions a‘ngIG. 1. Scheme of photoproduction and relaxation of active charges. An
reveal the detailed physical picture. In the subsequent Segztive charge is generated through the transfer of an electron from a regular
tions, these experimental data are interpreted quantitativelin®* ion to the Mrf* component of a coupled paithin solid arrow. The

in order to discover the peculiarities of the photoinduceosame electron, being transferred to an existing active charge, annihilates it

d th hvsicall | t t (bold solid arrow. The dashed arrow shows the relaxation of an active
processes an e physically relevant parameters. charge through the hopping of a hole and formation of a coupled pair.

1. BASIC ASSUMPTIONS AND STATEMENT .
OF THE PROBLEM spatially separated from each other. Note that the free elec-

trons produced can also recombif@ad with a greater prob-

Itis well established that photoinduced changes of theyyjjity) with any of the existing active chargdseparated
optical properties are conditioned by the transfer of chargeg,,4+ ions). This relaxation channel is indicated by the bold
(displacement of holes or electrorizetween lattice ion87'® .o\ in Fig. 1.

In the case of the garnet ¢Mn,Ge;0,,, Mn-holes are trans-
ferred in the Mn sublatticébetween MA™ and Mr*™ ions)

by light 12-16 The concentration of M is low and corre- iii) The achievable fraction of dissociated active charges
sponds to that of negative impurities or negatively charged® Much less than unity
Ge vacancie$??° Prior to the description of our experiment, A photoinduced increase of the number of active charges

let us outline some basic model assumptions which will bgthe channel designated by the thin arrow in Figislpos-
helpful for the analysis of the experimental res\fte sim-  sible provided that this channel is not compensated com-
plicity, impurity centers with negative unit charge are con-pletely by the channel of destruction of existing active
sidered below charges(shown by the bold arrow This condition is met
only if the number of active charges is much less than the
number of coupled pairs, since the cross section for trapping
In the ground state of the crystal, each‘Mrion is sepa-  of electrons is much larger for a separate“¥ion than for
rated from a negatively charged impurity by the minimalthe Mrf" component of a coupled pair.
possible distance, which does not exceed the lattice period.
Thus, in the ground state, the positive effective chaltfes
Mn** iong) and the negative impurity charges form coupled
pairs. They are inactive in the sense that their electric field Photoproduced active charges relax in two different
acts only on a negligible volume fraction of the crystal asways: First, through recombination with photoproduced elec-
compared with that for separated charges of opposite sign.trons (the process shown by the bold arrow in Fig. The
characteristic timer, of this process is inversely propor-
tional to the pumping intensity,

The binding of a coupled pair is too strong for the pair to mp=Cll @
be thermally dissociated. However, it can be dissociated bwand is basically independent of temperature.
light. Thereby an electron is taken away from a regulafin Second, an active chardghole at M) can disappear
ion (positioned far from the coupled paiand transferred to by forming an inactive coupled pair with a separate negative
the Mrf* component of a coupled paias shown by the thin  impurity ion (or a germanium vacangyThis process is pre-
arrow in Fig. 2. This results in the creation of active ceded by the diffusive motion of a hole, bringing it into a
charges: a Mfi" ion and a negative impurity charge that are close vicinity of the negative iofias shown by the dashed

i) Ground state

iv) Existence of two relaxation times for active charges

i) Creation of active charges under illumination
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ized in mutually perpendicular directions, are in turn mea-

{f} : sured by the same channel of the registration system. This
<f 2 ’ method enables us to measure the dichroism of the sample,
3 7 2 112 7 expressed as the difference in the absorption of perpendicu-
- i larly polarized rays, with minimal errors.
q> 2 /1“(}‘“(}_1\ The arc lamp(1) and the monochromatdB) form the
i 4 T @ probe beam, with a wavelength=565nm. This beam
:Hrﬁ% O W e k {} X 13 14 passes through the samgl parallel to the tetragonal axis
4 56 7 8 9 210 2 12 of the crystal. After passing through the polariZy, the

probe beam is split into two mutually perpendicularly polar-
FIG. 2. Diagram of the setup for measuring photoinduced absorption ang, a4 heams which are spatially separated from each other.

dichroism. 1—arc lamp; 2—lens; 3—input monochromator4—nhelium- . " . "
neon laser5—shutter; 6—polarizer (Glan prism:; 7—mirror: 8—cryostat ~ Before irradiating the sample, the intensities of these beams

with the sample9—polarizer (Rochon prisny 10—a variable slit11—  are made exactly equal by using a $1i0). The rotating disk
rotating d_isk;lZ—quartz pla_te_;13—monochromator14—photomultiplier; (11) alternately opens the path for the beams for the same
15—amplifier; 16—analog-digital converter}7—computer. time intervals(30 9. Then the beams pass through the sec-

ond monochromatof13) and are finally registered by the
photomultiplier(14). The signal of the photomultiplier is en-
hanced by a direct-current amplifié€t5), then transformed
by an analog-digital convertefl6) to consecutive codes
which are transferred for accumulation to a compufen.
The accumulation time of the signal was 1(iss minimal
2. EXPERIMENT value being 0.1)s
The pump beam from the lasét) is slightly deflected
) ) from the optical axis in a direction perpendicular to the plane
For the measurements of photoinduced absorption angs the figure; it passes through the polarizérand the mir-
linear dichroism, the samples were prepared in the form ofq, (7) and hits the sample. After passing through the cry-
plane-parallel plates of thicknesk~35um. The samples ostat(8), the pump beam is blocked by a diaphragm. The
were cut from a single crystal of calcium—manganese—cattered pump light is cut off from the photomultiplids)
germanium garnetCaMnGeG, were polished mechanically by the second monochromat@r3), tuned to the wavelength
and then annealed at the temperatlire1000 °C to elimi-  f the probe light.
nate internal stresses caused by polishing. The setup was used for measurements in three regimes:
The measurements of photoinduced absorption were per- i) Measurement of the absorption spectrum for unpolar-
formed W'g‘ gllow_ance for a twin domain structure of jzeq |ight before or after irradiation of the sample, the laser
CaMnGeG.“"It arises below the temperature of 520 K due (4 peing switched off during measurement. In that configu-
to a Jahn-Teller phase transition from the cubic to the teration, both the polarizers) and (9), as well as the mono-
tragonal phase. A special heat treatri®af the samples was chromator(13), are removed. Using the monochromaay,
carried out to increase the average size of the domains up tge wavelength of the probe light was scanned within the
about 1 mm. A special sample holder with a diaphragm wagyamined region and synchronously transferred to the com-
used to select a single-domain region of the sample havingyter. The optical absorption spectrum was obtained from
its tetragonal axis perpendicular to the surface of the platene measurements by the usual processing of the transmis-
Thus the results of the measurements refer to a sample witf)on and reflection spectra.
the tetragonal axis perpendicular to the surface. The sample |t was established that the transmission of the CaMnGeG
was placed in a helium cryostat in which the temperaturgample was noticeably decreased by illumination, whereas
could be continuously varied fro 2 K to 300 K. Thesample o photoinduced variation in the reflection coefficient was
temperature was measured using a copper—Constantan th?égistered within the interval 500 v\ <800 nm. Thus the
mocouple. decrease in transmission observed in this spectral region

~ The effect of illumination on the optical absorption and shoyld be assigned to the light-induced augmentation of the
linear dichroism of CaMnGeG was studied with the use of anyptical absorption coefficient, defined as follows:

optical setup with two light sources. A helium-neon laser

with an output power of about:210~3W and a wavelength AK=d"tIn(jo/j). )

of A=633nm was used as the pumping source. The laser

light had no fixed direction of polarization. The stable wide-Here j, and | are the intensities of the transmitted probe

band emission of a xenon arc lamp, dispersed by a pristheam before and after illumination, respectively.

monochromatorwith a linear dispersion of 12 nm/mm at i) Measurement of the photoinduced absorption for un-

A =500 nm), was used as the probe light. The intensity of thepolarized light with a fixed wavelength\ & 565 nm) during

probe beam was chosen sufficiently low as not to cause anyradiation of the sample with unpolarized light\ (

photoinduced phenomena. =633 nm). Such measurements were carried out similarly to
The setup for measuring the time dependence of the linkem (i) but using both the monochromato¢3) and (13)

ear dichroism is shown schematically in Fig. 2. The salientuned to the same fixed wavelengtls 565 nm.

feature of this setup is the following: after passing through iii) Measurement of photoinduced dichroism at a fixed

the sample, the intensities of two light beams, linearly polarwavelength § =565 nm) during irradiation of the sample

line in Fig. 1). The characteristic time of such a diffusion
process is denoted byy;. It generally exceeds, and de-
creases with rising temperature.

2.1. Experimental setup
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FIG. 3. Spectral dependence of the optical absorption coefficient before
illumination (1) and after illumination(2) measured for the GiIn,Ge;0;, t, min
garnet in the wavelength interval 540 to 800 nm at the temperakure
=23 K. Curve3 shows the photoinduced augmentation of the absorptionFIG. 4. Time dependences of the photoinduced additdf, to the optical
coefficient, defined as the difference of the curesnd 1. absorption coefficient of the garnet H4n,Ge,0,, measured at the wave-
length 565 nm and =23 K under laser irradiation with different intensities
i (given in units of the maximal pumping intensityl (1); 0.24 (2); 0.085
(3); 0.05(4). Experimental data are plotted by dots; the solid lines show the
with linearly polarized light { =633 nm). The probe light solution of the kinetic Equatiof31).

passes through the sample along its tetragonal[8gi& and
is split into two beams polarized in the mutually perpendicu-

lar directions[110] and[110] by the polarizer(9). Those  their g symmetry, so that the optical transitiéBy— Ty is
polarization directions correspond to maximal dichroism.forbidden in the dipole approximation. This reduces the ab-
The pump beam passes through the sample parallel to thgrption coefficient by four orders of magnitude as compared
same axig[001], its polarization being determined by the tg an allowed transition.
polarizer(6). For definiteness, let the pump light be polarized In Fig. 3 (curve 2) the spectral dependence of the ab-
in the direction[110]. Then the photoinduced augmentationssorption coefficient after irradiation with unpolarized light is
of the absorption coefficient, derived from E@®), are de-  shown, while the lower curv8 displays the photoinduced
noted byAK; andAK for the probe beams polarized in the change of the absorption coefficient obtained by subtracting
directions[110] and[110], respectively. The photoinduced curve 1 from curve 2. It can be seen that the absorption
dichroismAKj is defined as coefficient and its photoinduced part have similar spectral
_ dependences. This allows one to conclude that the initial
AKg=AK, —AK;, @ absorption and its photoinduced augmentation are related to
the same optical transition. This is the fundamental inference
underlying the proposed model and will be corroborated by
Prior to studying photoinduced changes of the absorpthe further analysis.
tion, the absorption spectrum of CaMnGeG was measured Figure 4 demonstrates the observed time dependence of
within the spectral interval 540 o\ <800 nm. The result the photoinduced additio\K(t), to the absorption coeffi-
is shown in Fig. 3(curve 1). As can be seen, the garnet is cient at the wavelength 565 nm under irradiation with differ-
relatively transparent in the interval 650 /M <800 nm, ent pumping intensities. It can be seen that the photoin-
but its optical absorption strongly increases with decreasingluced absorption saturates with time. The titgg, during
wavelength in the rang@a <650 nm. ForA<540nm the which AK(t) achieves 90% of the saturation levkK (),
transmission of the crystal becomes very low, thus limitingdecreases with an increase of the pumping intensiy-
the measurement of the spectrum on the high-frequency sidproximately as ~*. However, the level of saturatiahK ()
Such a spectral dependence of the absorption, strongiiself has a much weaker dependencea and varies only by
increasing with decreasing wavelength below 650 nm, can b25% asi changes by a factor of twenty. This agrees with the
attributed to the wide band with a maximum near 500 nmstatement given in lterfiv) of Sec. 1. Indeed, the saturation
that is usually present in the optical spectra of compoundsime t practically coincides with the lifetime of photopro-
with Mn®" and is related to the optical transitio?“Eg duced active chargdtheir lifetime is equal to the smaller of
—5T,4 in the Mr?* ion*?°In the case of CaMnGeG, where the timesr,, and 7). The latter, as will be shown below, is
a Mr®" ion occupies an octahedral position, its orbitally de-very large at low temperatures, so thgg mainly coincides
generate state¥E, and°T,, are split by the tetragonal dis- with the time ,,, which is proportional ta ~*. As to the
tortion of oxygen octahedrons caused by the Jahn-Tellesaturation levelAK (), it is mainly determined by the
effect?! However, the split components of both states retairpumping intensityi multiplied by tg,; this product is almost

2.2. Experimental results: Photoinduced absorption
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FIG. 6. Comparison of the relaxation curves of the photoinduced absorption
after the moment of switching off of the illuminatiaindicated by an ar-

) . . row), preceded by various ways of pumping: long pumping until saturation
FIG' 5. T'."?e dependences of the photoinduced additld, to_the absorp- (two upper curvesand short pumping far from saturatigfower curve.
tion coefficient meas_ured at th? wgvelen_gth 565 nm apd d|fferent‘ tempera]-.he pumping intensity is shown in the figure. The measurements were per-
tures under the maximal pumping intensity=(1). Pumping was switched formed at\ =565 nm andT =23 K (the times of the start of pumping are
off at the timet=20 min. Experimental data are plotted by dots; the solid

indicated arbitrarily.
lines show the solution of the kinetic Equati¢Bil). y

f, min

the number of active charges, which decreases in the course
of relaxation. Indeed, as is seen from Fig. 6, the shape of the
Yelaxation curve is practically independent of the achieved
level of photoinduced absorption, no matter how it is
changed: by varying the intensity or duration of the pump-

independent ofi. This qualitatively explains the observed
weak dependence of the saturation level on pumping inte
sity.

The saturation value of the photoinduced absorption de
creases with increasing temperature. This can be seen fro
Fig. 5, where the time dependenceK(t) at different tem-
peratures are presented. The curves were measurend for
=565nm and =1 (maximal pumping in relative unitsThe
decrease of the saturation level with increasing temperatu
is caused by a decrease of the relaxation tigpedown to a
value comparable with, [see Sec. 1, Iteriv)], so that the
resulting relaxation time diminishes. Note that photoinduce
absorption in CaMnGeG is no longer observed when th%
sample temperature exceeds 190 K.

In order to explore the relaxation of photoinduced ab-
sorption, the time dependences MK were measured upon
switching off the pump light. The corresponding relaxation 100
curves are shown in Fig. 5 for the maximal pumping and
different temperatures. Attention should be paid to the fact
that each of these curves displays the existence of relaxation
components with strongly differing values of the time con-
stantr. For the fast component, distinctly seen in Fig. 5 just
after the switching off of the irradiatior; does not exceed a
few minutes. A very small slope of the relaxation curves,
observed 25 min after the switching off of the illumination,
proves the existence of a practically stable component with a
7 exceeding several hours. As will be shown in Sec. 3, the
interval between these limiting values feris continuously 0 50 100 150
filled in by intermediate relaxation components. At low tem- T K
peratures, a predominant part of photoinduced absorption
(about 90% is produced by long-lived centers with lifetime FIG. 7. Temperature dependences of the saturation level of the photoin-

; ; ; duced absorptiofupper curvg and of its stable part, defined as the ordinate
T exceedlng the tlmep at least by two orders of magthde' of the corresponding relaxation curve 25 min after the switching off of the

Note tha_t the shape of the relaxation cuftyg. 5) €an- jrradiation (lower curvg. The squares and crosses denote experimental
not be explained by the dependence of the relaxation time oOpints; the solid lines show the solution of the kinetic Equatiéb.

Thus there exists a practically stable residual contribu-
tion AK,pto the photoinduced absorption. At 23 KK gap
amounts to about 90% of the initid K value. As can be
'Seen from Fig. 7, with rising temperature both the quantity
AKgap @nd its ratio to the saturation level decrease rapidly

nd monotonically. This points to a strong thermal accelera-
Cfilon of the relaxation of active charges, related to a decrease
f it

1'\K, Cm'1
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coefficient for the pumping light polarizatidi10] and the probe light po-
FIG. 8. Spectral dependences of the photoinduced addition to the absorptiggyizations[110] and[110] (AK, andAK , , respectively (a). Time depen-
coefficient for the pumping light polarizatidri10] and the probe light po-  gence of the linear dichroism, defined as the difference of the above curves

larizations[110] and [TlO] (AK, andAK, , respectively (a). Spectral de-  AK, —AK, (b). The measurements are related To=90K and X\
pendence of the linear dichroism, defined as the difference of the above-565 nm. The moment of the switching off of the illumination is indicated
curves AK, —AK; (b). The measurements pertain ©=35K and A by an arrow.

=565 nm.

common nature of these phenomena, which will be consid-
2.3. Experimental results: Photoinduced dichroism ered in Sec. 6.

Figure 8 presents the spectrum of photoinduced dichro-
ism, measured under pumping with linearly polarized light,3. NATURE OF THE PHOTOINDUCED ABSORPTION
together with the photoinduced absorption spectra measured i o ,
with the probe light polarized parallel and perpendicular A|.| of the experimental flndlngs will bg used for recon--
relative to the pump light. The similarity of all three spectraStrUCt'On O,f the correspondlng. electronic Processes. This
provides evidence that photoinduced dichroism and absorg2oPlem will be solved below in two steps. At first, the
tion are due to the same optical centers and to closely intef€chanism of photoinduced absorption will be established
connected mechanisms. This conclusion is corroborated K§" e basis of its experimental dependences on pumping
the practical coincidence of the relaxation kinetics measuref1t€nsity, time, and temperature. Then the experimental data
for dichroism and absorption after the switching off of the on the dlchr0|sm will be used to derive some essential details
irradiation (Figs. 5, 9, and 10 of this mechanism. . . )

However, the temperature dependences of the saturation 1N model of photoinduced absorption, which has to be
level, measured under pumping for dichroism and absorpd€veloped on the basis of the experiments, must explain the
tion, differ somewhat in their character, as can be seen frofjroad distribution of photoinduced absorption centers over
a comparison of Figs. 7 and 11. The photoinduced dichroism
(Fig. 11) depends only very weakly on temperature up to 100
K, whereas the photoinduced absorpti®ig. 7) diminishes |
in the same temperature interval by 40%. This is an indica- 10 Ei
tion of certain differences in the relaxation mechanisms, o
which will be analyzed belowSec. 6. Y,

For comparison, the corresponding data on photoinduced | 4&}123'&&%%‘ )
birefringencé*® are plotted in Figs. 10 and 11. The photo- i ddadie-: ﬁdxﬁﬁj{m&@}@@éﬁm
induced dichroism and birefringence display a complete R
similarity in their time and temperature behavior. I

Similarly to the photoinduced birefringence, the photo- |
induced dichroism can be eliminated by using unpolarized
light (Fig. 12. Note that the time required for the complete ! . : : . : .
elimination of photoinduced dichroisifabout 4 min coin- 0 10 20 30 40 50 60 70
cides with the time for achieving the saturation level. If the
direction of the pump polarization is changed B2, then

the photoinduced dichroism is correspondingly rewrittenFr']G-llo-(leilm‘? dlep)e”dence Cgt:‘re %%O}t(dndsf\ed;t‘)lgsorndt:tts) ":‘:d di-
during the same time interval of 4 mif¥ig. 12. chroism /UT cireies) measured af = =% 1 anda =5v5 hm atter the mo-

TN . _ment of the switching off of the irradiation=0. For comparison, the time
The _abOV_e'Stated c_omplete S'm”a”ty betwe_en photoinyependence of the photoinduced birefringdfde plotted by the squares.
duced dichroism and birefringence provides evidence for @ll curves are normalized to unity &t=0.

05 F

t, min
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The model(a) should be discarded for the following rea-
20 b son. The photoinduced absorption centers responsible for the
Ceomue 0 14 observed relaxation scenaiiBig. 5 must have different re-
%o laxation timestq,7,,..., theshortest of which being less
B . 13 than 2 min and the longest amounting to at least several
hours. As the temperature rises, the timgstrongly shorten
(which follows from the diminution of the photoinduced ab-
= sorption, whereas the shape of the relaxation curve varies
5 G 1 rather weakly, and the stable part of the photoinduced ab-
"o sorption decreases monotonicallyig. 7). This means that
. with increasing temperature all of the relaxation components
move to the left along the axis with nearly the same rates,
each of them being replaced by the nearest component with a
T.K longer 7. Such a scenario implies the existence of a large
FIG. 11. Saturation values of the photoinduced dichrdjsintles, left scalg number of r_elaxatlon.components W'th a regular d|str|bu.t|on
and birefringenc¥ (squares, right scaleneasured versus temperature. 0N the 7 axis and with an approximately equal activation
energies. For relaxation components associated with impu-
rity or defect centers, this is highly improbable.

The exact meaning of this statement can be expressed in
relaxation times. To clarify the mechanism of photoinducedierms of a kinetic equation written under the assumpt@n
absorption, two alternatives could be considered: Taking into account the broad lifetime distribution of photo-

a) The photoinduced absorption is caused by some newiduced absorption centefsee Fig. 5, we classify them by
absorption centers produced by photoillumination of thetheir lifetimes7; in the excited state. The numbey(T,t) of
crystal. They are different from the Mh ions responsible excited centers of th¢th type is described by the kinetic
for the usual absorption in the absence of illumination andequation
hence, can be related to some impurities or lattice defects.

b) The photoinduced absorption is associated with the  on;(T,t)/at=1;(no;—n;)—n;T'j(T). (4)
same MA' ions that are responsible for absorption in the
absence of illumination. Under irradiation, this absorption isHereny; is the total number of centers of thih type;n; or
enhanced by active charges which partially {iftainly by  ng;—n; is their number in the excited or ground state, re-
their electric fields the forbiddenness of th%Eg—>5T29 op-  spectively;l; stands for their pumping ratd}; = 1/7; is re-
tical transition in Mi#* ions. On the other hand, the electric laxation rate, and is the temperature. The excited centers of
fields of the active charges strongly affect their lifetime, re-the jth type make a contributiom;n; to the photoinduced
sulting in their broad distribution over lifetimes. Such a pat-absorption. Equatiori4) is easily solved in the relaxation
tern is suggested by the similarity of the spectral depenfregime after the switching off of the irradiation. As the initial
dences of the initial absorption and its photoinducedcondition, we use the stationary solution of Ed) under

AK~AK,, em-!
An-104

0 50 100 150

augmentation. pumping in the regime of saturation. Finally, the photoin-
duced augmentation to the absorption coefficient takes on the
form
80 a AK, i1 V2 AK(T,0)=2 a;n;(t)=2>, {ajng; /[ 1+ %(T)1}
v 60 +. i_)'s»’«cq*-t*"“‘""'-n"""““""-/.- g ) J
£ i ; ;‘»;.-..-;sqak"«w’&“'
;. 40 b G oanereemne i xexp{—tlj(T)} (5)
<3 !l AKH
20 ¢ f with y;=T;(T)/l; (the timet is counted from the moment
0 pr——— e where the illumination is switched off
< o0l b {1 Let us separate from the suf®) a practically stable
& e ’ photoinduced contribution to the absorptiadkiK ¢, T), re-
: 10, lated to relaxation components with very low relaxation rates
5 O I <T gia= (300 MinY):
L 10 ¢
ool e
2 ’
a0}, | " MK =3 ajng;. ®)
0 10 20 30
t, min Here the summation goes over indice$or which I';(T)
<I'gtan, the summands;ng; not depending on temperature.
FIG. 12. Time dependence &K, and AK; (a) and of the photoinduced With rising temperature the suf®) diminishes due to a

dichroismAK, —AK (b) measured af =90 K under varying conditions of ; . _
pumping. At the moment (indicated by arrow the direction of the pump- decrease in the number of summands for WHthT) re

ing polarization was turned by 90°; at the momefithe polarized pumping Mains less tha’g,,. To fit Eq. (6) Wit_h the m(?n_OtoniC
was changed to an unpolarized one. temperature dependenad ., T) shown in Fig. 7, it is nec-
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essary to assume that each of the sequemges andI';(T) 5 5
is of regular character and that the latter retains its character (F2)53<FX)=Z (FD
over a broad temperature range in which the quantiti¢¥)

vary considerably. Since it is very improbable that such re- _ ® (e/sr2)2N47rr2dr=417N*4’3(e2/32,8)
laxation components originate from the presence of a variety AN 13 '
of impurity centers, it is more plausible to suggest the exis- @

tence of some identical active centers relaxing under differ- _ . _
ent conditions. Such a mechanism is developed below. ~ Herexy,zare the equivalent Cartesian axbsis the number
of active charges per unit volumg;is a numerical constant

defined belowg stands for the unit charge, ast=3¢q/(2
+¢&g)=~2 is the effective permittivitye, is the static permit-

4. PHOTOINDUCED ABSORPTION: MODEL OF FORBIDDEN tivity of the crysta). The integration ir(7) is carried out over
OPTICAL TRANSITIONS ENHANCED BY RANDOM the distance of active charges from the poirt the lower
ELECTRIC FIELDS limit of the integration is chosen as a characteristic distance
4.1. Random fields, their role, and the distribution over between active chargggN 1.

magnitudes Since thex component of the total field;,=2F,,, con-

The model of random electric fields is based on theS'StS of statistically independent summands, one can write its

well-established fact of the presence of Mnions in the distribution function in the form of a Gaussian:
CaMn,Ge0;, garnet®? An estimation shows that the Py(Fy)=(2m(F2)) Y2 exp — F212(F2)). (8)
ele_ctric field of these ions, which are (_:ontained ir_1 a Co.n(.:enf:hanging to spherical coordinatesknspace, we obtain the
trat|or? of a few hundredths of an z.aFomm percen'F, IS SL“cf'c',enhwagnitude distribution of the random electric fields:

to noticeably enhance the probability of the forbidden optical

transition®E4— °T,, between even MH statesbecause the P(F)=(3%B%%?2°*we’N?)F?

electric field produces a_n qdd additio_n to_an even i;ti_tlee X exp( — 3F2:2B/8me?N*3), B=0.18. (9)
model of random electric fields consists in the following.

Since the crystal as a whole must be electrically neutral, ~ The numerical parametgd was defined by equating the
it contains negative impurity ions or cation vacancigw ~ moment(F*), derived from(9), to its value obtained by
brevity we will speak about impurity ions with unit effective Summation over active charges as(i.
charge. The concentration of these impurities coincides with
that of Mrf** ions. The electrostatic energy is minimized if
the excess positive charges, i.e., Mn-holes, occupy positiong2, Lifetime of the active charges—hole polarons
adjacent to negative impurity charges in theMsublattice.

) . Positive active charges, localized on #nions, form
Hence, in the ground state all charges form coupled pair : ) o .
) . . ole polarons. Their hopping within the Mn sublattice results
i.e., dipoles with a length of a few angstroms. Under photo-

: S in the disappearance of active charges via formation of
illumination, some electrons are transferred from regular

. . . . coupled pairs with negative impurity ions. Below we will
M_n3+ ons to Mﬁ& lons coupled V\_"th such negative impu- assume that the relaxation rdfeof active charges via this
rities, _thus_ creating pa|rs.of s_paually separat_ed charges CHhannel is proportional to the rate of the hole polaron hop-
opposite signgas shown in Fig. L These active charges iy petween adjacent Mh ions. The rate of hole hopping
produce electric fields extending into a larger space than fo&epends on the electric field and has a large straggle corre-
coupled pairs and therefore enhance the probability of th’%ponding to the broad distributid) of the magnitude of the
forbidden optical transition. At low concentratio®$ of  glectric field.
active charges, the photoinduced absorption is proportional Note that such an approximation can overestimate the
to N. relaxation rate of long-lived active charges after the switch-

On the other hand, the random electric fields of activeing off of the irradiation. Indeed, the totality of holes, in the
charges promote hops of holes between Mn ions, which acourse of their diffusive motion, rearranges to achieve a local
celerates their recombination with negative impurity chargesninimum of the electrostatic energy. Such a metastable con-
(for brevity, we use the term recombination as a synonym foffiguration of holes can have a very large lifetime, signifi-
the formation of an inactive coupled pair from an active cantly exceeding the characteristic time of single-hole diffu-
charge and a negative impurity iprnThe hopping probabil-  sion.
ity, which determines the lifetime of the active charges, de-  Now let us consider the probability of hole hopping from
pends on the magnitude of the random electric field. Belowthe ionA, where it is localized, to another idh At first the
we will consider their distribution over magnitudé¢Sec. electric field is put equal to zero. If a hole remains at the ion
4.1), the corresponding lifetime of active charg&®c. 4.2, A, the energyE, of the electronic subsystem depends on the

and their kinetic§Secs. 4.3. and 4 4. coordinates«,, of adjacent atoms:
Active chargegnumbered by the subscriptcreate at a
fixed point A random fields=; which are assumed to be Eez—z CnXn (10

statistically independent. The squared total field per unit vol- "

ume at the pointA, averaged over random positions of (the energy is linearized in the coordinates, which are
charges, is estimated by counted from their equilibrium position in the absence of
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holes. The total energy of the crystal includes the electronicprobability of theA-to-B hopping per unit time, can be writ-
energy (10) and the lattice deformation energy, which is ten with allowance fof15) and(16) in the form:

quadric inx, T =T exp( — A/AT g+ Feal2T ). (17)
Ero= _Z Can+2 Knxﬁ/Z Expression(17) is written in the final form, taking into
n n account two essential details which were omitted in the
1 course of the calculations for brevity. First, the temperalure
=_> [ — C2/K y+ Kn(Xn—Xon) 2] (11 isreplaced by an effective temperattig;, which coincides
2%y with T at high temperatures and allows for the zero-point

vibrations of the lattice at low temperatures. In the Debye
approximation T is defined asA((r —ry)?), wherer is the
d_adius vector of an atom in the ideal lattiag,is that of the
corresponding site, and the choice of the constaptovides

Herexq,=C, /K, is the equilibrium value of the coordinate
Xp in the presence of the localized hole. Equatibh allows
one to perform the high-temperature thermodynamic avera

g the coincidence off o with T at high temperatures. This
{((Xn—Xon) ) =TIK, (12 definition can be rewritten in the explicit form
(temperature is expressed in energy ynits fhwpl2T
To simplify the calculations, they will be carried out Te=(2T?/fiwp) 0 x cothxdx (18)
using Eq.(12), but the final result will be extended to the
case of an arbitrary temperature. with the Debye frequencyp, .
Let a hole hop from the ioA to an equivalent iorB. At Second, Eq(17) makes allowance not only for the fluc-

the moment of hopping the surroundings of the #are in tuations in the surroundings of the atgkrbut also for those
equilibrium with the hole %,,=Xo,), but those of the iorB related to the atomB (which results in the additional coeffi-
are the same as in the ideal lattiog,§=0). Before the hop ~Cient 2 multiplying Tef).

the electronic energ{10) is

—A=—2, CiXon=—2, C2IK,, (13)  4.3. Kinetic equation for active charges in a general form
n n

Within the model of random electric fields developed
and just after the hop the electronic energy equals zero. Thugpove, the kinetic equation differs essentially from its simple
hopping requires a fluctuation to overcome the energyyap form (4). The differences will be discussed in what follows.
(it is just this gap which conditions the existence of stable  Active charges are divided into groups,, according to
active charges The A-t0-B hopping of the hole is promoted,  their lifetimes7;=T'; *. TheF axis is divided intoM inter-
to the same degree, by fluctuations of the surroundings C\falsAFj (with centers at the points;) in a way providing

both the atomsA and B. For brevity we will consider only  equal probabilities for an arising active charge to fall in each
the fluctuation around the atofy but the final result will be  jnterval AF;:

written down with allowance for the fluctuations around both

F.
atoms. _ _ _ 'P(F)dF=(j—0.5/M,AF,P(F)=1M, j=1,.M
The A-to-B hopping of a hole requires a fluctuation of Jo
the coordinatex,=x,, Which turns the electronic energy (19

(10) to zero before hoppingEq. (10) relates to the lattice \yhere P(F) is the distribution function9) for the magni-

being in equilibrium with the electronic subsystem before they,qes of the random fields. For an active charge ofjthe
hop). This condition can be presented in the form group, the recombination rate is

Photoillumination supplies active charges to each of the
The sumy= Sy, of statistically independent coordinates hasM groups with the same probability, which should be under-

; Yn=—AYn=Xn=Xon)Cn, Xon=C,/K,. (14

the distribution function stood as follows. Light pumping transfet®lectrons per unit
e time from Mr* ions either to MA™ ions (with a probability
f(y)=constexp—y“/20°). (19  p) or to coupled pairs of chargdsvith probability 1—p).

Using Egs.(14) and(12), we can write the variance? as The total number of active positive charges is increased
' through the latter channel by the valde, =J(1—-p) and

decreased through the former channeNay= Jp. While the

number N, of generated charges is uniformly distributed

o ) among theM groups, the losN_ of charges is distributed
The A-to-B hop of a hole becomes possibleyifattains  among these groups in proportion to their populations. The

the gapA = =C2/K, between the hole levels after and before probability p=p(N) increases with the total numbét of

the jump. Therefore, the hopping probability is proportionalactive charges per unit volume.

to f(4). In the presence of a field applied in a favorable  Thys one can write the kinetic equation for the popula-

direction, the gap is reduced by the valtes whereais the  {jons of theM groups of active charges:

distance between the sitésand B. Finally, the rate of the .

active charge relaxation, considered to be proportional to the dn;/dt=J[1/M —p(N)n;/N]—In;. (22

o?=2 (y&)=T> CIK,. (16)
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rough approximation can be written simply as the recombiargument of the monotonically growing sequente(j
nation ratel’; of an active charge at the moment of its gen- = 1,..M):
eration by pumping. In fact, howevdr,varies as a function A j

of electric field during the active charge lifetime due to ran-  I'nj=n;I"j | ys,S(t)=
dom changes in the positions of other active chargeis

will be allowed for in Sec. 4.4 (the definition off"; in Eq. (20) is periodically extended over
The kinetic Eq.(21) describes the experimentally ob- the infinite intervalj with the periodM). The lower limit of
served regularities. The lifetime distribution of active jntegration in(25) does not play any role: a constant addition
charges, given by Eq$9) and(17), is continuous and covers g 5(t) only redefines the numbering of the active charge
a very broad rangéabout five orders of magnitude &t groups, which has no physical consequences.
=100K and an active charge concentration of 0.1%he Now let us consider the probability for an electron,
kinetic Eq. (21) describes the saturation of the number of removed by pumping from a M ion, to be captured by
active charges with increasing exposition time or pumpingone of the positive active chargétbe alternative possibility
intensity, irrespective of the relaxation by hole hopping. In-js ijts capture by one of the inactive coupled ppitset us

deed, in the limiting case of zero hopping rate, Etf) after  assume that an electron is captured by an active charge under
summation ovej turns into the condition

dN/dt:\][l_p(N)] at FJZO (22) Fact51/8r2>|:bac (26)

As N increasesp(N) grows and nears unity, so thdiN/dt
goes to zero. Let us introduce the characteristic valyef
the number of active charges at which the total growth rate
slowed down by a factor of two:

tJdt/N(t) (25
0

where F . is the electric field of an active charge at the
idistancer and F,. is the characteristic magnitude of the
%ackground field of coupled paifgccording to(24), their
number greatly exceeds the number of active chardefs,
p(Ng)=0.5. (23 can be estimated as the squared field of the di[ni;/>l€§
N, defines the scale of the saturation number of active- 20°/R°2?, averaged over its orientatior® =N, is

charges under very strong pumping. Note that the charactePIje mean dlstgnpe between the dippleBhe quantltyEo

istic number of active charged, is much less than the num- should be multiplied by the actual numbgwf dipoles with

ber of inactive coupled pairdy ! the momentd=ea, wherea is the lattice constantBelow
coup-

we setZ=12 as for a close-packed lattjc& hus the condi-
No<Ncoup- (24 tion (26) of electron trapping by an active charge takes the

Indeed, alN =N, the total probability of electron trapping by form

any active _charge is equ_al to that of electron trappin_g by any r<ro, rOE(24)71/4(aNcoup)71/2- (27)

coupled pair. However, in the former case the trapping cross

section is much larger than in the latter case due to the stronFhe condition(27) is not met only ifnoneof the NV active

ger field produced by an active charge. Hence, the total nunfharges, randomly situated in the crystal voluvheis found

ber of coupled pairs must correspondingly exceed that omside the spherical volum¥,=(4/3)mr3<V. The prob-

active charges. ability for oneactive charge to be found outside the sphere is
1-V,y/V; for NV charges this quantity should be raised to
the powem\V, resulting in expt-NV,). Thus, the probability

4.4. Specific form of the kinetic equation with a model for the condition(27) to be fulfilled is
description of generation and recombination of
active charges p(N)=1—exp —NVy)=1—exqd — (4/3)7Nrd], (29

To carry out a quantitative comparison of the kinetic Eq'wherero is defined by Eq(27).

(_21) with experiment,_ it i_s necessary to give concrete q_efini— We would like to remark that the probabilip(N) could
tions of the recombination operatdr and the probability o gefined in some other model way: however, the calcula-

P(N) appearing in(21). In view of the highly complicated 4,5 show that this would not exert any noticeable effect on
character of the corresponding physical processes, this WIH,]e solution of the kinetic equation.

be done below in a model way. _ According to the definition{23), the characteristic num-
At the moment of its generation, an active charge of theoer of active charges per unit volume is

jth group has the recombination rg20) determined by the

random field valud=; . After that, the recombination rate of No=1.8(aNggyp "2 (29)

this charge varies due to electric field variations caused b

the disappearance and generation of other active charges To simplify the form of the kinetic Eq(21), let us intro-

random points. The random fiel and the corresponding uce the numbep of active charges expressed in units of
recombination rate of a given active charge are changed sub-"" 9 P

stantially when a significant fraction of the other active °

charges is replaced by new generated charges. The fraction

of new active charges, generated during the tidte is v=N/Ng, vj=n;/Ng, v=2 vj. (30)
Jdt/N(t). This quantity, integrated over time, can serve as a .

measure of the corresponding change in the argumelit.of Now the kinetic equation takes the form

&?te that this relation meets the inequali4).
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1 discrepancy originates from multiparticle phenomémen-
de/dtzl[M_(l_zv)Uj/U —vil 1 ms)» tioned at the beginning of Sec. 4.2vhich have not been
(31) taken into account in the above theory.
¢ Attention should be drawn also to another discrepancy
s(t)zf Idt/v(t) between the theory and experiment shown in Fig. 5. In the
0 basic assumptiongSec. 1, Item 4 and in the theory, the
response of the crystal to pumping is described by one char-
acteristic time. Such a description, however, is not quite ex-
act. As can be seen from Fig. 5, the experimental time de-
pendences of photoinduced absorption under pumping,
measured at various temperatures, exhibit at least two char-
5. PHOTOINDUCED ABSORPTION. COMPARISON OF THE acteristic timed, andt,>t,. At first, the absorption grows
THEORY WITH EXPERIMENT fast during the time;=2 min, but this fast growth stops at
the level AK(«)—K; near the complete saturation level
The problem under consideration is specified by the fo"AK(oo)(K1<AK(oo)). After that, the absorption reaches
lowing physical parameters: complete saturation much more slowly, with the characteris-
i) The numbera®Ng,,, of negative impurity ions that ¢ time t,= 10 min.
form coupled pairs of charges in the ground state, per unit  The theory developed above describes the fast process
cell. The corresponding number of active charges per unignly. The slow process can be associated with deep hole
cell is 1.8 (a°Neou) *% These parameters specify the distri- traps (probably Mr#* ions located in the vicinity of some

wherel is the pumping intensity in some unitd.is propor-
tional to the experimental pumping intensiby

bution function(9) of the electric fields. . lattice defects Initially the traps are empty and neutral, but
ii) The depthA of the deformation potential well of a after filling by holes they begin to act as stable active charges
Mn-hole polaron. with an infinite recombination time (a pinned hole cannot

~ i) The Debye frequencyp , which specifies the effec-  recombine with a pinned negative chargat low tempera-
tive temperatur¢18) and together with the parameteYsand  yyres, the contribution of trapped holes to the photoinduced
I'o determines the recombination rafe7) as a function of  apsorption amounts to about 10%; hence, their concentration
temperature. is ten times less than the total concentration of active charges
iv) The proportionality coefficient betweel and AK  ang amounts te@,=2x104. Due to their low concentra-
and that betweehand the experimental pumping intensity tjon, the traps are filled slowly, which explains the large
are chosen as fitting parameters. characteristic time,.
The solution of the kinetic Eq.31) is fitted best to the The contribution of filled traps to the absorption, pre-

entirety of experimental data for the following set of param-gented in Fig. 5 by the experimental curves, can be satisfac-

=7x10°s L. The characteristic numb&,a® of active cen-

ters per unit cell is equal to 0.2%, and the number of active ~AKu(D)=Ky[1—exp(—t/tp)], (32)
centers achieved under full pumping=(1), amounts to with parameters that are almost constant in the temperature
0.08%. The corresponding number of coupled pairs Okange T<100K: K;=10cm* and t,=7 min. At T=T,
charges per unit cell is 1%. =130K, K, diminishes by roughly a factor of two. This

These values of the parameters seem reasonable foraflows us to estimate the trap depth Bsin(1/c,)=1100 K
solid. In particular, active charges of the given concentration=g.1 eV.

create an electric field of about X30°V/cm, which is
roughly 300 times less than the intra-atomic field. This Ieads6 PHOTOINDUCED DICHROISM: ADDITIONAL
t(_) an oscnlator _strength of about 19 for a forbidden tran-  INFORMATION ON ELECTRONIC PROCESSES
sition. In the visible range this corresponds to an absorption
coefficient of the order of 100 cnt, which is in qualitative As was already noted, photoinduced dichroism and bire-
agreement with experiment. The rather large depth of théingence are of the same nature: they display quite similar
polaronic potential well £ =1.08 eV) is associated with the temperature dependences and relaxation curves after the
circumstance that the Jahn-Teller lattice deformatiorswitching off of the irradiation. Earlie¥® the observed de-
changes during the Mn-hole hopping. pendence of birefringence on the pumping polarization direc-
Let us compare the solution of the kinetic E§1), ob-  tion was described with the crystallographic structure of the
tained for this set of parameters, with the experimental datsCasMn,Ge;0,, garnet taken into account. Below, this
In Figs. 4, 5, 7 the solid lines show the calculated augmenmechanism is generalized somewhat to include birefringence
tation of the absorption coefficierhK, produced and mea- and dichroism simultaneously.
sured with unpolarized light. The figures demonstrate a The environment of each M# ion has the symmetry of
qualitative agreement of the theory with the experimenta distorted octahedron. This distortion eliminates the degen-
within broad ranges of temperature and pumping intensityeracy of the angular@states of the Mn-hole localized at the
both under irradiation with light and after the pumping is center of the octahedron. For brevity, the polarization axis of
switched off. the hole state with the minimal energy will be called the
In the latter case, the calculated relaxation rate of theoctahedron axigit may coincide, for example, with the te-
total photoinduced absorptidolid lines in Fig. 3 system-  tragonal axis along which the octahedron is contracted due to
atically exceeds the experimental one. To all appearance, thike Jahn—Teller deformation of the lattice; note that the en-
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ergy scale of the Jahn—Teller effect exceeds that of the tenassociated with a set of sufficiently high frequencies. The
perature within the temperature region examijne&t low amplitudes of such vibrations begin to increase with tem-
temperatures, all the occupied hole states are polarized aloqgerature only above 100 K, which explains the rather weak
the octahedron axes. The total set of octahedrons can Hemperature dependence of the dichroism measured under
divided into chains in such a way that octahedron axes haveumping (supposing that dichroism relaxes mainly through
nearly the same direction within the same chain, but the axiBopping between chainsin the absence of pumping, this
directions differ strongly for chains of different types. relaxation channel is inactive, and dichroism relaxes only
The direction of the pumping light polarization dictates through hopping within the same chdassociated with low-
the predominant polarization of generated holes, i.e., the typ&equency vibrations of the latti¢eThis explains the notice-
of chains predominantly occupied by holes. Thus a polarize@ble temperature dependence of the relaxation rate in the
pumping induces anisotropy of the optical properties, whicHotal interval of temperatures, observed in the absence of
manifests itself both in birefringence and in dichroism. pumping for the dichroism and birefringentas well as for
It can be seen from Fig. 10 that the relaxation curves ofhotoinduced absorption
photoinduced dichroism and birefringence practically coin-
cide with the relaxation curve of the photoinduced absorp<CONCLUSION

tion. This means that after the switching off of the irradia- . .
tion, the hole polarization and the active charge itself relax in Experiments performed with the garmet #m,Ge;0,,

the same way: the initial polarization direction persists untild'Splaly unusual features of the photoinduced absorption:

the hole forms a coupled pair with a negative impurity. In. . saturation of the photoinduced absorption with pumping

th ds, a hole retains its polarization direction when e/ S’
other words, a hole retains I1s polarization direction When__ o 54 distribution of photoinduced absorption centers
hopping between adjacent Mn ions.

. . over relaxation times, with the predominance of very long
Based on this, the relaxation process can be general

. L DT _ mes;
described as follows. After the illumination is switched off, a __ . jircidence of the relaxation rates of photoinduced ab-

hole hops within the same chain until recombination with a5 htion and dichroism and a noticeable difference between
negative impurity charge occurs. The probability for a holey,qiy temperature dependences under pumping.
to meet an impurity charge just in the same chain is negligi-  g\,ch experimental results cannot be understood in terms
bly small. However, a hole can leave the chain in the strongy ,htoinduced absorption centers associated with impuri-
field of a negative charge lying near the chain, thus changinges or [attice defects. Within the notion of random electric
its polarization and simultaneously disappearing as an activge|ds a quite natural explanation can be given: the*Mn
charge(forming an inactive coupled pair sublattice of the CMn,Ge;0;, garnet contains MH ions

Now let us call attention to the different temperature (j e . Mn-holes in a low concentration?2° Since the crystal
dependences of the photoinduced dichroi§fig. 11) and a5 a whole must be electrically neutral, it contains negative
absorption(Fig. 7, upper curvemeasured under pumping jmpurity ions or cation vacancies in the corresponding con-
after saturation. This difference suggests that pumping modicentration. In the ground state, the Mn-holes occupy Mn sites
fies the relaxation process somewhat. During relaxatioldjacent to negative impurity charges. Such coupled pairs of
without pumping, as was mentioned in Sec. 4.2., the totalityypposite charges are inactive in the sense that their electric
of active charges is rapidly rearranged to minimize theirfield is very weak in the major part of the crystal volume.
electrostatic energy; because of this the random electric Under photoillumination, a small number of electrons
fields are weak and insufficient to force a hole to leave itsare transferred from regular Mhions to the MA* compo-
chain. However, pumping rapidly changes the configuratioments of coupled pairs, thus creating pairs of spatially sepa-
of active charges and strongly enhances the straggling ghted charges of opposite sigriactive charges Active
their fields. In the course of relaxatiomder pumpinga hole  charges create electric fields in a larger volume than coupled
can find itself in a strong random field, which causes it topairs and correspondingly enhance the probability of the for-
leave the chain and to change polarization even far fronbidden optical transition. At low concentrations of active
negative impurities. Thus, pumping gives rise to a new recharges, the photoinduced absorption is proportional to it.
laxation channel which affects only the dichroism. This canPhotoinduced dichroism is caused by the predominant gen-
explain the observed distinction of its temperature depeneration of holes polarized in a fixed direction. They are re-
dence under pumping from that of the photoinduced absorpsponsible for an anisotropic distortion of their surroundings
tion. which entails dichroism and birefringendéheir time and

In more detail, this distinction can be understood undetemperature dependences are quite similar
the assumption that the two types of hole motion—hopping  The random electric fields of active charges simulta-
within the same chain and hopping between different chaingeously manifest themselves in another way: they promote
in a strong field—are associated with different sets of latticethe relaxation of photoinduced changes through hopping of
vibrations. In Sec. 4.2., the relaxation of active char@es,  holes. A broad distribution of the magnitudes of the random
hole hopping within a chajnwas satisfactorily described in fields gives rise to a very broad range of hole hopping rates
the Debye approximation, which involves the total set ofand, hence, of the lifetimes of the photoinduced changes.
frequencies. Low-frequency vibrations from this set are re-  Simultaneously, the existing active charges annihilate
sponsible for a decrease of photoinduced absorption witlluring the photoproduction of new active charges: electrons,
increasing temperature, both with and without pumping. Taremoved from MA* ions by pumping, are also transferred to
all appearances, hole hopping between different chains iactive chargegMn** ions). The characteristic time of this
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The influence of damping on the Bloch oscillations arising in the motion of a magnetic soliton in
an easy-axis one-dimensional ferromagnet in the presence of a small magnetic field gradient

is investigated. The most interesting case, that of solitons with low frequencies and low velocities,
is considered. In this case there are two soliton damping regimes. When the magnetic field
gradient is greater than a critical value set by the damping, the soliton lifetime is considerably
greater than the period of the Bloch oscillations. However, together with these oscillations

there arises a translational motion of the soliton due to dissipation. If the magnetic field gradient
is smaller than the critical value, then the Bloch oscillations vanish, and the soliton

undergoes only translational motion. 2001 American Institute of Physics.

[DOI: 10.1063/1.1344140

INTRODUCTION EQUATIONS

A characteristic feature of the nonlinear dynamics of the ' @ phenomenological description of the properties of
magnetization of ferromagnets and antiferromagnets is thfffromagnets, inclusion of the simplest types of relaxation
existence of dynamical magnetic solitons. By a dynamicaleads_to the following generalization of the Landau—Lifshitz
soliton we mean a spatially localized moving disturbance OFquatlons7:
the magnetization field in which the stability of the distur- dM 5
bance is ensured by the presence of certain integrals of thigr — ~ 9LM > Hert] + GM{A[mX [HerrX m]]— hea"AHef}
motion of the dynamical equations of the magnetization (1)

field. In the case of one-dimensional ferromagnets in Whichrpe magnetization vectdd (r,t) describes the instantaneous
the long-wavelength dynamics of the magnetization is degiate of the ferromagneta is the lattice constantg
scribed by the Landau-Lifshitz equations, there is a com=2, /4 is the gyromagnetic ratiou, is the Bohr magne-
plete description of all types of nonlinear excitations and, inton), and m=M/M. The effective magnetic fieltH; ap-
particular, there exists an exact analytical solution for dypearing in Eq. (1) is defined by the relationHg
namical solitons in uniaxial magnets in a uniform magnetic= — §E/ M, whereE is the total energy of the magnet. The
field in the absence of dissipatidf.Such solitons are char- constants\, and\, characterize relaxation processes of dif-
acterized by two parameters: the velocity of their translatiorferent naturesi, corresponds to the relativistic damping,
as a whole, and the frequency of precession of the magnet&nd\, to the exchange damping. Below we consider a one-
zation in them. dimensional ferromagnet in an external fietl directed
In the presence of a small magnetic field gradient a solialong the easy axis We introduce the polar anglésande,
ton in a uniaxial ferromagnet executes oscillations with aSO thatm,= cost, m,+im,=sing€?. Then the magnetic en-
frequency determined by the value of the gradfhThese ~ €rgy densityw can be written ds
are the so-called Bloch oscillations of the magnetic soliton, 1 1
which are analogous to the oscillations of an electron in &v(6,¢)= Ea(ﬂM/(?X)2+ EBMZSinz 6+MH(1-cosé),
crystal in an electric field. The same type of oscillatory mo- 2)

tion is also inherent to solitons in discrete spin chains, th%vherea is the exchange constang, is the anisotropy con-
dynamics of which was investigated in Refs. 5 and 6. In g : Py

di . ilati f this kind it i . tant & stant, and the coordinatespecifies the position of the point
iscussing oscillations of this kind it is very important to ;o o1e dimensional magnet,
consider the role of dissipative processes, which can lead to For a uniaxial ferromagnet the Landau—Lifshitz equation

the complete vanishing of Bloch oscillations. Relaxation of a(1) in the absence of dissipation (= \,=0) always has two

two-parameter soliton in an easy-axis ferromagnet was studntegrals of the motiori:the total energy of magnetic excita-
ied in Ref. 7 on the basis of the Landau-Lifshitz equations;gn,

with dissipation. Here we consider the influence of dissipa-

tion on the Bloch oscillations of a soliton in a nonuniform E=a2j w(6,0)dx 3
magnetic field. Here, as in Refs. 3, 4, and 7, we restrict

discussion to the case of a one-dimensional magnet, faind the projection of the total magnetic moment on the an-
which the problem can be solved analytically. isotropy axis,

1063-777X/2001/27(1)/5/$20.00 35 © 2001 American Institute of Physics



36 Low Temp. Phys. 27 (1), January 2001 I. M. Babich and A. M. Kosevich

) the adiabatic approximation. It is this time dependence that
N=(Mo/2uo)a j (1-cos6)dx, (4)  governs the Bloch oscillations of the magnetic soliton.
) ) o ) In the present paper, on the assumption that the relax-
where a is the interatomic distanceaf is the “transverse ation constants,; in Eq. (1) are nonzero but small, we em-
cross-sectional area” of the 1D maghef, is the Bohr  ploy adiabatic perturbation theory to describe the evolution

magneton, andl, is the modulus of the vectdvl. In addi-  of the soliton in a nonuniform magnetic field in the presence
tion, if the external magnetic field is uniform, then, in addi- of damping.

tion to E and N, the excitation field momentur® is also It follows from Egs.(7)—(9) that the soliton momentum
conserved: and the number of magnons appear in all of those relations
Je only in the form of the dimensionless quantitie®/2P, and
P= —(Moazlg)f (1—c080)5dx. (5) N/N;. Continuing the procedure of rendering the equations

dimensionless, we shall henceforth use the lefeasidN to
A dynamical magnetic soliton is a spatially localized ex-mean just these ratios. Similarly, the lett€rwill denote
citation moving at a constant velocity and corresponding td&=/Eo. Finally, the dimensionless magnetic field gradient is
finite values of the integrals of the motidh N, andP. For  7=gly5/w,.

\i=0 the two-parameter solution of equatidgt) corre- When the dissipation is taken into account, not oRly
sponding to this soliton has the fotm but alsoE andN will cease to be integrals of the motion. The
time derivatives of these quantities can be found straightfor-
=Bt + Y(x—V1); d_‘z”:_ c . wardly by using Eq.(1) together with(2)—(5). Since the
Todx cos( 9/2)’ functional form of the soliton is conserved in the adiabatic
(6) approximation, the exact soliton solution of the Landau—
0 A+B Lifshitz equationg6) for ;=0 and »=0 should be substi-
ta”2§: cosR[ k(x—VD)]—B’ tuted into the resulting expressions, with the parame®ers

N, andx assumed to be smooth functions of time. The results
Here (and below we have used dimensionless variables: thein the case when only the dissipation of relativistic origin is
coordinatex is measured in units of the magnetic lenggh  taken into account are written
= (a/ B)Y? and the frequency in units of the homogeneous
ferromagnetic resonance frequenay=pBgM,. We note
that the inclusion of a uniform magnetic fieldl, leads to a

P ~ ~

rTon 7N—2\,(VQex— ®R), (11

frequency shift ing(t): @w=w+(Hy/BM,). The constants dN
dt

A, B, and C are functions of the two parameteds and V. = =20 (@Qa— VR), (12
However, for use below it will be convenient to express them
in terms of the conserved quantitiblsand P: ) 2
az—Z)\r(V Qex— 2VOR+0°Q,p), (13
] N | mP sin(P/Pg)
A=sint?| —|; B=sirf| =——|; =— - - S
N, 2P, sinh(2N/N;) where we have introduced the following functions:
1 d
B R= §f sir? aa—l)/:dx, (14)
K:(1+ —|tanh(N/Ny); (8)
A 1
Qan=—f sir? 6dx, (15)
_ coS(mPI2Py)  SirP(mP/2Pg) 8
~ cosP(N/N SiNF(N/N;) 1([(06)\? I\
(N/Ny) (N/Ny) © Qengf [(5) +sir? 0 —) 9% (16)
sinh( wP/Pg)
= m Definitions (15) and (16) agree with the expressions for the

anisotropy energy and exchange energy
WhereN1=2a2|0M0/,u0, POZ’TTha.ZM()/,LL(). 2
The soliton energ¥ in a uniform magnetic field is given Ean=BM5Qan,
n2 In the general case, when all of the are nonzero, explicit
(10) expressions for the time derivativesfN, andE are analo-
gous to(11)—(13) but are extremely awkward, and we will
WhereE0=4MSa2(a,8)l’2, andk is given by formula(8). It  therefore not give them here. However, in the next Section
follows directly from the form of the functiondandBin (7)  we present all of the results, including those with the ex-
that the soliton energy is a periodic function Ff change contribution to the relaxation taken into account.

In a nonuniform magnetic field a soliton executes oscil-  The form in which Eqs(11)—(16) are presented is ex-
latory motion. In Refs. 3 and 4 the oscillations were investi-tremely convenient for studying the dynamics of solitons
gated in the absence of dissipation for a nonuniform magwith small V and w, i.e., solitons of large sizeN>1). As-
netic field of the formH=H,+ »x with a small field suming that the factor¥ and o separated out it11)—(13)
gradientp=dH/dx. The soliton momentunf is not con- give the main dependence on these parameters, we can
served in this case, and its time dependence can be found a@valuate(14)—(16) for V—0 and w—0, i.e., essentially in

Eex= aMSQex-
by
E: EOK+ ZMOHON,
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the static regime. But then, as we know;=0 and the func-
tion 6= 6(x) describes the profile of a wide one-dimensional
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To find X(t) we differentiate relatiof22) with respect
to time and use Eq911)—(13). After straightforward ma-

domain with a magnetization direction opposite to that amipulations, we find that

infinity (6~ 7 inside the domain, and=0 at infinity). The
width of the domain is\x~2N, and its edges constitute two
domain walls, in which

0(X) = 0y(x)=2 arctafexd = (X+Xq)1}, a7

sin(2P)
sinh(2N)’

1 d(NX)
N dt

(26)

where the right-hand side is the same as expregSjdior V,
only nowP andN are functions of time. If we set,=0 (and

where X, are the coordinates of the centers of the twonenceN=const) in Eqs(11), (12), and(26), we will arrive

domain walls, and 2,=AX. Since the width of the domain
wall | is finite andly<AX, the evaluation of the parameters
R, Qan, andQg, in the leading approximation is trivial:

R

0; Qu= 4J Sir? Gy(x)dx;

ANELC

Substituting(17) into (18), we find thatQg,= Q.= 1/2.

In the case of small andV the form of Eq.(13) cor-
responds to the usual definition of the change in energy in
dissipative medium,

dE
dt

1 (18

96,
Qex 4

= —2F, (19

where the relativistic term of the dissipative functibrhas
the standard form

1
E)\r(Z)Z-FVZ),

which agrees with the equations of moti@ttl), (12):

dP  0E oF 2
X v (20
AN GE .
T (21

HereE is the expression for the soliton energy in a nonuni-
form magnetic field* generalizing the resultl0):

E=x+hN+7XN, (22

where X is the coordinate of the center of the soliton, and
h=Hy,/(BM,). Later we shall us€19)—(22) for a detailed
analysis of the oscillations of a soliton of large size.

If there are no conditions that and w be small, then it
will be necessary to use the explicit form of the solutién
in calculatingR, Q.y, andQ,,. After integration we obtain

R=—VN/2, (23
1/1 )

Qan:E EQsthNJer ) (24)
1/1 )

Qex:§ —Qsinh2N—Now |, (25

whereQ?=»?+V?, andw andV are expressed in terms of
the integrals of motion by formula®). Equations(11) and
(12) describe the smooth changes of the soliton paramBters
andN with time, and formula22) gives an equation for the
coordinateX(t) of the center of the soliton.

at the description obtained in Refs. 3 and 4 for the Bloch
oscillations of a magnetic soliton. In the case wher:0

but =0, Egs.(11)—(13), taken together with23)—(25),
agree with the analogous equations in Ref. 7.

ANALYSIS OF THE EQUATIONS

In the general case of arbitrary values of the parameters
o andV (or N and P) the system of equationd1)—(13)
describing the relaxation of the soliton can be studied only
aumerically. In the absence of a magnetic field gradient the
soliton lifetimet; is of the order of I (Ref. 7), where\
=maxQ\, \(a/lp)?). However, forN>1 (or, equivalently,
for w,V<1) it increases considerablyi=N/\. An espe-
cially significant increase ity occurs forH,=0. Indeed, in
that case we have to leading order in ex@N)

Q=4e2N; w=4e"Ncog2P);

1
V=4e 2N sin(2P); R=0; Q= Qexzz
and\ appears in the equations only in the combinatidi
<1. In other words, the damping of the soliton is determined
by the product xQ) ! and becomes very weak. It is this
physically interesting case that we analyze below.

For N>1 andHy=0 Egs.(11), (12), and(26) become

aP oy

a=—nN—4)\pe sin(2P), (27)
- —2N

T Anne N coq2P), (28
dX 1

gr = %e 2Nsm(2P)+4)\NN “2Ncog2P)X, (29

where Np=\,+(1/3)\o(allg)?> and Ay=\,+\(allp)?

We note that here we have taken into account not only the
relativistic damping but also the exchange damping, which
comes into the equations in different wayss& \y).

Let us determine the critical magnetic field gradiest
which divides the values of the nonuniformity of the mag-
netic field into regions corresponding to different regimes of
soliton evolution:

7 :)\p’y

Here y=4exp(~2Ny)/Ny, whereNg is the initial value of the
parameteiN.
Let us consider the two limiting cases. For very small

magnetic gradients7<7.) or, equivalently, strong damp-
ing, we can neglect the term 7N in Eq.(27), and we arrive
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at the results for a uniform magnetic fi€ldn this situation ~ soliton drift time, which agrees in order of magnitude with
there are no Bloch oscillations of the soliton: it undergoes ahe soliton lifetimet. : tire~Ng/(A(). Here the change in
gradually damped translational motion. h on a scale comparable to the amplitude/¢,) of the

Let us now turn to the case of weak relaxatio?)c( Bloch oscillations is relatively smallh~Q/Ny<(Q, and so
<7), where the Bloch oscillations of the magnetic soliton formulas(30)—(32) and, hence, the qualitative conclusions as
are conserved. The solution of equatié®® and(28) can be to t.he character of the Bloch oscillations of the soliton re-
found by iteration and can be written in the form of power Main valid.

series in the small parametep(/7). The first terms of these Let us now mc_hcatg the pondltlons undgr \.N.h'Ch this
series are weak damping regime is realized. For applicability of the

adiabatic perturbation theory it is necessary that the charac-
v o teristic frequency() in the soliton be much greater than the
N=No—An ﬁSIﬂ(ZVOt), frequency 2/, of the Bloch oscillations, i.e., the following
(30) inequalities must hold:

P=—wvot—A\p %7005(21/00, 1>4e MNo>2y,.

This gives an upper bound on the magnetic field gradient,

wherevo=7N,. The origin of the time coordinate is chosen since vo=7N,. On the other hand, the conditions 7,
so as to eliminate from the second equation the constanfiyes

associated with the initial value &, and in the second term on
of the expression foP we have also dropped a contribution 2vg>8\pe 0.

p.roportional tg the small paramgterNbl The tgrms of |0 other words, if\p<1 there is an interval of values in
higher orders in /) are proportional to the higher har- which one should observe weakly damped Bloch oscillations
monics of the frequencyi. We note that on average over a ¢ the soliton. Interestingly, even %27% the soliton can

period of the Bloch oscillations of the solitoff € 7/ vy) the - ~ ~ oo .
. . .. _execute many oscillationdNG 7/ ) before it disappears. Fi-
parameterN remains constant and practically equal to its o e . .
nally, we note that over its lifetime the soliton drifts to a

initial value Ny. Using the results obtained f& andN and ) ~ R )
distance of the order of exp@Ny)/7<1, which is consider-

Eq. (29), it is also straightforward to find the first two terms ) , X
. . ~ o~ ably greater than both the soliton sikg and the amplitude
of the expansion oK(t) in the parameter#./7): _ o .
of its Bloch oscillations 2exp{2Ny)/(Ng7).

1 If Q<1 butH,#0 (h>Q), then all of the qualitative
X(t):zv_eszOCos(zyot)_ZL()\P_)\N)eszO 0 ( ) q
0

o results listed above remain valid. Only certain quantitative
characteristics are changed. In particular, the adiabaticity
Xsin(m,ot)_z%()\PJr e 2Not, (31) condition becomes weakerw~hswv,, but now tie

~Ng/(nh), and a soliton can execute onlMy(7/7.)
where in the last term we have again dropped a contributior ({2/h) Bloch oscillations before it disappears.
containing an additional small factorNg. The first term in
this expression is the same as the result in Refs. 3 and 4 ar@dbNCLUSION
describes the Bloch oscillations of the magnetic soliton. The
inclusion of damping, as we see from formugdl), has two
effects. First, the oscillations of the center of the soliton
while remaining periodic with frequency1g, cease to be

We have investigated the influence of damping on the
Bloch oscillations of a magnetic soliton in the framework of
'adiabatic perturbation theory. We have included in the
harmonic: higher harmonics appearXft). Second, a drift Lalnc?a.u—.Ufsrgtz e(rq]uatlons the relaxatr:on terrﬂsdof bOth. the
of the center of the soliton arises, with a constant drift ve-re atl\{lsnc and exchange natures. W? ave catle attention to
locity proportional to the damping: th_e circumstance that the longest-lived sqlltons are those
with small values of the parameté€l. For this reason our
% detailed analysis was done for solitons of that kind.
Vdr:—2~;(7\P+>\N)e_2N°- (32) If the magnetic field gradient exceeds a critical value
(but it is small enough for the adiabatic approximation to

This behavior of the soliton is reminiscent of the so-calledapply), then the Bloch oscillations of the soliton will exist
Shapiro effect in the theory of Josephson junctidns. even in the presence of damping. However, these oscillations

Since all of the characteristics of the soliton are periodiowill no longer be harmonic and, in addition, the center of the
functions of P, and sinceN, as we have said, is a periodic soliton will begin to drift at a constant velocity. Over its
function of time, there is no damping of the soliton at all in jifetime a soliton can execute a large number of Bloch oscil-
the case under discussiom¥ 7). According to formula lations, and the drift distance is much greater than the am-
(19), the decrease of its energy in this case is proportional tplitude of these oscillations. The critical value of the gradient
only the square of), and it is exactly equal to the change in is proportional to the damping and to the parameter
energy due to the drift of the center of the soliton into the()/In(1/}).
region of lower magnetic fields. It must be remembered, If the magnetic field gradient is smaller than the critical
however, that the value of the field, gradually changes as value, then the Bloch oscillations will vanish completely,
the soliton drifts. Our approximatiod,=0 is valid only as and the soliton undergoes only a gradually damped transla-
long ash<<(). This leads to the following estimate for the tional motion.
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It is shown that if the magnetic structure of an infinite antiferromagnet has a center of
antisymmetry rather than a center of symmetry, then in a slab of such a crystal the formation of
propagating nonexchange bulk spin waves of a previously unknown type can occur. The
relationship between the ‘Meand Debye temperatures of the antiferromagnetic crystal is of
fundamental importance for the structure of the spectrum of these magnorz00®
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INTRODUCTION O<OARM (2

As we know! a magnetoelectric effect can arise in anti-
ferromagnets whose magnetic and crystallographic symmdarw is the homogeneous antiferromagnetic resonance fre-
try admits the existence of a center of antisymmetry. Thejuency, as a consequence of which the main effects induced
corresponding contribution to the thermodynamic potentiaPy the magnetoelectric and magnetoelastic interactions were
density of such a Crysta| in the framework of a two-substratéjue to oscillations of the elastic Subsystem of the Crystal. As
model can be written in terms of the ferromagnetism vectot0 the features of the spin dynamics of magnetoelectrics due

m and antiferromagnetism vectbas to the hybridization of the magnetoelastic and magnetoelec-
tric interactions, their influence reduced to the appearance of
Fpe= YapyMal P (1)  additive contributions to the activation energy of the normal

spin oscillations of the tetragonal magnetoelectric under

where 3/ is the tensor of magnetoelectric constants, study, due to the formation of a magnetoelastic and magne-
=(M1+My)/2Mg, |=(M1—M,)/2My, M4, are the sublat- toelectric gap(and also to the magnetoelastic renormaliza-
tice magnetizations, and,|=|M,| =M. tion of the uniaxial magnetic anisotropy constants

The experimental detection of a large value of the mag-  4) the lack of analysis of the magnetoelastic dynamics of
netoelectric susceptibility in a tetragonal antiferromagnethe investigated antiferromagnetic magnetoelectric for differ-
with a center of antisymmetfywas in large measure stimu- ent relationships between the Debye temperafiyend the
lated by theoretical studies of this class of magneticNeel temperaturdy, in spite of the fact that, as was estab-
materials>~’ lished in Ref. 8, the magnetoelastic dynamics of the high-

However, the construction of a consistent theoreticaktemperature Ty>Tp) and low-temperatureT<Tp) anti-
model of the dynamics of a real magnetic crystal below thederromagnets is substantially different even in the model of
magnetic ordering temperature cannot be done without takan infinite crystal. Moreover, it was shown in Refs. 9—-11 that
ing into account the interaction of its spin and elastic sub4n the case of a bounded antiferromagnetic crystal With
systems; moreover, one of the characteristic features of the Ty, consistent allowance for the interaction of the spin
dynamics of antiferromagnetic crystals is the possibility ofand elastic subsystems can give rise to an indirect spin—spin
exchange enhancement of magnetoelastic effects. In Refiteraction of the magnetic moments through the long-range
3-5and 7 it was shown that in the case when the structure dield of the quasistatic magnetoelastic deformations and the
the magnetoelectric interaction is described by relatibna  consequent formation of a new type of propagating nonex-
number of features arise in both the linear and nonlineachange spin-wave excitations — elastostatic spin waves.
dynamics of a tetragonal antiferromagnet. However, the cal- In accordance with what we have said, the goal of the
culational model chosen in Refs. 3—5 had some substanti@iresent study was to determine the necessary conditions un-
limitations, the most important of which, in the opinion of der which the linear magnetoelectric effect will induce the

the authors of those papers, were as follows: formation of previously uninvestigated anomalies in the
1) neglect of the the finite dimensions of a real magneticspectrum of nonexchange bulk spin-wave excitations of a
sample; thin film of a tetragonal antiferromagnet, which are absent in

2) the lack of a consistent allowance for the dipole andthe model of an infinite crystal.
inhomogeneous exchange mechanisms of nonlocal interac- In the general case one must take into account both the
tions in the spin system of the magnetically ordered crystalmagnetic dipole and electric dipole interactions in a magne-
which shape the dispersion properties of a bounded magndnelectric, but in Ref. 6, for the example of a two-sublattice
3) analysis of only the low-frequency region of the spec-model of a tetragonal antiferromagnetith 0z being the
trum of magnetoelastic oscillations, fourfold axig with a center of antisymmetry, it was found

1063-777X/2001/27(1)/6/$20.00 40 © 2001 American Institute of Physics
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that in the collinear phase of this cryst#l|@z) under certain Whereds, «, andg are the homogeneous and inhomogeneous
conditions the independent propagation of magnetic polariintersublattice exchange constants and the anisotropy con-
tons of the TM and TE types can occur. This is because o$tant, respectivelyE and H are the electric and magnetic
the fact that if the plane of propagation of the polariton wavefields, P is the electric polarization vectok, andx are the
passes through the principal axis and the twofold axis ofnverse dielectric susceptibilitiesy, is the magnetoelastic
such a crystal, then one of the magnetic modes is magnetistrain tensor, an& andc are the magnetoelastic and elastic
dipole active, while the second is electric-dipole active. interaction coefficients, respectivelfNote: Throughout this
This paper is arranged in several Sections. In Sec. 1 wpaper the vector product of two vectors is denoted by enclo-
describe the model of the investigated tetragonal magneture in square brackets, and the scalar product is written with
electric crystal. We use this model to analyze the structure obr without enclosing parenthesgs.
the spectrum of normal oscillations of an antiferromagnetic  In the particular case of a tetragonal antiferromagnet
crystal with a center of antisymmetry. The calculation waswith the 4,2, 1~ or 4,2, 1 structure, the expression for
based on the simultaneous incorporation of the magnetic dihe magnetoelastic interaction energy can be writtén®as
pole, electric dipole, magnetoelastic, and inhomogeneous ex-
change interactions. In Sec. 1 we also formulate a suitable Fpe=—vimaIxPy =1 Py) = y2Po(mydy =myl,)
bpundary-value problem for a thin magnetoelec_tnc .f|Im and — yal {mPy = mny)(4zi2x+17),
give the structure of the spectrum of normal oscillations of a
thin tetragonal antiferromagnet with a center of antisymme-  F = —y;m,(1,P,=1,P,)— y,P,(m,J,=m,,)
try in the collinear phase for an electric-dipole-active mode. e
Sections 2 and 3 are devoted to an analysis of the anomalies = a3l (MPyEmyPy) — vl ,m,P,(4,2,17),
that arise in the spin dynamics of a magnetoelectric film -

when the linear magnetoelectric effect is taken into accoum(, Y1-4 are the magnetoelegtnc interaction coefficignts
in this analysis we neglect both the inhomogeneous ex- The dynamical properties of the system under study are

change interactior{zero-exchange approximatipmnd the described in the framework of the phenomenological theory

finite propagation velocity of electromagnetic and acoustic,by the following system of coupled vector equations:
oscnlatlpns(the electrostatic 'and elastostatic approximations,  (2/qMq)m,=[mH,,]+[IH,];

respectively. In Sec. 2 we discuss the structure of the spec-

trum of electric-dipole-active bulk magnons in a slab of a  (2/gMg)l,=[IH,]+[mH];

high-temperature antiferromagnet with a center of antisym- (5)

4

metry, and in Sec. 3 we do this for a low-temperature one. e 14D 1B
48 . ) ! Py=fH,; curlH=—-—; curlE=——-—;
We finish with a summary of the main conclusions that fol- P c dt c at
low from the results obtained in this study.
GvD-0: divB—0; poti_ W
VEEE AvETE a2 oxduy’

1. BASIC RELATIONS
whereH;=6H/6j (j=m,l,P), g is the gyromagnetic ratio,

If we assume thaim|<|l|=1 (the relativistic interac- andp is the density.
tions are small compared to the intersublattice exchange  In the case when the oscillation frequency of the system
then, according to Refs. 2 and 3, the energy density of theatisfies the condition
two-sublattice model of a magnetoelectric antiferromagnet ) " 1/
with allowance for the magnetoelastic interaction is ex- ~ @<MiK{goMo,(f/x,)™% (f/k) % (6)
pressed in terms of the ferromagnetism veatoand antifer-

. one can exclude the vectams and P from consideration. As
romagnetism vector as

a result, the equations describing the dynamics of a magne-
F=Fmnt+FpetFmet FetFp; toelectric in the approximatioii6) can be written(on the
condition thatH,=0) in the form

) o IB
M2 2 2_ P2 .
A A | A=ty - Wa_ MWne 8 H)l— 2 (MM
1 1 @ SZ it Al Il 5‘”5( )t 8( )[ ]
— 2 2 2 .
Fo=g, Pet 5 (Pt Py —PE 3 ,
2 5 5 5 +5 {elyPell +2(TP)l+1yPll,— yPl}
Fme=Bll(lexX+|yUyy)+Blz(|Xuyy+|yuxx) Wg
+ B g Ugyt Uy )15+ By, (1 5+ 12) +Bagu, ) 7 +%§|{(|H)(A7P|)+H(l“p)_,}PH}:O;
+2844|z(lxuzx+Iyuzy)+ZBGGIXIyUXy;
curlH=—-—; curlE=——-—; ivD=0;
Fezzcll(uiﬁuiy)+clzuyyuxx+c33(uxx+uyy)uzz c at c gt
Lo 2.2 ) o Pu PW
+ 5 Cagliz T 2Cas(Uzyt Uzy) + 2Ceqaly, divB=0; 2 ooy
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Herel' ,=v.p,l5l ,, ©s=gMy, ande is the antisymmetric B " R(w,k) s z_ygkl_
unit tensor. In the approximatiof6), the vectorsm andP M= (&1 x0é) Ak’ Xo=1/6; &=

that appear in Maxwell’s equations are related to the compo-

nents of the antiferromagnetism vectoas Ar(0,K)=R(w,k)(1-£2) — w?;
m= in 1+ E(H—I(IH)) + i{|<rp)— yP}; R(w,k)= w3+ s?(K2+k?)
Sws- " S Sws ’ ’ 0 x oz
R 8
P=k(E~Im). [ kA o) T (Ass )20 1k,1 |

+w

me|

The tensork has the following nonzero components, pL(A 11— 0?)(Agz— 0?) — Ay

=Kyy= K|, Kzz7=K. )
Thus in the low-frequency limit6) the system of dy- , adog

= 2_ 2 . _ .
namical equation$7), (8), which intercouple only the com- SETg o @oTS Bla;  o=gMo;
ponents of the vectors H, E, andu, govern the magneto-
elastic dynamics of a magnetoelectric. This reduced system F(w,k)

is valid for arbitrary values of the deviation of the antiferro- ny:XOm; Xzz= @27=0;
magnetism vectol from its equilibrium orientation.
A calculation shows that one of two equilibrium mag- A (w,k)=F(w,k)(1- £?) — w?;
netic configurations can be realized in the model antiferro-
magnet under study: easy-axid||Qz) and easy-plane Cak?
(11.02).7> We consider the same geometry of propagationF(w,k)= wa+ s?(kZ+ kf)—wﬁw[ 1- —Zzl
of the electromagnetic wave and the same equilibrium mag- pl A2~ ]
netic configuration that were studied previously in Ref. 6 in
neglect of the homogeneous exchange interaction — th&ik(@,K)= Syt 4 xix(
easy-axis phasd||0z, [M|=|P|=0) of a tetragonal antifer-
romagnet 4217, and we adopt th&z plane as the plane
of propagation of the electromagnetic wave. ; :
Using Eqs.(7) and (8), we can that in this case the cor- v:vhereAik are the components of the Christoffel tensgk,
responding dispersion relation describing the spectrum of
normal oscillations of the given antiferromagnet, with the

magnetic dipole, electr_ic dipol_e, magnetoelastic, and inho'reciprocity not only of the polariton but also of the magne-
mogeneous exchange interactions simultaneously taken 'n_ESelastic spectrunm(k,) # o(—k,), but this effect is rather

accognt, factorizes. .Th's IS a consequence of the fact that_'gmall, since even when electromagnetic retardation effects
the given model the intercoupled oscillations of the magnetu?are neglectedd/c—0, i.e., in the electro- and magnetostatic
polaritons of the TE type and the elastic shear SH Wav§ i) it follows frorr,1 Eq's. (9) and (10) that (k)=
(Hxz,Ey,ly,m, ,,u,#0) propagate independently, as do x(—i< ) z

the magnetic TM polaritons and the elastic oscillations with “
lattice displacement vectar lying in the plane of propaga- bou
tion (Hy,Ey ,,1x,,my,u, ,#0). Thus both of these types of
normal oscillations of the magnetic crystal can be be classe
as phonon—magnon polaritons, which form as a result o
hybridization of the acoustical phonons and electric-dipole
active acoustical magnons H(,E, I, ,,my,u, ,#0)

,K);

eik(w k)= +4may(w,k); kexz

Thus it follows already from Eq$9) and(10) that in the
general case the linear magnetoelectric effect leads to non-

Since in this study we are interested in the dynamics of a
nded magnetoelectric, the system of dynamical equations
) presented above must be supplemented with appropriate
oundary conditions.

In the case when the magnetic moments on the surface
‘of the film are completely pinnedKittel boundary condi-
tions) the exchange boundary conditions can be written in

or magnetic-dipole-active acoustical mMagnonsy . ¢4 rni2
(Hxz,Ey,ly,m, ,,u,#0). In the approximatiori6) the cor-
responding dispersion relation for the spectrum of normal m=1=0; ¢==d, (11)

oscillations of an infinite antiferromagnetic magnetoelectric
with the involvement of magnetic-dipole-active, (m,#0)  where( is the coordinate along the direction mfand 21 is
or electric-dipole-active magnon models (m,#0) can be the thickness of the film.

written forHy ,E, ;,l, ,,my U, ,#0 in the form As to the elastic part of the boundary-value problem un-
) ) der consideration, up till now only two boundary conditions
@ e e ko 2)\) — e K2 (9 have been consider&t* in the theory for the solution of
5 Exx€zzMyy™ €27 Kz ExxRys . . .
c c magnetoacoustic boundary-value problems: a mechanically

and foruy,Ey ,H, ;,1,,m,#0 in the form free surface of the crystal,

R(w,k) R(w,k)— w? on=0, {==d, (12)
Xxx= XON 7y Fxx= Qyy= K| ==,
Ar(w.k) Ar(@.K) (oik is the elastic stress tengpor a completely clamped

2 sample,

w w 2_ 2.
?Mxxﬂzzsyy_ﬂzz kz_E)\ = MK (10 u=0, ¢==+d. (13
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Meanwhile, as we know, besides the two types of elastic R« =

boundary conditions indicated above, a third type of bound- )\:(KLXof)llzm; ny:XoA—;

ary condition is also used in physical acoustics, correspond- Fe

ing to a boundary that admits shp: AR, =Ri(1- &%) —w? Ap,=F«(1— &%) —0?

(Un)=0, [ns]=0, s=oyn., (==*d. (14 R«=R(w,k, =k, ;k=«,);

Physically this relation corresponds to satisfaction of the ~ F+=F(w,k =k, ;k=x,).
conditions of Completely incohe_zren_t matifigt the _in_terface It follows from an analysis of16) and (17) that for n L 0z
between two media, one of which is absolutely rigid. Analy-(y < x7) and w/c+0 the linear magnetoelectric interaction,
sis shows that the use of elastic boundary conditions of thgn, for magnetic-dipole-active and electric-dipole-active
type (12) and (13) leads to the situation that if the elastic a5 of spin oscillations, leads to nonreciprocity of the spec-
lattice displacement vectar lies in the sgglttal plane, then trum of bulk magnetoelastic oscillations(k,)# w(—k, )
for any type of exchange boundary conditions the solution of,5hagating along a thin film of a magnetoelectric antiferro-
the corresponding magnetoelastic boundary-value pmb'erﬁ]agnet.
for the relation between the frequeneyof the magnetoelas- A calculation shows that the linear magnetoelectric ef-
tic excitations and their wave vectoks in the developed ot goes not give rise to features in the spectrum of normal
plane of the crystal will be a transcendental equafidhthat ¢ cillations involving magnetic-dipole-active modes of the
must be studied by some approximate method. In Ref. 18, f0f,49n0n spectrum of a tetragonal antiferromagnet with a cen-
the example of a slab of a two-sublattice antiferromagnet, ito, "o antisymmetry in the approximation of an infinite
was shown for Fhe fir;t time that even for the.cgllinear phas%ropagation velocity of electromagnetic oscillations/¢
of the easy-axis antiferromagnet witjn the joint use of —0). Therefore, in what follows we shall consider normal
boundary conditiong11) and (14) permits one to represent qqijiations of a thin film of a tetragonal antiferromagnet in
the dispersion relation for the spectrum of bulk magnetoelasga collinear phasel[{0z) with the participation of only the
tic waves of a thin magnetic film in the form of a polynomial gjecfric-dipole-active mode of the spectrum of this magnet,

. 2 . . .
in »® for any direction of the wave vector in the plane of the 5ggming that the condition of the electrostatic approxima-
magnetic film,k, . The coefficients of this polynomial are ion is satisfied ©/c—0).

known functions of the components of the wave vedtor To analyze in detail the role of the different mechanisms
As to the electrodynamic boundary conditions, we shallyt gpin_spin interaction in the formation of the structure of
assume that, depending on the relative orientation of the Nofne gpectrum of normal spin oscillations, let us consider the

mal to the surface of the film, and the direction of the o responding general expressidé) in individual particu-
equilibrium orientation of the antiferromagnetism vector |, casesw/cok, —0; w/cyk, —, anda—0 (cy, is the

(Ref. 19, we will have minimum phase velocity of elastic waves in an infinite mag-
E.=H,=0; ¢==d for nll, ned. The firs.t _of these approximation; is valid_ if one can
(15) neglect the finiteness of the propagation velocity of elastic

Dn=Bn=0; é&==+d for nLl|k,, waves in comparison with the characteristic times of spin-
] ] ] ] wave oscillations in the spin subsystem of the magnet, i.e., in
wherer is a unit vector in the plane of the film. order for the elastostatic approximation to be valid, the con-

A calculation shows that if the exchangel), elastic gjtion Cpr>s must hold. The second case corresponds to the
(14), and electrodynami¢15) boundary conditions are si- frq7en Jattice approximation, and it can be realized not only
multaneously satisfied on both surfaces of the magnetoeleg, Cor<s but also forc,,>s in the region of sufficiently

tric film under study, then fok e xz, nLI[k, the structure  gmail wave numberk; <w/cp,. The last limiting case

of the spectrum of normal oscillations of the bounded anti—(a_>0) corresponds to the zero-exchange approximation
ferromagnet under study, with the magnetic-dipole, electric{peglect of effects due to the inhomogeneous exchange inter-
dipole, magnetoelastic, and inhomogeneous exchange '”teéttior).

actions taken into account, also has the form not of a

transcendental equation, but of a polynomial df (e

=4ray;, k,=mvi2d, v=12,...):
0 v ) 2. SPIN DYNAMICS OF A MAGNETOELECTRIC FILM IN THE
ZERO-EXCHANGE APPROXIMATION (HIGH-TEMPERATURE

2 2
w
k, + E)\) = 8 4yK2, (16)  ANTIFERROMAGNET)

w
? Exx€zzMyy ™ €24

It follows from (16) that under conditions such that
Hy!EX,Z=|X1my1uX,Z:’ﬁO! —0, (,L)/Cphki—>oo for TN>TD and a—0, w/CphkL—>O for
Ty<Tp, the structure of the spectrum of electric-dipole-

w_2 . K — g)\ 2: 2 17) active bulk magnons of a thin magnetoelectric film as a func-
c2 Foxxdazbyy™ Mzl B¢ FoxxtCys tion of the relationship between the  &leemperature Ty)
and Debye temperaturd §) can be written forT>Tp in
uy,Ey,Hy 1y, m#0, the form
Rx« Rf - w? &, ki

. e 0%k, )=R|1-¢&+——"——— |, n|oz, (18
GRS S e C k., M 19
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&% K,Z,
0%k,)=R| 1-&+—5——"—|, nlox (19
kietki(lte))
and forTy<Typ in the form
gzsiki
Q%(k)=R,(k )(1—§2+— . nloz,
- - K12,8+ki(1+8l)
(20)
gZSJ_KZ
2 _ _¢2 v
Q%(k,) Ry<kl>(1 e aareg) o
(21

_ C44[(k>2<Afl+ k§A§3_ 2A 7KK ]
[ATAZ— AT ]p

R,(K )=wd+wi 1

|

In (18)—(21) Aj,=A;, under the conditiork,=«,, k, =k,
for n||l or k,=k, , ky=x, for n LIk, (kex2).

Analysis of relations(18)—(21) shows that the corre-
sponding spectra of nonexchange spin-wave excitations ha
bunching point both fork, -0 and fork, —, i.e., for
two fixed mode indicesy and p the condition|Q,(k,)

e, =47wk,; e=4m7k; REwS-I- wrzne.

—Q,(k,)|—0 holds. In the case of a high-temperature an

tiferromagnet with a center of antisymmef{igs. (18) and

(19)] in the zero-exchange limit, independently of the mode
index v the dispersion curves of the spectrum of electric-

dipole-active magnons with||| is a wave of the forward type
(0Q), 10k, >0), while for nL| it is a backward wave
(0Q), 10k, <0). For a fixed value of the wave numbky
and a fixed mode index<p in the casa||l (18) the inequal-
ity Q,(k;)>Q,(k,) holds, whereas fon |1k, (19 the
condition),(k, )< ,(k,) holds. For both types of waves,
independently of the mode indexthe corresponding disper-
sion curves (18) and (19 have an inflection point
(&ZQV/akf=O) for k, #0. In this case the dispersion prop-

erties of the magnons, the dispersion relation of which fo

Tn>Tp is given by relationg18) and (19), are formed as a
result of the magnetoelectric interactiéh,(k, ) # const for
v37# 0 (electrostatic spin wavgswhereas the magnetoelastic

interaction governs only the value of the magnetoelastic ga|
wme and the renormalization of the magnetic anisotropy con-
stants, which are independent of the value of the wave num(
ber k, and the direction. If we introduce the characteristic

frequencies w3=R?*(1—£?) and w3=R[1-&/(1+¢,)]

(wa<wg), then independently of the mode indexone has
Q,(k, —0)—wa and Q ,(k, —»)—wg for n|l, while for
nLl|k, one has),(k, —0)— wg andQ (k, —®)— w,.

3. SPIN DYNAMICS OF A MAGNETOELECTRIC FILM IN THE
ZERO-EXCHANGE APPROXIMATION (LOW-TEMPERATURE
ANTIFERROMAGNET)

It follows from relations(18), (19) and(20), (21) that the
additional [in comparison to(18), (19)] anomalies in the

S. V. Tarasenko

low-temperature magnetoelectric antiferromagnet are due to
the fact that forTy<Tp, in addition to the electric-dipole
mechanism of formation of the magnon dispersion there is
also an indirect spin—spin interaction through the long-range
field of the quasistatic magnetoelastic deformations. This
makes it possible to form the dispersion properties of the
spin-wave oscillations of a thin antiferromagnetic film in the
zero-exchange approximation even in the case wpeid.

The corresponding class of nonexchange magnons is called
elastostatic spin waveé&:! It follows from (20) and(21) that

in the geometry under study this mechanism of indirect
spin—spin interaction leads to the situation that for a speci-
fied mode index the investigated type of nonexchange spin
oscillations, both fon||l and forn Ll||k, , are waves of the
forward type ¢Q,/0k, >0) fork, <k, ,, for k, >k, , they

are backward wavesd(),/dk, <0), and fork, =k, ,#0
(0Q, 10k, =0) the dispersion curve of the given mode of
magnetic oscillations has a maximum independently of its
mode indexv. Here for k, <k, , the conditionQ ,(k,)
>Q,(k,) holds, whereas fok, >k, , the relation{),(k, )
<Q,(k,) (v<p) is valid. Furthermore, unlike the case of a
high-temperature antiferromagngit8) and (19), the elasto-
static mechanism of formation of the dispersion of nonex-
change magnons leads to the circumstance that even in the

Sithit y—0 in a thin film of a low-temperature antiferromag-

net with a center of antisymmetry it becomes possible for a
crossing point of the dispersion curves of the mo@&s and

(21) to occur atk, =k,, for specified indicesr and p

(Q,(k,p) =9Q,(k,,)). If v<p, thenk, ,<k,,<k,,. In the
crossover regiok, =k,, the mode with indew is a wave of
the backward type, while the mode with indgxs opposite

to it. The bunching points of the spectrum of the investigated
type of nonexchange bulk elastostatic magnons(ayék )

= wq (both fork;, —0 and fork, —©).

Let us now take into account that in the low-temperature
antiferromagnetic magnetoelectric film under study the indi-
rect spin—spin exchange is due not only to the long-range
quasistatic magnetoelastic strain field but also to the electric-
dipole field (y#0). As a result, as follows froni20) and
r(21), in a thin film of a low-temperature antiferromagnet
with a center of antisymmetry it is possible even in the zero-
exchange approximatiorw(— 0) for the dispersion curve of
a mode of nonexchange bulk spin oscillations with a speci-
jed indexv to have not only a maximum but also a mini-

um for k, #0. The corresponding wave numbek3,
k,_<k,.) are the positive real roots of the equation
dQ ,(k,)/ok, =0. Such a form of the dispersion curve for
the bulk mode of the magnon mode of indexs possible, in
particular, under the following conditions:

n[l,
2 2
C11C33+ C44~ (C13t Cya) ( ng) vz g
238 < .
C11C44 C11 1+e,
nLtilk, ,
2 2
C11C33F C24— (C137T Csa) ciy| M2 1+e
R | (22)
C33C44 Cs3

Analysis of the relations fok,z,+ shows that fory—0 one

spectrum of nonexchange spin oscillations of a thin film of ahask,, —», k,_—k,, in the_casen||l, whereask,_—0,
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k,.—k,, for nLk|k, . If we introduce the characteristic the Neel and Debye temperatures and has a nonmonotonic
frequencies w,’gzzwg(l— &) and w’gzzwg[l— &1 character as a function of the magnitude of the wave number
+¢,)], then, as for a high-temperature antiferromagnet, inK. » having bunching points of the spectrum for—0 and
dependently of the mode index, one hasQ,(k, —0) Ky —o. )

— ot andQ,(k, —)—w} for n||l, while if nL1]k, then 2) For this type of bulk magnons there can be parts of
Q,(k, »0)— ok andQ,(k, —2)—wk . the dispersion curvé) (k,) with dQ ,/dk, =0 for k, #0.

In addition, it follows from(20) and(21) that when both The ind_icgted points can corrt_aspond to a local maximum or a
mechanisms of dispersion formatiofelectric-dipole and ~l0cal minimum of the dispersion curve. _ _
elastostatig for nonexchange magnons in a thin film of a 3) Fork, #0 there can €exist crossover points of the dis-
low-temperature antiferromagnet with a center of antisymP€rsion curves corresponding to modes with indieesdp
metry are simultaneously taken into account, two crossovelf! the spectrum of nonexchange bulk magnéhgk, ) of a
points of the modes can exist lat# 0 for fixed mode indi- thin magnetoelectric filnjon account of hybridization of the
cesv andp of the spectrum of nonexchange bulk spin oscil-€lastostatic and electrostatic mechanisms of spin—spin inter-
lations (20) and (21) (in particular, when condition$22) action.
hold). The corresponding wave numbets (k_<k,) are
determined from(20) and (21): *E-mail: tarasen@host.dipt.donetsk.ua

0, (k) =Q (k). (23
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The magnetodynamic nonlinearity of the electrical properties of uncompensated metals, wherein
the drift of charge carriers at a high density in crossed electric and magnetic fields leads to
generation of a self-field of the current, is investigated experimentally and analytically. The
experiment is done on cylindrical conductors made from high-purity polycrystalline

aluminum, in an arrangement in which the radial current is acted on by an external magnetic
field coaxial to the sample. The electric potential and the nonlinear correction to it are
determined over a wide range of values of the energy dissipation, all the way up to levels
corresponding to the boiling crisis of liquid helium. In the approximation that the contributions to
the resistive effect of the external field and self-field are additive, the results of a calculation
based on the macroscopic field equations are found to be in good agreement with experiment.
Questions pertaining to the concentration of magnetic field energy of the current for a

cylindrical geometry of the conductor are discussed in the approximations of long and short
solenoids. ©2001 American Institute of Physic§DOI: 10.1063/1.1344142

INTRODUCTION Magnetic nonlinearity in massive conductors can also be ob-

served in the transport of a high charge density, when the

A magnetic field gives rise to nonlocal effects in chargecharacter and intensity of the carrier motion give rise to an

transport when, in addition to the usual coupling between thegitional field as a factor affecting the carrier dynamics and
current density and the electric and magnetic fields, there ang,q kinetic properties of the mediufi. The intrinsic motion

also gradient terms resulting from the nonlinearity due t0 they the carriers and the magnetic field due to it are especially

self-field of the current. In metals there are known dynam'cefficient under conditions such that an additional azimuthal

effects stimulated by a static external magnetic field an rift occurs under the influence of the Lorentz force. Addi-

which Iead_ toa redl_strlbuuon of the current density over thetional drift of the carriers causes the conductivity at each
cross section of a film conductor on account of the substan-

. . . . " point to be determined not only by the external magnetic
tial nonuniformity of the self-magnetic field under conditions peld but also by the character of the collective motion of the

of the static skin effect at a high degree of compensation of _ .~ "". . . . : .
. 3 s carriers in the bulk, stimulating a macroscopic nonlinearity
the electronic and hole volumés® Similar effects are en- .
of the properties.

countered in massive samples. In particular, in polycrystal- . . . .
P b polycry The goal of this study was to investigate experimentally

line conductors with a complex type of constant-energy sur- tod . i itv of the low-t t
face, e.g., in randomly inhomogeneous media, because of tﬁge magnetodynamicnoniinéarity of the low-temperature

spatial fluctuations of the conductivity in differently oriented cr:)nduct_mgl propertle? Olf no_rmal ljjncompzp_sated fmeétafz
crystallites in the presence of a uniform external magneti¢h€ Particular case of aluminymander conditions of steady
field the asymptotic effective conductivity, which relates thecharge flow. Such research is topical in view of the necessity

volume-averaged values of the current density and electri@f €xploring further the questions of the electromagnetic in-
field, differs appreciably from the local values of the teraction in anisotropic nonlinear conducting media. We con-

conductivity? In addition to the nonlinear dynamics of the Sider the problem in which the properties are determined by
charge carriers considered here, in a dc electromagnetic fief§#€ intrinsic internal parametefdispersion relation, physical
there exists an extremely wide class of nonlinear electricaPurity, mean free path of the carriers, ¢tm conjunction
properties of metals under conditions such that the motion ofvith the conditions of the external influencike strength of
the charges is efficiently influenced by the magnetic compothe external magnetic field, the charge flux density, and the
nent of the field of an rf wave. Much of the experimental andcharacter of the motion of the charge, which is set by the
theoretical work on this class of phenomena is reflected irshape of the sample and the boundary conditions, the nature
the review article by Makarov and Yampol'$kiAn external ~ of its thermal coupling to the surrounding medium, ket
gradient magnetic field also has an additional effect on theddition, it remains important to look for ways of expediting
charge transport in a polycrystalline conductor, and the curthe application of existing materials. Knowing the behavior
rent density at each point depends on the degree of spatiaf the nonlinearity of the properties of conductors, one can
variation of the components of the conductivity ten%6r. determine ways of improving the efficiency for materials

1063-777X/2001/27(1)/6/$20.00 46 © 2001 American Institute of Physics
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used in the cores and windings of electric motors and other

devices, where it is necessary to produce a magnetic field, 56 8
accumulate field energy, and concentrate this energy in local + v 9
regions of space. - V/ i

EXPERIMENT = :/j
o [ ]

Methods of investigation, choice of materials, m
and experimental procedures 05 ¢ /

The scale of the magnetodynamic nonlinearity can be / A / /03
estimated by recording the material characteristics that are / /O/A2
sensitive to magnetic field. For normal uncompensated met- 5/8/8/01
als under certain conditions the coefficient of proportionality 0L e T T T R S
between the electric fiel& and current density will be a 0 2 4 6 8
strong function of the magnetic fiel. Such a situation oc- Bg, T

curs in a cylindrical conductor in which a radial current is

flowing and a coaxial external magnetic field causes addiF!G. 1. Self-magnetic field as a function of the external magnetic field for
: : : different values of the mean current dengityA/cm?]: 25 (1), 50 (2), 100
tional drift of the partlc!es through the Lo_ren.tz force. In sugh(3)' 200(4), 300(5), 400(6). 500(7), 600 (8). 700/(9).

a geometry the magnitude of the electric field in the radial

direction is proportional to the reciprocal of the diagonal

component of the conductivity tensor and the radial curren];lzo_25 andr,=1.5 cm, respectively. Potential contacts

density. This is because the drift of the carriers is due not tqere mounted on the surface of samples along the radits
the Hall field but to its radial component. The azimuthal drift istances of 0.5, 0.7, and 1.0 cm from the axis so as to permit

current density can be written as determining the spatial dependence of the potentidlring
_ (Porct Poziz) the measurements by recording the potential differehge
Jo=— T' 1) between two pairs of contacts. The external coaxial magnetic

field By led to an additional Hall drift of the carriers under
wherep;; are the components of the resistivity tensor §ad  the influence of the Lorentz force, and the self-magnetic drift
the components of the current density vector in a cylindricakield B, was either collinear or anticollinear with the external
coordinate system. We neglect the motion of the carriersield. The self-magnetic field was recorded by means of Hall
along the magnetic field. The intensity of the azimuthal driftsensors mounted on the surface of the disks by subtracting
of the carriers is determined by the paramepgf/pys,  the component provided by the solenoid from the total mea-
which depends on the band structure and the structural statgired value of the magnetic fieB,. Measurements were

of the material. It follows from what we have said that the made at magnetic fields of up to 8 T, generated by the su-
most preferable from the standpoint of efficient generation oberconducting solenoid of a UIS-1 helium cryostat. The
a self-magnetic field and the onset of nonlinearity of thesamples were immersed in liquid helium, and the thermal
properties are materials whose dispersion relations providgegime was determined by the relationship between the level
for the maximum possible conversion of the radial motion ofof Joule power dissipation and the intensity of the boiling of
the carriers into azimuthal motion, i.e., dispersion relationghe cryogenic liquid. In the course of the experiment the
close to that for a free electron gas. In the approximation ohotential difference between pairs of contacts and the value
a free electron gas one hag /pyy= w7 (w is the cyclotron  of the self-magnetic drift field were recorded for various val-
frequency andr the relaxation timg and large effective yes of the external field as a function of the value of the
magnetic fields are required for realization of the effect. Reatadial current and its direction. Measurements were made in

conducting materials have complicated dispersion relationghe current-generator regime, making it possible to create
and, in addition, the requirement that the crystalline symmegifferent thermal heads.

try of the metal be compatible with the cylindrical symmetry
of the conductor makes it necessary to use a conductor ma- . ,
terial in the polycrystalline state. The polycrystalline natureEX'De”rmam"’lI results and their interpretation
of the conducting medium in a certain sense “generalizes”  The intrinsic motion of the carriers under the influence
the features of the dispersion relation. In view of what weof the Lorentz force affects the resistive properties of the
have said, we chose pure polycrystalline aluminum as thenedium, since during the time that a particle moves from the
conducting material for our investigations, as aluminum isinner diameter to the outer diameter the path traversed in the
the material most often used in cryogenic power systemsazimuthal direction will be a factor ab = larger than in the
whether in the form of a pure metal, a solid solution, or as aadial direction, i.e., each electron forms effective current
component of various alloys and composites. loops that contribute to the total magnetic field. The charac-
The sample conductors were made of fine-grained aluter of the spatial distribution of the self-magnetic field is
minum in the form of cylinders of height=0.4 cm. They illustrated in Fig. 1. We see that the self-magnetic field in-
were connected to inner and outer concentric current ele@reases as the external field increases, the rate of growth
trodes to provide for the passage of a radial current througbeing determined by the radial current density. On the whole,
the sample. The inner and outer radii of the samples werthe curves characteristically have a slower-than-linear depen-
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FIG. 2. Distribution of the electric potential along the radius of the sample
under conditions of electrical nonlinearity, with the self-magnetic field col-
linear to the external field2,4, ) or anticollinear(1,3 — — - for
different current densitieg[A/cm?]: 150 (1,2), 250 (3,4). The symbols are
experimental, the curves are theoretical.

FIG. 3. Nonlinear correction to the electric potential as a function of the
radial current density for various values of the external magnetic E¢Td):
8(1,@);4(2,0),2(3 M), 14 0). The symbols are experimental, the
curves are theoretical.

dence. In addition, at high current densities, corresponding to

the upper family of curves, the curves cross, indicating thabehavior of the magnetodynamic parameter becomes non-
new factors that limit the intensity of the azimuthal drift of monotonic, except for the data obtained in a field of 1 T. We
the particles have come into play. This leads to saturation ofee that the efficiency of the magnetic self-effect of the sys-
the self-field at current densities of 400-750 Afcriihese  tem in the range of current densities used is highest for ex-
factors, their nature, and also their influence on the dynamigernal fields below 4 T. This has definite practical value from
nonlinearity will be discussed in the analysis Section belowthe standpoint of realizing this effect in cryogenic machines
The typical character of the spatial distribution of the and other devices, which ordinarily have working fields of
potential is shown in Fig. 2. The scale of the potential dif-the order 64 T or lower. The “dips” observed on the char-
ference in the case of the collinear and anticollinear geomacteristic are naturally attributed to the vanishing of the ad-
etries increases with increasing magnetic field and increasingitional Hall drift magnetic field under the influence of fac-
radial current density. Starting from the measured potentiajors that cause a decrease of the efficiency paranaetesf
differences on pairs of contacts in the collinedr¢;) and  the magnetic field.
anticollinear A ¢,) geometries of the flow of charge, we Let us analyze the character of the electric field distribu-

determined the increment of potential difference that is oddjon and electric potential under conditions of magnetody-
in the current: this is defined below as the nonlinear correcnamic nonlinearity on the basis of the relation
tion to the potentialA¢,. In calculatingA ¢, it was as- . )
sumed that the change in the potential difference in the col-  Er=Prelr T Prol s, @
linear and anticollinear geometries is symmetric with respect
to a certain average value of the potential differente,,
corresponding to the zero level of the nonlinearity. On this 0.6
basis the nonlinear correction was found from the relation
Ap,=1/2(Ap.—Agp,). Figure 3 shows the indicated incre- -
ment of the potential differencA ¢, for the inner pair of
contacts as a function of the radial current density. It should 0.4
be noted that the inner pair of contacts to the sample are
more subject to the influence of the self-magnetic field of the
Hall drift, since it is localized mainly in the inner region of
the disk-shaped sample, by analogy with the magnetic field
of any solenoid.

To estimate the level of the magnetodynamic nonlinear-
ity we use the relative nonlinear correction to the potential, e o
Ao lAgo=(Apc—Agy)l (Ap.+Ap,), which we call the e ! ! !
magnetodynamic parameter. This characteristic is shown in 0 200 400 600 800
Fig. 4 as a function of the current density. It is important to j,A/cm2
note that in the range of radial current densities below 300 _ ] )
Alcm? the magnetodynamic parameter exhibits apprOXi-FIG.' 4. Behavior Qf the mggnetodynamlc parameter as a fu_nctlon .of the

. radial current density for various values of the external magnetic Ee¢Td):

mately the same scale of values for different external magz (), 2 (W), 4 (O), 8 (®). The symbols are experimental, the curves are
netic fields. At high levels of the radial current density thetheoretical.

A%,/ Mg,
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whereE, is the radial component of the electric field vector. calculation of the dependence of the potential on the radial
Then for an electric potentiab(r) we obtain the following current density and the scale of the nonlinearity. The results

integral relation: are presented for comparison with the experimental data in
Figs. 2, 3, and 4. It follows from a comparison that the above
_ _ . Por). dr: i.= I 3 expression on the whole gives a correct description of the
(P(r) Prr —Pro Jr r ]I’ 2 h, ( ) . . . . . .
Poo T nonlinearity under discussion in the region of low levels of

Joule power dissipation.
For describing the nonmonotonicity of the behavior of
magnetodynamic parameter we turn to an analysis of the

radial current density vector. The spatial topology of the ki- hermal state of the sample. We consider the steady-state
y ) P pology problem of the thermal regime of the sample, taking into

netic coefficients of a cylindrical conductor whose height is oS )

: 2 . account the balance condition between the Joule power dis-
independent of the radius is largely determined by the typ%i ated in the volume and the heat removed through the sur-
of distribution of the Lorentzian drift magnetic fieBy(r), - 9

which, as is readily seen after integration over the length O;ace of the sample on boiling of the cryogenic liquid. The
. smallest thermal heads are observed for nucleate boiling,
the cylinder, has the form

when the temperature of the surface exceeds the temperature

wherel is the generator current.
The character of the spatial dependence of the potenti he
is determined by local values of the kinetic coefficients an(%

oM of the cryogenic liquid by a few tenths of a degree. It should
By(r)=—_—h be noted that the transition from nucleate to film boiling
occurs in a rather narrow temperature interval, amounting to
j(r')r'(r'=r cos@)dedr’ a fraction (_)f a degree. At first glance the transition regi(_)n
xf f . and the adjacent film-boiling region should have a weak in-
(r2+r'2=2rr' cosf)(r?+r'2+h?-2rr’ cosg)*?

fluence on the resistive properties. However, there is actually
) a sharp decrease in the magnetodynamic parameters in this
Here u, and u are the magnetic permeability of free region. This is due to the behavior of the magnetoresistance
space and the relative permeability of the material. We nowf the sample in the given geometry. The temperature depen-
linearize this relationship, apply the residue theorem in th&lence of the effective relaxation time, which is the main
summation over the azimuthal variable in the approximatiorfactor shaping the behavior of the resistivity and which con-
that the thickness of the sample is small compared to th&ists of an impurity component and a phonon component,
mean radius, and integrate from the point in question over afietains the same form as for the conventional geometry. Spe-

of its volume domain to get cifically, the phonon component of the relaxation time,
which is considerably longer than the impurity component,

B | RBy1 (1+ \/E)r2 5 begins to grow shorter as the temperature is raised. Since
s(1)=pop 47 p T n r+(r2+r§)1’2’ (5) here the resistivity is equal to the reciprocal of the diagonal

component of the conductivity tensor, the resistance of the
wherep is the diagonal component of the resistivity tensor. sample is proportional to the square of the cyclotron fre-
For a quasi-closed type of constant-energy surface wguency and of the relaxation time. The temperature deriva-
choose the diagonal componeptg andp,, of the resistivity ~ tive of the resistance increases sharply in absolute magni-
tensor as quantities of the order of the resistivity in zerotude, and the resistance falls off much more strongly with
magnetic field,poy, while the componenp,, is written as changing temperature than in the conventional situation in
RBy, whereR is the Hall constant. In a high magnetic field which the resistance is inversely proportional to the relax-
we may neglect the contribution of the diagonal componenation time. As a result, the conditions of high magnetic field
of the resistivity and write the potential as a function of thecease to hold because of the heating of the surface and of the

external fieldB,, which implicitly includes the self-fiel®8,: entire volume of the conductor. The balance conditions can
be used to write the heat flux densifyhrough the surface as
I (RBy? [r Lo R a function of the current, wherein the magnetoresistive prop-
eN=5H 7 N 2o In(rir D) ies of the cond iven by the algebrai f th
2mh  po r 2mpIn(riry) erties of the conductor are given by the algebraic sum of the

external and self-magnetic field:

1 [r+(r2+r)¥ 1 (r+(r2+rd)2
X | — % _r_l 1(:—2 (l) |2 RZ(BO+BS)2 1 (fz) 1
2 1 2 = nN—|—s———m——.
a Pol 1+ N(Bo+Bs)] 272h  \T1/[(r3—r2)+r,h]
1 ol ro+(r2+r)? )
+—In| = —————
ro r r2+(ri+r§)1’2 This expression takes into account the weak linear depen-
dence of the diagonal component of the resistivity tensor on
1 1 | 2 the magnetic field, and the paramelteron the basis of the
+ nLor N(1+v2) | 1 +¢o. ©) experimental data, is 0.1°F.

On the basis of the relation obtained we calculate the
The first term describes the potential distribution in the presheat flux density through the surface of the sample as a func-
ence of a uniform magnetic field, while the remaining termstion of the averaged radial current density. Figure 5 shows a
constitute the magnetodynamic correction to the potentialfamily of such curves for the collinear geometry of the

Using this expression for the potential, we did an estimatorycharge flow. Taking into account that in the case of nucleate
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noid, in which the field is concentrated mainly in the interior
volume. The concentration of energy and the enhancement of
the self-field are important for increasing the magnetic self-
effect, which in a long cylindrical conductor should lead to a
power-law variation of the field strength inside the volume,
rather than the logarithmic dependence obtained in this
study. This follows from the basic Maxwell equations if the
..... magnetic field pattern is considered self-consistently. How-
ever, this assertion does not mean that the same current
1 passed through a short and a long cylinder of the same di-
ameter will produce a stronger field at the center of the long
conductor. A calculation shows that the field strength in a
L ! conductor having a height of 4 cm and the previously indi-
0 200 400 600 800 cated radial dimensions will be smaller than in the experi-
j, A/cm? mental case. This is because the linear current density for the
F1G. 5. Thermal flux densit function of the mean current density in th long conductor is smaller, and the self-effect is insufficient to
coIIi-ne.ar di?ect?onL:))lE thee :L(i,e?r?aell &Jagr:Zticofielgfore\?arii)lijsevaluZBSblT)]/:l Wind up th,e e,IeCtr,onS t.O such a degree that the concentration
1(1),2(2), 4(3), 8 (4). of magnetic field lines in the large volume would exceed the
corresponding concentration in the small volume of the short
N S cylinder. The integrated energy of the azimuthal drift mag-
boiling of helium in large volumes on the surface of nonfer-petic field for the long cylindrical conductor is larger, since
rous metals the boiling crisis begins under conditions correine degree of the magnetic self-effect is higher for it. It is
sponding to a heat flux dissipation of the order of 0.20-0.3Qear that the problem of heat removal for a long cylindrical
W/cn?, one can state that the transition to film boiling as theconductor is more complicated than for a short one, since the

efficiency parameter of the magnetic field decreases ocCUkrface increases in proportion to the square of the linear
in an interval of values of the current density that decreasegimension as the volume increases.

sharply with increasing external magnetic fiéfdrhe scales

of current density at which the heat flux density reaches criti-

cal values(see Fig. % are in agreement with the plots in -oncLUsION

Figs. 3 and 4, where the start of the boiling crisis corre-

sponds to the appearance of some sort of maximum on the An experimental study has shown that nonlinearity of

experimental curves. the electrical properties of a magnetodynamic nature can
It follows from the experiment and a calculation that the arise in normal metals having uncompensated electronic and

magnetodynamic nonlinearity effect in high-purity aluminum hole volumes.

under favorable conditions can reach fifty percent in terms of ~ The scale of the nonlinearity is determined by the inten-

the resistance. These effects are especially efficient in lowity of the circulation of the Hall current in conductors of

external fields, when the thermal heating processes due to tig&cular cylindrical geometry in an external magnetic field.

Joule power dissipation cannot be manifested. Control of the The basic parameters of the magnetic self-effect of met-

resistive properties of cylindrical conductors via such paramals have been established experimentally for the particular

eters as the value and direction of the current can be implecase of aluminum over a wide range charge flux densities, all

mented for processes based on the unipolar conductivity. Féhe way up to levels of dissipation corresponding to the boil-

example, in the voltage-generator regime the value of thég crisis of helium.

current through the active element is varied on account of the  The considerable scale of the azimuthal drift magnetic

difference of the resistivities for the collinear and anticol-field and its gradient nature make it important to address the

linear geometries. Such a process can be realized for circuigglestion of its influence on the charge transport and the char-

with a quasisteady flow of charge. acter of the electrical nonlinearity under conditions of a non-
The enhancement of the resistivity in the collinear ge-local heat-transfer function.

ometry is accompanied by an increase in the magnetic en-

ergy of the circulating current. A cylindrical conductor, like

a solenoid, has circular current lines, the magnetic field of E-mail: sobol@ifttp.bas-net.by

which is proportional to the azimuthal current and, in the

bulk of the sample, judging from the results of this study, can

reach fifty percent of the value of the external field. As a )

consequence, there is a likelihood for the magnetic field en-"M. |. Kaganov and V. G. Peschangkizh. Eksp. Teor. Fiz.33, 1957

ergy of the whole system, the solenoid plus the cyhndncalzgll_gg]_) Eécs]éhanskiand M. Ya. Azbel', Zh. &sp. Teor. Fiz.55, 1980

conductor, to be doubled, and for systems having large vol- (196g [sov. Phys. JETRS, 1045(1969].

umes, this nonlinearity should serve as an additional sourcév. G. Peschanski K. Oyamada, and D. I. Stepanenko, Fiz. Nizk. Temp.

of accumulation and concentration of field energy. It should 17, 328(199D [Sov. J. Low Temp. Physl7, 170(1991].

be noted that for a cylindrical core with a height greater than E(S“(')VA'PE]’;Z‘Z'J”E?:GAE'\;"(1%’7";]”9' Zh. sp. Teor. Fiz63, 242 (1972
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Mechanisms for the generation of thermopower carbon—graphite materials
with different crystal structures
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The results of experimental and theoretical studies of the temperature dependence of the
thermopower of carbon—graphite materials with different crystal structures are presented. It is
shown that the mechanisms giving rise to the thermopower in these materials are different.

In coarse-grained graphites the main contribution to the total thermopower at low temperatures
derives from the phonon-drag effect on the charge carriers, while the contribution of the
diffusion component of the thermopower at these temperatures is insignificant. In a fine-grained
graphite the main contribution to the total thermopower in the entire temperature interval

is from the diffusion component of the thermopower, while the contribution of the phonon
component is small even at low temperatures. 2@)1 American Institute of Physics.

[DOI: 10.1063/1.1344143

The thermopower is particularly sensitive to changes in
the parameters of the electronic structure of a material. As V¥
we know, carbon—graphitéCG) materials synthesized by

different methods(.pyroly5|s, coking and at different tem- wheredgoyma=3.446% 10~ 19 m corresponds to the interlayer
peratures have different parameters of the crystal structurglstance in a completely disordered CG material, and
and, hence, of the electronic structure. However, all CG Mag . =3.35¢<10 1% m corresponds to the interlayer,dis-
terials to some degree have the structural characteristics i@éncrgnin natural single-crystal graphiteis the predominant

herent to the graphite crystal: a layered structure, the afyentation parameter, which is defined as the ratio of the
rangement of the atoms in the layer, etc. Therefore, CGyiensities of the 002 lines of graphite on the diffraction pat-
materials make an ideal model material for studying how thgerns obtained in the directions perpendicular to and parallel
mechanisms that give rise to the thermopower depend on thg the graphite layers. As we see from the table, TEG is a
electronic structure of a material. coarse-grained material with a pronounced anisotropy, i.e.,
For our studies of the thermopower we chose samples afs electrophysical, mechanical, and thermal properties differ
CG materials having different parameters of the crystal strucalong different crystallographic directions. In the type V-1
ture: a sample obtained by the coking of coarse-grained magraphite each crystallite also has anisotropy, but the larger
roscopically isotropic graphitéype V-1), a sample of ther-  crystallites of that material are randomly arranged with re-
mally expanded graphit€TEG) obtained by the preliminary spect to one another, and the V—1 material on the whole is
intercalation of highly oriented pyrolytic graphil®OPG  therefore isotropic. The type UPV graphite consists of small
by sulfuric acid, followed by its thermal expansion at 400 °C, crystallites, but because of their identical mutual orientation
and a sample obtained by pyrolysis of fine-grained anisothis fine-grained material on the whole is anisotropic.
tropic graphite(type UP\). The parameters of the crystal In the samples described we measured the temperature
structure of the of the CG samples studied are given in Tabldependence of the thermopoweeebeck coefficientS in
I, where the following notation is usedy, is the distance the temperature interval 4.2—300 K by the method described
between adjacent graphite layelsis the size of the crystal- in Ref. 1. TheS(T) curves obtained are shown in Fig. 1.
lites, y is the graphitation parameter, defined as As we see from the figure, for coarse-grained graphites
of the types V-1 and TEG thg(T) curve is similar to that
in HOPG? at 30—35 K the thermopower has a deep mini-
mum approximately equal te-52 uV/K for V-1 graphite
TABLE |. Parameters of the crystal structure of carbon—graphite materialsand around—18 V/K for TEG. For T>120 K the ther-
' mopower depends weakly on temperature, and that of V-1
Type of CG material  dggp 10 °m L.m ¥ m graphite remains negative throughout the entire temperature
— interval, while the thermopower of TEG changes sigrTat
TEG 3.352 410° 097 ~10 —100 K and th . ii the t i .
Vo1 3.390 %107 060 ~1 : an en remains positive as the temperature is
UPV 3.400 %108 030 ~10° increased further. A completely different form is obtained for
S(T) in the fine-grained UPV graphite: the thermopower is

dOOZmaX_ d002 (1)

d002max_ d002min
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FIG. 1. Temperature dependence of the thermopower in structurally differ- e
ent carbon—graphite materials: type V—1 graplited, TEG (2,5), type FIG. 2. Calculated temperature dependence of the diffusion component of

UPV graphite(3.6). Experiment(1,2.3, calculated total thermopowy, t(g;e thermopowerS, : type V-1 graphitg1), TEG (2), type UPV graphite

(4,5,6.

positive throughout the entire temperature interval, has a ¢~ (€Nknt€Pup);

broad maximum at 60-120 K, and fér>160 K is weakly 1 [ p/n=(un/py)?

dependent on temperature. Ry=— | ——— 2| (4)
As we know, the thermopowes of graphite is the sum en| (p/n+ pn/ pp)?

of two components: the diffusion thermopow®&y, and the Ap p

thermopower due to the phonon-drag effégt; — = ﬁMnMpHZr

S= St Son- @ whereH is the magnetic field strength.

The contribution of the phonon component of the ther-  Using the experimental curves @f(T), Ry(T), and
mopower is important at low temperatures, when theAp/p(T) for V-1 graphite obtained previousi§in the in-
phonon—phonon scattering is small. With increasing temterval interval 77-300 K and taking into account the facts
perature the role of the phonon—phonon interaction inthat at room temperature the thermopower is essentially due
creases, an8;, goes to zero. Thus at room temperature thesplely to the contributior8y and that the electron and hole
total thermopower is mainly due to the contribution of the concentrations in V-1 graphite can be assumed eqaal (
diffusion component of the thermopower. =1), as was shown in Refs. 5 and 6, we calculated the value

For graphites having two types of carriers, includingof the overlapE, (E,=0.02 eV}, the temperature depen-
TEG and V-1 graphite, the thermopower in the frameworkdence of the electron and hole concentrations and mobility
of the cylindrical model of the band structure is given by theand, as a result, the temperature dependence of the diffusion
expression componentSy in the temperature interval 77—-300 K. For

kg a—b[2F,(Eg/ksT) Eg calculatinng.beIow 77 K we made use of the fact that the

Sd:€a+b Fo(Eo/kaT) “ioTl 3 parameterp is very 'Weakl'y temperature dep'endent' fqr'

01=07"8 B coarse-grained graphites with a structure that differs signifi-
wherekg is Boltzmann’s constang is the electron charge,  cantly from the crystal structure of perfect natural single-
is the ratio of the hole concentratignto the electron con- crystal graphité. The calculatedsy(T) curve in the tempera-
centrationn, b is the ratio of the electron mobility, to the  ture interval 10-300 K is shown by curvé in Fig. 2.
hole mobility u,,, F1 andFq are the Fermi integrals, arig} Analogous calculations were done for TEG graphite, which
is the overlap of the valence and conduction bands. To cakas crystal structure parametdnsterlayer distance, size of
culate the diffusion component of the thermopower it is necthe crystallites close to those of the HOPG structure. How-
essary to know the value of the overlgepg and the tempera- ever, the incomplete removal of the acceptor-type intercalant
ture dependence of the concentrations and mobilities of thim the thermal expansion causes TEG to have an excess hole
charge carriers. For materials with two types of carriers theoncentration, which can amount to as much as 20%. For
conductivity o, Hall coefficientRy, and magnetoresistance calculatingEy, andSy in TEG we used the values @f(T),
Aplp are related to the concentrations and mobilities of theRy(T), andAp/p(T) given in Ref. 8 for TEG synthesized
electrons and holes ‘as by a method analogous to our method of obtaining TEG; the
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value of a was chosen equal to 1.1. Since in Ref. 8 thethe phonon component of the thermopower in the investi-

dependence of(T) was determined below 77 K, whiley

and Ap/p were given only at room temperature, it was as-

sumed that at lower temperatures the parameteries with
temperature in the same way as for HOPEGor TEG the

gated CG materials. To calculagy, we used the equations
proposed in Ref. 10 for analysis of the phonon component of
the thermopower in HOPG:

kT

()72
ka k]

e 2N

calculated value oE is 0.038 eV. The temperature depen- Sg>:
dence of the calculate8, for TEG is presented in Fig. 2
(curve2). As we see in the figure, in TEG the compon&gt

( B

fedlFoT

is positive over the entire temperature interval, while in V_lFA(T)z Jﬁvsq(si)/kBszzz exp(Z) . _ hvgQs

graphiteS; is negative. In both materials the absolute values ' 0 [exp(Z)—1]? v kgT '

of Sy decrease monotonically with decreasing temperature. (7)
UPV graphite is a disordered fine-grained graphite in

which, as was shown in Ref. 8, the hole concentration ex-, aiQs (<1)

geeds the electron concentration on account of the preC|p|ta-' ve/L+a,qet Bg.T?
tion of electrons on “traps” — grain boundaries, point de-
fects, etc. In other wordsa#1 for UPV graphite, andgg
becomes small compared kgT or vanishes altogether. For
such materials formulé3) takes the forrh

ks . Ay b
Y keT/ a+b

where the plus sign and the indéxh correspond to the
holes, and the minus sign ameke correspond to electrons;
k(@ is the wave vector of the electrons or holeg,is the
phonon wave vector is the sound velocityl is the di-
mension of a crystallitel is the total concentration of elec-
trons and holes, ana, andB are adjustable parameters. We
calculated the phonon componey, according to formula
(7) for the coarse-grained V-1 and TEG graphites and the
fine-grained UPV graphite. In the calculations we also used
the following values of the parameters:

— total carrier concentratioN=n+p. For V-1 and
TEG graphite the experimental curv&$ of o(T), Ry(T),
and Ap/p(T) yielded the valuedN,_;~1.2x10%* m™* and
Ntee~5x10"2*m™1, while for UPV graphite the value was
taken from Ref. 9;

For calculatingSy(T) in UPV graphite we used the val- — the values of the wave vectok§) for V-1 and TEG
ues given in Ref. 9 for the electron and hole concentrationgraphite are the same as in Ref. 10, for UPV the valud®f
and mobilities in UPV graphite. As was shown in Ref. 9, theare the same as in Ref. 10, and the relative sizég%fand
hole concentration is 3.5-5 times larger than the electrok™ were chosen equal to the ratio of the electron and hole
concentration, and when the temperature is raised from 186oncentrations in this material;

K to 300 K the concentration rati@ decreases by a factor of — the maximum valugy,,,x was determined from the
1.5, while the mobility ratido remains constant and equal to condition that the effective interaction of the charge carriers
2.5. The shift of the Fermi level into the interior of the va- and phonons be maximurg(\.,=2k®:

lence band is calculated according to formii to be A — for V-1 and TEG graphitey is determined in Ref.
~0.002 eV. The calculate8,(T) curve for UPV graphite is 10, while for UPV graphite it is determined in Ref. 1;
presented in Fig. 2curve3). As we see in the figureSy(T) — the parametea; was chosen the same as in Ref. 10,
for UPV graphite differs substantially fro®,(T) for coarse- while the parameteB, which is an adjustable parameter in
grained graphites: in UP\&y(T) has an indistinct broad Ref. 10, was chosen by fitting here, t@be value ofB used
maximum at a temperature 100—120 K. in our calculations differs slightly from the value Bfin Ref.

It follows from our calculations of the diffusion compo- 10).
nent of the thermopower that in the coarse-grained graphites The calculated curves &,(T) are shown in Fig. 3. One
at low temperatures the calculated cuygT) differs from  can see from this figure that graphites with different param-
the experimentally measured cur8€T), while at the same eters of the crystal structure exhibit different forms of the
time for UPV graphite the form of th&y(T) curve is in  phonon component of the thermopower. For the coarse-
practically complete agreement with that of the experimengrained graphitesS,(T) is negative and has a deep mini-
tally measured curvg(T). These differences in the tempera- mum atT~ 35 K. The absolute values &, at low tempera-
ture dependence of the thermopower indicate that at loviures in these graphites is substantially larger tBaat these
temperatures the main mechanism giving rise to the thersame temperatures. The largest absolute values at the mini-
mopower in the coarse-grained graphit®-1, TEG, and mum are those fo8,, for V-1 graphite. The absolute value
HOPG is not the diffusion but the phonon mechanism. Inof S, at the minimum for the TEG is somewhat lower. This
the fine-grained graphite UPV, for which the calculatedis because of the excess hole concentration in TEG. The
curve Sy(T) agrees with the measured thermopower, theexcess hole concentration in TEG does not alter the sign of
contribution of the phonon thermopower at low temperaturesS;, but only decreases the value®, at the minimum, since
can only be insignificant. the phonons interact more efficiently with electrons than

For a more detailed analysis of the mechanisms givingvith holes. The values dof,, in UPV graphite even at low
rise to the thermopower at low temperatures we calculatetemperatures are small, and at the maximunir at30 K

a
a+b

5 A

. 2Fy(=A/kgT) ®

T Fo(£AlkgT)
whereA is the shift of the Fermi level into the valence band.
The parametea is related to the shifted Fermi level as

~In[1+exp(A/kgT)]
A N1+ exp— AlkgT)]"

(6)
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05 mopower in these materials are different. In the coarse-
oal grained graphites the main contribution to the total
’ thermopower at low temperatures is from that due to the
03} phonon-drag effect of the charge carriers, and the contribu-
tion of the diffusion component of the thermopower at these
0,2+ temperatures is insignificant. As the temperature is raised the
phonon component of the thermopower goes to zero. Then
x 01 3 the macroscopic isotropicity of the material does not affect
i 0 the form of the functions5y(T) and S,(T). Degradation of
= 1 the graphite crystal structure, a decrease in the size of the
w 10 crystallites, and an increase in the interplane distance lead to
- a change in the form of the functiorg(T) and Sy,(T). In
_920 the fine-grained graphite the main contribution to the total
thermopower is given by the diffusion component over the
-30 entire temperature interval, and the contribution of the pho-
non component of the thermopower is small even at low
- 40 temperatures.
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FIG. 3. Calculated temperature dependence of the phonon component of the

thermopowerS;,,: type V-1 graphite1), TEG (2), type UPV graphité3).
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The vibrational spectra of the layered two-dimensional transition-metal dichalcogehieSk,

are investigated by the methods of point-contact and Raman spectroscopy. The measured
point-contact spectra and the Raman scattering spectra contain features that coincide in position
and relative intensity. Various regimes of current pasgagéistic, diffusive, and thermal

in 1T-VSe/Cu point contacts are investigated. Both direct and inverse point-contact spectra are
recorded, the former demonstrating the effect of the electron—phonon interaction in

1T-VSe and the latter reflecting the destruction of localization of the electronic states in the
region near the contact, which leads to growth of the contact conductance. A study of

the point contacts in the regime of small energy and momentum mean free paths of the electrons
reveals nonlinearities caused by a phase transition of the material to a state with a charge
density wave. The point-contact electron—phonon interaction function, previously unknown for
this compound, is recovered from the data, and the values of the mean and rms phonon
frequencies in T-VSe, are calculated. An estimate of the Debye temperature is made20®@L
American Institute of Physics[DOI: 10.1063/1.1344144

INTRODUCTION der Waals forces acting between sandwiches, and the small
overlap of the electronic wave functions of the metallic lay-
The creation of new materials having a set of optimalers make for quasi-two-dimensionality and anisotropy of the
properties for technological application is one of the mostphysical properties of T-VSs,.
active topics in solid-state physics. It is therefore necessary As the temperature is lowered, ViSdike other transi-
to make a detailed study of the characteristics of both newlyion-metal dichalcogenides, undergoes a phase transition to a
created compounds and the materials used for their synthesistate with a charge density wave, accompanied by the forma-
It was recently reportédthat a new class of superconductors tion of a crystalline superstructure with a period incommen-
and ferromagnets has been created on the basis of metalbtirate with the period of the initial lattice. The transition
dichalcogenides and superconductors of the A15 family. Oneemperature is 112 K Further decrease in temperature leads
compound of this class is Gg8e), which is obtained by the to a change in the period of the superstructure, which at 62 K
dissolution of \4Ga in 1T-VSe, and exhibits ferromagnetic becomes commensurate with the basic lattice parameter.
and metallic properties. Before embarking on a study of the/Se, crystals have a metallic type of temperature depen-
magnetic and spectral properties of this compound, we havgence of the resistivity and possess paramagnetic properties
made a detailed spectral study of the vanadium dichalcotsee, e.g., Refs. 436
genide IT-VSe by the method of point-contact and Raman  Although VSe is a compound that has been studied in-
spectroscopy; here we present the results of that study.  tensively and for quite some time, the information about the
The compound T-VSe, belongs to the class of quasi- quasiparticle spectra in it is rather narrow in scope. In par-
two-dimensional layered structures. Its crystals consist of dicular, quite a few studies have been done on the electronic
set of planar sandwich structures stacked on top of one amstructure of this material. As a result, the electronic band
other. Each of these elements is made up of three layerstructure and Fermi surface are well determirisee, e.g.,
upper and lower layers of selenium atoms separated by aRefs. 7—11 At the same time, the phonon subsystem and its
interlayer of vanadium atoms, forming a&SV-Sesand- properties have not be adequately studied. We have been
wich. The metal and chalcogen layers ifi-1VSe, are dis- unable to find any published data on the phonon dispersion
placed relative to each other in such a way that the vanadiurourve, the density of phonon states, the electron—phonon in-
atoms inside the sandwich are found in an octahedral envteraction(EPI) function, the Debye temperature, etc., which
ronment of selenium atonfsThe distance between the chal- are among the important parameters influencing the electro-
cogen and metal layers is almost a factor of two smaller thaphysical properties. This is not really surprising, since ¥Se
the distance between sandwiches. This, together with this an extremely complex material for investigation by the
strong covalent bonding within the sandwich, the weak varmethods traditionally employed for obtaining the character-

1063-777X/2001/27(1)/5/$20.00 56 © 2001 American Institute of Physics
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istics mentioned. For example, optical measurements in thithe recording of spectra having the highest intensity and
compound are complicated by the low value of the usefuljuality. The copper electrode was treated by chemical pol-
signal in view of the high reflectivity; in particular, the Ra- ishing in HNG;.
man scattering intensity in it is small, at least an order of  In investigating the point contacts the main source of
magnitude smaller than ink2-TaSe (Ref. 12. In view of  spectral information is the current—voltagle-V) character-
what we have said, we set out in this study to investigate théstic, which contains nonlinearities numbers arising as a re-
phonon subsystem and the interactions of the quasiparticlult of the scattering of electrons on phonons and other qua-
excitations with the current carriers inf+VSe,. siparticle excitations during the passage of current through
To accomplish this task we used point-contact spectrosthe contact®!’ Upon differentiation these nonlinearities
copy, since it is advantageous in cases when analogous stugansform into maxima on the second derivative of the 1-V
ies by other methods are difficult. As a result, we were able:haracteristic, which correspond to maxima of the phonon
to determine the EPI function and a number of other CharaCdensity of states and the e|ectron_phonon interaction func-
teristics of the vibrational spectrum of VSdn addition t0  tjon in the material under study. The recording of the 1-V
the point-contact studies, we made precision Raman scattegharacteristics and their second derivatives was done at volt-
ing measurements. The relations obtained are well correlategges of 0-120 mV. At higher biases the contact resistance
with each other and demonstrate the reproducibility of theyecame unstable or the contact was damaged, apparently be-
observed features. cause of heating of the material near the contact. The inves-
tigation of the point-contact characteristics was done at a
temperature of 4.2 K. More than 50 contacts were studied.
RESULTS AND DISCUSSION Among them, 32 corresponded to spectral regimes of current

The Raman spectra were excited at the frequehey flow and ha_d spectLa of gpod quality. | erfecti fth
=2.41 eV of the argon laser line and were collected in a Depending on the purity and structural perfection of the

microscope with a 58 magnification with the aid of a triple Material forming the contact and, accordingly, the regime of
monochromator equipped with a liquid-nitrogen-cooled de_curren.t floyv in the gontacF region of thg electrodes when a
tector. The point-contact studies we done oh-VSe/Cu potential dlf_fere_nce is applle_d to them, different types of I-V
heterocontacts on a specially built point-contact spectroscopeecond-derivative curvegpoint-contact spectjawere ob-
designed by the authors at the B. Verkin Institute for LowServed. When.the ballistic or d|ffu5|-ve regimes of current
Temperature Physics and Engineering, Kharkov, Ukraineflow were realized, we ob;erved point-contact spectra with
The contacts were created by means of the apparatus aRfonounced structure, which was well reproduced on the
techniques that have proven themselves in research on gecond-derivative curves for different contacts. Some typical
ganic conductors, which, like VSghave a lamellar layered Curves of the second derivative of the |-V characteristic are
structure® The displacement technigtfeof obtaining con- ~ Shown in Fig. 1(curves1 and2) for a group of the most
tact between a copper electrode in the form of a prism anétense EPI spectra.
the lateral surface of aT-VSe, slab ensured the predomi- As we know;® the point-contact spectrum of a hetero-
nant creation of contacts with the axis oriented parallel to thé&ontact is a sum of partial contributions from the spectra of
layers of the dichalcogenide crystal. These contacts made fife €lectrode materials in contact. In the case GF1
possible to study the properties of the crystals in the regim&/Se/Cu heterocontacts the contribution of the copper to the
of current flow in the plane of the sandwich. This is impor- Point-contact spectrum does not appear at all. This result is
tant, since the electrical characteristics of transition-metaln qualitative agreement with the data for contacts of copper
dichalcogenides are highly anisotropic in the directions alongvith niobium dichalcogenide, —NbSe/Cu,” and with
and perpendicular to the layers. the results of Refs. 20 and 21 obtained for heterocontacts of
It is known that vanadium is extremely complicated ma-Nb and Ta, which are electronic analogs of vanadium in
terial for point-contact studies, since it has a high chemicathe subgroup VA.
activity and forms a number of conducting oxides on the  As we see from the curves of the second derivatives of
surface; this circumstance can lead to shunting of the corthe 1=V characteristic in Fig. 1, the compound@-1VSe, has
tacts along the conducting oxide filfsThese formations @ rather broad EPI spectrum, the boundary of which lies at
are hard to clean off the vanadium surface by chemicaB8—90 meV. This result can be compared qualitatively with
means. Point-contact studies of selenium have not beeile data obtained from measurements of the point-contact
done, and we do not have any specific information abouspectra in pure vanadiufi!® According to Ref. 16, the
obtaining point contacts in this material. In working with highest-frequency phonons in the point-contact spectra of va-
VSe, it was necessary to allow for the possibility that selec-nadium correspond to energies of the order of 60 meV. Thus
tive etching of the atoms of this compound would take placghe maximum phonon frequeney,,, increases quite consid-
during chemical treatment, which would alter the composi-erably in going from V to VSg Taking into account that the
tion of the surface layer of the treated crystal. We therefordooundary of the EPI spectrum in the analogous niobium
had to avoid the use of chemical treatment of tie-¥Se, = compound is shifted to higher energies by approximately
samples, and the contacts were made by touching a copp&0 meV in going from pure niobium to the dichalcogenide
electrode either against the untreated surface or againstNbSe (see, e.g., Refs. 16 and)l3he value ofwpay Ob-
fresh cleavage surface obtained under liquid helium. In theained for VSg seems entirely reasonable.
latter case it was most often possible to create point contacts The most intense peak in the point-contact spectra of the
that permitted achieving spectral regimes of current flow andEPI lies in the low-frequency region, at energies of 5-7
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V,mV An examination of the published data on the conductiv-
0 20 40 60 80 100 ity of 1 T—VSe in conjunction with the point-contact studies
i

suggests that in contacts of this compound a current regime
can arise in which the localization of the electronic states is
destroyed, as is typical of semimetal contacts. This is sug-
gested by the fact that the parameters of the conductivity for
these objects are close in value. In particular, the conductiv-
ity of the compound T—-VSe at low temperatures is even
lower than in antimony. AtT=20 K the resistivity of
1T-VSe has a valugp~10"* Q-cmP? which is two orders
of magnitude larger than that of antimoffyThus there are
clear grounds for suggesting that such a current regime,
which has been investigated previously in antinfdrgnd in
organic conductor® is observed in T-VSe, contacts as
well. The essence of the delocalization effect is as follows. In
point contacts of semimetals in the case of a low momentum
mean free path of the electrons, localization of the electronic
states will arise in the neck regiéh.Here the electron—
phonon interaction, by destroying the localization of the
electrons, will lead to an increase in the contact conductance.
Thus the contact resistance decreases, contrary to the in-
crease that is observed in contacts of pure metals in the bal-
listic regime of electron passage, which occurs in the case of
large momentum mean free pathssatisfying the condition
' I;>d (d is the contact diameterAs a result, the curves of
P l the second derivative of the |-V characteristic will have
0 400 600 800 minima near the characteristic energies of the EPI, in con-
1 trast to the maxima observed in the case of increasing contact
resistance. A clear example is the inverse point-contact spec-
FIG. 1. Vibrational spectra of the compound@4VSe: 1,2— second de-  trum of a IT-VSe,/Cu heterocontact, shown by curlien
rivatives of the |-V characteristics ofTt-VSe/Cu contactsRy=84Q (1), F|g 2. We see that this curve is a mirror reflection of curves
501272 (% (2), T=4.2 K; 3,4 — Raman spectra [=180 K (3 andT 1 342 in Fig. 1. The accumulation of phonons in the neck
' region as the voltage is increased can also lead to a decrease
in the mean free path in the contact region. Then the regime

meV. Its position is in good agreement with the Raman scatof electron passage through the contact changes from ballis-
tering data obtained forT—VSe, (curves3 and4 in Fig. 1) tic to diffusive, in which an important role is played by weak
in the temperature interval 10-180 K. One also observes wcalization effects. This is reflected in the behavior of the
correlation in the positions of the features at energies of 2éeatures on the point-contact spectrum: an intermediate type
and 40 meV, as can be seen by comparing the curves in Fi@f point-contact spectrum appeduvsith the inverted features

1. It follows from the data of Refs. 12 and 19, which agreeat high voltages An example of such a characteristic is
with our results, that as the temperature is lowered anghown by curve2 in Fig. 1, the maxima and minima of
1T-VSe undergoes a transition to a state with a chargevhich are mirror reflections of the corresponding nonlineari-
density wave and a superstructure commensurate with thées on curvel of Fig. 1 at voltages above 60 mV.

initial crystal lattice parameters, there is a softening of the  In a number of point contacts the spectra at high energies
phonon spectrum of this compound and an increase in thexhibited nonlinearities of the type representing the deriva-
intensity of the low-frequency vibrational modes. In additiontive of a maximum, which are hard to interpret as being the
to this there is a shift of the “center of gravity” in the point- result of the EPI. Similar features have been observed previ-
contact spectra and an enhancement of the low-energy peakssly in the spectra of superconducting conticamd con-

due to a decrease in the relative intensity of the hightacts of magnetic materiaf§° In Refs. 28-30 the appear-
frequency features on account of the influence of the pointance of these sharp nonlinearities was attributed to the
contact form factor. This form factor emphasizes large-anglélestruction of the superconductive or magnetic ordering,
scattering and the role of umklapp processes in the backspecifically, to a phase transition of the contact material from
scattering of electrons, as is manifested with particular clarthe superconducting to the normal or from the ferromagnetic
ity in metals with a complex Fermi surfaé@?®For this rea-  (antiferromagneticto the paramagnetic state as the region
son the high-energy features of the EPI in the point-contachear the contact is heated by the transport current to the
spectra of T-VSe, have a much lower intensity relative to corresponding temperatures, or to an orientational phase
the low-frequency features than is the case in optical experiransition of a spin density wavé. In the compound
ments(for example, compare the peaks at 48 and 203°tm 1T-VSe at T=62 K a change in the period of the super-
on curves3 and4 of Fig. 1 and in Ref. 12 with the corre- structure occurs, which is manifested as a change in the slope
sponding features on the point-contact cujves of the temperature dependence of the resistipifi There-
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FIG. 2. Point-contact spectra ofT+VSe/Cu contacts, corresponding to FIG. 3. Point-contact EPI functiogy,(w) recovered from curvé in Fig. 1.
different regimes of current passage: inverse spectiidgs 163 Q0 (1);
second derivative of the -V characteristic, containing nonlinearities due to
a structural phase transitioRy=82 Q) (2).
acteristic of the contact should be monotonic. If it is assumed
that the features of the type representing the derivative of a
fore a heating of the T-VSe, contact region to 62 K will maximum arise on the point-contact spectra ®-VSe,/Cu
also lead to a structural transition in the contact regiongcontacts at voltages corresponding to the conditions of the
which should be manifested directly in the form a maximumthermal limit, then, in accordance with the relation governing
on the temperature dependence of the differential resistandbe change in temperature at the contact as a function of the
of the contact or as a nonlinearity of the type correspondingpplied voltage in the thermal limit, namebV=3.6XkT
the derivative of a maximum on the second derivative of thgRef. 29, the temperature interval 62—112 K corresponds to
-V characteristic. According to the data of Ref. 3, thea voltage interva&16 mV wide. It is in this interval that one
change of the period of the superstructure from being comshould observe sharp nonlinearities of the second derivative
mensurate with the period of the initial lattice to incommen-of the 1-V characteristic of the contact, as is demonstrated
surate occurs as the temperature is changed in the intervly curve?2 in Fig. 2: the features in question start=at0
62-112 K. At the resolution of the method of measuring themeV and end a&65 meV, and at higher energy the second
temperature dependence of the resistivity of massive@erivative of the 1-V characteristic does not exhibit nonlin-
samples, this nonlinearity is detected only as a smootlearities. It should be noted that the onset of the nonlinearities
change inp(T) in this temperature interval® At the same in question on the point-contact spectra of different contacts
time, the point-contact method can reveal much more clearlgan vary(this is natural in view of the different initial con-
even the tiniest variations of the resistivity of the materialditions atV=0), but the width of the interval in which they
upon a change in the external conditions, thanks to the teclexist is approximately the same for all such curves.
nigue of differentiating the 1-V characteristic in the regime The point-contact spectra of theT+VSe, heterocon-
of thermal modulation spectroscopyThe heating of the tacts were used to calculate the point-contact EPI function
contact region by the transport current allows one to vary th@,(). Figure 3 shows a plot 0f,.(w) obtained from
temperature of the contact region by changing the voltageurvel in Fig. 1. The calculation was done by the software
applied to the contact. Thus, if a temperature of 62 K ispackage of Ref. 31 with the use of a linear point-contact
reached at the contact, then when the applied voltage anbackground functiod® The value of the EPI parametap,.
accordingly, the temperature in the contact region is infor curvelis 0.27. Since it cannot be stated with certainty
creased, one can observe the singularities due to the changést the current regime in the heterocontacts under study is
in the structure and resistivity of the material in the temperadefinitely ballistic, this value ok, should be regarded as an
ture interval 62—112 K. At higher voltages and, hence, aestimated lower bound on the EPI parameter in )/Sée
temperatures above 112 K one observes a smooth segmentwflues of the meatiw) and rms(w?)¥'? phonon frequencies
the p(T) curve, and the second derivative of the |-V char-are 10.14 and 15.99 meV. From the data obtained one can
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Raman studies of the temperature dependence of the internal vibrations
of the ammonium ions in the mixed crystals K  ;_,A,DP and R;_,A,DP

A. V. Van’kevich,* Yu. A. Popkov, and I. A. Taranova

V. N. Karazin Kharkov National University, pl. Svobody 4, 61077 Kharkov, Ukraine
(Submitted June 30, 2000
Fiz. Nizk. Temp.27, 80—89(January 2001

The Raman spectra in the frequency region corresponding to the internal vibrations of the
ammonium ions are investigated in the temperature range 4.2—300 K for the mixed crystals
K1 x(NH,)H,PO, with different ammonium concentrationg=0.22, 0.32, 0.53, 0.74,

and 0.82. Analysis of the temperature dependence of the frequencies and half-widths of the
internal vibration lines of the ammonium ions confirms that in the paraelectric phase the position of
the ammonium ions in the crystal lattice is not fixed: they execute hops with a change in

the position of the center of mass. The activation energies of these reorientation processes
are determined. It is found that at temperatures of the order of 110-120 K for the

K1 _x(NH,)H,PO, crystals of all concentrations a correlated fixing of the ammonium ion in the
lattice occurs, leading to the formation of an antiferroelectric cluster structure. For the

crystals with concentrations=0.22, 0.32, and 0.53 this structure is preserved in the structural
glass phase down to liquid helium temperatures, while for the crystalsxwith 74 and

0.82 it is preserved to the temperatures of the antiferroelectric phase traf§iti@8.5 and

80.5 K, respectively Analogous processes are also observed in the isostructural crystal

Ry 2(NH,) g sH2POs. © 2001 American Institute of Physic§DOI: 10.1063/1.1344145

The low-temperature phase transition in crystals of theordering of local distortions of the RQetrahedrd=° On the
KDP family is usually treated as a transition of the order—other hand, studies of the different phase states existing in
disorder type, involving an ordering of the proton subsystenthe mixed crystals Rh ,(NH,),H,PO, (R;_,A.DP) and
in the O—H...Obonds of the PQ (AsQ,) tetrahedrd™®  K;_,(NH,)H,PO, (K;_,A,DP) at low temperatures have
This phase transition mechanism is generally assumed to opstablished that the ammonium ions play an important role in
erate in all the crystals of this family, regardless of the charthe mechanism of the phase transition to the ordered AFE
acter of the low-temperature phase. Thus, while the positiophase and the disordered SG phHsé®
of the protons along the bond in the paraelectRE) phase On the basis of an analysis of the temperature depen-
is not fixed, i.e., the protons tunnel between two equilibriumdence of the line shape, frequency position, and half-width of
positions, in the low-temperature phase the position of th@ Raman spectral line corresponding to a librational vibration
protons becomes ordered: now only two protons are foundf the ammonium ions, we have propo$td phase transi-
near each PO (AsO,) tetrahedron. However, whereas tion mechanism according to which the position of the am-
in KH,PO, (KDP), RbH,PO, (RDP), KH,AsO, (KDA),  monium ions in the crystal lattice of the PE phase is not
etc., both protons are found near the “upper” or nearfixed: these ions execute disordered “hops” involving a
the “lower” corners of a PQ (AsQ,) tetrahedron, in the change in the position of the center of mass among four
NH4H,PO, (ADP) and NHH,AsO, (ADA) crystals, one equally probable positions; this is consistent with the x-ray
proton is found near an “upper’ and the other near astructural data reported in Refs. 17 and 18 for the ADP crys-
“lower” corner of the tetrahedron. In the first case a ferro- tal in the PE phase. As a result of these hops the ammonium
electric (FE) phase is formed, and in the second case arons acquire the shape of nearly regular tetrahedra with an
antiferroelectric AFE) phase. intantaneous symmetry close 1g,. As the temperature is

In mixed FE—AFE crystals, however, frustration of the lowered, the frequency of these hops decreases and they be-
proton subsystem arises as the temperature is lowered, @ome increasing correlated. At a temperatligethe whole
account of the competition between the different types ohetwork of ammonium ions becomes fixed in one of the
low-temperature ordering of the protons in the different con-possible positions, and this leads to an AFE phase transition.
stituents of the mixture, and this leads to the formation of a  In this paper we report a Raman-scattering investigation
new disordered state, which has been given the name struof the behavior of the internal vibrations of the ammonium
tural (proton, dipole glass(SG).*~® ions in the mixed crystals K,A,DP (x=0.22, 0.32, 0.53,

Recently in a number of experimental papers reportind).74, 0.82, 1.0pin the temperature interval 4.2—300 K for
Raman scattering studies it has been conjectured that thbhe purpose of obtaining additional information about the
ferroelectric phase transition in KDP crystals involves therole of the ammonium ions in the mechanism of the phase

1063-777X/2001/27(1)/8/$20.00 61 © 2001 American Institute of Physics
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transition to the various low-temperature phases.

EXPERIMENTAL TECHNIQUES

The techniques used to grow the KA,DP single crys-
tals and to determine the percent content of the constituents
in the solid solutions are set forth in detail in Ref. 12.

The grown single crystals were cut into parallelepipeds
with dimensions of X 3X4 mm. The laboratory coordinate
system was chosen in relation to the crystallographic axes as
follows: X]|a, Y|b, Z|c. We note that in the PE phase all of .
the investigated crystals have tetragonal symmetry. In the SG f '

\

Intensity, arb. units

phase x=0.22, 0.32, and 0.53he overall symmetry of the

o
/N

crystals remains tetragonal, but in the AFE phase (.74, I8 27 (Aq) /
0.82 it is lowered to orthorhombit?~* Since theX and Y e N s
axes are equivalent in the PE phase, either of them can be- 1500 2000 2500 3000

come an antipolarization axis in the AFE phase. Therefore,

in making the polarization measurements ¥andY axes

for each sample were arbitrarily fixed, and the coordinaterIG. 1. Raman spectra of different symmetries in the paraelectric phase

system thus chosen was kept unchanged. (T=296 K) of the K;,¢7A¢7DP crystal at frequencies corresponding to the
Measurements were made on an automated spectroscoiﬂlﬁma' vibrations of the ammonium ions. The spectral resolution is 2cm

based on a DFS-24 double monochromator. A 90° scattering

geometry was used for all the polarization measurement%iesl Here the classification of the internal vibrations of the

The excitation source was an argon IasQI:@88.0 nm, NH, ion is given in the notation customarily used for the free
Pou=100 mW. The signal was detected in a photon- molecule®

counting scheme. The measurements were made in the tem- According to the selection rules, for ti2,q group the
perature interval 4.2—300 K, with the temperature measurepnooles ofA. B. B. andE symmétry arezgctive in the
1 1> 2

and stabilized to a precision of 0.1 K. first-order Raman spectra. As an example, Fig. 1 shows the
Raman spectra for theg§gAo 7.DP crystal at room tempera-
ture in the frequency range of the internal vibrations of the
In the PE phase all of the mixed crystals KA,DP (as ammonium ions. It is seen that the spectra are clearly polar-
in the pure components KDP and ADRave a space sym- ized. There is good agreement with the results of the group-
metry D32 with two formula units per unit cell. The local theoretical analysis and with published d&ta}**Changing
symmetry of the N ions, according to published datais ~ the concentration of the constituents of the mixed crystals
C,. does not qualitatively alter the Raman spectra, i.e., the num-
According to a group-theoretical analysis, the vibrationalber and polarization of the lines remain unchanged. On the
representation for the internal modes of the ammonium ionsther hand, the intensity of the lines corresponding to the
in the PE phase has the fof™n internal vibrations of the ammonium ions falls off in propor-
tion to the decreasing ammonium concentration in the mixed
I'y=2A;+2A,+3B;+3B,+4E. crystals. Table | givegs the values of the frequencies and half-
Here the vibrational mode; is manifested in thé\; andA,  widths of the lines of the internal vibrations of the ammo-
symmetries, the mode, in theA;, A,, By, andB, symme-  nium ions in K _,A,DP crystals for the different concentra-
tries, and thev; andv, modes in theB,, B,, andE symme-  tions. From the values given there we see that the

Frequency, cm-?

EXPERIMENTAL RESULTS AND DISCUSSION

TABLE |. Frequencies and half-widths of the internal vibrations of ammonium ions in mixed crystalAKDP with different concentrations.
T=296 K.

Concentra- 4,09 4,v) By(v) E(vy E(vy By(vp By(vy)
tion, x

v Av v Av Y Av v Av v Av Y Av % Av

1.00 3162 165 1656 27 1702 17 2862 169 3237 90 1406 24 1437 17

0.82 3165 173 1656 28 1703 17 2864 172 3239 93 1407 26 1435 17

0.74 3166 177 1657 28 1706 17 2865 173 3241 99 1406 27 1434 18

0.53 3168 179 1661 30 1707 20 2865 175 3241 99 1411 32 1434 20

0.32 3170 183 1664 35 1711 22 1411 35 1428 21

0.22 3170 185 1665 32
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FIG. 2. Raman spectra of different symmetries in the antiferroelectric phas
(T=4.2 K) of the K ,4Aq.7DP crystal at frequencies corresponding to the
internal vibrations of the ammonium ions. The spectral resolution is2'cm

frequencies of all the lines of the internal vibrations in the
mixed crystals have a nearly linear dependence on the a
monium ion concentration. As the concentration decreas

the lines of all the internal vibrations broaden, an effect thaf

can be explained by a change in the local environment of th
ammonium ions in the lattice of the mixed crystals. For crys
tals with a low ammonium concentration it is hard to deter-
mine the positions of the lines on account of their low inten-
sity.

Analysis of the temperature dependence of the internal
vibrations of the ammonium ions

In the the mixed crystals of K ,A,DP with concentra-
tions x=1.00, 0.82, and 0.74 an AFE phase transition
occurs at the temperatureby=148, 80.5, and 68.5 K,
respectivelyt?~1¢1°At the phase transition the symmetry of
the crystal is lowered from tetragon@pace grou;D%ﬁ) to
orthorhombic(space grou;D‘Z‘), the unit cell is doubled, and
the local symmetry of the ammonium ions is loweredXtp

[S)
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(Ref. 19. The lowering of the local symmetry of the ammo-
nium ions should lead to a total lifting of the degeneracy of
the internal vibrations.

Figure 2 shows the Raman spectra of the,¢, 7.DP
crystal in the AFE phasel=68.5 K) at liquid helium tem-
perature in the frequency region corresponding to the inter-
nal vibrations of the ammonium ions.

In comparing the spectra in the PE and AFE phases
(Figs. 1 and 2 we clearly see that the spectra undergo a
substantial transformation at the phase transition. The ap-
pearance of additional lines and the appearance of lines in
spectra of different symmetry is due to the doubling of the
unit cell at the AFE phase transition and the lowering of the
local symmetry of the ammonium ions in the crystal lattices
to C,. The frequency positions of the lines are in good agree-
ment with published datH#:111

Although the transition to the SG state in the mixed crys-
gals of K;_,A,DP with concentrationsx=0.22, 0.32, and
0.53 is not accompanied by a change in the overall symmetry
of the crystals$?!4-1%the Raman spectra in the frequency
region corresponding to the internal vibrations of ammonium
are also transformed somewhat, as will be seen below.

Let us analyze the temperature dependence of the Raman
lines of the internal vibrationg, and v, of the ammonium

m-

on in the mixed crystals K ,A,DP. The corresponding
analysis for lines of the types; and v is complicated by

e presence of a large number of broad overlapping lines in
the frequency region-3000 cm * (see Fig. 2

The lines of the internal vibrations, and v, of the

ammonium ions appear in the Raman spectra pf /&, DP
crystals of all concentrations and throughout the entire tem-
perature interval as narrow symmetric single lines. A fitting
of the experimental spectra in this frequency region was
done using a single line of the Lorentzian type. Figures 3—-5
show the temperature dependence of the frequencies and
half-widths of thev, and v, lines of the internal vibrations
of the ammonium ions in the mixed crystals, 3§A,.7.DP
and K g6\ 3.DP for the different components of the scatter-
ing tensor in the temperature interval 4.2—300 K.
As we see from these figures, the character of the tem-
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the v, line of the internal vibrations of the ammonium ion$Y component
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perature dependence of the frequencies and half-widths of alecreases monotonically in the; KAy 3,DP crystal in the
the Raman lines corresponding to internal vibrations of theemperature interval 110—4.2 K, while in the, }Aq 7.DP
ammonium ions is identical for the two crystals. A substan-crystal this decrease stops at the temperafiyje below
tial difference is observed only near the phase transition temwhich the frequency of the line exhibits a jumplike increase.
The frequency of they, line of the internal vibrations

In both crystals the frequencies of the lines of the inter-of the ammonium ion in the crystals oKgAq7.DP and
nal vibrationsv,(B) increase linearly as the temperature isKyggAg3,DP (Fig. 5 decreases linearly as the saample is
lowered(Fig. 3); this linear growth stops at temperatures of cooled from room temperature. At temperatures of the order
the order of 110-120 K. In the temperature interval 300—11®f 110-120 K the frequency position of the line, like
K the frequency of the line increases substantialy 8(

perature.

that of thev,(B) line, stabilizes. On further lowering of the

cm1). On further lowering of the temperature the frequencytemperature the frequency of the line remains practi-
of the line remains practically unchanged all the way downcally constant, down to liquid helium temperatures for the
to helium temperatures for theyKgAq.3.DP crystal, while for

Koedfo.3DP crystal and to the temperatuigy for the

the K »6A0.7DP crystal it remains constant only down to the Ky »,6Ag 74DP crystal, and below that temperature, as in the

temperaturely, below which the frequency of the line ex- previous cases, the frequency exhibits a jumplike change due
hibits a jumplike decrease that is characteristic of a firstto the AFE phase transition.
There is a noteworthy difference in the temperature de-

order phase transition.

The frequency of thew,(A)

line of the

internal
vibrations of the ammonium ions in K¢ 7.DP and

pendence of the frequency position of the Raman lines cor-
responding to different types of internal vibrations of the

KosdPo.3DP crystals(Fig. 4) are practically unchanged as ammonium ions. For both crystals referred to in Figs. 3, 4,
the temperature is lowered to 110-120 K. On further lower-and 5, in the interval interval 300—120 K the frequency of

ing of the temperature the frequency of this vibrational linethe v,(B) line increases by 8 cnt, the frequency of the,
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FIG. 5. Temperature dependence of the frequeily &nd the half-width ©) of the v, line of the internal vibrations of the ammonium ion§Y component
of the scattering tenspin the crystals K, 7DP (a) and Ky ggAg.3:DP (b).
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TABLE Il. Values of the activation energy obtained by fitting the tempera- yglues of the activation energy obtained from analysis of the
ture dependence of the half-width of the Raman lines of various types OHifferent types of vibrations of the ammonium ions
vibrations of the ammonium ions in,K,A,DP crystals. . . . '
T Y According to the phase transition mechanism proposed
Activation energyu, meV in Ref. 14, the low-frequency “hopping” processes involv-
ing a change in the position of the center of mass of the

Concentrationx o v2(A) v2(B) Y4 ammonium ions modulate all of the internal vibrations of the
0.82 54+2 48+2 32+2 ion, and that should equalize the values of the activation
0.74 292 33+2 36x2 29+2 energy.

0.53 412 32+2 33+2
0.32 362 36x2 35x2 30x2
0.22 392 32+2 Phase composition of the mixed crystals K ;_,A,DP

- as a function of temperature
Note U(lib) data are from Ref. 14.

Analysis of thex—T phase diagram constructed for the
mixed crystals K_,A,DP from the data of different experi-
line decreases by about 8 ¢ and the frequency of the ments(see, e.g., Ref. 2ndicates that the structural changes
v(A) line remains practically unchanged. This differencein the crystals of all concentrations begin at temperatures of
can be explained in the framework of a model according tahe order of 110-120 K. This is confirmed by the above
which in the PE phase the center of gravity of the ammoniumanalysis of the temperature dependence of the frequencies
ions in the crystal lattice is not fixed. As the temperature isand half-widths of the Raman lines corresponding to the in-
lowered, the frequency of the hopping processes decreasasrnal vibrations of the ammonium ions.
This increases the influence of the environment of the am- et us analyze the states that are realized in the mixed
monium ion in the lattice and, hence, increases the distortiogystem K_,A,DP as the temperature is lowered. As we see
of the NH, tetrahedra. from a comparative analysis of the Raman spectra of the PE
Figures 3, 4, and 5 also show the temperature depenfig. 1) and AFE(Fig. 2) phases, the most important changes
dence of the half-widths of the, and v, line of internal  in the spectra are observed at frequencies near the totally
vibrations of the ammonium ions in the crystalg A, 7DP  symmetric internal vibratiow;. Figure 6a shows the Raman
and Ko ggfo.3:DP. It should be noted that as the temperaturespectra of the K,¢A, 74P crystal in the frequency interval
decreases from room temperature to a value of the order gfg00-3500 cm? at several temperatures for tA& compo-
110-120 K, the half-widths of the lines of all the internal nent of the scattering tensor. At room temperat(ire PE
vibrations decrease monotonically. On further decrease iphasg a broad, intense, single line is observed in this fre-
temperature the half-widths of the lines, like their frequen-quency range, corresponding to the totally symmetric inter-
cies, remain practically constant to helium temperatures fopal vibrationv, of the ammonium ions.
Ko.ss0.32DP and to the temperatuiigy for Ko 2670 7.DP. In the AFE phase af <Ty=68.5 K one observes three
A fitting of the temperature dependence of the half-lines in the Raman spectra for th#Z component of the
widths of the lines corresponding to the internal vibrations ofscattering tensor in this frequency interval: these are two
the ammonium ions for all the K ,A,DP crystals was car- lines of the vibrationv; (3030 and 3165 cm') and one line
ried out in the framework of a model in which the half-width of the vibration»; (3239 cm'1). However, as we see from
of a line is given by the sum of anharmonic and reorientaFig. 6, the change in the spectrum has already begun to ap-

tional terms: pear at temperatures much higher tign In this frequency
U interval the Raman spectra at room temperature were ap-
6= Oaniit Orea=AT+B exp( - k_T) , proximated by a single line of the Lorentzian type. At tem-

peratures of the order of 120 K we observed anomalous
where A and B are some constants amdl is the activation growth of the half-width of this line. Therefore the Raman
energy of the reorientation proceséésAs we showed in  spectra aff <120 K were approximated by three Lorentzian
Ref. 14, the main contribution to the temperature broadeningines. Figure 7a shows the temperature dependence of the
of the lines of the internal vibrations of the ammonium ionsfrequencies of the Raman lines for thg XA, 7.DP crystal
comes from “hopping” processes involving a change in theas obtained using such an approximation. An analogous tem-
position of the center of mass of the ions in the crystal latperature evolution of the Raman spectra is also observed for
tice. The rotational motion of the ammonium ions gives athe K;14Aqg.DP crystal. The results are evidence that AFE
much smaller contribution to the line broadening and wastlusters begin to form in K ,A,DP crystals withx=0.82
not taken into account in the fitting. We note that for theand 0.74 at temperatures of the order of 110-120 K, i.e., a
K;_,ADP crystals withx=0.82 and 0.74 the half-widths of short-range AFE order is established in them. At the tem-
the lines in the temperature interval from 296 KTq were  peraturesly an AFE phase transition occurs, and long-range
used for an approximation. order is established throughout the entire volume of the crys-
Table Il gives the values of the activation enetdyb-  tal.
tained as a result of the fitting. Also given for comparison are  Analogous changes in the Raman spectra with decreas-
the values of the activation energy obtained from an analysigig temperature are also observed in_KA,DP crystals
of the temperature dependence of the half-widths of the lingvith x=0.22, 0.32, and 0.53. Figure 6b shows the Raman
of the librational vibration of the ammonium ions in mixed spectra of a i4A¢5DP crystal at several temperatures for
K.1-A,DP crystals of the same concentrations, according tahe ZZ component of the scattering tensor. Figure 7b shows
the data of Ref. 14. One notices the close agreement of thhe temperature dependence of the frequencies of the Raman
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lines for the Ky ggf\0.3DP crystal, obtained by approximating cluster structure persists down to liquid helium temperatures.
the experimental spectra by a method similar to that deThe establishment of long-range AFE order and the transi-
scribed above. tion of the crystal to the AFE phase are prevented by the
A comparative analysis of the data presented in Figslarge concentration of potassium ions, which can be regarded
4-7 suggests that thegk-Ag 5dDP crystal suffers structural as “rigid” defects that do not break the symmetry of the
changes analogous to those observed jndK, -DP as the crystals?®
temperature is lowered: in the temperature interval 110-120 The formation of AFE clusters is also observed in
K a correlated fixing of the ammonium ions in the crystal other isomorphic mixed crystals of the KDP famffz.2
lattices begins, leading to the formation of AFE clusters. ThéeNe note that similar processes involving structural
corresponding temperature can regarded as the temperatwiganges have also been observed by the authors in the
at which freezing begins,T,,. However, unlike the mixed crystal Rp,NH,)qsH-POs, which undergoes a
K;1_ADP crystals withx=0.82 and 0.74, in which long- transition to the glass phase. Figure 8 shows the temperature
range order is established Bt and an AFE phase transition dependence of the frequency and half-width of the librational
occurs, in the crystals witk=0.22, 0.32, and 0.53 the AFE and internal vibrationsv, of the ammonium ions in
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FIG. 7. Temperature dependence of the frequencies of the lines fdiztkemponent of the scattering tensor in the crystgjsg&, 7DP (8) and Ky ggAg.3.DP
(b).
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Rby ,dNH,4) 0 sH2PO,. We see that the character of the tem-model set forth above are practically equal, having values of
perature dependence of these quantities is practically ident4 and 32 meV, respectively.
cal to that of the analogous curves given above for the K
1-xADP crystals. CONCLUSION

All of the temperature curves of the frequencies and . .
half-widths of the investigated lines at temperatures of the /& have carried out polarization Raman measurements
order of 120 K exhibit the characteristic anomalies due to théNd SPectrum analysis in the temperature interval 4.2-300 K
fixing of the ammonium ions in the crystal lattices. At this o7 the mixed crystals K ,A,DP with concentrations
temperature, as in the,K A,DP crystals, AFE clusters be- —9-82, 0.74, 0.53, 0.32, and 0.22 and_RA,DP with x
gin to form; this is confirmed by the temperature evolution of=,0'8(,) in the frequency reglqn corresponding to the internal
the Raman spectra shown in Fig. 9. Furthermore, the activa/ibrations of the ammonium 1ons. _
tion energies obtained as a result of approximating the tem- 1 ne results of the polarization measurements confirm the
perature dependence of the half-widths of the lines of thd2Wering of the local symmetry of the ammonium ions from

librational and internal vibrations in the framework of the Sﬁatsoecl at the phase transition from the PE to the AFE

The results obtained in this study confirm the AFE tran-
sition mechanism proposed in Ref. 14, according to which

i (" Vg the position of the ammonium ions in the crystal lattice of
vy { \\{j K the PE phase is not fixed, i.e., the ions execute “hops” in-

,,w\j‘ y volving a change in the position of the center of mass. As the

) i‘rﬂ)r\”ﬂ" ‘\,w 42K temperature is lowered the hopping processes slow down,
POt Yo e and a correlated fixing of the ammonium ions in the crystal

"w" i“r\ 5 T lattices occurs, leading to an AFE phase transition.

[ W "“"m,.,w_zz K Based on an analysis of the temperature dependence of

o’ j’}h \,\ i the frequencies and half-widths of the lines corresponding to

d *.‘_“-\ 90K the internal vibrations of the ammonium ions, we have es-
i { ‘\.‘\ Eaat oy tablished that the fixing of the ammonium ions in the lattices
= of the mixed crystals K ,A,DP begins at temperatures of

. \ o
_ WN/‘ :Wﬂw \“w 140 K the order of 110-120 K, independently of the character of
s ,M,Jﬁ ‘ R W the low-temperature phase.

Intensity, arb. units

We have determined the activation energies of the reori-

N M‘““"-v%?uﬁi entation processes involving the ammonium ions. We found
e / v that the fixing of the ammonium ions leads to the establish-
,/) ! " 296_K ment of a short-range order and to the formation of AFE
_M""M e clusters. The formation of the AFE cluster structure in the
' L ' L ' L mixed crystals involves correlated “freezing” of the ammo-
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nium ions in the crystal lattice, as is indicated by the set of
data obtained in this study: the close values of the activation
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High-frequency point-contadPC) spectroscopy is used to investigate the kinetics of relaxation
processes in the intermetallic rare-earth compound LP¥Ndifference is observed in the

spectral response between the conventional low-frequency PC data and the response signal to
microwave and far-infrared radiation of PENiCu point contacts. This difference is

connected with thé-shell electronic level$CEF levelg and phonon temporal dynamics. The
phonon reabsorption contribution to the spectra above the Debye ethecggasesor

microwave and far-infrared frequencies. However, the crystal-field contribution to the spectra at
4.2 meV isenhancedor high frequencies, reflecting the relaxation processes specific for

these Fermi-statistics electronic excitations. The characteristic frequency for CEF-level relaxation
is evaluated as-200 GHz. © 2001 American Institute of Physic§DOI: 10.1063/1.1344146

INTRODUCTION states consists of three nonlinear contributions to the
conductivity?
The crystal-electric-field CEF level excitations deter- )

i i i i Y
mine the magnet!c, thermodynamic, and transport properties d—l(e\/)~gf(e\/)+ ng(e\/)—4A2f &del’
of the intermetallic rare-earth compound PylRefs. 1 and dVv2 2 o (e+eV)®
2). The temperature dependences of these characteristics D

showg Stc:\ottk)l/.-tltl.ke ar;(;rr? a:clieiihtlS K. I]E ?r:lsle;frf.r om t.he where the first terngs(eV), the PC spectral function of the
ground state Spitting ot thelaelectrons of the IONS N CEF-level excitations, is due to inelasficshell excitations

the CEF of he>.<agonal symm'etry. A crystal-field eigenstgteoy conduction electrons. The other term, in brackets, de-
scheme of Prjhas been estimated both from neutron dif- g yipes the hackground signal and is determined by two dif-
fraction experimentsand point-contact-spectroscopy mea- fgrent mechanisms. The first one is the reverse CEF-excita-
surements:® tion transitions from the excited to the ground state, which
Point-contact spectroscopy deals with the nonlinear corenhance the probability of direct transitions. The second is
rection to the current—voltageé{V) characteristics of a PC. the increasing of the excited-state population and the de-
This method has been successfully employed for estimatingreasing of the ground-state population with voltage gain
the energy relaxation spectra of quasiparticle excitations ithat decreases the probability of the inelastic scattering pro-
many metals and compounds under steady-state condtesses.
tions®~8 Recently, high-frequency PC spectroscopy has been It should be noted that the CEF-level spectral function
developed and applied to investigating the relaxation kineticg¢(eV) depends on the CEF-level population because of the
of the electron—phonon system and the temperature in md=ermi statistics of the excitatiori$,
tallic contacts ! The PC spectra measurements over a wide i )
frequency range make it possible to separate different trardf(€ V)= N(O)Ni(Ni— ND((IWo [*K(p.p"))) (V- A4),
sient phenomena in PCs and evaluate the appropriate relax- @
ation times. whereN(0) is the density of states at the Fermi leue{;is
In accordance with the theofy the second-order deriva- the rare-earth ion concentratioN; andN; are the popula-
tive of thel =V curve(PC spectrumfor a contact formed by tion numbers for the ground and excited CEF stamﬁ;,, is
rare-earth metals with two-level splitting of the f-shell  the matrix element for the electron—CEF-level interaction for

1063-777X/2001/27(1)/5/$20.00 69 © 2001 American Institute of Physics
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the rare-earth ion transition between an initial and a finakonfiguration was aimed at obtaining the best electrodynamic
state, andK(p,p’) is the point-contact weight factor. There- coupling of the contact with the high-frequency field. The
fore, g¢(eV) depends on temperature and voltage. At zeracontacts were produced in liquid helium by bringing two
temperature one haiN;=(eV—A)O(eV—-A)/2(eV+A) electrodes together with a precise differential screw mecha-
andN,=1—N;. The background in Eq1) has a contribu- nism. The contact resistances ranged from a few ohms to
tion with negativesign. It reflects the diminution of probabil- about twenty ohms. All measurements were done at tempera-
ity of the inelastic electron scattering by the CEF levels atture 1.5—1.7 K in superfluid helium to avoid the bubble boil-
eV>A, because the level population changes with voltage.ing causing unstabilities of the rf power in the contact area.
In addition to the CEF-level scattering processes, théfhe electromagnetic radiation was generated by reflex kly-
electron—phonon interaction must be taken into accbint, stron oscillators in the microwave range. A methyl alcohol
submillimeter-wavelengths laser, optically pumped by a cw
(eV)~gpr(eV) carbon (_jio_xide laser, was used as a source of FIR radiation.
The radiation was delivered to the PC by a standabdnd
waveguide with a smooth transition to ax23 mm cross
Jev 9pr(e) ds} sectior?'® or through a lightpipe with a focusing coheFor
0o ethiwg | monitoring the power level a small part of the radiation was
3 reflected to a semiconductor detector by a beam splitter.
. ) In a measuring cycle both the second-harmonic ampli-
where gyi(eV) is electron—phonon spectral functior,  tyde of the low-frequency1.873 kH2 modulating current
=0.58, and wo is the phonon escape frequencw,  and the response signal—the difference of the/ curve
= wp(lp)/d?, determined by the relation between the in-ynder and without rf irradiatiorichopped by 2.433 kHz
elasticl o, and elastid, phonon path lengths and the contactyere registered versus the bias voltage using a conventional
diameterd, andwp, is the Debye phonon frequency. In con- |ock-in technique for the same contact. In the small-signal
trast tog(eV), the spectral functiogy,(eV) is temperature  jimit (V(t)=V,+ v, cos(2rit),v;<V) both these guantities
and voltage independent. The two last terms in @J.cor-  are proportional to the second derivative of theV curve
respond to the background signal caused by the stimulate\gizv/mz:_(d2|/dV2)(dV/d|)3 (Refs. 14 and 16 To
phonon emission and reabsorption of nonequilibriumaygid the modulation broadening of the PC spectra the inten-
phonons by conduction electrons. sity of rf irradiation and low frequency ac current were ad-

The PC response to high-frequency irradiation dependg;sted to the minimal levels providing an output signal am-
on the relation between the external field frequenend the  pjityde about 1.V.

inverse relaxation times; of the intrinsic electron scattering
processes, which are responsnb_le for the nonlinearity of thEESULTS AND DISCUSSION
|-V curve. Frequency dispersion of the response occurs
when 2rvr~1. For instance, the electron—phonon or The experimental data obtained for the R-NCu con-
electron—CEF-level relaxation are very fast processes, witkacts are plotted in Fig. 1. Both the low-frequency and high-
characteristic frequenciese_ph,ve_f~1013Hz. The reab- frequency PC spectra show the spectral feafutbat have
sorption of nonequilibrium phonons having the Debye en-been well established in previous studigfor these materi-
ergy by conduction electrons takes place more slowly, withals. The pronounced sharp peak e¥~4.2meV is con-
Vpn—e~10°—10'°Hz."® The CEF-level relaxation on elec- nected with the P ion transitions [,—TI's,) from the
trons, as was estimated in Ref. 12, has a frequency,  ground statd’,. Additional singularities at 13 and 30 meV,
~ve_NA/n;e~10"Hz (n; is the concentration of rare- corresponding to the CEF excitation§ ,~T';) and (4
earth atoms, andr is the Fermi energy For irradiation —1'sg), are rather weak. The peak at 9 meV and the wide
frequencies’> v ¢, vpne the background signal in the PC maximum at 17 meV are usually ascribed to the characteris-
spectrumEgs. (1), (2)] drops like[1+ (»/v;)?]"* with in-  tic phonon frequencies in Priand Cu*®
creasing frequendy*® (v; denotes the CEF level-electron or Unfortunately, in contrast to low-frequency measure-
phonon-electron collision frequency ments, the high-frequency current amplitude in point con-
In this paper we report experiments combining the low-tacts is unknown. Therefore, in order to make a comparison
frequency PC spectroscopy of PgNICu contacts with mea- between the spectral line heights in different frequency
surements of the response to microwave and FIR irradiationanges the high-frequency data were multiplied by scaling
up to 525 GHz for the same contacts. These frequencies afactors. All the measurements were done in the small-signal
comparable withv; _ but are not large enough to cause con-limit, where the spectral line amplitudes were proportional to
siderable smearing the features of the CEF levels ohtWe  the power level of the high-frequency field and therefore the
curve upon transition to the quantum regime of radiationscaling procedure did not modify the shape of singularities.
detectiont*® Small broadening of the spectral lines takesThe normalization was carried out in an energy range where
place only for the highest frequency we have used and wathe external field frequency is much smaller than the intrinsic
taken into account as follows below. characteristic frequency of the scattering events determining
the PC spectral singularities. For instance, the external fre-
quencyr;=0.61 GHz for the PC spectrum in Fig. 1a is much
The PCs were formed between a copper tip and the polsmaller than the characteristic frequencies of electron—CEF-
ished surface of the PrNsingle crystal, with the contact axis level and CEF-level—electron relaxation processes (
parallel to theC axis. The choice of the “needle—plane” <wv,_¢,v¢_¢) Which are responsible for the main peak at
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line is smeared in energy rang&/=hv, because the quan-
tum regime of radiation detectith®® occurs for this fre-
quency even in the low-power limit used in our experiments.
That is why the low-frequency spectra in Fig. 1c were cal-
culated by the standard smearing procelluvdth ev,
=2.2meV for the curve in Fig. 1experiments at; andv,
were performed with the same contatt permit a correct
comparison of the low-frequency and FIR data. Thus, each
set of curves in Fig. 1 are characterized by an equal instru-
mental broadening.

For additional confirmation of the scaling procedure we
have used the CEF peak foy=525 GHz, normalized to the
audio-frequency data a¢V=4.2meV and shown by the
dashed curve in Fig. 1c. In that case the CEF linewidth turns
out to be abnormally narrow, confirming the validity of the
fitting procedure previously described.

The difference between the audio- and high-frequency
spectra in Fig. 1 appears in the CEF peak positth@ me\)
and in the high-energy range. It is well knoW3that the
background signal in the PC spectra at high eneedy
=hwp is determined by the phonon—electron reabsorption
processes. At high frequencies> vy, the number of non-
equilibrium phonons does not follow the high-frequency
voltage induced in the contact. The higher the frequency, the
. ! . smaller the fraction of these phonons that relaxes to the equi-
0 10 20 30 librium state synchronously with the voltage, thdiscreas-

eV, meV ing the contribution to the second-derivative signal. The

] o ] ) background frequency dispersion has been studied in
FIG. 1. Point-contact spectragolid lineg and response signals at different

frequencies(dashed and dotted linesThe dashed line irlc)—response deta|P and the C_haraCte”Stlc rela)fat'on frequenc‘%#e )
signal fitted to audio-frequency data\at 4.2 meV. The contact resistances have been determined for several simple metals. Our data in

are:Ry=2.80 for (a) andR,=7.4Q for (b, 0. Fig. 1 are in good agreement with those of previous measure-
ments.
The characteristic frequency of phonon—electron scatter-

eV=4.2meV. The data at;=0.61 GHz were therefore fit- INg ¥pn-e for the compound Prljiis estimated as about 3—-5
ted to the low-frequency peak at that energy. The frequenc{pHz, and therefore the conditior® vy, is fulfilled for the
v, is approximately equal to the thermal relaxation fre-three frequencies,,vs,v, in our experiments, and the pho-
quency, estimated as 0.5 Glee also Refs. 11 and)18he  non background damping has to be independent of frequency
difference between these curves in Fig. 1a increases slightfpr these spectra. Indeed, as is shown in Fig. 1b, 1c, the rf
with energy but is quite small, showing the weak influence ofoackground is decreased to an identical value for the same
heating effects in the contact. &V=4.2 meV the heatingis contact. A slightly different background is observed in Fig.
negligible, so the normalization we have used is correct. Thda for another contact because of the different conditions of
other rf spectra forv,=63.5, v3=246, andv,=525GHz phonon escapéhe larger diameter, different concentration
were normalized to the audio-frequency data in the energ@f crystal lattice defects, efc.But different phonon transport
range 7—17 meV, where the contact resistance is mainly deconditions do not create an obstacle for the correct compari-
termined by an electron—phonon scattering processeson of the CEF-peak amplitude becauseftsbell excitation
(v2,v3,v4<ve_pn). The phonon reabsorption background rate are dependent on the transport of conduction electrons
still has a rather low level in this energy interval. The largeand these excitations are localized on the Bibins.
noise on thev;=246 GHz curve is due to the smaller signal In the low-energy region the high-frequency sigia
amplitude, because the laser power is about ten times smallereases showing growth of the CEF-peak amplitude, oppo-
for this frequency compared te,. Therefore a larger value site to the behavior in the high-energy regitfig. 1). In
of the scaling factor has to be used for the fitting of the  accordance with Eq1) the background part of the PC spec-
data to audio-frequency spectrum. trum for CEF-level excitations hasreegativecontribution, in

It should be remarked that there is an additional problentontrast to the phonon part of spectryifg. (3)]. At high
in comparing the low-frequency PC spectra with the FIRfrequencies/> v;_, the population numberfd do not follow
data. The photon energy af;=246 GHz radiation lfv;  the high-frequency voltage, the background part of the PC
=1meV) is equal to the amplitude of the low-frequency spectrum decreases, similarly to the phonon reabsorption
modulation €v,;=1 meV), and these two spectra can be di-processes discussed above, and the high-frequency second-
rectly comparedFig. 1b). But for »,=525 GHz the photon harmonic amplitude becomes exactly equalgigeV), as
energy fiv,=2.2meV) is larger tharv, and is comparable was shown in the theort#.In our experiments the difference
with the CEF linewidth at 4.2 meV. Therefore, the spectralbetween thd —V curves under and without irradiation was

d2v/d 12, arb: units
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data are represented as three sets of points for three different
values of S,:S,=S(v,=525GHz) (solid circleg, S,
=1.1S(v,) (squares and S,=1.35(v,) (diamond$. The

last two series are shown for the case when signal saturation
was not reached in our experiments, i.emi27;_<1. The
three curves in Fig. 3 show plots pf + (v/v;)?]~* for three
values of the characteristic frequencies .:110 GHz
0.4 (solid), 250 GHz(dashed, and 500 GHzdotted ling. The

best coincidence between the experimental points and the
calculated curves occurs in the range 110-250 GHz. Thus
we can evaluate the CEF-level—electron relaxation frequency
O = Vo as~200 GHz.

R It should be emphasized that the results in Fig. 3 are
essentially dependent on the fitting procedure in Fig. 1. But,
as was mentioned above, the phonon background damping is
0 4 8 12 independent of frequency at>v,,_., and any deviations in

the scaling procedure have to be the same foBaNalues.
These deviations do not significantly influence the estimation
FIG. 2. Components of PC spectrum for CEF-level excitations: spectral parof v; . because the ratio of the measured signals is used in
gi(eV) (solid line), negative background signalashed ling the calculations. Thus, for instance, if the differences be-
tween the rf and audio-frequency spectra were decreased by

. . two or three times, th&, values would coincide with the
determined. In such a method the steady-state population %\f\cl)ints shown in Fig. 3 v

excitedf levels is increased under high-frequency irradiation It should be noted that in our experiments the absolute

(similarly to the bolometric effect in the phonon reabsorptlonvalue of the background signBlis about 0.4 (Fig. 19 at

9 . . g ey
study),” increasing the probability of reverse transition tp thethe CEF-peak position, but the calculat®e-0.3 in Fig. 2.

Orhis distinction is possibly caused by the large renormalizing
1) 4 th tout sianal litude b o1 oefficient 1/2 connected with reverse CEF-level transitions,
» an € oulput signal amplitude becomes equal 10 L.y nich was considered in the thediywhere a strong local-

gi(eV) (see.Eq..(34) n Re_f. 12. . ization of f-shell excitations on Bf ions was assumed.
For qualitative analysis we calculated the negative backs;

Moreover, the ion—ion anétlevel-phonon interaction were
ground components of the CEF spectrum from Hg. The P

. . neglected. This results in a very narrow spectral line in the
spectral lineg¢(eV) was represented by a Lorentzian curve PC spectruns-function shape af =0, which is smeared to
with a small exponential part in the low-energy range and ’

b.74 meV at 1.6 K In special experiments the half-width of
linewidth equal to the experimental peak width foy : v/ ee
=525 GHz. The result is shown in Fig. 2 by the dashed Iinethe CEF peak atV=4.2meV has been measured for differ

. . ent audio-frequency current modulation amplitudes. Extrapo-
The frequency dispersion of the absolute value of th q y b P

Sating this data to 0, we estimated the linewidth as
negative background signal for the CEF-level—electron scat- 9 v

tering processes is shown in Fig. 3, whels—(S. ~1.93 meV afl =1.6 K. This means that additional dissipa-
~S)(S.—S)'S, is the CEF-peak height at audio frequency,tlon mechanisms should be taken into account compared to

ds is the heiaht at hiah f Th ) tal Ref. 12. There are various possible causes of the CEF-line
and.s, 1S the height at high frequency. The experimenta broadening: bilinear and quadrupolar exchange interaction

between rare-earth ions, a quadrupolar contribution to the
) spin-disorder resistivity, anfishell-excitation—phonon cou-
1.0 pling, as have been well established for Rriiystals by
magnetoelastic, resistivity, and neutron diffraction experi-
mentst??°These interactions destroy the strong localization
of f-shell excitations and therefore result in a decreasing of
the second term amplitude in E{). Moreover, the inelastic
neutron scattering stuéyshows the drop and disappearance
of the f-spectral line in the energy range4.2 meV during
the crystal-to-amorphous-state transition. Hence, some crys-
tal lattice irregularities at contact forming assist the further
% broadening of thé-shell excitation line in the PC spectrum.
1.9107° 1 10 100 1000 We believe that in the general case all these phenomena are
v, GHz responsible for the discrepancies between our experimental

data and the theor?.
FIG. 3. Frequency dispersion of background signal. The sets of points were
obtained from the experimental data normalized by diffei@ntequal to:
S, =9(v,=525GHz) (solid circles, S.=1.15(v,) (squares and S, CONCLUSION

=1.35(v,) (diamondsg. The lines represent the background amplitude cal- .
culated for differentv;_, values: 110 GHzsolid), 250 GHz(dashed, and The PC spectra measurements over a wide frequency

500 GHz(dotted line. range give an excellent opportunity to distinguish between

08 L

—-d21 /dV2 , arb. units
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eV, meV

the measured signdtenormalizing term 1/g;(eV) in Eq.
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The dynamic shear modulus of a two-phase bismuth cer@Bm2212 and Bi-222Bis measured
as a function of temperature, magnetic field, and deformation. The results attest to the
multistage penetration of magnetic field into the sample. It is found that the level of the shear
modulus is sensitive to the magnetic and defect structure of the ceramic. The conjecture
that the observed defects of the shear modulus are due to phase separation in th@a@a® of
the 2212 phase is discussed. 2001 American Institute of Physic$DOI: 10.1063/1.1344147

INTRODUCTION external influences. The changes of the dynamic shear modu-

lus (DSM) are measured as a function of temperature, mag-

There is now a considerable amount of published data ORetic field, and deformation, and the results of the measure-
the elastic characteristics of hidh- superconducting ents are analyzed.

(HTSO materials and their relati'cggto features of the lattice,
electronic, and magnetic structures.The elastic properties
of the crystal lattice of HTSC compounds are determined bySAMPLES AND MEASUREMENT TECHNIQUE
the chemical and phase state and their homogeneity, the lay- We investigated samples of the two-phd66% in the
ered character of their structure, their specific density, th@223 phase and 30% in the 2212 phaBé-Pb—Sr—Ca—
spectrum and concentration of structural defdatsluding  Cu—O ceramic, witlT .= 104 K for the 2223 phase and 85 K
microcracks, grain and phase boundaries, pores and indier the 2212 phase. The remaining 5% of the material was in
vidual vacancies, dislocations, and twinthe presence of nonsuperconducting phases, e.g., CaRbe powder for
local internal stresses and nonstoichiometric oxygen, theressing of the ceramic consisted of the compound®gi
structure of the cuprate planes, the features of the electronPbO, SrCg, CaCg, and CuO. The phase state of the powder
phonon interaction in them, the type of cations, ‘efc. was determined on a DRON-2 diffractometer inkGuradia-

Perovskite and perovskitelike structures are charactetion. Samples of dimensionsx2 X 24 mm were pressed at
ized by the presence of phase transitions of the displacivB00 MPa and then mechanically processed into a cylindrical
type, which can be initiated by small changes in the externathape with a diameter of 2 mm. The resulting cylinders were
conditions as a result of local distortions of the crystalannealed in air at 1093 for 24 h and then cooled to room
lattice® In addition, there are data indicating the possibility temperature at a rate of 150 deg/h. The samples chosen for
of phase transitions of the antiferromagnetic, ferroelectricstudy were closely matched in termsTf, AT., and grain
and insulator—metal typ€s? A particularly crucial matter in  size and had the same textu% of the grains had thé
Bi-containing superconductors may be the magnetic state axis oriented in the direction of pressing, and so the £uO
the CuQ plane! planes were oriented along the axis of the sample

It follows from what we have said that even small de- The temperature dependence of the DSM was measured
viations from the optimum technology of preparation of theon samples in five structural states: A — the initial sample; B
ceramic or a change in its chemical homogeneity or of its— after the imposition and removal of a longitudinal static
phase and defect structure during the study of an object urmagnetic field(235 Og at 77 K, leading to a residual mag-
der the influence of temperature, especially during multiplenetization of the ceramjcC — after annealing of the sample
cooling and heating cycle§77—-300-77 K, deformation at 380 K for 10 h for the purpose of demagnetizing it; D —
(even small, or fields(magnetic and electrican give rise to  after a macroelastic deformation §o=7.1x10 * at 65 K;
internal peak stresses and local distortions of the crystal lale — after heating of the deformed sample to 300 K.
tice. In previous studies of the temperature dependence of the The DSM was studied on an apparatus of the inverted
absorption of low-frequency sound in Bi ceramic samples itorsion pendulum typ€ in the temperature interval 65—130
was found that the influence of magnetic field leads to irreK at a frequency of 0.8 Hz with heating at a rate of 0.5-0.6
versible changes in the state of the samples and to a stabdieg/min. The amplitude of the strain at the surface of the
magnetization of them, which indicates the presence ofample in the measurement of the shear modulus did not
“trapped” magnetic flux? The present paper is devoted to a exceed X 10~ °. The frequency of the free torsional oscilla-
further study of the behavior of Bi ceramics under varioustions used in calculating the values of the DSM was deter-

1063-777X/2001/27(1)/5/$20.00 74 © 2001 American Institute of Physics
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in the interval 1.5 O H <235 Oe showed that, against the
background of a practically constant DSM as a function of
the external magnetic field there are two field regions in

which the DSM deviates noticeablyp to 0.6% from the
24.8 MM background. The first region in which the DSM deviates
from the background lies in the interval 1.5-15 Oe, and the

second at 110-180 Oe. The data presented for the two-phase

G,GPa

24.5 L L L L L samples agrees with the previously discovered multistage
0 50 100 H1(5)(<)3 200 250 character of the penetration of magnetic field into the
’ ceramict?14-16

FIG: 1 Field dependence of the dynamic shear modulus of a Bi ceramicin  |n the region 1.5 Og€H,<10 Oe theG(H) dependence
the initial state at 77 K. observed in this study can be attributed to the penetration of
the magnetic field into the ceramic along microstructural in-

mined on the basis of 100—120 vibrations of the sample WitH’lomogeneltles of the Wgak-llnks .type; th'S, agrees with the
the aid of a frequency meter. The error in the calculation didesults of Ref. 17, accordlng to which the critical fields of the
not exceed 0.1%. Selection of the samples and a mandatogtergranular Josephson links afg;;=2 Oe andH ;=5
three or four temperature cycld65—-300-65 K made it €.
possible to achieve good reproducibility in the measurements At 77 K the range of values of the magnetic fields that
of the DSM. A hold of the sample at 300 Kor up to 6 Penetrate into the interior of the Bi ceramic, according to
monthg did not reveal any instability of the DSM. Conclu- Refs. 18 and 19, is very wide (2.5 €&i;;<80 Oe. This
sions were drawn on the basis of a comparison of the resul@isagreement in the data on the valuehbf; is due to a
of the measurements of the DSM on five identical samplesiumber of causes, among which are the difference in the
For each of these samples a series of curves was obtained fpenetration fields for the 2212 and 2223 ph&Semd the
the whole sequence of states produ¢AdB, C, D, B. A strong anisotropy of the superconducting paraméters.
comparison of five series of curves showed that the character 2. The temperature dependence of the shear modulus of
of the change in the temperature dependence of the dynamibe Bi ceramic in the states A, B, C, D, and E is presented in
shear modulu$s(T) under the influence of the various ex- Fig. 2. As we see from Fig. 2a, the DSM of the Bi ceramic in
ternal factors was the same in all of them. For this reason ththe initial state decreases sharglyy 0.8%9 in the region
series of curves for only one of the samples is given in this80—87 K, which corresponds to the region of the supercon-
paper. ducting transition of the 2212 phase. Upon further increase

The straining of the samples was carried out at 65 Kin the temperature to 130 K no change in the DSM is ob-
directly in the apparatus used to measure the internal frictionserved, i.e., in the region of the superconducting transition of
An alternating torsion was applied at a strain rate of 10 the 2223 phase for the two-phase Bi ceramic sample did not
S_l to a relative strain Of)/:?.lx 10_4, which exceeds the exhibit any anomalies on tl’@(T) curve.
working amplitude in the measurement of the internal fric-  The “trapped” magnetic flux in the sampléstate B
tion by two orders of magnitude. The temperature at whicm:ig. 2b) leads to an increase in the DSM in both the mixed
the straining was done, 65 K, which was achieved by pumpznd normal statefby 2.5% and 1.6%, respectivélgnd to a
ing the nitrogen vapor, was chosen so as to ensure the StBronounced modulus defect with a softening effést 1%
bility of the structural—phase state of the initial samles- 55 the temperature is increased from 93 to 102 K. The value
low the NS trangitions of both phas)esAn. optical method _ of the “trapped” magnetic flu1.5 O8 was determined by
was used _tp monitor the return of the oscillatory sy_stem to It§:omparing theG(T) curves in various fields with the DSM
initial position after the pendulum had stopped; it showe_d-n the B state. It was found that these curves are identical
that there was no r_eS|duaI deformation. For the samples wit oth in terms of absolute valugéhe value of the DSM in a
the dimensions |nd|ce_1ted above, _the length of th?_ roc_ker aMeld of 1.5 Oe at 77 K is 25.14 GPand in the character of
(540 mm) and the optical systeltwith a 50< magnification
used to record the amplitude of the oscillations of the rockeJr[he temperature dependence.

After the sample was annealed at 380 date G (Fig.

arm made it possible to jetermmatlon the strain of theZc) a partial recovery of the DSM had occurred: the level of
sample to an error of 210 "%. The DSM was measured : S
the G(T) curve is lowered over the entire interval of tem-

not later than 5 min after the straining was completed, with- L .
out demounting or heating the sample. peratures studied; the value of the modulus defect is de-

The magnetic field dependence of the DSM of the Bicreased while the temperature at which it starts remains the

ceramic in the initial state was investigated at 77 K in a staticame. Here the demagnetization procedu_re d'd hot com-
longitudinal field, parallel to the CuOplanes, over the in- pletely restore th&(T) curve to the level of its initial state

terval 1.5-235 Oe. The magnetic field was imposed after th&5€€ Fig- 2a) i.e., there is a residual value of the magneti-
sample was cooled to 77 K. zationB,.s. Measurements d,.cat 300 K with shielding of

the Earth’s magnetic field gave a valt€).024 G(see Ref.
12). In addition, the samples in the state C exhibit character-
istic temperature oscillations of the DSM in the interval
1. The field dependence of the DSM of the Bi ceramic in73—95 K, i.e., in the region of the superconducting transition
the initial state A is shown in Fig. 1. MeasurementszgH) of the 2212 phaseT(,=85 K). The amplitude of the oscilla-

RESULTS OF THE MEASUREMENTS
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24.9 - DISCUSSION OF THE RESULTS
K Let us consider the possible reasons for the appearance
] o of “trapped” magnetic flux and the residual magnetic field
o) 246 ¢ S and for the influence of temperature and external influences

on the structural state of the Bi ceramic, which is responsible
for the observed changes in the DSM.

243 L L L Level of the DSM Analysis of the experimental data
o5 S:i b obtained in this study shows that the “trapped” magnetic
g flux (1.5 Og increases the level of the DSM, that lowering of
0} the residual magnetic field tB,..=0.024 Oe leads to a de-
0] 252 crease in the degree of rise of the DSM, and that macroelas-
=T tic deformation lowers the DSM substantially. According to
o published dat&,one reason for the increase of the DSM in
o weak magnetic fields is the change in shape of the unit cell
24-9:_ L . : of the vortex lattice. Another possible cause of the observed
o 25.1 ¢ effect is a structural rearrangement due either to the estab-
% lishment of short-range antiferromagnetic order in the €uO
o o plane$ or to separation of the 2212 phase in the Gplnes
248 into insulating and metallic stripes with different
structures®?! Such a restructuring, by analogy with the
change in oxygen concentration in the Cul—01 chains in the
245 1 L 1 yttrium ceramic, leads to a change of all the force constants.
© 23 g:i d Then the interaction of any strain-carriers with the different
% types of boundarie¢e.g., the boundaries between the 2223
- and 2212 phases, the presence of stripe structures in the
O 237 o copper—oxygen plangshould promote growth of the dy-

namic characteristic¥.
23.5 ' : ‘ It is known that a localization of the magnetic field in

251°F ° ceramics occurs at the intergranular linfks:>*We therefore
assume that, as in the yttrium ceramithe localization of
& the “trapped” magnetic flux will be limited to systems of
O© 248 ° weak links and the regions adjacent to them. This would

o make the observed increase in the DSM a 2.5% effect.
The more significant(5% and of the opposite sign
24.5 L L . change in the DSM level after macroelastic deformation of
60 80 100 120 the ceramic(state D can be attributed to the circumstance
T.K that the deformation involves not only the intergranular con-

FIG. 2. Temperature dependence of the dynamic shear modulus of a I%aCt. regions but also microregions 'in the interior of the

ceramic after various procedures have been performed on it: initial(siate  9rains. At the degree of deformation investigated in the
in the presence of a “trapped” magnetic figll), after annealing to 380 K present study the DSM level of the Bi ceramic is probably
(c), after deformation by an alternating torsion#a=7.1x10"* at65 K due both to accumulation of defects in the region of the
(d, after heating of the deformed sample to 30aek Josephson contaétand to changes in the defect structure in
the grains. Any change in the dislocation structure resulting
from the deformation investigated here, which was limited to
tions of the DSM is 0.4-0.6%, which is greater than thethe region of macroelasticity, could only occur through an
measurement error. increase in the number of long-loop dislocations on account
Deforming the sampléstate D (Fig. 2d substantially — of the breaking away of dislocation segments from pinning
(by 5% decreased the value of the shear modulus over thpoints under the influence of the alternating external force
entire temperature interval, eliminated the shear modulus ddield, but multiplication of dislocations does not take place.
fect observed in the B and C states, and shifted the region dfhis is also confirmed by the absence of residual deforma-
G(T) oscillations to 65-72 K. tion and by the recovery of th&(T) curve to the pre-
Heating the deformed sample to 300 #ate B (Fig. 20 deformation level(Fig. 29 after heating of the deformed
almost completely restored the elastic properties of the cesample to 300 KFig. 2e.
ramic to the pre-deformation level at temperatures belgw The observed character of the recovery@fT) after
(compare with the curve in Fig. 2cwhile for T>T. the  heating to 300 K suggests that during the deformation at 65
curve in Fig. 2e approaches the level of the curve in Fig. 2aK to y=7.1X10 4, unstable low-energy structural forma-
i.e., to the level of the modulus in the initial state. At the tions arise for which the thermal activation on heating of the
same time, the curve in Fig. 2e exhibits shear modulus deceramic to 300 K turns out to be sufficient for the practically
fects in the regions 75—-77 K and 106-112 K, and oscillatotal recovery of these structural defects. The probability of
tions of G(T) are observed af<75 K. formation of such structural defects will increase on account
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of the two-phase nature of the ceramic under study, the intemperature, but the value of the defect depends on the level
stability of which on thermocyling 300—77-300 K has beenof these fields.
noted previously? Such unstable structural defects of defor- It can be supposed that the macroelastic deformation
mational origin can be either point defects with a low energy(state D, by introducing an excess number of deformation
of migration, i.e., interstitial atoms and isolated vacancies, odefects, destroys the magnetic ordering of the insulating
metastable phases. A high concentration of point defects cagiripes in the Cu@plane of the 2212 phase, and that leads to
result both from the appearance of interstitial atoms and vavanishing of the DSM defectsFig. 2d. For the heated
cancies during the motion of dislocation loops with stepssample(Fig. 26 two modulus defects appear, very likely
under the influence of an external alternating load and fron@ttesting to the partial restoration of magnetic ordering of the
displacement of the oxygen atoms in the Gutanes from  insulating stripes in the superconducting state.
their equilibrium positions to interstitial sités. Oscillations on the G(T) curveThe oscillatory depen-
Metastable phases arise in perovskite structures, accorflence of the elastic characteristics fér200 Oe has been
ing to Ref. 8, through the initiation of phase transitions of theobserved previously on yttrium ceranficé**and has been
displacive type, which occurs during local distortions of thelinked to lattice deformations in the superconducting transi-
crystal lattice even for very small deformations of the ce-tion region, to the appearance of structural regions with close
ramic. Apparently the macroelastic deformation, by disp|ac_values of the sound velocities, and to the onset of interfer-
ing the oxygen atoms, can destroy the structure that arisé¥’cé due to the penetration of the magnetic flux into the
under the influence of the “trapped” magnetic flux, much asintergranular contacts and into closed granule clusters.

this structure is destroyed in magnetic fields because of spin W& have observed oscillations on thgT) curve at a
polarization? i.e., deformation “nullifies” the influence of Small residual magnetic field at temperatures below the su-

the residual magnetic moment on the DSM level, and thderconducting transition of the 2212 phase, which agree with

dynamic shear modulus of the Bi ceramic is lower after de_the results of measurements of the temperature dependence

formation. Upon heating the elastic deformation is partially©' the low-frequency internal friction in the same sampfes.

relieved, the defect and phase structures recover, and thAépOSSible cause of the osciIIations is phasg separ{;\tion iq the

influence of the residual magnetic field B T, is restored. CU_OZ plapes _Of the 2212 phase mtp metallic and insulating
DSM defectsThe data on the character of the anomaliesStrlpes with different elastic propertiés.

of the temperature dependence of the elastic moduli of one-

and two-phase bismuth compounds in the superconductin

transition regions(70—-120 K and their interpretation are

extremely contradictory?°~! Analysis of the results of the measurements of the field
In a number of papers the acoustic anomalies are direC“Mependence (@H=<250 08 and temperature dependence
linked to the development of the superconductinges K<T<130 K) of the DSM both for the initial state and
transition>*° In the majority of cases the anomalies of the after magnetization, annealing, and deformation of the
acoustical parameters neB¢ are judged to be the result of samples of a two-phase bismuth ceramic leads to the follow-
structural and phase instability and the development of phasgg conclusions.
transitions of the shear type with a multicomponent order 1. The field dependence of the DSM has two magnetic
parametef:>"?°31|n an analysis of phase transitions of the fie|g regions(1.5-15 Oe and 110180 Dia which changes
shear type, which coincide in temperature with the superconn the DSM are observed; these changes may be due to the
ducting transitions of the phases 2212 and 2223, much attefnultistage character of the penetration of magnetic field into
tion is paid to the state of the Cy@lanes and the possibility HTSC ceramics having substantially inhomogeneous micro-
of local correlated anharmonic displacements of the oxygeand macrostructure.
atoms relative to the copper atoms by 0.2—-0.3 A alongxhe 2. The temperature dependence of the DSM level is very
129 . .
axis: sensitive to the magnetic and defect structures of the ce-
In this study we did not observe anomalies of the temyamic. The “trapped” magnetic flux1.5 O increases the
perature dependence Gf(T) nearT. in the initial sample DSM level by 2.5% in the mixed state and by 1.6% in the
(Fig. 28, but upon the appearance of the “trapped” mag-normal state Demagnetizing the sampldy annealing at
netic flux (Fig. 2b a substantial defect of the DSM, of the 380 K) to the level of the residual magnetization roughly
softening type(on heating, is observed alf <T.. If this  halves the degree of increase of the DSM. Macroelastic de-
modulus defect were due to a superconducting transitiorformation (y=7.1x10"4) at 65 K lowers the DSM level
then its sign and magnitude would be different from whatsubstantially(by 5%). It is conjectured that the influence of
they aré’’ We therefore assume that the appearance of ththe “trapped” magnetic flux or the residual magnetic field
DSM defect when “trapped” magnetic flux appears in the on the DSM level is due to the correlated displacement of
sample is a consequence of a transformation stimulated bytoms and point defects and to the establishment of short-
the field. One of these transformations in Bi ceramics in thaange antiferromagnetic ordering of the copper atoms in the
presence of a residual magnetization is probably the estal&uO, planes of the 2212 phase within the insulating stripes.
lishment of short-range antiferromagnetic order in the insuDeformation, by creating a high concentration of unstable
lating stripes in the CuQplanes’ In the present study the low-energy structural defectsuch as interstitial atoms, iso-
start of the DSM defect in the presence of a “trapped” mag-lated vacancies, and metastable phasgsstroys the short-
netic flux (Fig. 2b) or residual magnetic fielFig. 20 and in  range antiferromagnetic order in the insulating stripes and
the absence of other influences, just as in Ref. 6, is fixed ithus lowers the DSM level.

ONCLUSIONS
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The role of the geometric factor of a superconducting sample in magnetic measurements of the
critical current densitied, is investigated. It is shown that a small difference of the

shape of the sample from cylindrical does not have much effect on the valije ¢fis found

that the error in evaluating, for single crystals with the use of the standard expression

for determiningd,. of a ceramic is due to the low trapped magnetic flux derBjfyin single

crystals as compared to ceramics. A technique is proposed for deternijniagsingle-

crystal and ceramic samples from measurements of the spatial distributByppybduced by the

Bean shielding supercurrents upon the transition of the whole volume of the sample to the

critical state. A formula is obtained for determinidg for single-crystal and ceramic

superconducting samples in the form of polygonal and cylindrical slabs. To increase the accuracy
of determiningJ, the differenceBj — B, was used instead & '*{0) (B§ is the field that
inducesB®{0) at the geometric axis of the sample, &y is the first critical magnetic field of

the samplg The values ofl, and of the pinning force in YBCO and BSCCO single-crystal

samples are estimated. It is established that the magnetic flux trapping mechanisms in these layered
structures are different. @001 American Institute of Physic§DOI: 10.1063/1.1344148

One of the central problems of the diagnostics of supersample and the critical current denstyupon establishment
conducting materials during their synthesis and application isf the critical state in the entire intergranular space are de-
to determine the critical current densiti@s as accurately scribed by the expressions
and expeditiously as possible. ma

In the conventional noncontact methdd,is determined By (2) _ 1
from measurements of the hysteresis curve of the magneti- Bj2{0) hsinh™*(R/h)
zation with the use of SQUID magnetometers or inductive

methods.™® However, these methods are complicated and % (h+z)sinh‘1(i) —zsinh‘l(E”,
uneconomical. It is therefore very important to devise sim- h+z z
pler and more economical methods of accurately determining )
Je.

In this paper we propose a simpler alternative to the _c By 1(0) @
standard method of measuridg for superconducting single ¢ 7 hsinh }(R/h)’

crystals and ceramics. This new method is based on investi-h is th di | h is of th lindrical
gation of the local spatial distribution of the trapped mag-"' erez is the coordinate along the axis of the cylindrica

netic field densityB,, produced by the Bean shielding super- ser1nmple,|_? is the radius andh the_ thickness of the sample,
currents around the sample. B {(0) is the value of the maximum trapped field near the

surface of the sample, arudis the speed of light.
However, the use of formula2) to evaluate J.
for single-crystal samples of the HTSCs YBCO and
The spatial distribution of the trapped magnetic flux Bi,Sr,CaCyO, (BSCCQ underestimated the values. With
(TMF) near YBaCu;0;_, (YBCO) ceramic samples was the goal of using the technique proposed in Ref. 7 for single
investigated experimentally in Ref. 7 as a function of thecrystals also, we have explored the possible causes of the
temperature, external magnetic field, and transport currenerror in the estimates af; for single-crystal HTSC samples.
As a result, the “evolution” of the critical state inside the To study the influence of the shape and geometric dimen-
sample was described, and the domain of applicability of theions of the sample on the value &f, the normalized axial
Bean modél for accurate evaluation of the critical currents distribution B{'®{z)/B®(0) outside the superconducting
of the investigated YBCO high~ superconductingHTSC) sample was modeled on a computer with the use of formula
ceramics was determined. The normalized axial distribution(1). It was found that thd*{(z)/B{*{0) is rather insensi-
of the maximum trapped fiel@8;(z)/B*{0) outside the tive to variations oth over a wide rangé0.01-0.5 mn but

METHOD
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depends strongly oiR, which was varied over the range external magnetic field, with a duration of 0.5 min was
0.25-10 mm. When the experimental data were approxiapplied in the direction perpendicular to the plane of the
mated by a curve calculated according to formilg it was  sample. After a 30-minute wait from the time the field was
found that if the radiuR of the sample was varied with  removed(this time was sufficient to eliminate the rapidly
held fixed, satisfactory agreement could not be achieved farelaxing part of the TMFthe value ofB*{(z) was measured
any reasonable values Bfandh. It was also impossible to at various distances(along the axis of the sampleetween
obtain good agreement of the curves with a simultaneouthe sample and the Hall sensor. Then the sample was heated
variation of R and h as adjustable parameters. The valuesto a temperaturd>T, and the procedure was repeated for a
obtained for the optimal curve®*, R** , andh** | turned  different value ofB,. Since HTSC single crystals usually
out to be too large in comparison with the radiRsand  have the shape of thin polygonal slabs and are very brittle
heighth of the samplesR was determined from the trans- materials, it is practically impossible to bring them to the
verse dimensions of the real sample, a polygonal slab apshape of a cylindrical disk. Therefore the geometric axis of
proximated by a cylinder The impossibility of approximat- the sample was chosen as follows: a cylindrical recess was
ing the experimental data by the theoretical curves and thdrilled at the center of a copper disk to a depth precisely
fact that the values obtaineR}, R**, h** | are very large equal to the thickness of the single-crystal HTSC slab, with
compared to the actual valuBsandh for the sample shows allowance for the thickness of a thin layer of glue. The di-
that the distribution of trapped fields is rather insensitive toameter of the recess was chosen so as to provide a snug
the particular form of the current streamlines. This suggestsetting for the sample. A Hall sensor was mounted in a simi-
that the small difference of the shape of the sample fromar way at the center of another copper disk. Threads were
cylindrical cannot be responsible for the large error in thecut on the other side of the disk holding the sample to permit
calculated values al,. . mounting the disk on the end of a copper rod with a heater
According to Refs. 7 and 9, the values of the figkfsat  wound on it. This mounting made it possible to move the
which the dependence &,(0) onBg reaches the saturation disk holding the sample in a precisely coaxial relationship to
region are comparable to the fiel@'@{0), andthis pro- the rigidly fixed disk holding the Hall sensor. For a sample in
vides an opportunity for accurate evaluationJgf In single-  the form of a parallelepiped with dimensions comparable to
crystal HTSC samples the level of trapped fields on averagthose of the working area of the Hall sensor, this mounting
is more than an order of magnitude lower than in ceramianade it possible, without further effort, to fix the position of
HTSCs, and this leads to a substantial difference between thtee sample relative to the Hall sensor in such a way that the
values ofBj andB®{0). This, in turn, can lead to an error corresponding faces were parallel.
of more than an order of magnitude in the determination

of Jc. EXPERIMENTAL RESULTS AND DISCUSSION
It will be shown below that if the differencBg — B, is . e .
used in formula2) instead ofB™(0) (B, is the first criti- Figure 1 shows the axial distributions of the normalized

cal magnetic field of the sampleone obtains values of, ~ TMF density Bf*(2)/BF*(0) for YBCO and BSCCO

for YBCO and BSCCO that are in good agreement withSingle-crystal samples with dimensions 0k1x0.05 mm
published data. Here the following semiempirical expressior@nd 4<4>0.1 mm, respectively. Pointscorrespond to the

is proposed: experiment. Curvef are the results of a calculation accord-
ing to formula (1) for the specified dimensions of the
] ¢ Bj—Bg 3 samples. As we see from Fig. 1, in neither case does cirve
"7 hsinh Y(R/h) agree with the experimental data Curves3 were obtained

by approximating the experimental ddtavith a theoretical

which is valid for ceramics as well. In short, the capabilitiescurve by varyingR. The effective radiuR* for these curves
of the technique described in Ref. 7 are extended considefvas 6 mm for the YBCO and 5.5 mm for the BSCCO single
ably. crystals. Curved in Fig. 1 correspond to an approximation
of the experimental data by simultaneous variatiofRand
h. For curves4 the valuesR** =2.8+1.8 mm, h** =0.8
+1.4 mm were obtained for the YBCO single crystals and

The samples for study were YBaAu;O;_, single crys- R** =3.4=0.9 mm, h** =0.9+0.8 mm for the BSCCO
tals with a critical temperature of the superconducting transingle crystals. The values &%, R** , andh** differ con-
sition T,~91 K and dimensions of~1Xx1x0.05 mm, 2 siderably from the reduced radius ahaf the real samples.
X 1x0.05 mm, and 0.8 0.7X 0.05 mm and BiSr,CaCyO, The reduced radiR for the YBCO and BSCCO single-
single crystals with dimensions of1.2x1,1X0.15 mm, 4  crystal samples were 0.7 and 2.8 mm, respectively.
X4X0.1 mm, 4<10X 0.6 mm, andl.~90 K. The measure- The value ofBj can be determined from the curve of
ments of the trapped field were made at liquid nitrogen temB(0) versusB, at values ofB, corresponding to the satu-
perature in static magnetic fields of up to 1 kG by means ofation region of the curve. The value &, can also be
a Hall sensor with a working are of 0.¥9.45 mm and a determined from the curve &;(0) versusB, when the Hall
sensitivity of 10uV/G. The magnetometer was capable of sensor registers a nonzero sigBg(0). Figure 2 shows the
detecting fields to an accuracy of 10 G or better. The field dependence oB,(0) for YBCO and BSCCO single-
measurements of the TMF were made in the zero-field coolerystal HTSC samples. As we see from the figure, the values
ing (ZFC) regime, i.e., the sample was cooled to a temperaef the fieldsB.,, Bf , andB;?{0) equalled 50, 95, and 0.29
ture T=77.4 K<T, in zero magnetic field. Then a pulse of G for YBCO and 4.5, 30, and 2.1 G for BSCCO. Because of

SAMPLES AND EXPERIMENTAL PROCEDURES
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FIG. 2. Field dependence of the trapped magnetic D) atT=77.4 K

for the ZFC regime. For a YBCO single-crystal sample with dimensions of
1X1X0.05 mm(a) and for a BSCCO single-crystal sample with dimen-
sions of 4<4x 0.1 mm(b).

FIG. 1. Axial distributions of the normalized trapped magnetic flux density
Bir™(2)/By®(0): for a YBaCu;O,_, single-crystal sample with dimen-
sions of 1X 1X 0.05 mm(a) and for a BySr,CaCyO, single-crystal sample
with dimensions of 44X 0.1 mm(b). Experiment(1), theory(2), approxi-
mation of the experimental by the theoretical dependence, with variation of
the radiusk of the sampld3), and the same but with simultaneous variation
of R and the heighh of the samplg4). T=77.4 K.

1
Fp:EJCB{PaYO), (4)

and the pinning force acting per unit length of vortex was
found from the formula

f=(Do/c)J; ®)

the current and potential contacts present on the surface ¢, is the magnetic flux quantumAs we see from Table I,
the Hall sensor, the minimum gap between the working surthe values obtained fal, are more than two orders of mag-
face of the Hall sensor and the surface of the sample was 2Qfltude lower than the published data in the case of YBCO
um. To establish the exact value Bff*{0) we constructed single crystals and more than one order of magnitude lower
the unnormalized axial distributior8;?{(z) for the YBCO in the case of BSCCO single crystals. We now use formula
and BSCCO single-crystal HTSC samples. Figure 3 shows &) to recalculate the values df, for YBCO and BSCCO
plot of Bf®{(z). Extrapolation of the curves to an ordinate single crystals and, substituting the new values into formulas
axis shifted alongz by —200 um yields a more accurate (4) and(5), again estimate the valuesBf andf. The results
value of Bf*(0). For theYBCO and BSCCO samples the are given in Table II. It is seen from Table Il that the cor-
refined values oB®{0) are 0.35 and 2.51 G. The values of rected values od. are in good agreement with the published
the TMF determined from Figs. 2 and 3 could be used tadata.

determine J, for the YBCO and BSCCO single-crystal By substitutingB.;=0 andBj =B;*{(0) into formula
samples according to formu(@). The volume density of the (3) we obtain formula(2). This substitution is justified be-
pinning force was determined according to the formula cause a magnetic field of 18 Oe will already penetrate into
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TABLE IlI. Critical current densities for YBCO and BSCCO single crystals.
a Calculation according to formulég).

03

Single crystal  J¢, 10° Alem™2  F,, dynfcm®  f, 10" ® dyn/cmi *

. YBCO 8.60 267 178
. BSCCO 2.02 432 41.8
02F *

= . CONCLUSION

01 . In summary, we have refined the method proposed in
N Ref. 7 by which one can determiidg for single-crystal and
. ceramic superconducting samples in the shape of polygonal
Se .o and cylindrical slabs. We have found that in comparison with
o H ' Fam YBCO, the difference betweeBy *{0) andB} for BSCCO
Z,mm single-crystal samples is substantially smaller. BSCCO is
characterized by a loweB,;, a higherB{®{(0), a stronger
25 volume pinning, and a lowed., possibly because of the
b different mechanisms for magnetic flux trapping in these lay-
ered structures.
If the measurements are made using Hall or other types
- of sensors with a smaller sizéhe known Hall sensors have
15E » a working surface area of 2020 um), one can substantially
. increase the resolving power of the proposed method. Ac-
. cording to Ref. 11, the threshold sensitivity of a Hall mag-
a_:f 1.0 n netometer can be improved tox@0 ° G, which would
N make it possible to make express measurements of ff@

. component of the critical current of single crystals and to
05 Y perform a more detailed diagnostics of superconducting ma-
LIS terials.

o L | | P g, The agthor is extremely grateful to E. A. Bryun for sup-
0 1 2 3 4 5 porting this study and to V. N. Gubankov for interest and
z, mm helpful discussions.
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FIG. 3. Axial distribution of the unnormalized trapped fi8§*{z) at T
=77.4 K for the ZFC regime. For a YBCO single-crystal sample with di-
mensions of X 1X0.05 mm(a) and for a BSCCO single-crystal sample
with dimensions of £4x0.1 mm(b).
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