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The charge-fluctuatiofplasmon mechanism ofl-wave Cooper pairing in higfi-. superconductors
(HTSC3 is considered. This mechanism arises from the interaction of current carriers with
collective low-frequency electron-density excitations. It is shown that for layered crystals of
cuprate metal-oxide compounds the existence of a one-electron spectrum of anisotropic
extended saddledlat band$ with an anomalously high density of states can give rise to damped
long-wavelength charge-density fluctuations that lead to suppression of the static screened
Coulomb repulsion in the region of small momentum transfers. As a result, an effective attraction
between electrons arises in tHavave Cooper channel; this attraction is substantially

enhanced by many-particle Coulomb correlations of the local-field-effects type, described by a
Coulomb vertexI';. It leads to Cooper pairing witd,2_,2 symmetry of the

superconducting order parameter and can make for rather high maximum values of the critical
temperatureT .~ 100 K, at the optimum doping level for cuprate metal-oxide compounds.

Taking the anisotropy of the electron—phonon interaction into account makes it possible to describe
the weak oxygen isotope effect in HTSC compounds. 2@1 American Institute of

Physics. [DOI: 10.1063/1.1353700

1. INTRODUCTION sharp peaks at the corners of the Brillouin zdne.
However, in addition to the exchangspin-fluctuation

One of the most characteristic features of highsuper-  channel of electron—electron interaction there is also a direct
conductors(HTSCg based on layered cuprate metal-oxide Coulomb (charge-fluctuationchannel, which was not taken
compounds (MOCs) with hole-type conductivity is the into account in Refs. 10-17. We note that attempts have
dy2_y2 symmetry of the superconducting order parameterbeen mad¥°to treat the spin and Coulomb channels simul-
which has been observed directly in a number of phasetaneously in the Hubbard site approximation, which corre-
sensitive experiments, e.g., from the shift in the magneticsponds to taking into account the local repulsion of electrons
field dependence of the Josephson currents in systems of te one site but does not take into account the long-range
SQUID type with Josephson contacts on mutually perpeneharacter of the Coulomb interaction.
dicular faces of layered cuprate MOC crystafsand from On the other hand, in Refs. 20—23 it was shown in the
the spontaneous generation of half-integer magnetic fluxandom phase approximatiodRPA) that the extended
quanta in HTSC rings with an odd number of weak lifks.  saddles observed in the quasi-2D band spectrum of cuprate
An indication of d-wave symmetry of the superconducting MOCs in the ARPES experimeRifs?® and which lead to
gap in HTSC crystals has also been obtained in anglestrong anisotropy of the effective mass and group velocity of
resolved photoelectron spectroscopARPES experi-  quasiparticles near the Fermi surface can give rise to a long-
ments®® where a strong anisotropy of the superconductingvavelength, low-frequenciLF) branch of strongly damped
gap was observed in the layer plaab, with deep minima electron-density excitations having an acoustical dispersion
(zeroe$ along the diagonals of the two-dimension@D) relation (wq>q asq—0), analogous to acoustic plasm&hs
Brillouin zone. in many-band metals with a multiply connected anisotropic

The possibility ofd-wave symmetry of the supercon- Fermi surface and in many-valley degenerate semiconduc-
ducting order parameter in HTSCs was first discussed iors and semimetaf§: 3
Refs. 10 and 11 in the the framework of the site representa- The small-angle inelastic scattering of electrons on these
tion of the Hubbard model and then in a series of papet§ LF collective fluctuations of the charge density leads to
in a model of an almost antiferromagnetic quasi-2D Fermiweakening of the screened Coulomb repulsion in the region
liquid with strong spin correlations. According to these mod-of small momentum transfers.? In combination with the
els,d,2_y2 symmetry of the superconducting gap is realizedstrong anisotropy of the one-electron spectrum in the basal
in HTSCs on account of the effective anisotropy of theplaneab due to the extended saddles, the minimum of the
electron—electron attraction arising either in real space, as ialectron—electron repulsion at smajl (like the repulsion
the Hubbard model with repulsion at one site and attractiompeaks at the corners of the Brillouin zdfe') corresponds
at neighboring sites of the 2D square lattté@r in momen-  to an effective attraction in thé-wave Cooper channel and
tum space, due to the fact that the electron—electron reputnakes ford,2_,> symmetry of the order paramet@r.?®
sion induced by spin-density fluctuatioismnagnong has In this paper we use empirical data on the band structure
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FIG. 1. Dispersion relations for the bondigg (k, ,k,) and antibondinge _ (k, ,k,) branchegsolid curves of the band spectrum of the Y-123 crystal along
the principal symmetry directions of the Brillouin zone; obtained by calculation in Refa)3nd proposed in Ref. 28 on the basis of experimental @ata
The dashed curve shows the spectrm(k, ,k,) renormalized on account of the electron—electron interaction.

of cuprate MOC layered crystals to carry out a self-tion wq*q as g—0, which is analogous to the branch of
consistent numerical calculation of the electronic polarizabil-acoustic plasmons in metals with a multiply connected Fermi
ity, the self-energy of the electrons, and the screened Cousurface?®—3
lomb interaction with allowance for many-particle Coulomb Let us consider two different types of anisotropic elec-
correlations, which are described by a Coulomb vertex partron spectra with extended saddl€sg. 1). The first version
I';. It is shown that such many-particle local-field effects (Fig. 18 corresponds to the theoretical band spectrum calcu-
lead to substantial enhancement of the electron—electron ilated in Ref. 34 for 2D Cu@ cuprate layers in the crystal
teraction considered in Refs. 20—23, which arises in thé/Ba,Cu;O; (Y-123). As the second versiofFig. 1b we
d-wave Cooper channel on account of the suppression of thehoose the empirical band spectrum of the Y-123 crystal
Coulomb repulsion at small momenta by long-wavelengthproposed in Ref. 28, based on the data of the ARPES experi-
fluctuations of the charge density. By numerical solution ofments. The uppefantibonding E_(k) and lower(bonding
the integral equation for an anisotropic superconducting ork_ (k) branches of this spectrum in the second case are de-
der parameter withtl,2 > symmetry in the strong-coupling scribed by the expressions
approximation, we evaluate the dimensionless electron—
plasmon interaction constant and the critical temperafyre E-(ky,ky)=0.4368-0.5469%cosk,+ cosky)
fpr transition to the superco_nducting state for various posi- +0.5612 cok, cosk,— 0.0388
tions of the Fermi level relative to the bottom of the saddles y
in the quasi-2D band spectrum of the electrons in the LuO X (cos X+ cos Xy)+0.0674 cos R, cosk,
cuprate layers. It is shown that the effective attraction due to
suppression of the Coulomb repulsion by the retarded —0.0520%cosk, cos &, + cos X, cosky),
electron—plasmon interaction can make for rather high maxi- (1a
mum valuesT.=100 K at the optimum doping level in cu-
prate MOCs. By taking the anisotropy of the electron—E (Ky,k,)=0.1756-0.5629%cosk,+ cosky)
phonon _interaction intc_) account, one can describe the weak 10.554 cos, cosk, — 0.0887
oxygen isotope effect in HTSC compounds. Y

X (cos X+ cos X, ) +0.1286 cos R, cos X,

2. LOW-FREQUENCY CHARGE-DENSITY FLUCTUATIONS ~0.03508c0sk, COS &+ C0S K, COSKy).
IN LAYERED CRYSTALS WITH AN ANISOTROPIC (1b)
QUASI-2D ELECTRONIC SPECTRUM
Figure 2 shows the results of our numerical calculations

We shall show in the random phase approximation that &f the real and imaginary parts of the longitudinal electronic
sufficiently strong anisotropy of the quasi-2D electronic permittivity of a layered crystal with a quasi-2D band spec-
spectrum of layered crystals in the layer plaaie can give  trym,
rise to damping of a LF branch of long-wavelength collective
electron-density excitations with an acoustic dispersion rela-  eq(q,w)=¢e,.+ V() 1l(q;,w). 2
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FIG. 2. Frequency dependence of the r@alid curve and imaginarydashed curveparts of the electronic permittivity and also the spectral function of the

charge-density fluctuatior{slotted curve calculated in the RPA fog,=q,= m/16a andqg,=0 on the basis of the theoretio@) (Fig. 18 and empirical(b)
(Fig. 1b) spectra. The circle indicates the position of the weakly damped branch of acoustic plasmons.

Heree,,, the high-frequency dielectric constant of the crys-  We see that in the first cas@-ig. 28 the function
tal, is mainly determined by the electronic polarizability, Ree.(q,w) has three zeros in the long-wavelength region,
which is due to interband transitions, in particular betweerone of them lying at the minimum of I@s.(q,w) and deter-
the branches& , (k) andE_(k); Il¢(q),w) is the polariza-  mining the frequency of weakly damped acoustic plasmons,
tion operator for the electrons in the conduction band and isvhile in the second casgig. 2b there is only one zero of

a function of the longitudinalin the plane of the layeys Ree(q,w), which lies near the maximum of le(q,w)
momentumg; Vc(q) is the matrix element of the un- and corresponds to strongly dampegerdampeficollective

screened Coulomb repulsion of the electrons, which in dF excitations of the electron density.

crystal with one conducting layer per unit cell is given by Nevertheless, the frequency dependence of the spectral

function of the charge-density fluctuatiofasmongshown

) .
2me sinhg,c in Figs. 2a and 2b,

Ve(@)= q, coshg,c—cosg,c’ ©

wherec and g, are the lattice constant and the momentum
along the axig|z.

According to Ref. 35, the presence of two or three layers ) ]
in the unit cell of a layered crystal will substantially compli- IS in both cases characterized by the presence of a maximum
cate the expression for the Coulomb matrix elements and thi the region of the minimum of Im¢(q,w), where this
electronic permittivity. However, in view of the specific Minimum is due to the ant!phase_collectlye oscnlatl_ons of
“stack” structure of cuprate MOC crystals, where the dis- electrons on parts of thg anisotropic Fermi surface vyth sub-
tance between the Cy@onducting layers within a stack is stantially different effective masses and Fermi velocities.
much less than the distance between the stacks of two or BY Virtue of the Kramers—Kronig relation for the inverse
three identical two-dimensional Cy@ayers, we can to good permittivity®**" the features of the spectral functioi)
accuracy use expressidi) under the condition that the should be reflected in the behavior of the retarded screened

doubled or tripled value of the one-band polarization opera&oulomb interaction:
tor is used in(2).

1 -1
Spl(qaw):_;lmse (q,(l)) (4)

Figure 2a shows the frequency dependence of ¢ - Ve(q) —v.(q) l+f°° do'S,(q,0")
Ree (q,w) and Ime.(q,w) calculated in the RPA on the Q0 T ge(q,w) (d o w—o' +ig |
basis of the one-electron spectrum corresponding to the dis- (5)
persion of the uppefantibonding branch of the theoretical

band spectrum shown in Fig. 1a, and Fig. 2b shows the coM/e note that the secon@ntegra) term in (5) can be re-

responding frequency dependence for the empirical spectruigarded as the spectral representation of the plasmon Green'’s
shown in Fig. 1b. function.
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~ As we shall see below, the existence of a LF maximumandk’. However, it can be shown that the correctiong3p
in the frequency dependence &,(q,») in the long-  due to the periodic Bloch factors are comparatively small for
wavelength regiomj</a (wherea is the lattice constant in  gq< 7/a.

the plane of the layeysleads to suppression of the static  To calculate the Coulomb vertdx, we use the Nambu

Coulomb repulsion approximatior®:°
= V() »do’ , 1
Ve(q,00= ———=Vc(q)| 1-2 _,Spl(qvw ) Le(ky,@n30),vm) = 5 [Ze(Ki+dy, 0+ v) + Ze(Ky, wn) ],
Se(qlo) 0 w 2
(6) (12)
at smallg, which corresponds to-wave symmetry of the Wwhich satisfies the Ward identitisat g—0 for a charged
Cooper pairing of the current carriers. Fermi liquid. HereZ, is the Coulomb renormalization factor
of the electron spectrum with allowance for retardation ef-
fects in the electron—plasmon interaction:
3. SCREENED COULOMB INTERACTION WITH ALLOWANCE MoKy, wp)
FOR MANY-PARTICLE CORRELATIONS IN THE Z(ky,0p)=1— ——. (13
LAYERED CRYSTALS OF CUPRATE METAL OXIDES @n

For describing the effects of screening of the Coulomb The system of equations)—(13) was solved by an it-

interaction, we shall start from the expression for the renor-eratlve method using a fast Fourier decomposition on a lat-

) T - ) tice containingN XN points in a 2D Brillouin zone N
malized electron polarization operatdi,(q;,w) at T#0 in =64) and up to 2048 points on the imaginary frequency
the Matsubara representation:

axis, with a subsequent analytical continuation to the &eal-

_ 2T axis with the use of multipoint Padgpproximants.
(0, v) == —5— 2 2 Gk, w,) Gk +ay, 0+ vy) As the initial spectrunE (k) in (8) we chose the upper
aN® on K branchE_ (k) of the empirical spectrunfl), the saddles of
XTo(K,,@n K+ Gy 0+ ), (7) which lie near the Fermi leveFig. 1. The existence of a

) second branchz , (k|) in this spectrum and the associated
wherev,=2n7T andw,=(2n+1)7T are the discrete bo- yjryal interband electronic transitions were taken into ac-
son and fermion frequencies€0,1,2 . ..), N*isthe num-  count by introducing a parameter.>1 in expression2).
ber of discrete values of the momentum within the first Bril- According to the data of optical experimefitghe quantity
louin zone,I'; is the Coulomb vertex part describing the . iy cuprate MOC crystals is anisotropic, and in the long-
many-particle local-field effectésee below andG(kj,wn)  wavelength limit lies in the intervat,.~4—8. However, the

is the one-electron Green'’s function: value ofe,. should decrease with increasing momentum on
1 account of spatial dispersion effects. Therefore, for the effec-
G(ky,wn) = : (8)  tive value ofe., to use in the calculations below we chose the

—Ek)+u—2(k, ' .
@n~ B+ =2k 0n) minimum valuee..,= 4. It should be noted that the renormal-

Here w is the chemical potential, which is related to the j;eq one-electron spectrufE_(kj) shown by the dashed

electron density, as curve in Fig. 1b differs relatively little from the initial spec-
oT 1 trum, and so the use of the latter as the “bare” dispersion
Ne=— 22 > ReG(ky,w,)+ 5; (90  relation is justified.
aN ki w,>0

Figure 3 shows the results of the numerical calculations
T of the momentum dependence of the static polarization op-

> Ve(ky—K{ ,on— o) erator, obtained using spectrufhb) in the framework of a
oy ku/

EC(kH ,Lt)): - a2N2

self-consistent solution of the system of equations-(13)
under the condition that the Fermi level lies near the bottom
XG(ky,0p)To(ky,wn K|, @p) (100 of the saddlessolid curve and obtained in the RPA for this
is the Coulomb part of the self-energy of the electrons, ~ S@Me spectrunidashed curve and also that for a simple
band with the spectruri (k) = Eq(cosk.a+coska) (dotted
V() curve. We see that in the first two cases there are pro-
sw+VC(q)ﬁe(q” ,Vn)> (12) nou_nced maxima of the static polarization op_erator in the
+ region of low momentum transfeig, whereas in the last
is the matrix element of the screened Coulomb interaction irtase there is a broad maximum at theoint of the Brillouin
the layered crystal, averaged over the transverse momentunone.
;- Figure 4 shows the momentum dependence of the matrix
We note that expressidi) for V.(q) corresponds to the element of the static screened Coulomb repul$idn for the
long-wavelength approximation, whera<1 (for a<c). In  empirical spectrunilb) in the self-consistent approac$olid
order to carry out calculations over the whole volume of thecurve and in the RPAdashed curve and the corresponding
Brillouin zone, it is necessary, strictly speaking, to use thedependence for a simple barfdbtted curvgé We see that a
Bloch electronic functions, so that fop~/a the Coulomb  substantial weakening of the Coulomb repulsion occurs in
matrix element11) should depend not only on the momen- the region of smalty; (in comparison with the case of a wide
tum transferq=k—k’ but also on the electron momenta 2D band. This effect is a consequence of the Kramers—

vc(qll ' Vn) = <
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FIG. 3. Momentum dependence of the static polarization operator along thElG. 4. Momentum dependence of thg-averaged matrix element of the
principal symmetry directions of the Brillouin zone; calculated in the RPA static screened Coulomb repulsion along the principal symmetry directions
(dashed curvyeand with allowance for many-particle Coulomb correlations of the Brillouin zone; calculated in the RP@ashed curveand with allow-
(solid curve on the basis of the empirical spectruftb) for £,=4 and at  ance for many-particle Coulomb correlatiofslid curvg on the basis of

the optimum hole concentration, which corresponds to coincidence of théhe empirical spectruntlb), and also in the RPA for a simple 2D band
Fermi level with the position of a Van Hove singularity in the renormalized (dotted curvg for the same parameters as in Fig. 3.

spectrum. The dashed curve shows the polarization operator calculated in

the RPA for a simple 2D band 2 eV wide at the same hole concentration.

dzkﬁ * dw

_ _ _ Ez(kn,o):_f (277)2f 5, Im
Kronig relation (6) and is due to the retarded electron— -
plasmon interaction of the current carriers with collective Skl o)
electron-density excitations that exist in the long-wavelength | =5 I ———
region on account of the anisotropy of the band spectrum due @ Z5(k ,w) = &5 (k) +in
to the extended saddles and which are manifested in the form o
a low-frequency peak in the spectral function of the charge- X f dQ[[(ggh(k,k’))LSph(Q)
density fluctuationgFig. 2). 0

We shall show below that the suppression of the Cou- +(Ve(k—K")Sy(k—k’,Q)), Ta(K| ,w;k,

lomb repulsion at small momentum transfers in combination
with the strong anisotropy of the band spectrum and the elec-
tronic density of states leads to an effective attraction be-
tween electrons in thd-wave Cooper channel which is sub-

stantially enhanced on account of many-particle Coulomb

tanH w/2T.) + coth /2T )
Q+w—in

tanh w/2T.) — coth(Q/2T ) )

—ki, )]

correlations. Q—-w+in

w
4. EQUATION FOR AN ANISOTROPIC SUPERCONDUCTING —(Ve(k—k")), Ta(K| ;K — K| ,Q)tanhf] }
GAP AND THE MECHANISM OF d-WAVE COOPER c
PAIRING (14)

Let us start from the standard theory of superconductivHereZ is the total renormalization factor with allowance for
ity, including the electron—phonon and electron—plasmon inthe electron—phonon and electron—plasmon interactions,
teractions and the Coulomb repulsion in the strong-coupling(k)) is the electron energy measured from the Fermi level,
approximatiorf? In what follows we shall take into account the angle brackets. . .), denote averaging ovey,, and the
only the normall’, and anomaloud’, Coulomb vertices, square of the normal Coulomb verté arises because on
assuming for simplicity that the normal phonon vertexthe right-hand side of14) the contribution of the anomalous

For=1. Coulomb vertex ', is taken into account to first order X,

In this approximation the linearizedor T—T,;) equa- (see Ref. 48
tion for the anomalous self-energy pal} at the Fermi sur- Since the Fermi energy in cuprate MOCs is lo® (
face with allowance for the Kramers—Kronig relati¢b) ~0.2-0.3 eV, the width of the electron—electron repulsion

takes the form region due to the electron—phonon and electron—plasmon in-
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rection to the Coulomb vertex function in renormalized per-
turbation theory:

Y Wi
| \\\“\\y.m\u ) LT
< Hithigi
AR it (1_ )
T ) L= (K on i v
N

T -
V4 T = > D Velki—k! wp— o)
R e RN 2N?2 e e "
0 SR AN ¥

We see that both approaches — the Nambu approxima-
tion (12) and taking the first correctiofl5) into account —
0 lead to similar momentum dependenced@tk;,0;q;,0) with
cm,-m) almost the same mean values, possibly indicating a rather
rapid convergence of the diagram seriesfqr.

As follows from Figs. 5 and 6, the amplitudes of the
variation ofZ. andI". do not exceed 10%. Therefore, we can

cmm) to good accuracy replac andl. in Eq. (14) by their mean

FIG. 5. Momentum dependence of the Coulomb renormalization factorvalueszc and FC' The mean valug in this case can be

Z.(k)) in the static approximation within the first Brillouin zone, calculated Written in the form

with allowance for many-particle Coulomb correlations on the basis of the o o

emp_mcal spectrun{1b) for the_ same parameters as in Figs. 3 and 4. The Z7=1+ )\ph_,_ )\pl' (16)
maximum values of the functioA (k) are reached at|=Kkg .

()

Herefph andfm are the averaged dimensionless coupling

teractions is comparable B , so that the frequency depen- constants in the isotrop channel:

dence ofX,, Z, andT'; in the integrand in(14) can be —
neglected. On the other hand, as numerical calculations haveh(pl)
shown, in the static approximationn&0) the momentum

i g . d’k, ~ d’k| ~ )
\(/jveep;indence oZ(k|,0) andI';(k|0;q,0) is comparatively f(zw)zfs(g(kl))f W(S(g(k”’))th(pb(ku,kH)
Figure 5 shows the momentum dependence of the Cou- — d%k, -~ '
lomb part of the renormalization fact@(k;,0) in the first f 5 o(&(ky))
Brillouin zone, and Fig. 6a shows the result of a calculation (2m)

in the Nambu approximatioril2) for the dependence of (17)
I'¢(k;,0;9;,0) on gy for ky=k, and k=kg. The numerical
calculations ofZ. andI’"; were done for the same position of whereW,, andW,, are the anisotropic matrix elements of the
the Fermi level as for the calculations Hf, andV, in Figs.  €lectron—phonon and electron—plasmon interactions,
3 and 4. 40

For comparison, Fig. 6b shows the analogous depen- o [TO o / .
dence for the quantity +I'("), whereI'(" is the first cor- Wer(ki ki) 2] 0 (Gor(k ki) S 2): (18

cmm) Cm,m)

FIG. 6. Dependence of the Coulomb vertex functiyik ,q;) onq for k,=k, , k=K in the static approximation in the framework of the Nambu approach
(12) (a) and with allowance for the first correctid?{"(k ,qy) (b).
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© dew — the layers, with the help of the static Kramers—Kronig rela-
Woi(Ky k)= Zf 5 (Ve(k =k Spr(ky —kj ). T2, tion (6) we arrive at an equation for the anisotropic gap at the
0 (19 Fermi surface as a function of the angiebetweenk; and
~ . thea (or b) axis:
and §(ky) = £(k)/Z is the renormalized electron energy.

On the other hand, by virtue of relatigh2) we can set — 1 (2nde’ E dE -
- = = ZA(¢)=—J —A(¢')f~ = v(¢',§)
[e=Z=(1+\p). (20) 2)0 27 B &

The calculations that were done give the vallig=2Z, X[Wor(@,¢") 6(@pn— |~§|)

~2.3, which corresponds to an averaged electron—plasmon ~

interaction constank ,~1.3. —VC(¢,¢’)F§]tanhi, (22)
If it is assumed that the main contribution to the integral 2T,

over ) in (14) comes from the phonon and plasmon modes _

in the spectral functionS,,(€2) andSy(q,Q) with frequen-  where A(¢)=A(ke(¢)) =22(Ke(¢),0)/Z is the renormal-
cies QO>T., then the quantityw~T. in the denominators ized superconducting gap(¢’,¢) is the angle- and energy-
(Q*w*iz) can be neglected in comparison with As a  dependent electronic density of statég, and w,, are the
result, on doing the integration overin (14), bypassing the renormalized values of the Fermi energy and the limiting
pole at the pointu=~§(k”’), and then changing from integra- frequency of the phonon spectrumi(x) is the Heaviside
tion over kﬁ to integration overé and over the azimuthal step(thetg function, andV.(¢,¢’) is the g,-averaged ma-
angleo’ betweerk‘i on the Fermi surface and the direction trix element(11) of the static Coulomb repulsion at the
of one of the crystallographic axea ©r b) in the plane of Fermi surface:

vc(‘PvQD’)EchkF(‘P)_kF(‘PI)|):< (22)

Ve([Ke( ) —Kke(9)];0y) >
e+ Ve([ke(9) —ke(@)];a) (ke (@) —ke(@))],0)/

Thus the character of the anisotropy of the electron-static polarization operator may be so large that the condition
electron Coulomb interaction is largely determined by the\/c(q)ﬁe(qu,()»gw holds in the entire volume of the Bril-
momentum dependence of the static polarization operatofpuin zone, so that we can to good accuracy set
which for T#0 is given by the expression

B a2k, Fe(é(k— ) —Fe(E(k)) V(0= 1Me( 0,00~ Z%/ T e(qy,0) T - (26)
He(@0=2 | 552~ i)~k —q) It follows that in Eq.(21), in addition to the weakening of
the electron—phonon interaction on account of the renormal-
Lok, (k) ik = ay, 6(ky) (23  ization of Z"?, in this case the Coulomb interaction is en-

Z(ky»&ki))Z(ky—ay. £ (ky) hanced on account of the multiplicative fac@F . .
We call attention to the circumstance that the integrand
in (23) contains a function of two variables,

fe(ECk—ay)) = fFr(é(k)))

F(&(ky),é(kj—qy)) £k — &k, —qy) . (24
which has a sharp maximum &tk) = é(kj—q)) =0, where
it has the valueF(0,0)=1/4T (Fig. 7). Therefore, at suffi-
ciently low values ofT the functionsI’; and Z, which are
comparatively smooth with respect #(k;), can to good
accuracy be taken out from under the integral sign at the
point {(k;)=0 and fork = (kj—q;)=kg. When the rela-
tively weak momentum dependence of the static functions
I'; and Z (see Figs. 5 and)6is also taken into account,
expression(23) can be written approximately in the form

Me(q),.0=11¢(q;,0T /22, (25 £, eV
wherellg(q,0) is the static polarization operator calculated £, ,eV X 0.4
in the RPA(see Fig. 3. 0.4

We note that because of the anomalously high density of|c. 7. piot of the functiorF (£, ,£,) (see Eq(24)) in the integrand for the
states in the region of the extended saddles, the value of theatic polarization operatd@3) versus¢; andé, at T=100 K.



110 Low Temp. Phys. 27 (2), February 2001

5. CRITICAL TEMPERATURE AND ISOTOPE EFFECT

The critical temperature of the superconducting transi-
tion is determined by the eigenvalues of the linearized inte-

gral equation for the gaf26), which can be written

27Td(P
M)~ | THEK(Teipe A, @)
where
1 I -
K(Terieh)= =] % ;tanr%v( 9
X[Wor(@,0") 0(@pn—[€)) — Vel 0,9 )T2].
29)

Neglecting the energy dependence of the density of states,

we write the anisotropic kernel @28) in the form

N 1 2’)/(,t)ph
K(Te, o9 )—7 Ao(e, ") IN—— T
, 2'}’EF
+Ac(@,@")In T | (29
where
Aph((Pv(P,):V((PI!O)th(¢!(P,);
(30

Te(¢.0')==v(¢' 0Vc(@,¢ )T
and vy is the Euler constanty~1.78).

Following Ref. 17, we shall solve equati¢@7) by ex-
panding the kernek(T.,¢,¢’) and the gap\ (¢) in Fourier
series ing and ¢’. In this case we shall for simplicity ap-
proximate the anisotropic density of stateg3@) by an ex-
pression that reflects th€,, symmetry of the electronic
spectrum in the plane of the 2D layers:

v(@,0)= —(1+ cos4p) +

(1 cosdyp), vi>wv,.
(31

We note that the values of the parameteysand v, depend

on the position of the Fermi level relative to the bottom of

the saddles.

Since the explicit form of the matrix element of the
electron—phonon interaction is unknown, let us first calculate

T, without taking into account the phonon term (29). In

E. A. Pashitski and V. I. Pentegov

FIG. 8. Dimensionless electron—plasmon interaction constant id tan-
nel, )\gl, as a function ofx for A;,=0.5 (1) and 0.8(2), with £.=4 and
)\p|= 1.3.

phonon interaction constaﬁgh, which enters into the renor-

malization factorZ in (25) and, hence, into the Coulomb
kernel A.(¢,¢"). The maximum value of\p, is reached at
X=Xg, Which corresponds to coincidence of the Fermi level
with a Van Hove singularity in the quasiparticle density of
states.

To estimate the contribution of the anisotropy electron—
phonon interaction component responsible for the 2
symmetry of the gap, we introduce a consmm the value
of which (Aph 0.2-0.3) is chosen in accordance with the
electron—phonon interaction model considered in Ref. 44.

In this approximation the critical temperature for the
transition to a superconducting state witlwave symmetry
of the gap is given, with allowance f¢29), by the expres-
sion

d d
T~ E;P'/)\d?b;ﬁr/)\d exp( 3 14+ Npi+ N

Ag

(33
Ng= Aot

Figure 9 shows the curves df. versusx for various
values of the electron—phonon interaction constantsefor

that case a numerical solution shows that the maximum criti=4; the curves are in qualitative agreement with the experi-
cal temperature is reached for a gap that transforms accordhrental data for cuprate MOCs. It follows from the results

ing to the irreducible representatid@y of the groupC,, :
A(g)= 2, as-2co94n-2)¢. (32

This corresponds td,2_,2-wave symmetry of the supercon-

that a weak isotropic electron—phonon interaction Wity
=<0.5 has practically no effect on the maximum valuélgf
whereas for values dfph comparable tam there occurs an
appreciable suppression ©f in the d-wave Cooper channel
owing to strong-coupling effects, which determine the value

ducting order parameter, while the dimensionless eIectroan the renormalization factor (£ y+ A ) in (33).

plasmon interaction constant in tiewave channel\d ol 1S

Finally, Figure 10 shows the curves of the isotope-effect

determined by the maximum positive eigenvalue of the anexponenta=(1/2)dInT, /&Inwph (1/2))\ph/()\ +)\gh) as a

isotropic Coulomb kerneh (¢,¢").
Figure 8 shows the dependence of the cons}t%mm the
reduced concentratianof the doped current carriefioles

for e,=4 and for two values of the averaged electron—

function of x for ¢,,=4 for the same nonzero values of the
electron—phonon interaction constant as in Fig. 9. These
curves demonstrate the tendency éoito decrease with in-
creasingT,, a finding which is also in agreement with the
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tum transfers and, as a result, in the appearance of an effec-
tive attraction between quasiparticles in tthevave Cooper
channel. We have also demonstrated that in the framework
of the charge-fluctuatioriplasmon mechanism of HTSC
considered here, it is necessary to take the Coulomb vertex
functions into account for correct estimation of the supercon-
ducting transition temperatuie.. With the aid of a numeri-

cal solution of the integral equation for an anisotropic super-
conducting order parameter witth. 2 symmetry in the
strong-coupling approximation, we have shown that the
many-particle Coulomb correlations of the local-field-effects
type, which are described by Coulomb vertidgs lead to a
substantial enhancement of the electron—electron attraction
in the d-wave channel. At the optimum doping level for cu-
prate MOCs, when the Fermi level coincides with the posi-
tion of a Van Hove singularity, the values ®f can exceed
100 K, and, if the anisotropic electron—phonon interaction is
also taken into account, one can describe the weak oxygen
FIG. 9. Curves ofT versusx for various values of the electron—phonon isotope Eff_eCt in HTSC materials.

interaction constant, wite..=4 andfpl=1.3. Curvesl and1’ correspond In closmg we thank B. I'_ AI’tSh_mer' V. M. Loktev, and

t0 Np,=0.5 for A%,=0.3 and 0.2, and curvedand2’ to \,;,=0.8 for 5, A. V. Semenov for helpful discussions.

=0.3 and 0.2. The heavy dotted curve shows the dependeriteaf x in
the absence of electron—phonon interactiighé )\gh: 0).
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An investigation is made into the accuracy of the theoretical description of the field dependence
of the equilibrium magnetizatioM (H) of type-Il superconductors with Ginzburg—Landau
parameters>1 in various approximations for magnetic fieldsmuch less than the upper critical
field H,,. It is found that taking the spatial distribution of the order parameter into account

has a substantial effect on the behavior of the magnetizaifid) even at the very lowest fields
in the close vicinity of the lower critical fieltH ;. The mechanisms through which and the
degree to which the field dependeridéH) is influenced by such factors as the self-energy of the
vortex, the accuracy of description of the spatial distribution of the vortex field, the
suppression of the order parameter due to the overlapping of the vortices, and the use of the
principle of superposition of fields are investigated for fields in the intdfiyg<s H<H,. In this
field interval an analytical expression ft(H) is obtained by direct evaluation of the

lattice sums with allowance for the influence of the structure of the vortex core00@
American Institute of Physics[DOI: 10.1063/1.1353701

INTRODUCTION ductor, the role of the factors listed above becomes impor-
tant, and it is without a doubt necessary to use other models
The problem of taking into account the effect of suppres-that take these circumstances into account. Foremost among
sion of the order parameter in the vortex cores in calculatinghese other models is the variational model of Hao, Clem
the equilibrium magnetization of type-Il superconductors hast al>* (see also Ref.)6 which yielded a rather simple ana-
been solved in various approximate approactsee, e.g., lytical expression foM (H) that describes the experimental
Refs. 1-5. The most thorough discussion of this problem results well for almost all the known HTSC compounds over
and of the question of the “quantitative incorrectness” of thea wide range of magnetic fields, all the way up to the second
widely used London approximation in the theory of super-critical field H,, (Refs. 7—14.
conductivity is found in Ref. 4. It should be noted, however, that the problem set forth
Indeed, a simple analysis shows that there are severabove has not been analyzed in detail in the region of small
reasons for inaccuracy of the London approximation. Thefields, just slightly above the first critical field ;. At the
first of these stems from the impossibility of calculating thesame time, in this field region, where the distance between
self-energy of a vortex in the framework of this approxima-vortices is still much larger than the size of the vortex cores,
tion, particularly that which is due to the spatial variation of the statement made in Ref. 4 that the London approximation
the order paramete(in the London approximation it is as- is quantitatively incorrect and that it is necessary to take into
sumed that the modulus of the order parameter is constasiccount the energy of the vortex cores in a calculation of the
outside the vortex cores, and the core itself is described by aquilibrium magnetization is not so obvious. It is therefore of
two-dimensionalé function). The second cause of inaccu- interest to ascertain the region of magnetic fields in which
racy is the error in the calculation of the electromagneticthe influence of the structure of the vortex cores begins to
energy on account of the rather rough description of the spahave an appreciable effect on the behavior of the field de-
tial distribution of the field of an individual vortexin the  pendencevi(H).
London model, in particular, the self-field of a flux line di- In this paper we do a systematic analysis of each of the
verges on its axjs The third factor stems from the impossi- factors mentioned above and assess the effect of taking them
bility of taking into account the additional suppression of theinto account. This will make it possible to ascertain explic-
order parameter due to overlapping of the vortices. itly the mechanisms by which and the degree to which these
Itis clear that in the case of high fields, when the densityfactors influence the behavior of the equilibrium magnetiza-
of vortices is large and their cores occupy an appreciabléon of type-ll superconductorfor the casex>1) in the
volume in comparison with the volume of the supercon-field regionH.,;<H<H_,.

1063-777X/2001/27(2)/6/$20.00 113 © 2001 American Institute of Physics
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We shall also show that the analytical expression forThe interaction energ¥; is of an electromagnetic nature:
M(H) obtained in Ref. 4 in the framework of a variational P
model gives a quantitatively inaccurate result in the low-field fF_=_2p (|r.—

0i= o([ri—rol). 5)

region. As compared to the London approximation or the 8m
apprO.aCh of Ref. 4, we Sha.”. Obta(both nume“ca”y -and In accordance with Eq$4) and (5)' we can rewrite expres-
analytically a more accurate field dependemdéH), taking  sjon (1) in the form
into account the self-energy of the vortices and the influence

of the structure of the vortex cores on the spatial distribution _ E( E o %b 0|+ EE bo(|ri— o))
of the field of a vortex, i.e., the influence of those factors that Dyl gy 0 gm 4 OO
are most important to take into account in the region of mod-
erate fields. _ ﬁ (6)
4q°
CALCULATION AND ANALYSIS OF THE FIELD From the condition of minimum Gibbs free energy
DEPENDENCE OF THE MAGNETIZATION, WITH THE (dG/dB=0) we find the magnetic field at which the vortex
SPATIAL DISTRIBUTION OF THE ORDER PARAMETER lattice is found in a thermodynamic equilibrium state:
TAKEN INTO ACCOUNT TO VARYING DEGREES by(®) 1 d
F ACCURACY 4
OFACCURREY | | ~ 3 Feort —5—+ 5 75| B bo(lri=ro|. (@
In the field regionH <H,, the distances between neigh- 0 :

boring vortices in a regular lattice is much greater than the  \we note that the same condition of minimu@ at B
size of the vortex cores. For this reason the vortex state here,g gives the value of the first critical field:

can be represented as a system of individual interacting fila-

ments. Here the self-energy of each filament, its field, and H :4_77 bo(0) ®)
also the structure of the order parameter and its core are ¢ ®, " 2

assumed to be the same as for an isolated filarienf in-
dependent of the presence of other vortices

As we know?® in this field region the Gibbs free energy

Therefore, if we neglect the change k., and by(0)
with increasing field in the range of fields considered, then

of the vortex lattice(per unit volume can be written in the B 1d 2

form H_Hcl+§ﬁ B - b0(|ri_r0|) : (9)
BH Hence for the magnetization47M =H —B we obtain

G—ao Fo"‘zi Fm)‘ﬂ, ()

whereF, is the self-energy of each filameri; is the en- —4mM=Hu+ 5 95 BZ b0(|ri_r0|)} —B. (10)

ergy of interaction of the given filament with the otheBsis . T

the average magnetic induction of the sample, é@gds the We see from formul&l0) that in the field interval under

magnetic flux quantum. study the quantitative accuracy of the functidigH) ob-

On the other hand, in the Ginzburg—Landau theory théained depends largely on the accuracy of determination of
energy of a vortex filament can be represented as a sum e lower critical fieldH; and of the functiorby(r) describ-
the electromagnetic enerdy,,, and the energyf, due to  ing the local field of an isolated vortex. In other words, for-
the spatial variation of the order parameter. Using the secongula (10) for the magnetization can be a significantly more
Ginzburg_Landau equation, we can write the e|ectromagaCCurate quantitative result if, instead of the expressions for

netic energy of a unit length of vortex as H.; andby(r) obtained in the London approximation, one
uses more accurate values that can be calculated for them in
Fem=%b(0), (2 the framework of other approaches, including numerical so-
8 lution of the Ginzburg—Landau equations.
whereb(0) is the total local field at the center of the vortex. ~ 11S knowrt® that in the London approximation
We shall assume that this field is a superposition of the field P IF=ro|
bo(0) produced by the filament itself and the fiedg(|r; bo(r)= —=K, 0 ) (11)
—r1o|) produced by the vortices surrounding it, i.e., 2m\? A
where K, is the zeroth-order Bessel function of imaginary
b(0)=Dby(0)+ EI bo(|ri—=rol), (3 argument, and is the London penetration depth of the mag-

netic field. In this model the fieldH.; can be found only
wherer; is the radius vector of thigh vortex in the plane of approximately, using the standard procedure of cutting off
a transverse section, and the fiddg(r) is the same as the the vortex field(11) at|r—rq| =&, whereé is the coherence
field of an isolated flux line. length:
Thus the total self-energy of a vortex consists of the
energyF,, of its core and the electromagnetic self-energy Ho— @y Ko(1/k) (12)
Fgm: cl 477.)\2 ol LK)

Taking into account the spatial variation of the order

@y
Fo=Feort ﬁb(’(o)' @ parameter in the vortex cores gives the exact value gf
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@, 0.05 "
H61=4m\2(|n k+Cy), (13 T—B
and gives for the field at the center of an isolated vortex %
bo(0)= 2 (Ink—Cy), (14)
2m\?

whereC, andC, are constants.

At present the values of the constaftg and C, for « 0.03
>1 can be regarded as reliably establish€g=0.496815
andC,=0.282276. These values were obtained in Ref. 16 by
numerical solution of the system of Ginzburg—Landau dif-
ferential equations and are in good agreement with the re-
sults obtained in Ref. 17.

For k=100 and the given values &f;, andC, we obtain
the value of 4tM, in a fieldH=H.;: —47M o= kF ¢/
4= (C;,+ C()/2x=0.038. This value can then be used for 0.01
comparison with the resultant magnetizatioHere and be-
low we have switched to Ginzburg—Landau units, in which
all lengths are measured in units fand fields are in units 1.09
of V2H,, whereH, is the thermodynamic critical field; then
(I)OZZW/K, HCZZK.) f

The exact distribution of the field of an individual vortex
bo(r) can be found by numerical solution of the system of 0.5
Ginzburg—Landau equations. The results are presented in
Fig. 1a. Also shown for comparison in this figure is the field
distribution (11) obtained in the London approximation. We o
see that the main difference in the curves shown is observed 0 _0|2 ' . : ' : ' 0|2
near the center of the vortex and is a consequence of taking ' r )
Into. account the .dIStl‘Ibutlon Of.the Order. pargmgter n thISFIG. 1. Spatial distribution of the field of an individual vorté and of the
region(the behavior of the functiof(r) is given in Fig. 1b. order parametetb) (in Ginzburg—Landau dimensionless upit¥he data
It should be noted that the numerical valuesbgfr) pre-  points represent a numerical solution of the system of Ginzburg—Landau
sented in Fig. 1a can be described quite well by the analytiequations. The continuous curves represent the corresponding analytical re-

; lations (15) and(16). The dashed curve is the field of an isolated vortex in
cal expression
P the London approximatiofil1). The line AB corresponds to the cutoff of
f Ko(f (r2+ 52)1/2) the functionKy(r) at a distance = ¢.
=] =] v
o(r)= : (15
k& Kq(f€,)

which was obtained in Ref. 4 by a variational method from@ triangular vortex lattice. Here cur/E (triangles corre-

the second Ginzburg—Landau equation with the use of th§POnds to the purely London approximation, iley(r) an,d
following trial function for the modulus of the order param- Hei are described by expressiofisl) and (12). Curve 2
(crosseswas obtained with the use of formulékl) and(13)

eter:
for the given characteristics. For curgé (circles expres-
foor sions more accurate than those given by the London approxi-
f= (124 £2)12° (160 mation are used for bothy(r) andH.4, i.e., Egs.(15) and

(13), respectively.

where¢, andf,, are variational parameters representing the  We see that curve’ and2’ demonstrate the difference
effective radius of the core and the order parameter far fronin the behavior ofM (H) due to the different form of the
the vortex corgfor «>1 in the field range under consider- formulas forH.;, while curves2’ and3' reflect the influence
ation here, they can be considered constafij=¢,,  of the form of the functiorby(r) on the behavior oM (H).
=\2/k, f.=1). The behavior of the functiofl6) and of  For fieldsH<0.008H,, where the magnetization is mainly
the field (15) is shown by the solid curves in Fig. 1; we see determined by the self-energy of the flux line, cur2ésand
that they describe the exact numerical values very well3’" are in good agreemeiisee the inset to Fig.)2since the
Therefore in the calculations d¥l(H) below we shall use same value oH.; (13) was used for them. From a compari-
the analytical expressiofi5) for the description obg(r). son of curvesl’, 2, and3’ we see that taking the suppres-

Figure 2 shows the magnetization curidg¢H) for su-  sion of the order parameter in the vortex cores into account,
perconductors with«=100, with the spatial distribution of which in this case is done by a simple replacement of for-
the order parameter taken into account to varying degrees a@fulas(11) and (12) by the more accurate expressioi%)
accuracy. Let us first discuss the curdés2’, and3’, given  and(13), has a substantial effect on the whole trend of the
by the data points in the figure. All of these curves corre-curve M(H), starting from the lowest fields.
spond to numerical summation according to form@) for Figure 2 also shows continuous curveshd{H), which
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calculating curve3’ should give a result that differs only
slightly from the result of the variational model used in
Ref. 4.

Indeed, let us analyze the results of Ref. 4 in more detail.
They imply, in particular, that the expression for the self-
energyF, of each vortex(per unit length under the condi-
tion f,=1 can be written as

Fo=Fcort Fan= mé, | 2m(+BrE) | 2mKold)
2+Bk&2 k2(2+Bké)  k2EK(E,)
(18

Substituting expressiof18) into the general formula for
the Gibbs free energfl) and taking into account that in low
fields the terms of the type;Ef§<1, we obtain for the mag-
netization

FIG. 2. Field dependence of the magnetization of a type-Il superconductor

with k=100 (in Ginzburg—Landau dimensionless upit¥he data points

show the results of a numerical calculation for a triangular vortex lattice

according to formulg10) in which the following have been substituted for
H.1 andby(r): curvel’ — Egs.(12) and(11); curve2’ — Egs.(13) and
(112); curve 3" — Egs.(13) and (15). The continuous curves represent the
analytical relations1,2 — calculation according to the Fetter formu(s7)
together with(12) or (13), respectively;3 — according to the formula ob-
tained in Ref. 6;4 — according to the formula obtained in Ref. 8;—
according to formulg22). Curves6 (dot-and-dashand7 (dotted give the
function —47M,(H) for the cased ,=const andF ,=F.(H) (see
Ref. 4, respectively. The inset shows47M (H) in the immediate vicinity
of Heq.

correspond to the analytical results. For example, cufives
and2 were calculated from the known Fetter formdfagb-
tained in the London model:

“4TM=Ha- —5
AN2(H—H
X In(—°1)+|n4w+2—C—A6 ,
@,

7

whereC=0.5772. .. is theEuler constantAg is a numeri-
cal parameteffor a triangular latticeAg=0.079@ . . . ). As
we see from Fig. 2, formulél?) gives a good description of
the results of the numerical calculatidourvesl’ and 2y,
starting from fieldsH>0.001%,, if expression(12) or
(13), respectively, is used fdd.;. (At lower fields formula

2
K 1 K
o KL K&
8 8k 2k§Ky(€))
k d B
+gﬁ[82 bo(|ri—ro|)}—8—;.
(19
In the same variational model one obtains
k& 1 Ko(£,)
M= g ¥ " 2xE K06 (20
It follows that
aeM=H + < L83} B —
TV =H¢y 8+ dB : o([ri—rol) ﬁ
(21

The form of formula(21) is completely identical to that
of (10) except for the last terrfreflecting the field depen-
dence off.,(B)], which is very small anyway for large
and smallB. The values oH_; calculated according to for-
mulas(13) and(20) agree if one set€,=0.52 in(13). Thus,
in view of the fact that the expression fog(r) used by us is
the same as that used in Ref. 4 and that the principle of
superposition was used in the calculatior=Qf,, both in Ref.
4 and here, one expects that the total expression for the mag-
netization obtained in Ref. 4 should give a result in the low-
field range that is practically an exact match to the numerical
data described by cun& in Fig. 2. (We note that the func-
tion M(H) in Ref. 4 is insensitive to the field dependence of
&, andf,, up toH~0.6H,; this, as we have said, allows us
to set them equal to constantslowever, as we see from
curve4 in Fig. 2, which corresponds to the functidv(H)
of Ref. 4 (let us call it the Hao—Clem curyaliffers notice-
ably from curve3’, practically right from the lowest fields
H~H,, (see the inset to Fig.)2This fact is evidence of an
error in the calculations of Ref. 4.

An analysis showed that in fact this error arose in Ref. 4

(17) is inapplicable, so that it was necessary to use the cakn the calculation of the electromagnetic energy, in going

culated curvesl’ and 2" for further analysis in the field
range directly adjacent thl;.)

from a sum over the reciprocal vortex lattice to an integral.
Our calculations carried out in the framework of the same

It is of interest to compare the numerically calculatedvariational model as in Ref. 4 but without using the afore-

curve3’ with the analytical dependend¢(H) given in Ref.

mentioned procedure, i.e., with a direct summation over the

4. We note that the approach used in the present paper foortex lattice, yielded an analytical expression f(H) in
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the field rangeH ;<H<H, which is somewhat different As we see in Fig. 2, this more accurate cuBis in fact
from the expression obtained in Ref. 4 and is more accurateslightly different from curveb, which was calculated with
the use of the principle of superposition. However, it turns

—4a7M=Hg+ [—In(l—exp(—27r§,,/d)) out that curve3 is practically identical to the numerically
2x€,K4(&,) calculated curved’ all the way to fieldsH~15. Analysis
mexp(—d) showed that this agreement is to some degree accidental and

happens because in the calculation of cu8v¢he neglect of

3
g A&t
the field dependence d¥l., is compensated by the error

1—exg—d)

3 &, 5 introduced by the use of the principle of superposition.
a7 2d T Toexp—a)) © Bk, Ind Thus a comparison of curveé 3', and5 shows that in
the magnetic field region considered in this study, for which
w¢, exp—2w§,/d) the distance between vortices is not less tlian8é, the
d l—exp(—2mé,/d) change in the order parameter due to the overlapping of the
vortices is so small that it can be neglected in calculations of
Ko(€,) B B 22 the equilibrium magnetization of superconductors.

2k€,Kq(€,) 242

whered= 27/ «B is the distance between vortices. A deri-
vation of formula(22) is given in the Appendix. A comparative analysis of the field dependence of the

The dependenckl (H) corresponding to formulé22) is  equilibrium magnetizatiot (H) of type-Il superconductors
shown by curveb in Fig. 2. As expected, in the low-field (x=100) has revealed a substantial difference in the behav-
range curves is in good agreement with the results of the ior of the curves obtained with and without allowance for the
numerical calculatioricurve3’) (see also the inset in Fig).2 spatial distribution of the order parameter; this difference
The slight difference between the given curves in the fieldstarts at fielddd=H_; and increases as the field is increased
rangeH>4 is due to the fact that curietakes into account further.
the change in energy of the vortex cores with increasing field An approach is proposed which eliminates the main
in the form set forth in the variational methdayhile curve  source of inaccuracy of the London approximation and in the
3’ does not take it into accoun(or clarity the contribution simplest way takes the structure of the vortex cores into ac-
to the magnetization from the field dependenc&gf(H) is  count in the expression favl (H). In this approach one still
shown in Fig. 2 by curv&, in comparison with the straight uses formulg10) for the magnetizatiom (H) but now with
line 6, which corresponds te- 47 M = const=0.038) H.; and the spatial distribution of the vortex fiekr) in

Thus, returning to the Hao—Clem curve and comparing ithat formula replaced by expressions obtained not in the
with the more accurate curndg we can see that the inaccu- London approximation but in other approaches that give a
racy in the calculation oF.,, in Ref. 4 leads to an error of more accurate result. In particular, one can use the results of
8-14% in the values oM(H) in the field region under an exact numerical solution of the Ginzburg—Landau equa-
study. tion or of the variational method developed in Ref. 4.

Let us conclude by briefly discussing the possible influ-  Using expressiori13) for H;; with a constantC;~0.5
ence on the behavior of thd (H) curve of the factor due to correctly takes into account not only the energy of the vortex
the change in the spatial distribution of the order parametecores but also the value of the vortex field at the center, and
f(r) as a result of overlapping of the vortices, which was notusing the analytical expressiqid5) obtained in Ref. 4 for
taken into account in the derivation of formul22). This  b(r) (which gives a good description of the results of the
factor should affect the value &, and also alter the spatial numerical solution of the Ginzburg—Landau equatjons
distribution of the field of a vortex. It is important to note makes it possible to calculate the electromagnetic interaction
that here it becomes incorrect to use the principle of superenergy of the vortices more adequately than in the London
position of fields in the forng3), i.e., in the form of a sum of model. The additional changes in the order parameter in the
the fields of isolated vortices. vortex cores due to the influence of the fields of neighboring

A theoretical treatment taking into accoufnplicitly)  vortices is too small to have a noticeable effect on the be-
all of the factors mentioned above was carried out in Refs. havior of theM(H) curves in the field range under study
and 6 in the framework of the variational method without the(H=<0.1H,).
use of the principle of superposition, i.e., in a manner more  We have obtained an analytical expressionNbfH) in
self-consistent than in Ref. 4. Despite the use of differenthe magnetic field range ;;<H<0.1H, by direct summa-
trial functions in the different papers, the resultivy(H) tion over the lattice of individual vortices with allowance for
curves obtained in Refs. 1 and 6 agree to a high degree dhe spatial distribution of the order parameter. This analytical
accuracy. Since the corresponding analytical expressionsxpression is in good agreement with the results of a numeri-
have a rather awkward form, we present the results directlgal calculation by the method described above.
in the form of theM (H) curve (the solid curved) in Fig. 2. At the same time, the analysis done in the present paper
We note that curv8is in good agreement with the results of has shown that the analytical value fit(H) obtained in
a numerical solution of the Ginzburg—Landau equations for &ef. 4 in the framework of the Clem variational modehd
regular vortex lattice by the method proposed in Refti2  which solves essentially the same problem of taking the
difference is not more than 0.3% in the investigated fieldstructure of the vortex cores into accougives a quantita-
interval). tively incorrect result when used in the low-field region. The

CONCLUSIONS
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reason for this lies in the error that arose in the calculations
of Ref. 4 when the sum over the reciprocal vortex lattice wad¢(0) =

replaced by an integral.
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APPENDIX

As we see from Eq(10), to calculate the magnetization
one needs to find the total magnetic field0) produced on

Mamsurova et al.

]

" > exp(—Vn2d?+ £2)

KdgvKl(gv) n=-—x
—-1/2

2 - 4r°m?
ARG A\ Y
Ko(£,)
- \/—_L_
XeXp(— £ 1+ (AmPml)/d?) — 5

(AS5)
Since the relation,<d holds in the field regiorH

<H,,, we expand the first term on the left-hand side/b)

the axis of a given vortex by all the other vortices. For sim-in powers of¢, /d, keeping the term proportional §/d2. In
p||C|ty we consider a Squal‘e vortex Iattice; the result for thethe second term we take into account tué«47T2 for fields

magnetization in this case will not differ appreciably from
the result obtained for a hexagonal latti€dJsing (15), we
obtain forb;(0)

+ oo + oo

1

bf(O): KgyKl(gv m;w n=2—oc KO( d2(m2+n2)+§]2/)
Kol£,)
T REKL(E)" (A1)

whered= \/27/kB is the distance between neighboring vor-
tices. Let us find the fiel produced by an individual vortex

not too close tdH ;. Hence we find

d ( F(
——In| 1—exg —
ar

2exg—d) &
T_exg—d)  d

b¢(0)=

roereT|
KdgvKl( gv)

)
d
+exp—&,)+

BKo(§,)

In d]
- ngKl(gv) .
Equations(21) and (A6) yield Eq. (22) for M(B). Here the

(A6)

row at an arbitrary point of the superconductor. We intro-deépendence of the magnetic field on the induction is given
duce a coordinate system with its center on the axis of one df¥ the relatiorH(B)=B—4mM. Thus we have obtained the

the vortices, with thes axis perpendicular to the plane con- function M(H) implicitly.

taining the vortex row, the axis lying in this plane and
orthogonal to the vortex, and tleaxis directed along the
vortex axes. In this case we obtain

b(x,y)= m;_w Ko(\/(dm+y)2+x2+§,2,)-
(A2)

In the sum in(A2) we do a Fourier transformation with re-
spect to the coordinate

_t
ngKl(gv)

méw dgexp(—ig(y+dm))

d
xf%exp)(iqy)Ko(fm\/x2+y2+gi). (A3)

Doing the integral ovey andq on the right-hand side of this

b(x,y)=

last expression with the use of the standard formulas fo

definite integrals of Bessel functiolisand the relation

+ oo +
2 exp —igm)=2m 2 6(q—2mm)
=— m=—x
we obtain
1 T 472m? “12
b(x,y)=———— 1+
Y= K& mE( a2 )

2mmy
a

(A4)

X exp(— X2+ £2\1+ (4w2m2)/d2)cos{

Using (A4) we obtain forb;(0)
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The vibrational contribution,(H) to the dynamic magnetic permeabiliy,. is calculated with
allowance for the spatial variation of the order parameter in the magnetic field rlgion

<H,,, where the properties of type-ll superconductors are usually described in the London
approximation. The features of the behavior of the analytical relatigi{$l) are

analyzed for the case when the vortices execute small oscillations about their equilibrium
positions corresponding to the thermodynamic-equilibrium vortex lattice. It is shown that taking
into account the suppression of the order parameter in the vortex cores leads to substantial
differences in the behavior qi,(H) in comparison with the analogous dependence obtained in
the London approximation. It is found that the main factor responsible for these differences

is a change in shape of the effective potential well in which the vibrational motion of the
subsurface vortices takes place. 2001 American Institute of Physics.

[DOI: 10.1063/1.1353702

INTRODUCTION The vibrations of each vortex occur inside a potential well
produced by the interaction of the vortex with a pinning

Thebx!brau?lnal cohntr|but|_(|)|n to the (_jynarplch Magnetic center, andy, is largely determined by the steepness of this
permeability reflects the oscillatory motion of the vortices, ) ‘e so-called Labusch constant.

about their equilibrium positions when the static magnetic Another type of vibrational contribution ta’,. was con-
. ) X L ac
field H is modulated by a weak alternating magnetic figlfl sidered in our previous pape(see, e.g., Refs. 3}7Accord-

low frequepcyw and vanishingly Sma" amplitu'de) : In Fhe ing to the ideas developed in those papers, the given contri-
magnetic fieldH () =H+ hsin(wt) this contribution is given bution w, is due exclusively to the distortion of the field of

by the near-surface vortice$ying in a layer of thickness-A,
= lim (wle), (1)  whereX is the London penetration depth of the magnetic
h—0 field) on account of their interaction with the surface.
It is knowrf that for this reason the trapped magnetic
where flux of the vortices lying at a depthk \ is less than the flux
1 (27 dB quantum®, and depends on the distance to the surface.
Méc:m Jo codwt) - dt (20 During the vibrational motion of the vortices under the in-

fluence of an alternating field their position relative to the
is the real part of the complex magnetic permeabifitg.,  surface varies, leading to a nonzero valug.gfaccording to
the Fourier expansion coefficient of the periodically time-formulas (1) and (2). As was shown in Ref. 4, for this
varying volume-averaged magnetic inductiB(t)). mechanism to be realized it is necessary that the number of
According to the definitior(1), (2), a nonzero contribu- vortices not change over the peried One of the possible
tion to the dynamic magnetic permeability can arise for twofactors preventing the entry and exit of vortices from the
reasons: if the number of vortices varies over the periodsample is the presence of a surface barrier.
7=—2mlw, or if the value of their magnetic flux varies. It is important to note that in contrast to the Campbell
Accordingly, two different approaches for explaining the ex-approach, the existence of the second type of vibrational
istence of the vibrational contributiop, are found in the contribution is indifferent to the presence or absence of pin-
literature, reflecting the two possibilities mentioned. ning in the sample. Moreover, since the Meissner current
The first approach was proposed by Campbéfi.that  density in a near-surface layer of thicknesa exceeds the
approach the variation of the induction during modulation ofcritical current density, it can be assumed that the interaction
the magnetic field occurs on account of a change in the nunsf the vortices with the surface is decisive, and in compari-
ber of vortices. Here the governing role is played by pinning.son with it, the pinning can be neglected altogether. Thus the

1063-777X/2001/27(2)/6/$20.00 119 © 2001 American Institute of Physics
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the quantityu,(H) under study with the value of the average
inductionB(H) in the surface layer of the sample. This prob-
lem was solved in the London approximation in Refs. 6
and 7.

A comparison of the calculated,(H) curves obtained
in Refs. 6 and 7 with the experimental curves yielded a
rather important result. It was found that in real YBaCuO
samplegboth single-crystal and polycrystallinéhe surface
barrier is strongly suppressed in comparison with what
would be expected for an ideal surface. The lower branch of
the hysteresis oft,(H) is described well by the calculated
curve corresponding to practically equilibrium values of the
inductionB(H) =B¢{(H), while the presence of the surface
barrier has a more substantial effect on the exit of the vorti-
ces from the superconductor.

In the present study we wanted to concentrate our atten-
tion specifically on the fact that the experimental curve of
#,(H) measured under conditions of increasing magnetic
field corresponds to the behavior of the equilibrium function
Beg(H) even in low fields H>(2-3)H;). And, as follows

from the results given in part | of this paper, the theoretical
FIG. 1. Normalized experimental field dependence of the vibrational concurve of Bq(H) calculated with allowance for the spatial
tribution , to the dynamic magnetic permeability of a Y&a,50, single  distribution of the order parameter in the vortex cores differs
crystal at different temperaturdK]: 70 (a), 73.4(b), 77.3(c), 80(d), 838 ;qpificantly from the corresponding curve obtained in the

(e). The arrows indicate the directions of change of the magnetic field. The . . . .
inset shows the London penetration depth corresponding to a normalizatiohONdoN approximation. Furthermore, since, as we have said,

factor um=2\/D, whereD is the thickness of the sample. the quantityu,(H) itself is due to distortion of the field of
the vortex near the surface, the use of a more accurate ex-
pression for the field of an individual vortex, taking into
second approach is an alternative to the Campbell approagftcount the structure of its core, can lead to a substantial
not only for the reason mentioned above but also because godification of thew,(H) curve obtained previously in the
assumes a different nature of the effective potential well in 5nqon approximation.

which the vibrational motion of the vortices takes place. | this connection it is of interest to obtain a more accu-

Here this well is formed mainly by the interaction of the rate analytical relation fop,(H) (as compared to the Lon-
pinning centers. _ _ ression of the order parameter in the vortex core. In this
To ascertain which of the two approaches ment'Onecgaper we obtain such a relation and analyze the behavior of

better reflects the dynamics of the near-surface vortices, it i3, (H) for different forms of theB.(H) curves obtained in
necessary to do both experimental and theoretical studies @fart | of this paper.

the vibrational contributione,(H) to the dynamic magnetic
permeability.

Our previous experimental studfe$ done mainly on
YBaCuO single crystals and the results of other autfses,
e.g., Refs. 9 and 1thave shown thaj,(H) exhibits hys-

THEORY

Let us consider a superconducting sample in the form of
a massive slab of thicknegs>\ in an external static mag-
teretic behavior in the magnetic fieldl (the u,(H) curve for  netic fieldH parallel to its surface. We introduce a coordi-
increasing field is lower than for decreasing fjeldere the nate systenxyz with thez axis along the field direction, the
field dependence of.,(H) corresponding to different tem- y axis parallel to the surface, and tkexis directed into the
peratures exhibits scaling behavior, i.e., the curves are denterior of the superconductor, perpendicular to its surface.
scribed by a universal dependence in reduced coordfates  In accordance with the results of an anal§§isne can
(Fig. 1). This behavior, in our view, indicates a fundamentalassume to high accuracy that the vortex rows, starting with
nature of this effect, unrelated to defects in the sample. Inthe second, are regularly spaced a distath@part, i.e. X,
deed, an attempt to explain the observed hysteregis @f) =x,+(n—1)d, wherex, is the distance from the center of
by the presence of pinning near the surface proved unsuche nth vortex row to the surface, and is that for the first
cessful, since it gave an irreversibility of the opposite signrow. The distance between adjacent vortices within a row is
from the experimental or® Thus the only remaining pos- denoted as. We shall consider the field regidh<H,, in
sibility for explaining this effect is the existence of hysteresiswhich the distanceg,, d, anda are much larger than the
of the magnetic inductioB(H) near the surface on account size of the vortex cores.
of the formation of a surface barrier. Let us briefly analyze the main aspects of the theoretical

By neglecting pinning processes one can treat the vibratreatmerft®’ of the vibrational contribution to the dynamic
tional motion of near-surface vortices theoretically withoutmagnetic permeability in the London approximation.
using any unknown empirical parametésich as the La- In calculatingu, (H) we start from the analytical expres-
busch constantand obtain an analytical expression relatingsion derived in Ref. 4:
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(10

20y exp(—Xxy/N) [y 3 GFiE P oH
M=Dan 1-exp—din) | aH | ©) =FotFem=—4—,

where the differentiation is done at a constant number ofN€reFy is the energy due to the change in the order param-
vortices in the sample or, equivalently, at a constant mag8ter near the vortex core, arfe., is the electromagnetic

netic inductionB, , which is given by energy of a vortex. Using the second Ginzburg—Landau
’ equation, we can write this last equation in the foFpg,,
B,=®d,/da. (4 =dyb(x4,0)/8m, whereb(x4,0) is the total magnetic field at

) ) the center of a vortex of the first row.
Formula(3) ref[ects the C|rcumstance thay, is almost In order to satisfy the boundary conditiofthe field at
completely determined by the distance from the surface .o g face of the superconductor is equal to the external

the first vort_ex row and by the change _in t_his distance duringﬂeld) we use the method of images. Then the local magnetic
the modulation of the external magnetic field by the ac COM3iaid b at an arbitrary point of the superconductor can be

ponent. . , written as the sum of the field, of all the vortices, the field
The G"?bs energys for the a vortex n the first rowwas b; of their images, and the fiela,, produced by the Meissner

calculated in Refs. 6 and 7 by summing the Cont”bu“onscurrents:

over the lattice of the vortices and their images. From the

condition that the Gibbs potential be a minimum for a vortex  p=p +b,+b,,, (1)

in the first row @G/ dx,;=0) an analytical expression is ob-

tained for the equilibrium position of the first vortex row, where

X1(H):
d H bv:%: En: bo(X=Xn,Y—Ym); (12
Xy(H)= §+coshl(§—v) ; (5)
where bi:§ ; bo(X+Xn,Y—=Ym)s (13
B ‘ (6) br=H exp(—x). (14)

Bv=Byox sinhidian)
) ) N ) In expression(14) and below we use the Ginzburg-
A calculation of the magnetic permeability according 10| angay system of units, in which all distances are normal-

formula(3) in the case of a small amplitude of the sinusoidalized tox and the magnetic fields tdiH (H, is the ther-
magnetic field reduces to the problem of small oscillations Otmodynamic critical fielgl in which CaSEfI)COZZCW/K.

the first vortex row about its equilibrium position: To write the fieldb, of an isolated vortex as a function

dohexd —xy(H)/A] | of the d_istancer _from_the center of the vo_rte_x, we use the
sinwt).  (7) expression obtained in Ref. 11 by the variational method:

Xq(t,H)=x,(H)+

4ak\
Herek s the elastic constant, which governs the steepness of | (r)= fKo(fo(r2+ €M) 15
the effective potential well in which the small harmonic os- oy k&K (TE) '

cillations of the vortices take place. On the assumptionkhat
is determined mainly by the interaction of the vortices withwhere theK; are modified Bessel functions of ordeand¢,
one another and with the Meissner current and not by pinandf., are variational parameters representing the effective

ning, i.e.,.k=°G/dxZ, it was found that size of the vortex core and the order parameter far from the
~ ~ vortex core. This function describes the results of a numeri-
®q B(H?—B))"? cal solution of the Ginzburg—Landau equations to sufficient
k= 2ex;:(—d/2)\) 2_["2\12 ® accuracy(see Part | of this paperWe note that, as follows
T\ H+(H"-B}) - ’ L
from Ref. 11, the variational parameters vary slowly in fields
and, finally, foru, H<0.6H.,, and one can sdt.=1, ¢,= \J2/k. As was men-
~ tioned in Part | of this paper, the use of expressibd for
o 2\ BJ ) the field of an isolated vortex makes it possible to avoid the
' -~ ~ . H H
D (H2—B\2,)1’2[H+(H2—B\2,)1/2] troublesome divergence of the functitty at the center of

the vortex which arises in the London approximation, and

Let us now turn to a more accurate treatment of thecan give a more accurate description of the field of the vor-
characteristiqe,, and take into account the suppression of thetex.
order parameter in the vortex cores. We shall determine how Representing the local magnetic field in the fofhi)—
the equilibrium position of the first vortex row and the mo- (14), we find the equilibrium distance from the surface to the
bility of the vortex lattice changes upon a small change in thdirst vortex row in a fieldH by minimizing the Gibbs ther-
external magnetic field when this factor is taken into ac-modynamic potential10). Since the electromagnetic energy
count. We write the Gibbs thermodynamic potenBalor a  is the only term on the right-hand side @f0) that depends
vortex in the first row(per unit length of the vortex filament on x;, we obtain an equation from which we can determine
as X1
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ab(x,,0) (where the integration is over the region outside the super-

VA (16) conductoy, then it is easy to show thdt,(x) remains of the
form (20) to high accuracy. Fok= 100 the correction to the

Let us calculatéy(x41,0) by a method analogous to that term exp(-x/\) is a quantity~10~%.

used in the Appendix to part | of this paper, performing the  Thus we see that taking the spatial variation of the order

summation over vortex rows parallel to the surface, for aparameter into account by using a more accurate expression

square vortex latticed=a). Calculates have shown that the for the field of an individual vortex than that obtained in the

results ofu, in the investigated field interval are practically | ondon approximation leads primarily to a change in the

independent of the form of the lattice. Then for determiningparameterﬁv. This changes both the equilibrium position

the equilibrium distance, we obtain the equation x,(H) of the first vortex row and the mobilitsix, /dH of the

X,

Bd exp(—d)+exp(—2x,) & vortex lattice, which both appear in the initial express{an
2EKL(E) T—exp—d) — 5 [90x) +f(d)] for u, (xq). _ _
Analysis of the structure of the analytical relati®) for
=H exp(—Xy), a7 1, (H) shows that the sensitivity of this characteristic to the
where we have introduced the notation model used is determined by the factét3—B?)2 which

contains the difference of two quantities of nearly the same
_ size. It is this term that reflects the contributiongg(H) of
9(x1) = 4_Xi+ (2x,+d/2)d’ f(d)= 392 the elastic constarit. It can therefore be assumed that the
inclusion of the spatial distribution of the order parameter in
In deriving Eq.(17) we took into account that the distance an analysis of the dynamics of the near-surface vortices will
between vortices is much greater than the valug,ah low  have the most substantial effect on the shape of the effective
fields and have kept only the first terms of the expansion irpotential well in which the vibrational motion takes place for
powers ofgﬁ/dz. The solution of equatiofl7) can be ap- the vortices near the surface.
proximated by the following analytical formula: By assuming a definite form of the functi@{(H) in (9),
d H one can obtain calculated curves @f(H) for subsequent
X,(H)= §+cosh‘1(.é—>, (18y  analysis and comparison with the experimental data.

\

where we have introduced the notation DISCUSSION OF THE RESULTS. COMPARISON

2 2 OF THE THEORY WITH EXPERIMENT
B o ( d 55”) (19
YOEK(E) 24 6d)’

Expression(18) for x; differs from the analogous Lon-

don expressiont5) in the form ofEU. In the limit £,—0
formula (19) reduces to the expansid6) in powers ofd.
Considering small oscillations of the first vortex row
about its equilibrium position in analogy with the treatment
in Refs. 6 and 7 and substituting the resulting expression f
x1(t,H) into Eqg. (3), we obtain the final expression for
m,(H). It turns out that it can be reduced to the foff)

with the sole difference that the quantBy will be described

by formula(19) instead of(6), as in the London approxima- J2H.,), calculated according to formui@), in whichB, has
c/» ’ v

tion.
We note that in the above analysis we used expressiozfrBhe form(19) (curvesl and2) or the form(6) (curves3 and

(3) for p,(xy), which was derived in the London approxi- Curve 1 gives the results of the most-accurate calcula-

mation. This expression is valid if the flux of a vortex near . o - :
. . . : . tions of the vibrational contributiop, to the dynamic mag-
the surface is described by the well-known relation given in_~ . S : .
. netic permeability, in which the electromagnetic enefgy,
Ref. 8: . . : .
is calculated by direct summation over the vortex lattice,
O, =Dy [1—exp—x/N)], (200  with expression15), which takes the influence of the struc-

wherex is the distance from the surface to the vortex. Whenture of the vortex cores into account, used for the figj(t)

the structure of the vortex cores is taken into account, ex9]c an individual vortex. For the functioBe{H) to be sub-

pression20) is no longer exact. However, if the distancis stituted into(19), we use the analytical expressi@®) from

greater than the size of the vortex cores, then the correctiorFsart | of this paper, which was derived under these same

to (20) will be negligible. Indeed, if expressiaib) is used conditions.

for the field of an isolated vortex and is substituted into the bt Qurzebz ':' Fig. CI2 COtI'TEISﬁOI’I(:]'S :]0 Ehe I”L‘Ct'tf‘eq(':)
more general formula for the vortex flux which is valid in Prain€d by Hao, Liengt al, = which aiso take the alore-

) mentioned factors into account. However, in contrast to our
our approach: . ; . .
calculations, in Ref. 11 the calculation of the electromagnetic
energy was simplified by changing the sum over the recipro-
cal vortex lattice to an integral.

Let us discuss the features of the behaviougfH) for
the case when the vortices execute small oscillations about
their equilibrium positions corresponding to the thermody-
namic equilibrium of the vortex lattice in an external fiéld
i.e., for the cas®(H)=B¢{(H). We shall use four versions
of the B¢((H) curves, corresponding to the field dependence
0of the equilibrium magnetization given in Part | of this paper.
These curves take into account the spatial distribution of the
order parameter parameter to varying degrees of accuracy.
Figure 2 shows the,(H) curves in reduced coordinates
(u, 1s normalized to 2/D, see(9), andH is normalized to

‘szq)o

1—2f bo(r)dzr} (21)



Low Temp. Phys. 27 (2), February 2001 Mamsurova et al. 123

[ 4
20 3
> b ,’/ 1
= =
| P Y
10 - s
/I_:'/‘
0 I | L | L |
g 6 0 0.05 0.10 0.15

FIG. 2. Normalized theoretical field dependence of the vibrational contribu- H

tion w, to the dynamic magnetic permeability for the case of a F|G, 3. Normalized field dependence of the vibrational contribufigrto
thermodynamic-equilibrium vortex lattidB(H) =Be((H) for different val-  the dynamic magnetic permeability for the initial region of magnetic fields.
ues ofBg(H) andB, : 1 — Beqcalculated according to formul@2) of Part The points are experimental, the curves are calculated for different values of

| of this paperB, calculated according to formuld9); 2 — BeqObtained in Beg(H) andB, (the numbers on the curves correspond to the numbers on the

Ref. 11, B, calculated according to formulil9); 3,4 — B, calculated ~ @nalogous curves in Fig)2
according to the Fetter formdfawith the exact and with an approximate

value ofH,4, respectively, an®, calculated according to formul®).

regard to both their behavior and their absolute value. A
criterion of good agreement is the numerical value of the
single adjustable parameter — the London penetration depth
of the magnetic field. The value obtainedTat 84 K, viz.,
N=+VNapA\c=0.85 um (which corresponds ta\,,=0.38
pm), although somewhat differeriby a factor of 1.4 from

the known bulk values of for YBaCuO single crystal¥’ is

in good agreement with the surface vald@én analogous

Curves3 and4 in Fig. 2 were calculated in the London
approximation. Here the functiorB¢(H) obtained by
Fettel? was usedsee formula17) of Part |), into which was
substituted either the exact value lgf,, including the en-
ergy of the vortex coresH ;= (Ink+0.5)/2« — curve3), or
else the approximation adopted in the London modtl,(

=Ko(1/k)I2k — curve4).
o( 1/r)/2k ) éesult is obtained at other temperatures.

As we see in Fig. 2, the results of the more accurat The diff i for th imati fth .
calculations ofw,(H) with allowance for the structure of the € dinerence I Tor the approximation ot e experi-
mentalw,(H) data by the calculated curv@sand4 is ~5%

vortex cores are indeed different from the corresponding re: he ai field | L H h di
sults obtained in the London approximation. It should be'" € given hiel mtgrva. loWever, .t € corresponding
noted that theu,(H) curvesl and3, like the magnetization analysis for the higher field region, in which taking the struc-

curves(see Part), completely coincide in the region of very ture of the VOteX COres into account leads _to a sgbstannal
low fields (H=<0.01H,,). This means that in the given field chan_ge in the fprm qf th%(H) curve, made it possible to
region, taking the energy of the vortex cores into account b btain more-reliable information about both the agreement of

using the exact expression feir., turns out to be completely he theoretical treatmgnt with the experimental data and

adequate for obtaining satisfactory results ggfH) even in about .the 'values oR n the near-surface I'aye'r. Such an

the London approximation. The difference between thesémalys'S will be the subject of further investigations.

curves at higher fields is due exclusively to the different

degre_e o_f accuracy of the description of the field at the centeL 5\ cLUSION

of an individual vortex. The good agreement of curteand

2 in Fig. 2 indicates that the computational simplification In this paper we have not addressed the question of why

made in Ref. 11, which leads to appreciable 0% or the experimental curves of,(H) obtained in increasing

more) changes irB.(H) (see Part)l, has practically no ef- magnetic field are described well by the theoretical curves

fect on the behavior of,(H). obtained for the case of thermodynamic equilibrium of the
Figure 3 shows the calculated curvesigf(H) in com-  vortex lattice:B=B.{H). Possible reasons for the strong

parison with the experimental data measured under condsuppression of the surface barrier for the entry of vortices in

tions of increasing magnetic field &t=84 K for a YBaCuO real YBaCuO samples have already been discussed in our

single crystal in the geometrylL c. The technique used to previous paper$/ and this matter is still in need of addi-

obtain the experimental curves pf,(H) is described in de- tional investigation.

tail in Ref. 4. We see that the experimental data gQ(H) The results obtained in the present study demonstrate the

are in good agreement with the calculated curresd3 in degree to which the inaccuracy of the London approximation
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The nonlinear motion of a 180° domain wall with two inequivalent sublattices in the field of a
sound wave propagating orthogonally to the plane of the domain wall is investigated. The
dependence of the drift velocity of the domain wall on the polarization and the parameters of the
sound wave is found. An analysis of the long-wavelength and short-wavelength
approximations is carried out. The conditions for drift of the stripe domain structure in ferrites
are determined. €2001 American Institute of Physic§DOI: 10.1063/1.1353703

At present there is steady interest in the study of the o .«
dynamical properties of large-scale magnetic inhomogene- L{1} =M§ —212— E(Vl)z—
ities (domain structures, domain walls, magnetic solitons, 2¢c
etc) in magnetically ordered crystals. An important place in v old—1i
these studies is occupied by questions of the interaction of — Uil + —rx Xzb (1)
magnetic inhomogeneities with the elastic stress fields cre- gMo 141y
ated by a sound wave? . . o

The magnetoelastic interaction, which couples the mag\_/vhere the dot over a variable denotes a time derivative,

2__ 2 2 . .
netic and elastic subsystems of a crystal, is responsible g 0_1/.2(M.1+M2)’ Mo ls ﬂ:\; \r/n%jljlzus. of r;[he guplattlce
the excitation of acoustic and domain oscillatidissound ~ Magnetization vectorsg=(gMoyad)/2 is the minimum

generation, reradiation, and scattering by moving domairpP!N-Wave phase velocity; apda are the homogeneous apd
walls*~"and, conversely, the vibrational and drift motion of mhomogeneous exc_hang_e interaction constants, respectively,
domain walls in the field of an external sound wa¥e!® g is the gyromagnetic ratig3, and 5, (8,>,>0) are the

The experiments of Refs. 11-13, in which sound actecffective rhombic anisotropy constantsy, is the elastic
directly on domains and domain walls, detected linear oscilStrain tensory is the magnetoelastic constant, and
lations and directed motion of 180° domain walls. It should IM;—M,)|
be noted that while the experimental studies have been done v= Y 2
mainly on iron garnets, practically all of the theoretical cal- L2
culations have been done for one-sublattice ferromagnetg a parameter of the dynamical model of the ferttahe
(with the exceptions of Ref. 1, which considered an antifer,gye of this parameters> (8/8)Y2~10"2-10"* serves as a
romagnet near the inversion point of the sublattices, and Regriterion of applicability of this model of the ferrite as an

10, where the object of study was a two-sublattice weakgffective ferromagnet with a fixed modulus of the resultant
ferromagnet magnetization vectoM =|M{=|M;+M,+ ...| (M; are

In the present paper we investigate theoretically the inthe sublattice magnetization vectprdhis representation,
fluence of an arbitrarily polarized sound wave on a 180°%yhich takes into account the strong exchange interaction be-
domain wall in ferrites with two inequivalent magnetic sub- yeen sublattices, is usually used in interpreting experiments

Bllg_ BZ

=12 Z22
2 2

lattices. on the dynamics of nonlinear excitations in ferrites. Near the
compensation point of the ferrite, where the moduli of the
MODEL AND EQUATIONS OF MOTION sublattice magnetization vectors are only slightly different

n(|M1—M2|<M1,2), the representation of the ferrite as an
arbitrary value of the wave vectdr is propagating in the effective ferromagnet becomes inadequate. If the parameter

direction perpendicular to a planar domain wall. We as:sumé’_tIS sma:I (V_t’ Ozh then ]Ehe dyrtl_?mlcal proptertleds of th.z fer;)l
that the sound wave is specified as an external field, ignorin i€ are close fo those ot an antiierromagnet and considerably
lifferent from the properties of ferromagnetic crystdis.

the back effect of the magnetic subsystem on the elastic su . .
system. Let us parametrize the vectbby the angle variableg

The nonlinear macroscopic dynamics of a ferrite with ande as
two inequivalent sublattices in the field of a sound wave can
be described on the basis of the Lagrangian derisfty,
represented in terms of the unit antiferromagnetism vdctor In terms of these variables we write the Lagrangian density
(12=1):14 of the ferrite(1) as

Suppose that an arbitrarily polarized sound wave with al

|, +il,=singexpip), |,=cose. 3)

1063-777X/2001/27(2)/5/$20.00 125 © 2001 American Institute of Physics
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o - o whereyo=+/a/B; is the thickness of the domain walR
L(6,0)=M3 — [ )%+ sir? 6(¢)?]— E[(V 6)? =+1 is the topological charge, ang=+1 is a parameter
2¢ describing the direction of rotation of the vectbrin the
B, B domain wall.
+sir? 0(Ve)?]— 7sin2 O sir? o— 7co§ 6 As we know, 180° domain walls separating domains
with opposite directions of the magnetization in a stripe do-
— y[sin 26(u,y COS@+ Uy, Sin @) + Uy, cOS ¢ main structure have opposite topological charBe3he ro-
tation of the vectot in the domain walls from-R to +R (or
+5Sin? 6(U,,COS @+ Uy, SiN 20+ Uy, i’ @) ] vice versa can occur either through the positive or through
the negative direction of th2 axis, depending on the param-
v — (1 cosa)] (4) eter p. Therefore, the neighboring domain walls in a stripe
g Mo domain structure with rotation of the vectan the XZ plane

correspond to valuds(y= =)= *R and to one of the two

and the dynamic drag function of the domain wall as values|,(y=0)=+p. In the presence of an external field

AMg., AMg - and a certain matching qf the signs qf the topplogical charges
= 2g ﬁ(ﬁ +@?sirt 9), (5  Rand parameters in adjacent domain walls in a weak fer-
romagnet, translational motion of the stripe domain structure
where\ is the Gilbert damping constant. as a whole can occdf.

The equations of motion for the angle variables of the  The solutions of the system of equations of motion
vector | with allowance for the relaxation terms have the (6),(7) will be sought using the formalism of the perturbation
form theory for soliton®**>~with the introduction of a collective

coordinate of the center of the domain wall(t). In this

d . . case the zero-order functiopg(¢), E=y—Y(t), describes
aVLsir 6(V )]~ 2 dt((’D Sir? 6) - B Siff ¢ sin¢ cose the motion of the unperturbed domain wall and has a struc-
_ _ ) ture analogous to the static solutié®). The higher-order
+ 9 sin? 6(u,,Sin 2¢— 2uy, COS 2p— Uyy Sin 2¢) functions 6,(&,t) and ¢, (&,t) (n=1,2,...) describe the
+5iN 20( Uy, Sin g — Uy, COS) ] mqtion of the perturbed domgin WaII' and _the excitation of
spin waves as a result of the interaction with a sound wave.
v A
— ——@sing= ——psirt 0, 6
gMg gMo @ ©
1 LINEAR OSCILLATIONS OF THE DOMAIN WALLS
a( ol o2 0| +sing cosd ( ~ (Vo) ) Suppose a monochromatic sound wave is propagating in
the direction perpendicular to the plane of the domain wall,
) ) _ u=Re{ugexdi(ky—wt)]}. The equations of the first order of
— B Si’ ¢+ By | — y[sin 26(u,,c0S ¢+ Uy, Sin 2¢ perturbation theory in powers of the amplitude of the sound
wave comprise a system of equations for the functions
+ Uyy SIMP @ — Uyy) +2 c0s 29(U,, COSp+ Uy, Sing) | 01(&,t) and ¢,(&,1):
v A 1 d2 o, d (£,1)
——psing=—— 6. (7) L+o+ — 0 des
gMO gMO wl d 2 wl l(é ) wi dt
If B1,B>>0, then the antiferromagnetism vectan the
homogeneous ground state is paral!el to Zhaxis, and two _ R S,V singgt k—exp{|[k(Y+§) ot]}
types of 180° domain walls can exist. We assume that the yow1
stable domain wall is that in which the vectois rotated in )
the plane of the domain wallZ, while the distribution of the X (U SiN o+ Uo; COS¢o), (10
magnetization is homogeneous along thexis. Such a do- )
main wall corresponds t8,>3,>0 and 8= 6,= 7/2 (Ref. [+ id_+ ol(£0)+ ®, d6,(&,0)
14), and the angle variable= ¢y(y) satisfies the equation w?dt? w2 dt) ™1 wi S odt
a@g— B1SiN@g COSPe=0. (8) R
. . - . . = (V1+w Vi)sineq, (1)
The solution of equatiof8) describing a static 180° domain yow1
wall and satisfying the boundary conditiopg(—)=0 and
@o(+) = has the form where w;=clyg=gMyVB16/2, w,=N6gMy/4, w,

=végMy/4 are the frequency characteristics of the ferrite,

go/=iRSin(,D =£R cosh‘ll k=k,=w/s is the wave vector of the sound wawe,ands
% yo 0 Yo P ’

Yo are the frequency and velocity of the wave, ame (8,

9 —B1) B
cos<po(y)=—Rtanhl, The Hermitian operator [=—y2d%/d&?+1—2/
Yo [cosH(&lyo)] has a set of known Vinterov functiorfs,(&)
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andf,(¢) and eigenvalues, and\,. We seek the solution The solution of equatiofil5) can be written as
of the system of first-order equation$0) and (11) in the
form of an expansion in the complete set of eigenfunctions

of the operatoi_, with the result Va(t)
7vk2y, _ my(KYo)?wwok
e1(& D)= 28, Re[Bi(&)exdi(kY-wt)]}, (12 2vB1(c—{w,—iw[1+k/(c—q)]}
R Uoy i pUo; .
k2 X | = - exdi(kY—ot)].
0,60 = L VOpaB (Hexdi(kY—w)]).  (13) Sin(mkyg/2)  costimkyj2) | &R (KY ~ b))
21
(16)
Here we have adopted the notation
vo| Yo _ It follows from (16) that in the approximation linear in
B1(§)= ool —[RUpD1(8) +ipuoxD2(§)]+bafu(6) |, the amplitude of the sound wave, the domain wall velocity in
(14) the ferrite isV1(t) ~ k~ v. Interestingly, in a weak ferromag-
y net in the linear approximation a transverse sound wave does
By(£)= — [ pUoD3(£) +iRUo,Da(£)] not excite oscillations of the domain wa.
™ The solution(16) can be used to find the domain wall
+b,f (&) +bsfo(€), displacemeny(t) over the period of the oscillations:
” Q(p.q)
Di(§)= \/Efﬁmdpfp(f) sinf{ yo(k—p)/2]’ B my(kyo)’w, Q1R Uy Q2pUo;,
° (t)= 2, 021 | sinh(wkyoi2) © Kyol2
2B1[Q2+Q3] L\ sinh(7kyo/2) ~ coshmkye/2)
” Q(p,q)
Dz(g)=JEf dpf,(é) — , o Q:RWx  QiplUg, )
o cosh myq(k—p)/2] Xsin(kY— wt) + SN 7Kyy/2)  cosh mkyo/2)
” Q(p,aq)(Ap—0q)
Da(é)= L f 9P oy ok p) 2] cogkY—wt) (17

Q(p,a)(Ap—Q)
sinf{ 7yo(k—p)/2]’

whereQ;= (0 —201); Q2= w(k+0—0;)— @qy. In par-
ticular, for yttrium iron garnet ¥Fe;O,, the average values

of the absolute magnitude of the displacement at a frequency
w~10° s71 for v=10"2 and 102 are 10" and 108 cm,

D,(6)=L | dpf(®

2RL U, (k,q) .
=T by=—i(\—Q)by,

1 7KYo respectively. The values obtained for the absolute magnitude
of the displacement are in good agreement with the results of
\ 2y0q RUOZ pinX Refs. 11 and 18.
3= (o—q)q+ Kk, | costimkyg/2) | sinh(7kyg/2) |

where Q(n,q) ={V\n[(\n= Q) (A= g+ 0) = kq]} 1, with
Nn=1+n%y5 (n=p,k), d=0qs+id,, q;=(w/®;)? andq,
=(wo,/w?); k= 6V*I4B;, we=B1gM,, andL is the length  NONLINEAR MOTION OF THE DOMAIN WALLS
of the crystal.
It follows from the solutiong12) and (13) that a sound Let us write the system of second-order equations for the
wave propagating in the direction perpendicular to the plandunctions 6,(¢,t) and ¢,(¢,t):
of rotation of the vectod in the domain wall will excite
localized and nonlocalized spin waves. These excitations are "
brought about only by transverse acoustic oscillations. oo kY ; _ ;
From Eq.(11) under the condition of vanishing ampli- 2 B1 eXLI(k(Y+ &) = wt) J61(Uoz SIn o
tude of the Goldstone motfewe obtain an equation for the

. . . 1 .
determining the domain wall velocity —Ugy COSQDO)—ZRyoﬁlﬁi singg+ —2(V1+er1)€01

wq

. lwk
Vi) +| oy = ——|Va(D) . . ,
q + 5 (Vat+ o, Va)singg+ @7 sin 2¢
. w
_ mrky) ook Rup  iplo, Yoo
— 2vBy(0—q) |[sinh(wkyo/2) coshkyy/2) o, 1 _
+— V01— —— Vi singg cosey, (18

xXexdi(kY—wt)]. (15 o ®1Yo
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. iky which corresponds to the frequency regior sk<100s™ 1.
(L+o)b=— Eexp[l (k(Y+§) —wt)] In this limit the expressions for the nonlinear mobility reduce
to
X[261Ugy+ ¢1(Ug, SiNgy— Ugy COS
[26, oy ®1(Ug, $o~ YUox ®0)] Mij(k):MO[A(k)+F(k)]a (24)
+ i(\'/ﬁ_ 0, V1) 0]+ 2Ryo 010} Sin g, where uo=708(yMg)%/4B1, and 7= my,g*/4w, is the
w? characteristic nonlinear domain wall mobility in a ferrite in

an alternating magnetic fiefd.

The structure of expressio(R4) reflects the circum-
stance that the nonlinear mobility in a ferrite is formed by
terms that can be interpreted as an antiferromagnetic compo-

(19 nentA(k) and a ferromagnetic componeftk). The func-

The solution, as for the system of first-order equationgions A(k) andF (k) depend importantly on the polarization
(10), (11), can be sought in the form of an expansion inof the sound wave, and for the corresponding mobilities from
eigenfunctions of the operatar However, we shall not give (23 are as follows: for,,
the complete solution of syste(h8), (19) here. Since we are (kyp)2[1 1 1
interested only in determining the domain wall velocity in A(k)=
the second order of perturbation theowg(t), it is sufficient

: w, , RO
+61@1S|n 2(,00__2 V1Q01+_V23|n(,00 .
] Yo

ko

o027 3mor D) 30/

for our purposes to find the coefficied§’ in the expansion 1 y0s (25)
2) 2) . F(k):_EU(CﬁLl)’
A& =Rel X [dP'p(8)+dPfo(&)]exdi(ky—wt)]
p for puyx
(20)
and equate it to zertf. When solutiong12)—(14) are taken A(k)= %, (k)= M, (26)
into account, the equation faf,(t) becomes d(o+1) 220(0+1)
V(1) + Vo= N+ N, exp2i ot) + N, exg —2iwt),  (21)  and foru,,
where k k
A(K) = TKYod2 , F(k)=—z YOQ2Q3, 27
Ik'y ikywy 20(0+1)? 4 o(o+1)
N=RpR J exdi(k(Y+¢)—wt)]
—wCOShf/yo whereqs= w?/(0?+ w?).
® It follows from expression$25)—(27) that the nonlinear
><Gf(g-t)(UoZSinwo—U0x005<Po)—V1—V 0% ' (&,1) domain wall mobility in a fernte obeygu;;j~ ~w?, and the
4 drift velocity obeysVy~k?, i.e., it is invariant with respect
2 1 . to the substitutionk— —Kk. Thus the direction of induced
-5 01(&,1) 07 (€,1)singg cOSpg— Z(Vl motion of the domain wall does not depend on the direction
of propagation of the sound wave. Sinkg,>q, and q;
w3 >KYo0s, the greatest effect is due to the nonlinear mobility
+ o V)1 (60— 5 1§, @7 (€,1)singg CoSeg yAK).

In the neighborhood of the compensation point of the
(22)  ferrite (in the formal limit v=0) the results of this study
should agre® with the corresponding results of Ref. 10 if
the Dzhyaloshinskiinteraction in the weak ferromagnet is
neglected. It should also be noted that in a weak
ferromagnel’ the easy axis is thi axis, while in a ferrite it

is the Z axis.

The character of the dependence of the drift velocity
(23) on the topological chargk of the domain wall and the
parametep suggests that drift of the stripe domain structure
formed by the 180° domain walls of the investigated struc-
Var= e K) (KUgy) 2+ Rp ey K) (KUgy) (KUg;) ture (8), (9) can occur. Drift of the domain walls occurs if the

2 sound wave is polarized along tixeor Z axis. In this case
k) (Kuoz)", 23 Vg is independent oR andp, and the domain wall motion is
where u;; (k) is the nonlinear mobility of a domain wall in therefore independent of the direction of rotation of the vec-
the field of an acoustic wave. Analysis of the rather awkwardor | in the neighboring domain walls. The drift of a domain
expressions fop;; (k) in the general case is difficult and not wall can also occur in the case when the sound wave is
very informative. It is better to examine the characteristicpolarized in theXZ plane. For this, however, it is necessary
limiting situations. to have a certain matching of the signs of the parameters

The most interesting of these from the standpoint of ex-R and p. The conditions for this matching are discussed in

periment is the long-wavelength approximatiokyg<1), Ref. 10.

(the asterisk * denotes the complex conjugate

The explicit form of the expressions fa¥,; and N,
which are similar to Eq(22), will not be needed, since in the
subsequent averaging of the solutions of equatl) the
terms containind\N; andN, vanish.

Integrating (21) and averaging over the period of the
oscillations, we obtain the solution for the drift velocity of a
domain wall in the field of a sound wave:
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(0/,): 10—4 ::](G)};responding frequency dependence for a weak ferromag-
0.01 2 4 6 8 10 In the short-wavelength approximatioky>1), which
- 0.01 corresponds to hypersonic frequencies 101° s~ 1, the non-
linear mobilities of a ferrite fall off ago™*:

Mu, (1 4 1
T §+_ hu2 g2
Ho T/ [(KYo)“—01]

/-Lxx_ 4 d2 —o (29)
ro 3T kygl(kygi-qu2 L e

and the magnitude of the effect in this case is inversely pro-
portional to the square of the frequency, in agreement with
Ref. 20.

As in the long-wavelength approximation, the main con-
tribution to the drift velocity comes from the off-diagonal
mobility u.,(k). The frequency dependence of the nonlinear
mobility u,,(k) in the short-wavelength approximation is
shown in Fig. 1b.

The authors thank A. L. Sukstansior a discussion of
the results of this study.
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UThere is a misprint in the corresponding expressions for the nonlinear
mobility in a weak ferromagnet in Ref. 10, and for that reason the expres-
sions for the functiong\(k) differ from those given above.
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By simultaneously taking into account the electric-dipole, magnetic-dipole, and inhomogeneous
exchange interactions, it is shown that the spectrum of propagating bulk magnons in a thin-

film tetragonal antiferromagnet with a center of antisymmetry can exhibit anomalies that do not
exist in either the model of an infinite magnet or in thin films of centrosymmetric
antiferromagnets. €001 American Institute of Physic§DOI: 10.1063/1.1353704

INTRODUCTION berg exchange, whereas all the calculations in Ref. 1 were
It was shown in Ref. 1 that in an infinite antiferromagnetdone without allowing for the effects of the inhomogeneous

the presence of a center of antisymmetry can lead to thfxchange interacFio(for that purpose it wa.s.assumed in Eq.
formation of a new class of nonexchange magnons — ele 3) and b'eyond.m Ref. 1 that the cond|t|qn=0 hglds,
trostatic spin waves. The physical mechanism responsible fd’?’herela is the inhomogeneous exchange interaction con-
the existence of this type of propagating spin excitations irPtan}-
an infinite magnetically ordered crystal is the indirect spin—  Therefore, our goal in the present paper is to determine
spin exchange through the long-range electric-dipole fieldthe necessary conditions under which the inhomogeneous ex-
As a result, in a tetragonal antiferromagnet with a center ofhange interaction will lead to the formation of previously
antisymmetry, for a certain geometry of the problem it be-uninvestigated anomalies in the spectrum of bulk spin-wave
comes possible to have simultanedusth the same wave excitations of a thin film of a tetragonal antiferromagnet with
numberk, and frequencyw) and independent propagation a center of antisymmetry but which are absent in the model
of nonexchange magnons of the magnetostatic and electrof an infinite crystal.
static types. Following Ref. 1, in what follows we shall analyze the

In addition, it follows from the results of Ref. 1 that in electric-dipole-active part of the magnon spectrum in the col-
the general case the dispersion relation of an electrostatihear phasel(0z) of a two-sublattice model of a tetragonal
spin wave depends substantially on the relationship betweegntiferromagnetfourfold axis @), limiting consideration the
the N,$| and Debye temperatures of the magnetically Ordereg~ Spin-wave propagation geometry that admits the indepen_
crystal. In particular, for a low-temperature antiferromagneigent existence of nonexchange magnons of the magnetostatic
(Ty<Tp), it is found that when the inte_ract?on of thg SPIN and electrostatic types.
subsystem of a real crystal and the lattice is taken into ac-  Thig paper consists of several sections. In Sec. 1, on the

count in a consistent way for magnetic crystals of the typg,,qjs of 4 calculation that simultaneously takes into account
under discussion, then in addition to the dipole mechanis e magnetic-dipole, electric-dipole, magnetoelastic, and in-
of spin—spin interaction there arises an indirect interaction o omogeneous exchange interactions in a thin-film magneto-
spins via the long-range field of quasistatic magnetoelastic ; . . .

. . . X électric antiferromagnet with a center of antisymmetry, we
deformations. Here it must be taken into account that in the

. . . Study the additionalin comparison with the zero-exchange
spin-wave spectrum of antiferromagnets there are simulta-

neously an exchange weakening of magnetic dipole effect%mpm)(irnmio'>I anomalie_s that arise ir_1 the spin dynami_cs on

and an exchange enhancement of the effects of the lineQcCOUNt Of the nonlocality of the Heisenberg mechanism of
magnon—phonon interaction. As a result, as was shown igPIn—spin interaction. Section 2 is devoted to an analysis of
Ref. 1, the dispersion curves of modes belonging to the Speé]_OW the structure of the solutions obtained is related to the
trum of bulk nonexchange electric-dipole-active magnonsShape of the wave-vector surface of the corresponding type
propagating along a thin film of an antiferromagnet magne-of normal spin-wave excitations of an infinite magnetoeleg-

toelectric can exhibit previously unknown anomalies kor ~ tric- In Sec. 3 we present the results of a study of the main
#0: 1) regions of the dispersion curve withv/dk, =0; 2) features that arise in the spectrum of bulk magnons as a

points of degeneracy of the dispersion curves for modes withesult of the change in the electrodynamic boundary condi-
indices » and p; 3) bunching points of the spectrum for tions on the surface of a thin-film magnetoelectric antiferro-

k, =0 andk, —o. magnet. An analysis of the influence of the acoustic retarda-

However, the construction of a consistent theoreticalion effect on the overall structure of the spectrum of bulk
model for the dynamics of a real magnetic crystal at temperarormal oscillations of a thin magnetoelectric film is pre-
tures below the magnetic ordering temperature is impossibleented in Sec. 4. The main conclusions drawn from the re-
without taking into account the nonlocal part of the Heisen-sults of this study are discussed in the Conclusion.

1063-777X/2001/27(2)/7/$20.00 130 © 2001 American Institute of Physics
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1. EFFECTS OF INHOMOGENEOUS EXCHANGE simultaneously taking the electric-dipole and Heisenberg
mechanisms of spin—spin exchange into account can lead to

~ As we have said, in an analysis of the dispersion relayhe formation of a minimum on the dispersion curvekat
tions (1.16 in Ref. 1, we neglected effects due to the |nho-7&0 for a mode with indexv in the spectrum of dipole—

mogeneous exchange interaction, for which purpose in Edgy change spin-wave excitations of a thin-film magnetoelec-
(1.18—(1.21) we formally took the limita—0. It follows tric with Ty>Tp

from (1.1 that in the case whem#0 (w/c—0, w/Cp, For a film of a low-temperature antiferromagnet with a
—0) relations(1.18—(1.21) can be written in the following center of antisymmetry, analysis of relatiof® and (4)

forr‘r;i:r T\>To with njjoz shows that even without the magnetoelectric interadfior
NT D mally this corresponds to taking the limjt—0), hybridiza-

e, kf tion of the elastostatic and Heisenberg mechanisms of spin—
Q4k ) =[R+* K+ kD] 1= &+ 5——F—|; spin interaction will lead to the following features in the bulk
wetki(lte,) ;) Magnon spectrum in comparison with the zero-exchange (
(@) —0) limit (1.20), (1.22): 1) the presence of two crossover
and withn||0x points of the dispersion curves of elastic—exchange spin-
5 2 wave excitations with indices andp (kfp); 2) the formation
Q%(k,) :[RJFSz(ki +1A)]| 1- &2+ §eL K ) : of two extrema of the dispersion cur¢e,(k, ), one of which
! ! K2e+k3(1+s, _ corresponds to a maximum, l&f ,, and the other to a mini-

(2)  mum, atk;,. In the zero-exchange limi&—0 there is a
limiting transition to the characteristic points of the spectra

, S, given by (1.20 and (1.2D: k, ,—k,,, k;,—, k,,—0,

Qo(k ) =[R,(k )+s7(ki+«%)] K=Ky -

Taking the electrostatic mechanism of nonlocal spin—

for Ty<Tp with n||0z

| 1- g2+ & ki . 3) spin interaction into account in addition to the elastostatic
K2e+k2(1+e,)) and Heisenberg mechanisms in turn leads to the appearance
] of additional anomalies in the spectrum of spin-wave excita-
and withn([0x tions in comparison with the limiting case of purely elastic—
93( k)=[R,(k,) +sz(kf + K,Z,)] exchang(_a magnons studied abtbive._, for y—0 the constant_ _
a#0). First, in those cases when in the zero-exchange limit
) 12N Kf (1.20, (1.2 the dispersion curve of a mode of bulk spin-
XN 1=+ 55— . (40 wave oscillations in the neighborhood of the short-wave-
kietrki(lte))

length bunching point corresponds to a wave of the back-

A joint analysis of relationg1.18—(1.21) and (1)—(4)  ward type ¢€,/dk, <0), taking the inhomogeneous ex-
shows that if the relationf),(k,)<Q,(k,) holds in the change interaction into account will lead to the formation of
neighborhood of a bunching pointj, or wg) for modes a minimum on the corresponding dispersion curve. Second,
with specified indices’ andp (v<p) in the zero-exchange it follows from (3) and (4) that for nl or for nLk, the
limit (1.18—(1.21), then, even for an infinitely small value of dispersion curves corresponding to modes of the magnon
the inhomogeneous exchange interaction constarit be-  spectrum with indices’ andp can have no crossover point
comes possible for the bunching point to vanish and for arer can have two or four of them. In particular, fiofl in the
additional crossing point of the dispersion curves to appear atase when the spectrum has four crossover poikgsk,
k, #0 for the mode<€,(k,) andQ ,(k,) given by relations  with k;<k; fori<j (i,j=1-4)), itiseasy to see that when
(1)—(4). If this condition does not hold in the neighborhood the electrostatic mechanism of spin—spin interaction is
of a given bunching point of the dispersion cur«dsl8-— neglected @_>o), one hak;—0, ky—k,,, ksﬁk:p- and
(1.22), then taking into account a nonzero valae-0 will ky— 0.
lead only to a vanishing of the bunching point(ty—(4). An analysis of relationgl)—(4) shows that for# 0 the

It follows from a comparison of Eq¢l), (2) and(1.18,  number of crossover points of the spectrum for modes with
(1.19 that in a high-temperature antiferromagnet with a cenindices v and p is always even I,,<4). With increasing
ter of antisymmetry, taking into account a nonzero value (Ki_Kg) and a#0 the value ofN,, can change only by
#0 will substantial alter the structure of the spectrum ofamounts that are multiples of two. In the final analysis, for
propagating bulk spin-wave excitations in comparison withjarge enough values of andp or a small enough thickness
(1.18, (1.19. In particular, forn|]l it becomes possible for d of the magnetic film, the corresponding dispersion curve
two crossing points(2,(k,,)=Q,(k,,) of the dispersion ) (k,) described by relationgl)—(4) will, for any value of
curves of the modes with the specified indicesindp to  the wave numberk, , be a wave of the forward type
appear fork, #0. It follows from (1) that both of these (40 ,/0k, >0) having neither inflection pointsitQ), /ok>
crossover points in the spectrum of the electric-dipole-active=0) nor crossover pointsN(,,,=0).
exchange spin-wave excitations of a high-temperature anti- |t is known from crystallograptythat in an analysis of
ferromagnet exist only when both the electric-dipole and thehe conditions of reflection and refraction of a bulk normal
inhomogeneous exchange mechanisms of spin—spin interagscillation at the boundary of a crystal, an important role is
tion are taken into accour.e., for 3/9&0 the constanix played by the shape of the refraction surface of that normal
#0). If, on the contrarynL |k, , then as follows from(2), oscillation. Thus the local geometry of the surface of wave
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vectors of the investigated bulk normal oscillations of anmaximum of the negative curvatutr dk/d6=0), then an
infinite crystal should also have a substantial effect on theanalysis shows that this will lead to the formation of a local
structure of the spectrum of bulk normal oscillations of aminimum for the corresponding, v, d, andk, on the dis-
crystal of finite size, since the spatial distribution of the am-persion curve of the bulk electric-dipole-active spin wave
plitude of the bulk modes is the result of the interference of(1)—(4).
the normal modes incident on and reflected from the bound- If one considers the sections of the curi®, (6) by
aries of the sample. For this reason in the next Section wstraight linesk,=const ork,=const, then an analysis of the
shall analyze the influence of the electric-dipole, elastostaticcommon points of such a straight line and the diffraction
and inhomogeneous exchange interactions on the shape sifirface(5), (6) can yield additional information about the
the refraction surface of normal spin-wave modes in an infistructure of the spectrum of the corresponding waveguide
nite magnet and the relation of its local geometry to themagnon for a specified wave number, frequencyw, and
aforementioned anomalies in the spectrum of bulk magnonsiode indexv (in this case, for curvegl)—(4)). In particular,
in a thin magnetoelectric film of a high-temperature or low-if the direction of the normah to the surface of the film in
temperature antiferromagnet. the plane of the wave vectoks ,k, corresponds to the easy
axis (n]|0z), then the number of common points of the
2. CONNECTION WITH THE SHAPE OF THE REFRACTION straight linek,=k, and the curve(5), (6) determines the
SURFACE mode indexv of the spectrum of bulk spin-wave oscillations
of the electric dipole type that can propagate along tke 0
Since the wave vector of the wave under study in relaaxis of the investigated magnetoelectric film of thickness
tions (1.9 and(1)—(4) lies in thexz plane, in order to solve with identical wave numbek, and frequencyw (i.e., cross-
the stated problem it is necessary to study the shape of @ver points. In this same geometry the presence of common
section of the isofrequency surface € const) of the inves- points of the curve5), (6) and the straight lind,= «, en-
tigated electric-dipole-active spin wavekrspace by a plane ables one to determine the possible wave numkersvith
kik, (or, in other words, the shape of the curve of intersecwhich the given type of waveguide magnon of fixed mode
tion of the isofrequency surface and the plaméth the aid  index » and frequencyw can propagate along a thin film of
of Eq. (1.9 under the conditionw/c—0, w/cyk|— for  thickness @ for the magnetoelectric under study. Since the
Tn>Tp or w/c—0, w/cy|k|—0 for Ty<Tp. The corre-  outer normal to the diffraction surface coincides with the

sponding expression can be written in the form direction of the group velocity of the wavea study of the
2 -1 local geometry of the section of the isofrequency surf&ge

Szkz:wz( 1- 82+ e, _wg_wrzne (6), as follows from a joint analysis of Eq$1)—(6),_ can
starf 0+ (1+¢)) establish the type of wavdorward or backwargthat is as-

sociated with the corresponding segmémetermined from

for Tn>To ®) (1)=(4) by the specifiedw, ,, andk,) of the dispersion
and curve of the waveguide magnon. In the case under study,
) —1 k e xz a bulk spin wave(1)—(4) propagating along the film
2K2= wz( 1- &2+ &e, _ wé (n||0z) will be a wave of the backward type if the projection

of the outer normal to the diffraction surface on the &Xis
— — _ — at the crossing point of this surface with the straight lige
o [, Cadsir? 49A11i00_52 0Az3—sin 20A13) =k, is of negative sign. If this projection is positive, then
me p[ A11Ags— A2 the corresponding wave for specifigg, , aqd x, will be
a forward wave; at a certain, # 0 this projection on the X

for Ty<Tp, (6)  axis can be equal to zero. Such a situation is observed when

22 o 212, 12 the dispersion curve of the modeof bulk oscillations trav-
(kgfk*=sirte, k*=k;+ky), eling along the surface of a film of thicknessl has an
KikEAik(kxEk cosd, k,=ksind) extremum'at a .frequlenay for th'is value of'the wave num-
berk, . This point will be a maximum or minimum, depend-

C ) ) ing on the sign of the local curvature of the cur&, (6) at
Analysis of the extremal points of the curves described bythis point.

expressiong5) and (6) and a comparison of these points

vv_|th the_ results of the foregoing analysis of the shape of th%_ EFFECTS DUE TO A CHANGE OF THE ELECTRODYNAMIC
dispersion curvegl)—(4) show that the presence of a local go NDARY CONDITIONS

maximum on the dispersion curve of the waveguide magnon

under study is due to the formation of a segment with maxi-  Up till now we have assumed that the electrostatic po-
mum negative curvature on the corresponding section of theential ¢ obeys the conditiorp=0 or de/d{=0 (1.15 on
diffraction surface of the normal spin wave of the same po-both surfaces of the investigated magnetoelectric film, de-
larization[(5), (6)] in the infinite crystal. The position of this pending on the relative orientation of the equilibrium antifer-
segment on the curv®), (6) in k space is determined by the romagnetism vectorand the normah to the surface of the
conditiondk/d6=0 and is uniquely related to the frequency film at {=*=d. This assumption allowed us to write the cor-
w, mode indexv, film thickness 21, and wave numbek, of  responding dispersion relation for the propagating bulk
the investigated waveguide magn@n—(4). If, on the other electric-dipole-active magnori$)—(4) in explicit form in the
hand, the refraction surfad®) has a segment with a local case when not only the conditions of pinning of the magnetic

starf 0+ (1+e,)

-
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moments(1.11) but also the conditions of completely inco- Tn<Tp,
herent mating1.14) hold on both boundaries of the film. If )
these electrodynamic conditions do not hold for a specified _ 202 2 , ¢ ]
geometry of the filmrelative orientation of the vectofsn, Wou(k) =[Ry(K ) +s5(KL+k))]| 1= €7+ & Puy
andk,), e.g., (12

=()" =+ i
g+ a,00l9(=0; (=*d @ wv,,(ki>=[RV<ki>+s2<kf+K%n%P

(but, as before, the boundary conditiofls1l) and (1.14) ’
hold at {=*d), then for calculating the spectrum of bulk dgy dgy
magnons one can use an approach developed previously in PWZKfJ dZSin(KVZ)f dtG(z,t)sin(«,t);
Refs. 3 and 4 in an analysis of the influence of the magnetic - ¢
dipole interaction on the spectrum of bulk exchange mag- dig dis
nons in a thin ferromagnetic film. For this purpose, in the PVpZKff dZSin(KpZ)f dtG(z,t)sin(«,t).
casek e xz (n||0z), with the aid of the Green’s function d ¢
Gl Analysis shows that if we set, =0 in (7), then it follows
' from (10) thatW,,,(k, ) =0, whileW,,(k,) =02?(k,), where
sin(ak, (t—d))sinn(ak, ({+d))/A, —ds/{<t, Qf(ki) is given by iI\Eé.(l) or (3), depending on the relation-
=1 . _ ship between the and Debye temperatures. Thus the
sinh(ak, (t+d))sint(ak, (f=d))/a,  t<{=<d, off-diagonal elements of the infinite matriw/,,(k,) (10)
(8)  can be treated as a perturbation with respect to the zeroth
approximation, which is governed by the diagonal elements

- - 2
A=ak, sin(2ak d), a=(1+e,)le of the infinite matrixW,,,(k, ):

we can use the equations of electrostatiosc(— 0) with the w?=W, (k) (13)
boundary conditior(7) to obtain a relation between the am- AL
plitude of the electrostatic potential and the amplitude of A comparison of relation$11), (12) and (1), (3) shows

the oscillation of thex component of the antiferromagnetism that in this zeroth approximation the structure of the spec-
vectorl, treating the spatial distribution of the latter along thetrum of bulk magnetic oscillations does not differ qualita-
normal to the surface of the film as a specified function. Thidively from that which was determined earlier by formulas
makes it possible, using), to eliminate the variables asso- (1) and (3) when, in addition to the boundary conditions
ciated with the electrostatic interaction from consideration in(1.11) and(1.14), the condition of two-sided metallic coating
(1.7) and (1.8) (w/c—0). Thus it is necessary to solve the (1.15 also holds for the magnetoelectric film under study.
corresponding boundary-value problem only with the ex-Then, however, for modes with indicesandp (v# p) the
change and elastic boundary conditions, which we, as beforepectrum will have no crossover point,,=W,,, since
assume to be specified by relatiofis11) and(1.14. Fol- ~ W,,#0 in (10). Carrying out the degenerate-level perturba-
lowing the procedure developed in Refs. 3 and 4, we seek thgon theory and taking relationd 1) and (12) into account,
solution of the given boundary condition-value problem inwe write the structure of the spectrum in the neighborhood of
the form of a series in eigenfunctions of the exchangea specific crossover point to second order of perturbation
boundary-value problem. In the cagkel14) we have theory as

, S (W, (k) — 0?) (W, (k) —w?)—W? (k,)=0,
L (r,t)=> A, sin(k,z)expiot—ik, x). (9) - JWap(ke) = w?) o(Ke)
" vFp. (14)

As a result, the corresponding dispersion relation describing A joint analysis of(11), (12), and(14) allows us to as-

in the electro- and elastostatic approximations the Spectrundme 'in particular, that if the dispersion curves for a forward
of bulk magnons in the investigated film of an antlferromag-(aQ /ok, >0) and a backwarda(, sk, <0) intersect at

net with a center of antisymmetry in the case xz, 0z the crossover point, then on account(d#) this degeneracy
and with the boundary conditiorid.13), (1.14, and(7) can s jifted, the dispersion curves move away from each other,

be written in the form of an infinite system of linear alge- 5nq instead of a crossover point there will be an extremum

braic equations for the unknown amplitudés: (3Q2,19k, =0) on each of the curves #t4); one of these
(W,,,(k,)— wZ)AV—WVp(kl)AﬁO: (10) extrema will correspond to a local maximuior the forward
wave (@€, /dk, >0) for W,,,=0 in (14)] and the other to a
vEp, v, p=12,..., local minimum of the dispersion curvdor the backward
wave (@,/dk, <0) for W,,=0 in (14)].
T>Th, It is straightforward to show that everything that we said

about the casa||l is also valid forn LI||k, (k, e xZ2), butin

the latter case, in order to have the spectiary),=0 and
W,,(k,)=Q2(k,) for a,—= (hereQ?(k,) is determined

by relation(2) for Ty>Tp or by (4) for Ty<Tp), it is nec-
essary that the Green'’s function used in the calculations have
the following form instead of8):

2
Ww<kl>=[R+s2<kf+K§>](1—52+ f—P) (11)

2
va(kl):[R‘FSZ(kf'F Klz/)] ; Pavp;
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G({) wim| 1o g4 e k2
coslak, (t—d))cosiak, ({+d))/A, —d<(<t, ek?+k3(1+e))
B cosiak, (t+d))cosiak, ({—d))/A, t={=d,
(15 x| 03+ KK + 0l
A=ak, sinh(2ak, d), a=e/(1l+¢g)). X<1_C44[k§(Af1_ 0?) +K2( A%~ wz)_zAkkka]H
pLAT— 0?)(A%— 0?) = AL]

(17

(k,=«,, for n|0z andk,=«, for n|Ox, v=1,2,...).
Thus, by taking into account the nonzero dynamic mag-

Up till now the dynamics of the thin-film magnetoelec- netoelastic interactiong(# 0) leads to the situation that in a
tric antiferromagnet under study has been analyzed with thi@w-temperature antiferromagnett>s, k, >w/c,) the
interaction of the spin and elastic subsystems of the lowspectrum of bulk phonon oscillations withe Xz is practi-
temperature antiferromagnetic crystal taken into accoungally unchanged in comparison witi6), whereas the spec-
only in the elastostatic approximation, i.e., @fcyk, —0, trum of dipole—exchange modes is not qualitatively different
while those of the high-temperature antiferromagnet ardrom that which was found above in the elastostatic limit
taken into account in the frozen lattice approximatiard, (3) and(4).
cprk, — 0. Meanwhile, the dispersion relatiofs.16), which The situation forTy>Tp (Con<s) is different? In that
simultaneously take into account the electric-dipole, magnecase, as follows front17), the dispersion relation for spin-
toelastic, and inhomogeneous exchange interactions, weave excitations hardly changés comparison with the
obtained for arbitrary values a@b/c,,. This gives us an op- caseB=0). As before, they are qualitatively similar t),
portunity to analyze the role of acoustic retardation effects in2), while the structure of the spectrum of bulk phononic
the formation of the structure of the spectrum of bulk normaloscillations polarized in the sagittal planez] of the crystal,
oscillations of a thin film of an antiferromagnet with a centerin contrast to(16), takes the following form:
of antisymmetry.

If we formally neglect the magnetoelastic interaction
[this corresponds to taking the limB—0 in (1.19], the
resulting dispersion relation for bottjl andn_LI|k, factor-
izes into two sets of noninteracting bulk modes correspondgikE“éiklmklkkim/p, Ciim=Cixim for i#k and i=k

4. INCLUSION OF ACOUSTIC RETARDATION EFFECTS

0*+Nyw?+N,=0 (k-n=«,); (18

Ny=Ag+Asz; Np=ApAg— Ay

ing to the following: =1, 2, 3, 6;Cus=Cas(1— 0% JQ%k,)). Here Q3(k,) is

1) exchange—electric—dipgle oscillations, the dispersiorgiven by relation(1) for n||l or by (2) for nLI|k, .
relation of which in this limit 8—0) is given by equations Analysis of Eq.(18) shows that in this approximation the
(1) for n|[l or (2) for nL1 (k e xz), regardless of the relation- elastic dynamics of a film of a high-temperature antiferro-
ship between the Mg and Debye temperatures; magnet with a center of antisymmetry can be studied using

2) purely phononic oscillations, the spectrum of whichthe concept of effective elastic constants, which is widely
for the chosen type of boudary conditiofis15 can be writ-  used in the study of the spectrum of phononic oscillations in

ten in the form infinite magnets or the dynamics of dislocations in magneti-
cally ordered crystals® However, in contrast to the previ-

) N; N;\2 12 ously investigated model of an infinite medium, in a thin

Qphv(ki):7i 2 “Nzf o v=12,..., (16 magnetoelectric film the spatial nonlocality of the elastic

constants can be due not only to the inhomogeneous ex-
No(K =A%+ A% No(K, )= A% A%~ A*2. phange interaction but to the electrlg-d!pole interaction, i.e.,
k)= A1t Agse Na(k)=ATAss= Al it exists even in the zero-exchange limit--0).

From a comparison of Eq€16) and (1), (2) it follows that Furthermore, by analyzing relatiqd7) we arrive at the

for v+ p the corresponding dispersion curves for the modegonclusion that foB+0, regardless of the relationship be-
of the spectrum of phonon and dipole—exchange excitation@€en the Nel and Debye temperatures, the degeneracy that

Qpn(k,) andQ (k. ) both for Ty>Tp, and forTy<Tp can existed between the spfact.ra of pyrely .phgnonic and dipole—
have crossing points fde, #0. If we go to an analysis of the €xchange magnon excitations f8=0 is lifted. Here the
more general cas®+0 (w/c#0) then, according t61.16 lifting of the degeneracy on account of the chosen boundary
independently of the relationship between theeNend De- ~ conditions (1.1, (1.14, and (1.15 occurs only in those

bye temperatures for the investigated model of a thin mag[nodes of Athe spectrum of bulk magnetoelastic oscillations
netoelectric film, both fon|[l and forn L 1|k, (ke xz) inthe  Which for B=0 had the same mode index At the same

electrostatic limit go/c—0) the spectrum of bulk magneto- time, the crossover points present on the dispersion curves of
elastic oscillations for whici,#0 and the lattice displace- theé magnon and phonon bulk oscillations #0 andk,

ment vecto lies in the sagittal planex@) can be written in ~ #0 and which correspond to modes with#p remain

the above notation as present foB#0.
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If, as in Sec. 3, we consider a situation involving arelation that generalized7) to the case of a finite propaga-
change in the character of the electrodynamic boundary cortion velocity of acoustic oscillationgboth for Ty>T and
ditions from (1.11) to (7), then forkexz, n||0z it can be for Ty<Tp) can be put in the form(14), in which now
shown with the aid of8) that the corresponding dispersion v=1,2,... :

Cad K (AL 0?) + K 33—w2>—2A13kLKV]H
P[(Afl_wz)(f\gs_wz)_/v{az]

2
vvw<kl>=(1—§2+%Pw) 04+ (K + 1)+ wfyel 1 : (19

& CadkZ (A1~ 02) + K5(A3— 0?) —2A 1K, K,
WVp(kl):;PVp -

1
pL(AT— 0?) (A%~ w?) — A%

w(2)+ Sz(kf + K,2,) + wﬁqe

,  VFp.

If we seta, =0 in (7), then it follows from(19) that been described previously in the physics of MSWs and are
W,,=0, whileW,,(k, ) is determined by the right-hand side called dipole gapssee, e.g., Ref.)3
of (17). Thus even in this case the off-diagonal eleménits
qf the.lnflmte determinant19) can be Freat.ed as a perturpa— CONCLUSION
tion with respect to the zeroth approximation that determines
the diagonal elements of the infinite matrix. In summary, for films of an antiferromagnet with a cen-
It should be noted that in all of the above cases of liftingter of antisymmetry we have determined the necessary con-
of the degeneracy at the crossing points of the dispersiolitions under which a consistent allowance for the linear
curves of bulk normal oscillations it is undoubtedly neces-magnetoelectric effect will give rise to previously unknown
sary to take the damping of the modes into account as welpnomalies in the spectrum of bulk magnons. For their exis-
The inclusion of this damping in the framework of the phe-tence it is fundamentally important to simultaneously take
nomenological theory used does not present any technicinto account not only the finite dimens,ions of the real sample
difficulties. A calculation shows that the correspondingPut also the relationship between theeNand Debye tem-
physical picture here is qualitatively the same as that whictPeratures. The present study has revealed the following fea-
was analyzed previously in an investigation of coupled bulkures of the bulk magnon spectrum which are due to hybrid-
magnetoelastic and exchange—magnetic-dipole oscillatiorigation of the magnetoelectric and inhomogeneous exchange
in a thin ferromagnetic filnf.We shall therefore only list the nteractions: - _ _
main points that bear on the influence of damping, is 1) the possibility that additional points withQ2,/dk,
the linewidth of the bulk normal mod& ,(k,)] on the be- —0 @tk #0 will appear on the dispersion curd,(k,)
havior of the dispersion curves of the bulk normal OSCiIIa_When the inhomogeneous exchange interaction is taken into

tions in the neighborhood of a crossover point. In rather thiclf"ccount' These points can correspond to a local maximum or

films with Ty>Tp (c>s) the bulk magnons will have a a local minimum of the dispersion curve;

it newih e t inge horon processes, whereas o 2 1% POl Ut o i magnetoseti . 2
Ty<Tp andc<s the bulk phonons will have a finite line- y ! §

. . . Heisenberg mechanisms of spin—spin interaction, crossover
width due to single-magnon processes. As the thickdexs g b P

. ints of the dispersion curves corresponding to modes with
the film Qecreases, the dep_endence of the spectrum of .nom%%iceslz andp in the spectrum of bulk normal oscillations
bulk oscillations on the excitation frequeneybecomes dis-

b bef h < d ¢ . q Qf,,(ki) can exist fork, #0;
crete, but as before there Is egeneracy o C?rta_“n MOUES 01 3) the presence of an interrelationship between the local
the spectrum of bulk normal oscillations with indicesand

) i eometry of the diffraction surface of the normal spin-wave
p. Then, agd decreases further, the investigated spectrum og

B e - . “oscillations of an infinite crystal and the structure of the
bulk oscillations of the magnetoelectric film begins to eXh'b'tspectrum of this type of waveguide oscillations in a thin film
fine structure: first, for the mode with fixed index as the

X _of the same material. The indicated correlation between the
wave numbeik, approaches the crossover point of the dis-shape of the diffraction surface of a normal wave, the struc-
persion curve of this mode with that of the mode with indexyre of the spectrum of waveguide oscillations and their type
p, there will be a substantial increase in the linewidth. If (forward or backward wavess undoubtedly realized for

there are several such crossover points for the modhen  gther types of normal oscillatioiphonons, excitons, ejof
its linewidth will oscillate as the wave number changes. Asan infinite crystal as well.

the film thicknesdd is decreased further, the degeneracy of  As we know, the existence of points in the dispersion
the spectra of the modes of bulk normal oscillations withrelation of the normal oscillation€ ,(k, ) at which one or
indicesv andp is lifted, and at the positions of theék¢ a  more components of the group velocity({,/dk,) equal
region of forbidden frequencies arises, within which thezero gives rise to features in the density of states of the
propagation of bulk normal oscillations with such values ofcorresponding type of quasiparticléa this case magnois

k, becomes impossible. Analogous forbidden frequency reSuch points are called critical points, and they are associated
gions brought about by the exchange—dipole interaction haveith the presence of features of the thermodynamic, kinetic,
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and optical properties of a crystal. The appearance of criticdlor crossover points of the dispersion curves calculated on
points is due to the symmetry properties of the cry&gin-  the basis of the boundary conditior{4.11), (1.14), and
metry critical point$.® Furthermore, there can also exist criti- (1.15.
cal points whose presence has nothing to do with the sym-
. .. *E il i
metry of the crystal. They are called dynamical critical ,EMall tarasen@host.dipt.donetsk ua
. 8 Ivsis of the existence conditions for critical From now on in citing the equations taken from Ref. 1 we shall use a dual
po!nts._ An analysis 0 Xl L > 1 numbering system; e.g., we shall refer to E8). of Ref. 1 as Eq(1.3).
points in the magnon spectrum was presented in Refs. 9 artr for a low-temperature antiferromagnet,>s, k, <w/cyy).
10, but up till now it has been carried out only for an infinite
crystal model. We have shown for the first time that the . o
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CI’yStalmedél qunamlcal CI’ItIC.alhpOIntS n thfe mafgnon spec SE. A. Turov and V. G. Shavrov, Usp. Fiz. Nadld0, 429 (1983 [Sov.
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The magnetization process of multilayered filp@o(30 A)/Si(5 A)/Gd(75 A)/Si(5 A)],, having a
ferrimagnetic ordering of the magnetic moments of the cobalt and gadolinium layers and a
compensation temperaturé;,m;~118 K is studied by magnetometric and magnetooptical
methods. A magnetic-field-induced spin-orientation transition from the collinear to the
noncollinear state is observed. The transition field is determined and +iemagnetic phase

diagram is constructed for the multilayered ferrimagnet Gd/Si/Co in the temperature

interval 5—140 K. The phase diagram is also calculated in the framework of molecular field
theory, and satisfactory agreement with the experimental results is obtained. The constant of the
antiferromagnetic exchange interaction between the cobalt and gadolinium layers is

established. ©2001 American Institute of Physic§DOI: 10.1063/1.1353705

INTRODUCTION ered structures to the noncollinear phase increase with
distance fromT ., (@s in two-sublattice ferrimagnetsbut
Among the various sorts of thin multilayered films that they are lower than the phase transition fields of ferrimag-
are intensively studied at the present time are structures cometic alloys of similar composition. In addition, the process
sisting of alternating layers of two different types of metals:by which the noncollinear phase arises in a finite REM/TM
a rare-earth metdREM) and a transition metdlTM). As a  |ayered structure depends on the type of the surface layer
result of the exchange interaction at the interface, the magREM or TM).# In such a structure one can observe a surface
netic moments of these layers are ordered antiparallel. Thegshase transition in fields at which the main part of the film is
structures therefore have properties similar to those of classtill found in the collinear phase. The penetration depth of
sical ferrimagnets, in particular, compensation of the magthe surface phase into the film can reach several periods of
netic moments and spin-orientation transitions under the inthe structurgseveral hundred angstroms
fluence of an external magnetic field. Artificially prepared  The properties of ferrimagnetic multilayered films turn
ferrimagnetic systems of this type have been studied fobut to be extremely sensitive to changes in their parameters,
Gd/Fe (Ref. 1) and Gd/Co(Ref. 2 films; because of their which on the whole are amenable to control. For example,
layered structure, these objects also have specific properti@arying the ratio of the thicknesses of the REM and TM
that are not shared by ordinary ferrimagnets. layers® changing the period of the structut@nd the inter-
The magnetization reversal process for multilayered fercalation of a nonmagnetic spacer between the magnetic
rimagnetic films was first described theoretically by Camleylayer$ lead to both a shift Of comp @nd a change i, .
and Tilley2 According to their model, in the absence of mag-  In this paper we present the results of research on the
netocrystalline anisotropy, an ideal REM/TM superlattice inmagnetization reversal of a film of the Gd/Si/Co type. The
an external field can have three main phase¢sa phase in  presence of the silicon spacer, on the one hand, weakens the
which the spins of the REM layers are parallel and the spingnterlayer exchange interaction at the interface and thereby
of the TM layers antiparallel to the fieltl (this phase is makes it possible for a noncollinear phase to exist over a
observed below the compensation temperalyg,); 2) the  wide interval of fields and temperatures accessible for study,
spins of the TM layers are parallel and those of the REMand, on the other hand, prevents the formation of GdCo com-
layers antiparallel toH (above T¢oyp); 3) @ noncollinear  pounds, which have specific magnetic properi@he main
phase, in which the spins of each atomic row in the metafoal of this study was to investigate the field-induced transi-
layers are at different angles to the direction of the externafions to the noncollinear phase and to construct khel
field. This last situation arises wheth is sufficient to over- magnetic phase diagram. The experimental data were ob-
come the antiferromagnetic interaction between layers. Cakained in magnetooptical studies, which are extremely sensi-
culations show that the fields, of the transition of the lay- tive to a change in the magnetic structure of the sample, and
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incidence of a He—Ne laser begmavelength 633 ninpar-

600 allel to the film. The angle of rotatio® of the plane of
polarization of the reflected light was measured as a function
500 of the strength of the external field. In the given geometry
the Kerr rotation of the plane of polarization is proportional
10 400 to the component of the magnetizatibhlying in the plane
o of the film and parallel to the plane of incidence of the light.
= 300 The sample was placed on a cold stage in vacuum inside a
superconducting solenoid.
200 The magnetization measurements were done on a Quan-
tum Design MPMS-5 SQUID magnetometer.
100 Figure 1 shows the temperature dependence of the spon-

taneous magnetizatioM ¢ measured on the SQUID magne-
0 50 100 150 200 tometer in an external fieItHzSOQ Oe. The vglues df/llS
T, K correspond to the volume occupied by materials having an
intrinsic magnetic momentCo and Gg. The results of the
FIG. 1. Temperature dependence of the spontaneous magnetization ofraeasurements attest to the preservation of antiferromagnetic
[Co(30 A)/Si(5 A)/Qd(75 A)/ISi(5 /3\)]2_0 film, measure_d in an exte_rnal field ordering of the magnetic moments of the Co and Gd layers at
il-sljh?aoga(l?:iiagg gggffdaefch perimental data points, the continuous cUVg, o iven thickness of the silicon interlayer. The experimen-
tal curve has a clear minimum at 118 K, due to the compen-
sation of the magnetic moments of the Gd and Co layers.
also by means of measurements of the magnetization on Bh€ nonzero minimum value of the magnetization may be
SQUID magnetometer. due to a slight inhomogeneity of the film or to the onset of a
noncollinear phase at~T.,qy, in a field H=500 Oe. In-
creasing the temperature from 5 K to the compensation tem-
perature leads to a rather rapid drop of the spontaneous mag-
A thin multilayer film of composition [Co(30A)/  netization. As the temperature is increased atT ;om, the
Si(5 A)/Gd(75 A)/Si(5A)],o was prepared by rf ion sputter- magnetization increases rapidly at first and then more and
ing on a glass substrate at a base pressure of iddir and a  more slowly, tending toward saturation.
working-gas(Ar) pressure of 10 torr. The deposition was The typical field dependence of the magnetizatiband
carried out at a temperature not over 100 °C. The rates dferr rotation® measured in the Gd/Si/Co film are shown in
deposition of Gd, Co, and Si, according to the results of &ig. 2. In low fields both curves exhibit a clear hysteresis
preliminary calibration, were 1, 0.4, and 0.3 A/s, respec{see insétdue to the formation of domains of opposite mag-
tively. The upper layer of the film was gadolinium. The film netization and the motion of domain walls. When a certain
had a silicon buffer layer and a silicon protective surfacevalue of the external field is reached tMg(H) and ®(H)
layer, each 200 A thick. curves exhibit a kink(indicated by arrows and the dashed
Magnetooptical studies were done using the longitudinaline in Figs. 2a and 2b, corresponding to a transition to a
Kerr effect. The magnetic field was oriented in the plane ofmoncollinear state. At this point there is an increase in the
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FIG. 2. Field dependence of the magnetizatianand Kerr rotation(b) at T=97 K. The kink on theM (H) and®(H) curves corresponds to the transition
to the noncollinear state. The insets show the low-fiditH) and®(H) curves on an expanded scale.



Low Temp. Phys. 27 (2), February 2001 Merenkov et al. 139

700 T T T T ) | I I I
T = 40 K /O’ I T : 40 K
O/O Ok
| - £
: . ‘ @/O/ E 2
] o e:
0009
500 00999 -
H;=10.9 kOe H,=10.9 kOe
1 : | |
) | | | o
T=60K -
c
O 500 |
| &
400 H, = 9.7 kOe
_6 I I | |
500 l l l I
T=97K
400
O]
200 H, = 3.6 kOe
I : l
300 -
O] 200
= 100
L H, = 3.2 kOe
1 1 . l l l l
0 5 10 15 20 10 15 30 _l

H, kOe H, kOe

FIG. 3. Field dependence of the magnetizafitait) and Kerr rotation(right) at different temperatures.

magnetic susceptibilitdM/dH (Fig. 28. As we see from  peraturesT=<Tgompand T>Tomp. At the same time, on the
Fig. 2, the transition to the noncollinear state is manifestedield dependence of the Kerr rotation the transition is clearly
significantly more clearly on the field dependence of the Kerfigentifiaple all the way up to 140 K.

rotation than on the field dependence of the magnetization.  £.o the results of the experiments we constructed the

To construct theH—T phase diagram of the film, we H-T phase diagram shown in Fig. 4. The data obtained from

measured the field dependence of the magnetization and Ketrhre magnetic and magnetooptical measurements are in satis-
rotation at different temperatures. Figure 3 shows the meaf- .
actory mutual agreement. In the interval 5<K<T,m,

suredM(H) and® (H) curves. As the film is heated, the kink : . .
due to the transition to the noncollinear phase is more anHwe field of the phase transition to the noncollinear state de-

more weakly manifested on the magnetization curve, and iff’€ases With increasing temperature, andTigf,;<T<140

the region above the compensation temperature it is né the transition field remains practically constant. In the
longer noticeable. With increasing temperature the values dieighborhood ofT ¢y, the determination oH; is compli-

the magnetic susceptibility in the collinear and noncollinearcated by the proximity of the phase-transition and coercive
phases approach each other, making it difficult to determingelds. As T—T,m, the coercive field increases, white;

the point of the phase transition on theH) curves at tem- decreases.
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Hco=AcocdM cos

Hea=NededM cat M cocdM co
x{exp(— yz)+exd — y(lga—2)1}, D

whereH -, andH g4 are the molecular fields acting on the Co
and Gd layersM , andM ¢4 are the magnetizations of these
layers,\ coco, Nadad: @NdAcqcqare the corresponding con-
stants of the molecular fieldy, is the damping coefficient of

the Co molecular field acting on the Gzljs the coordinate
along the normal to the surface of the Gd layer, bggds the
thickness of the Gd layer. The spontaneous magnetization of
the film is expressed in terms of the magnetizations of the
subsystems, the temperature dependence of which is given

1510

H, kOe

M by the Brillouin functionBg(x). However, in the temperature
1 1 1 L L Yo interval of interest to us, the partial magnetization of the
0 20 40 60 80 100 120 140 cobalt subsystem is practically constant, and so we can write

T, K

FIG. 4. The H-T phase diagram of gCo(30 A)/Si(5A)/Gd(75 A)/
Si(5 A1, film; O — the data obtained from the magnetization measure-

ments; ) — from magneto_optical measurements. The calculated depenwhere g4 is the Landefactor, Sgq IS the spin number of
dence is shown by the continuous curve. gadolinium,up is the Bohr magnetork is Boltzmann’s con-
stant, and; andl, are the reduced layer thicknesses, defined
as l1=lgg/(lcotley and lo=Ico/(Icotlgg, Where I,
=30 A andlg=75 A.
DISCUSSION In the actual calculations of the magnetization of the
gadolinium subsystem the exponential function(in was
As we know, the spontaneous magnetization of a ferriapproximated by a step function. We assumed that each Gd
magnet is found as the difference of the partial magnetizalayer consists ofi atomic layers separated from each other
tions of its constituent subsystems. In a multilayered film thedy & distancelgy. In each of the atomic layers the molecular
values and temperature dependence of these magnetizatidild is assumed constant, and as one goes from the interfaces
depend on the thickness of the magnetic components of tHgto the interior of a gadolinium layer it was assumed to
structure and the intralayer and interlayer exchange interaglecrease exponentially. The valne0 was assigned to the
tion constants. The field of the spin-orientation transition todtomic layers bordering the silicon spacers. Thus the magne-
the noncollinear state in a multilayered film at a specifiedtization of the gadolinium layers was given by the expression
temperature is also a function of the magnetizations of the
layers and these exchange constants. To construct the theo- Mg,=
retical H—T phase diagram we therefore calculated the tem-
perature dependence of the magnetization of the film. ANheren:IGd/de.

comparison of the calculated and experimental results for |, choosing the parameters in formuld3—(3) it is nec-

M(T) yielded the parameters needed to calculdte A ggsary 1o take the following considerations into account. It is
determination of the interlayer exchange interaction is €Sp&gnown that the structural state of metals in nonepitaxial thin
cially important for a film with a nonmagnetic spacer. The myjtilayered films can vary considerably. In particular, rare-
interaction suffers a considerable change that is hard to estgarth metals such as gadolinium have a tendency toward
mate analytically. amorphization. This leads to substantial changes in a number
To calculateM¢(T) we use the model proposed in Ref. of the properties of such materials, including the density and
7. According to this model the temperature dependence ahe parameters of the magnetic ordering. The structural and
the spontaneous magnetization of a multilayered film of thenagnetic properties of Gd/Si and Gd/Cu multilayered films
Gd/Co type can be calculated using molecular field theoryyith different layer thicknesses were studied in Ref. 8. The
with allowance for the inhomogeneity of the interlayer ex-technology used to prepare those films was the same as that
change interaction over the thickness of the REM layers. Itisised for the films studied here. According to electron mi-
assumed that the temperature dependence of the magnetizroscopy data, in Gd/Si films withgy<100 A the gado-
tion of the REM(Gd) layers is determined by both the in- linium is found in a non-single-phase state consisting of a set
trinsic exchange interaction and by the outside influence 0éf crystalline and amorphous phases with a substantial pre-
the TM (Co). At the same time, it is assumed that the Coponderance of the latter. The Curie temperaileof amor-
layers are found only in their own molecular figlsince the  phous gadolinium lies in the range 130-160 K, which is
intralayer exchange in the Co layers is much greater than theonsiderably lower thaif for bulk gadolinium. The Curie
interlayer exchange which determines the temperature de-temperature of gadolinium in the crystalline phase is 240—
pendence of the magnetization of the cobalt subsystem. Thi90 K. We investigated a film withyq="75 A. In light of the
we have results of Ref. 8, it is natural to assume that in this multilay-

M(T)=[1;Mgd0)Bs(gcdScausHaa/kT) —1,M CO(O)(|21)

n

1
> M(z)
=

n 3

()
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ered film the gadolinium is found predominantly in an amor-magnetization to deviate from the Brillouin function E@).
phous state. This assumption will be confirmed below in aThis explains the appreciable difference of the experimental
comparison of the calculated and experimental temperaturand calculated/4(T) curves at temperatures above the com-
dependence of the magnetization. The best agreement of tipensation temperature.
calculated and experimental temperature dependence is ob- It should be noted that the influence of the nonmagnetic
tained for Tc~130 K, which corresponds to the magnetic spacer on the properties of a Gd/Co multilayered film is
ordering temperature of amorphous gadolinium in thinmanifested primarily in a weakening of the exchange inter-
films 2 action between the layers of different metals. According to
To calculate the temperature dependence of the spontéhe data obtained for Gd/Co films not containing such a
neous magnetizatioM(T) of our multilayered film, we spacer, the value of the antiferromagnetic exchange interac-
need to know the mean interatomic distanmkg. We esti-  tion constani c,gqis around 1700.Thus the intercalation of

mate it using the formula a silicon spacer 5 A thick between the magnetic layers of the
film leads to a decrease of this constant by more than an
Ms(0) =1l19caScatsNea—12M co(0), (4 order of magnitude.

To calculate theHd-T phase diagram we used Motoka-
wa’s analytical method.This method does not require com-
plicated iterative calculations and enables one to determine
the field of the transition to the noncollinear phase for ferri-

’ magnetically ordered films with a broad spectrum of param-
~3.6 A. In this caseM g4(0)~1400 G. eters. According to Motokawa, the value of the critical field

~The damping coefficieny of the cobalt molecular field | 'is equal to the intermediate root of the cubic equation
in the gadolinium was determined for a series of Gd/Co films

(Igq/l co=2.5) with differentdperiods of the structutéabri-  (NiNjayaz)h®=[NiNj(ay—az) +Njay B,
cated by the same technoldgas for the film under study 2
and was found to have the value 0.16 A. ~MNjazB "= INiN; = Ni(ay = B)

The procedure for calculating the temperature depen-  —mN;(a,—B;1)]H+N;—mN;=0. 5
dence of the spontaneous magnetization amounted to varyi
the parametersd gygq and Acogq in order to find the most
satisfactory description of the experimenk&l(T) curve by
formulas(1)—(3). The continuous curve in Fig. 1 shows the *”*
results of the calculations foXgygq=440 and\ cog= 65. ers,
For these parameters the calculated curve has the best agrgg— M;d;/M;d;, h=Hd;/\;(di+d))M;,
ment with the experimental dependence. We note that this
value of Agggq COrresponds to a Curie temperatufe ~ @1=(Ni=1)(Ni+1)/6a;, ap,=(N;—1)(N;+1)/6a;m,
~130 K. The value obtained for the molecular field constant
of the gadoliniumh g4gqitself is in agreement with the data Bi=Ni(Ni=1)f2a;, - B=N;(N; = 1)i2a;m,
obtained for Gd/CoRef. 7) and Gd/Si(Ref. § films. At where a;=\;d;/\;(dj+d;), and a;=N\;;d;/\;(d;j+d;).
temperaturesT=<T,,, the calculated temperature depen-For T<T.y,the indexi denotes Gd angldenotes Co. The
dence of the spontaneous magnetizalbis in good agree- values ofM gy, Mco, ded, Agdad: @ndA ggco Used were the
ment with the experimentally determined temperature depersame as in the calculation ®fi4(T). The constant of the
dence My(T). At higher temperatures one observes ainternal molecule field of coball ¢, Was calculated from
substantial difference between the experimental and calcuhe Curie temperature of this metal {=1394 K) and was
lated data, probably because the temperature dependencefofind to be 12000. The distandg, between layers of cobalt
the magnetization of the gadolinium subsystem is no longeatoms was determined in accordance with the value of the
described by the Brillouin function. According to Ref. 8, in parameterc of the unit cell of hcp cobalt dc,=2.14 A
layers less than 100 A thick, gadolinium has an amorphous=0.5c).
crystalline structure with a substantial preponderance of the The necessary conditions for correctness of the calcula-
amorphous component. As we have said, in our multilayeredion by the Motokawa methotlyiz., H,/\;jM;<1, H.d;/
film the gadolinium is found mainly in the amorphous state.\;;M;d;<1, hold for our multilayered film in the entire tem-

At temperatures considerably below the Curie temperature gferature interval of interest to us here. Calculations show
amorphous gadoliniumT~ 130 K) the main contribution that the cubic term in Eq5) can be neglected.

to the magnetization of the gadolinium subsystem is from the  The continuous curve in Fig. 4 shows the calculated tem-
amorphous component, and the magnetization can be deerature dependence of the fields of transition to the noncol-
scribed by the corresponding Brillouin function. As the Curielinear state forT<T.,y,; the curve is in good agreement
temperature of amorphous gadolinium is approached, howwith the experimental values obtained from the magnetic and
ever, the contribution to the magnetization of the gadoliniummagnetooptical measurements. It should be noted that ac-
subsystem from the crystalline component, which has aording to the Camley model, in this temperature interval the
much higherT., becomes more and more noticeable. Ap-phase transition in the film with a gadolinium surface layer
parently, even in the region of the compensation temperaturghould occur at practically the same field at the surface and
(118 K) the contribution of the crystalline component to thein the interior of the film, since the surface noncollinear
magnetization causes the temperature dependence of tpbase arises in the film from the substrate side.

whereNgy=(1/dgg)° is the number of gadolinium atoms in
1 cn?. Substituting inta4) the valuegygy=2, Sgq= 7/2, and
Mco(0)=1400 G along with the valué,(0)=590 G ob-
tained experimentally for our film af=5 K, we find dgq

n
I-%]ere we have used the following notatidw:=1;/2d; is one-
half the number of atomic layers of meialCo or Gd in a
layer of thickness; with a distanced; between atomic lay-
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Using the parametensgygq and A gqco determined from  tude lower than the constaigycqs~1700 for Gd/Co multi-
the calculation oM(T), we obtained values dfl; in quan-  |ayered films not containing silicon layers. The lack of quan-
titative agreement with the experimental values. This contjtative agreement between the calculated and experimental
firms the applicability of the molecular field model for films curves ofM(T) andH,(T) for T>Teompis due to the non-
of the Gd/Co type containing a nonmagnetic spacer betweegingle-phase nature of the gadolinium in our multilayered
the magnetic layers. film.

Above T the calculated values dfi; (not shown in
Fig. 4) differ substantially from the experimental values; this _ . _
is because, as in the case of the temperature dependende™?! merenkov@iltkharkov.ua
M(T), we have not taken into account the influence of the———

crystalline component of the gadolinium in the calculations.
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A study is made of spin states localized on an antiferromagnetic impurity found on the surface

or in one of subsurface layers of a semi-infinite Heisenberg ferromagnet. Different

orientations of the surface relative to the axes of the crystal are considered. The energies and
eigenfunctions of the localized impurity states are found as functions of the parameters

of the problem. It is found that in the system considered there always exists a definite subsurface
layer in which it is energetically most favorable for the impurity to locate. The distance of

this layer from the surface is completely determined by the direction of the surface plane relative
to the axes of the magnetic lattice. 2001 American Institute of Physics.

[DOI: 10.1063/1.1353706

1. INTRODUCTION states are found using the computational method of Jacobian
. . ._matrices, which has been elaborated in detail in the field of
The properties of magnetically ordered crystals contain;

. o o : : lattice dynamic®~*®and which has been applied numerous
ing magnetic impurities are among the most interesting sub

g . ~9,14,15 i
jects in the theory of magnetist® Of particular interest is times to magnetically ordered systef8.**This method

; . . allows one to avoid the spin-wave approximation, which is
the case of a ferromagnet with an antiferromagngteM) : . .
unsuitable in the given case, and to solve the stated quantum-

impurity, since the question of the ground state of such a . . . _
) . : mechanical problem in terms of spin deviation operators.
system requires a separate analysis. A considerably number
of papers have been devoted to solving this problem in a@. DESCRIPTION OF THE MODEL AND THE HAMILTONIAN
infinite ferromagnet=’ As a result, it has been established OF THE SYSTEM
that the ground state in question is localized on an impurity  Let us consider a semi-infinite Heisenberg ferromagnet
and has an energy lying below the continuous spectrum ofvhose magnetic atoms have sf@s 1/2 and form a simple
excitations of the system. cubic lattice with a nearest-neighbor interaction. We assume
In a semi-infinite lattice the characteristics of the near-that the system has a free surface of the type 10) with
surface impurity states are governed by the properties of theifferent possible orientations of the surface plane relative to
surface and can differ substantially from the case of an imthe crystal axes=0,2,3 ... (see Fig. 1L Such a model of
purity found in the interior of the crystal. This circumstancethe surface can give clear results that can be straightfor-
leads, in particular, to dependence of the ground state energyardly generalized to the case of arbitréanpt only integey
of a semi-infinite ferromagnet with an AFM impurity on the values ofn.
position of the latter relative to the surface. An attempt to  In one of the sites of the magnetic lattice we place an
analyze this dependence for the simplest case, that@@®B  AFM impurity, which differs from the regular atoms in that
surface in a simple cubic lattice, was undertaken in Ref. 9it has a negative exchange interaction with the neighboring
However, the relations between the energies of the impuritgpins. We notésee Fig. 1that in the chosen model all of the
levels in that paper and the conclusions based on them cosurface planes with different values mfntersect along the
rectly describe the physics of the problem only in a certainaxis, and thepth subsurface layers parallel to them intersect
part of the investigated range of values of the exchange paxlong the axis (pz), wherep is the number of the layer
rameters. relative to the surface. Therefore, for further study it is con-
A natural property that can appreciably influence the feavenient to place the impurity at a site with coordinates
tures of the impurity states in a semi-infinite system is the(Op0), where it will be found in layer numbex; which is the
orientation of the surface plane relative to the crystal axes. Isame for the whole group of surfaces=0,1,2 . . .
this paper we investigate how the surface orientation affects  With allowance for the arguments made above, the
antiferromagnetic impurity states in a semi-infinite ferromag-Heisenberg Hamiltonian for the system under study has the
net. We analyze the impurity levels in the energy spectrurmiorm
of the system for arbitrary values of the exchange interaction

parameters. We pay particular attention to the question of the H=—| >} Sl S+ 000+ St (020 St (100
energetically most favorable position of the impurity relative m(my=nm)
to the surface. We determine the dependence of this position /
L ) ) : +(1=1 +Sop-1t+ +S_
on the direction of the surface plane in the magnetic lattice. ( )Si00)[Stop1) T Stop-1) F Stop+10+ S 1p0)
The energies and eigenfunctions of localized impurity +(1=650)S0p-10 T O(P—N)S1p0)]- (en]
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3. METHOD OF FINDING THE ENERGIES AND
EIGENFUNCTIONS OF THE LOCALIZED STATES

Since the method of Jacobian matrices has been set forth
in detail in a number of papef$1°~15in this Section it will
suffice to give a brief summary of the computational proce-
dure. The method used here is based on choosing, in one of
the subspaces of the operatddescribing the system under
study, a certain vectay, of a definite form. This vector is
used to construct a special cyclic subspace invariant with

respect to the operatdt:

%, Hgo, H%go, ... (4)

and gy is called the generating vector of the given cyclic
subspace. The method of successive orthogonalization of the
vectors(4) an orthonormalized basigy,} is constructed in

the cyclic subspacd €0,1,2 . . .). Thematrix operatoH in

this basis takes the Jacobian form:

0 X as b, 0O 0 0O

FIG. 1. Surface of the typen(=10) in a simple cubic lattice n(
=0,1,2...; thez axis is directed perpendicular to the plane of the figure H“ ,= 0 b1 a, b2 0 R (5)

HereS,, is the spin operator of a magnetic atom found in the

mth lattice site(the magnetic moment of the system is di- The enerav spectrum of the operakbin the chosen basis is
rected along the axis); 1>0 andl’ <0 are the integrals of imple (ngxrﬂds eneralei.e top cach enerav eigenvalue
the exchange interactions between the spins of the regular P 9 el.e., 1 gy €9

ere corresponds a single eigenfunctib(e), which can be

atoms and between the spin of the impurity and its nelgh—representeol in the form of an expansion in the bagis

bors; n=0,1,2 ... denotes the different directions of the
surface plane, and the indgx=0,1,2 . .. numbers the lay- *
ers parallel to the surface, including the surfadg; is the ‘I’(8)=M(8)2 Pi(e)g . (6)
Kronecker delta® (p—n) is the step function, defined as =0
1. x=0, Here wu(e) is a normalizing factor, andP|(¢) is an
O(x)= 2) Ith-degree polynomial im which satisfies the recurrence re-
0, x<O. lation
Since the Hamiltoniaril) commutes with the projec- biP s 1(e)=(s—a)P,(e)—b_1P, 1(¢) @

tion operator of the total spin of the system, the space of

eigenfunctions of the operatdt can be divided into sub- With the initial conditionsP_;(g)=0, Po(g)=1.

spaces characterized by definite val&sof this z projec- If there are localized states in the system which lie out-
tion. The eigenstate of the operatdrin which all of the side the continuous spectrum of eigenvalues of the operator
atomic spins are parallel to one another belongs to the sulld, then their energy is found from the equation

space with the maximum value &,=NS and has the en- P,(s)=0 ®)
ergy
The rate of convergence of the local solutions of equa-
— _1Q2[2N— _ _
Eo=—IS53N=(#+1)[5= G+ O(p—n1}, ®) tion (8) to the true values of the energies for0 depends

where =—1"/1, N is the number of atoms in the lattice. on the degree of localization of the state in question. Expres-
Below the eigenvector describing this state will be denotedions (6) and (8) are conveniently applied to states with a
by the symbol0), and the energ¥, will be chosen as the high degree of localization, since for them one can obtain
zero of energy for the system. results to good accuracy without going beyond sr(sfigle-

In the absence of impuritied(=1) or in the presence of digit) values ofl. It is just such a situation that arises in the
a ferromagnetic defect (>0) the vectol0) corresponds to problem of states localized at an AFM impurity with spin
the ground state of the ferromagrisee, e.g., Ref.)1Inthe = S=1/2 in a ferromagnetic crystal. In that case the spin de-
case of an AFM impurity with spiis=1/2 the ground state viations are well localized even in the first coordination
belongs to the subspace of single-particle excitations of thephere of the impurity:
system with values§;,=NS—1 (Refs. 1-4. In this state the It should also be noted that the described procedure for
spin deviations localized on the impurity and on the neigh-obtaining the energies and eigenfunctions of localized states
boring atoms are large, and so the spin-wave approximatiois based on the correct choice of the generating vegtolt
is unsuitable, and for solving the problem of the ground statés best to use fog, the vector that appears with the highest
of the systen{l) it is convenient to use the above-describedweight in the eigenfunctiof6) of the desired localized state.
method of Jacobian matrices. For the problem solved in this paper, the natural role of this
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vector is played by the state with the spin of the impurity
atom antiparallel to the direction of the magnetic moment of

T. G. Petrova
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the rest of the lattice. 0
-+
\\\+
A\ \4_
4. AFM IMPURITY STATES IN THE ENERGY SPECTRUM OF -2r AN \+
THE SYSTEM AN
N\ N

Using the computational method described in the previ- M *\
ous Section, we shall find the characteristics of localized 4k AN N
impurity states in the subspace of single-particle excitations _, AN "’\
of system(1). To do this, we construct the first two orthonor- ™% \ *\
malized basis vectors in the cyclic subspace of the operator ™ b *\
H—E, generated by the vectay [the energyE, is deter- 6+ AN "\
mined by expressiofB)]: A\ *\+

_ AN
9023(0p0)|0>’ \\ \+
_ _ \
0:=[5 80+ O (P~ S 0p1,+ Siop-1) -8 A
\
+S(-1p0) T Stop+ 10T (1~ 8p0) Si0p-19) I
\
+®(p—n)S(_lpo)]|0>, 9) 0 AN

where the operatds™ =S*—iS". L

With the aid of vectors(9), we obtain the first three
matrix elements of the Jacobian mat(l:

| |
Qo= — 2 N%pn b0:§77\/apn’
(10)
|
31:_§< n—5+ ?),
pn
@pn=5-8po+ O(p—N),
’ypn:4+ 5P0(1+ 5n0)+5p1—®(p—n+ 1)
-20(p—n—1)—0O(p—2n). (11

From the matrix element&l0) and (11), we construct the
polynomials P(e) to =2 inclusive using the recurrence
relation (7). The smallest root of the equatio®,(¢)=0
gives the energy of the local impurity level lying below the

energyE, and corresponding to the ground state of the sys

tem (1):

I Ypn
=— —{p(1+ap,)—5+ 2
€pn 4 7( apn) S @on

+\/[n(apn_1)+5_’ypn/apn]2+4772apn . (12

The eigenfunction of this state is determined from for-

mula (6) by substituting vectorg9) and the energy =¢,,
into it.

In each region of values of the paramete<l or 7
>1 the energies,, can be written in a convenient form for
study by expanding expressidh2) in powers ofz or 1/%:

apn 1+L_1>, 7]@1,
7 5_')’pnapn
8pn%_? -1
5—yyna
(I+ap)|1- —"5 g1
7(1+ap,)

13

FIG. 2. Ground-state energy of the systélpas a function of the parameter

n=—1'/1 for positions of the AFM impurity in the interior of the crystal
(p>n) ( ), in the plane of the surfacgp&0) (-X—X-), and in a
subsurface layer with indeg=n+ 5,5 (— — -.

We note that the leading terms of the expangit®) will be
minimum at the maximum value af,,, while the higher-
order terms will be minimum at the maximum value gy, .
For each fixed number both these conditions hold simulta-
neously in the casp=n+ §,g [see formula(11)]. Here the
impurity level has the lowest energy,; 5  n determined by
expression13) with apn=6 andy,,=3+ 61— 26n0.

It also follows from relationg11) and(13) that the high-
est energye,, belongs to the state in which the defect is
found in the plane of the surfac@€0, ag,=4+ Sn0, Yon
=5—5p0— 6,1). If the impurity is located in the interior of
the crystal p>n), then the energy, of the local level
(@pn=6, 7vpn=0) occupies an intermediate position
Ents,,.n<€,<&on- INthe solutiong13) obtained above, the
impurity will already become insensitive to the surface for
p=2(n+ d,0), where the equalitg,,= &, holds. The same
relation between the energies of the impurity states is ob-
tained directly from expressiofi2) at any valuen consid-
ered.

The relative position of the impurity levely, , ¢,, and
&n+s,,.n IN the energy spectrum of the systém as a func-
tion of the parameter; is shown schematically in Fig. 2
(states with other indicgslie between the levels showms
we see from Fig. 2 and formulad?2) and (13), all of the
energiess ,, behave in a similar way ag varies: they tend
toward the lower boundary of the continuous spectrum as
n—0 and split off ever farther from it ag— . However,
the distances in the spectrum of the system between the level
e, and different near-surface levels do not all have the same
dependence on the parametgrUsing expressionéll) and
(13), we easily find this distance in the cage n+ &,:
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p 5. DISCUSSION OF THE RESULTS
0 1 2 3 4 5
: The results obtained in Sec. 4 have a simple physical
-2.25 interpretation. It is clear that the state with the flipped spin of
the AFM impurity [the vectorg, in expressiong9)] has the
297 lowest energy when the defect has the maximum possible
number of nearest neighbors. In turn, a flip of the spin of an
2929 atom in the first coordination sphere of the impurjthe
=z vectorg; in (9)] becomes energetically more favorable when
s this atom is located on the surface of the system. Since the
© 276 eigenfunction(6) of a localized impurity state contains a su-
perposition of the vectorg, andg;,, the energy correspond-
-2.78 ing to it will be minimum when both of the conditions stated
above are satisfied simultaneously. In the investigated model
-2.80 of the system such a situation can arise for each specified
direction of the surface in a single case, which is realized
when the impurity is located in the subsurface layer with
-3.27 indexp=n+ 4, (see Fig. 1L Thus the position of the mini-
mum of the energies,,, shown in Fig. 3 is determined by
-3.29 the geometry of the semi-infinite magnetic lattice.
The relative depth of the minimum found,
-3.311 (2= &n+5,,.0)|€,| is small[see Fig. 3 and expressio(ts)

and (14)]. This is explained by the fact that the stajg
FIG. 3. Energies of AFM impurity states in a semi-infinite ferromagnet for responsible for its appearance enters into the functn
different directions of the surface plang€1): n=0 ( ), 1 (-x—  with a lower weight than does the vectgg and carriers a
X=)2(=V=V-)3( - )4(=~-9. comparatively smaller contribution to the energy of the local
levels. It is expected that as the ferromagnetic exchange in
the near-surface region of the system is weakened, the depth
of the minimum obtained here increases, since flips of the
e p<1, spins of the nearest neighbors of the impurity are easier in
57 27— 61+ 20n0 that region. Otherwise the relationship between the energies
€y Ent 0,0 | 1 (14 epn could change, and at a large enough value of the ex-
5431 0m=20m0), 7>1. change in the surface region the energetically most favorable
position for the impurity becomes one in the interior of the
We see from(14) that for »— o this distance tends toward a ¢rystal. Taking the next coordination spheres of the defect
certain positive value that does not dependmpnHere the  jnto account gives a negligible contribution to the energies
levelse, anden. 5 n in Fig. 2 run parallel to each other, ¢ and cannot appreciably affect their relative position in
maintaining their relative position fop<1. At the same Figs. 2 and 3.

3,3+ 8u— 280

time, as follows from(11) and(13), the differences,— ¢, The above analysis is easily generalized to the case of
increases with increasing in proportion to the value of this fractional values oh. Since all of the feature of the system
parameter. are concentrated in the(y) plane, it is sufficient to consider

The behavior of the energy, in Fig. 2 is in complete only the two-dimensional situation specified. Then the dis-
agreement with the results obtained previously in Refs. 6 ancance from the surface, which is specified by the relation
7 for an AFM impurity in an infinite ferromagnet. However m =cm, (c=n,/n,=>1 is an irreducible fractionp,,n,
the relative position of the levelsy, ande, in the region =1 are integens to the impurity, which has coordinates
n=<1 in this figure is fundamentally different from the analo- m§>cm{( , can be written as
gous relations presented in Ref. 9 for the particular case of

the surfacen=0. Apparently this difference is due to the r=a(m;—cm)(1+c?) 12 (15
insufficiently well thought-out choice of the zero of energy
in the spectrum of the semi-infinite system in Ref. 9. where a is the lattice constant. According to the physical

The influence of the orientation of the surface on AFM arguments presented above and in accordance with the ge-
impurity states in a semi-infinite ferromagnet can be trace@®metry of the system, the energetically most favorable posi-
particularly clearly in Fig. 3, which shows the numerical tion for the impurity is reached am)’,zmy, m,=m,—1 (see
dependence of the energ¥2) on the position of the impu- also Fig. 1. It follows from (15) that here the impurity is
rity in the lattice for different values of the numberWe see  found in a layer that lies at a distance from the surfagg
from Fig. 3 that for each fixed value ofthe maximum and =ac(1+c?) Y2 The distance between adjacent layers is
minimum energies ,, are reached for the same cages0 obtained from expressiofil5) for m§nx—m)’(ny= 1 and is
andp=n+ &,y as in the approximate expressiofi8). As  equal tor,=an, *(1+c?) Y2 Hence the index of the layer
the indexp increases, the energieg, grow, tending toward corresponding to the impurity level with the minimum en-
the limiting value e, and coinciding with it forp=2(n ergy is found ap=ry,/ro=ny, and agrees, fon,=1, n,

+ Sno) - =n with the result obtained in Sec. 4 for integer values
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The low-energy lattice modes are investigated above and below the temperature of the phase
transition from the trigonal to the monoclinic phase in K800,), by the Raman

scattering method. The Raman spectra exhibit anomalies at temperatures above the phase
transition to the monoclinic phasél 260 K) in the region of external oscillations of the
tetrahedral anion. Anomalous behavior of the dampgepf the soft mode is observed

in the temperature region 240—260 K. A model of the phase transition is discusse2D01©
American Institute of Physics[DOI: 10.1063/1.135371]0

INTRODUCTION modes over a wide range of temperatures. Particular atten-
tion has been devoted to temperatures near the ferroelastic

Experiments done on the trigonal crystals K800,),  phase transition from the trigonal to the monoclinic phase

and KFéMoQ,), have made it possible to propose a model(T;~260 K) and the temperature region 260—240 K.

for their ferroelastic phase transitions, which has been ex-

tended to the family of isostructural trigonal double molyb- \jeAsUREMENT TECHNIQUE

dates and tungstatésSecond-order phase transitions to the _ )

ferroelastic phases in these crystals are induced by the two- The studies were done on K&00,), single crystals of

dimensional irreducible representations(rg) of the point ~900d optical quality. The samples were cut out in the shape

k=(1/2)bs of the Brillouin zone of the trigonal pha§%§m1 of rectangular slabs _W|th typical dimensions ok%0x 1.5

(z=1) 2 Later experimental studies have yielded additional™™ the edges of which were parallel to #ieY, andZ axes,

data on the phase diagram of a number of crystals of thig\’hereZ”C3’ X||Cz, andY.LZ,X. . .

family. The results of x-ray structural studfesf the KSc- The Raman spectra were e>.<C|ted by argon laser radiation

(M0Oy), crystal at a temperature abo¥g~ 260 K (where at a wavelength of 488.0 nm with a power of 150 mW. The

T, is the temperature at which th@, axis vanishes in the light scattered by the sample at an angle of 90° was analyzed

. ; . by a Jobin Yvon U-1000 double monochromator and was
crysta) suggest another possible choice of initial space

L= -~ L recorded by means of a cooled photomultiplier and a photon
group, viz.,P3cl (z=2). This is indicated by the nonzero o niing circuit. The samples were placed in an optical

intensity of a number of reflections corresponding to thegysstat permitting measurement over a wide temperature
doubled value of the crystallographic cell parametein  jnteryal. The temperature was determined by a copper—
comparison witlP3m1l (z=1) and by the lower divergence Constantan thermocouple, the junction of which was placed
factor. Studies of the ESR spectra of a number of crystalgn the surface of the sample. The error in the determination
containing impurity Ct* have revealed features that were of the absolute value of the temperature was not over 1 K.
attributed to the observation of incommensurate phases atthe The spectra are represented in the standard notation
phase transition from the trigonal to the monoclinic ph‘é%e; k(ij)q, wherek andq are the directions of propagation of the
these features have also been observed in(M80,),. Fi- incident and scattered light, with the electric veaalongi
nally, at temperatures ne@i,~ 240 K, according to the data andj, respectively. The symboléZ, ZZ, etc. refer to com-

of optical studies;® KSo(MoO,), has a first-order phase ponents of the Raman scattering tensor.

transition, the nature of which has not been investigated. It is

assumetithat the phase transition @~ 240 K is due to a EXPERIMENTAL RESULTS

“switching” between theC2/c andC2/m monoclinic phases

with preservation of the preferred ax@. The Raman spectra of the trigonal phase of f&10,)

The vibrational spectrum of the K8doO,), crystal has at room temperature contains eight intense lines, the fre-
been investigated over a wide range of temperatures in @UeNcy position and polarization of which are similar to
number of studie$:® In the present study, with the goal of those given in Ref. 9. In accordance with a group-theoretic
elucidating the phase diagram of K&t0OQ,),, we have analysig for the trigonal cell with symmetr?3m1 (z=1),
done additional research on the Raman scattering spectrall of the predicted mode&,,+ 2E in the frequency region
with an analysis of the behavior of the low-energy phononcorresponding to the external vibrations are observed: the

1063-777X/2001/27(2)/5/$20.00 148 © 2001 American Institute of Physics
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FIG. 1. Temperature dependence of the light-scattering intensity in the ex- 250 S
perimental geometrX(Y2)Y at a frequency of 4 cimt. g
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translational vibration#\;; (161 cm ') andE, (154 cm *) 230 g
and the librational vibration (62 cm 1) of the tetrahedral =

anions MoQ . 290
To determine the temperature of the second-order phase
transition from the trigonal phase, we made observations of 210

the light-scattering intensities near the excitation line as the

temperature was lowered. A temperatiise= 259 K was ob- 190

tained by extrapolating the smooth curve and is identified as 180

the temperature of the second-order phase transition to the

low-symmetry phaséFig. 1). The weak increase in the scat- 170

tering intensity in the temperature region 259-261 K may be

due to a fluctuational contribution. 150
As we see in Fig. 2, in the spectrum with tA& com-

ponent of the scattering tens@he A, modes, in which only 130

one A,y mode (161 cm 1) should be observed, two addi-

tional low-intensity lines with frequencies of 62 and 120 90 f\

cm ! are observed abovE;. The line with the lower fre-

guency coincides, within the measurement error, with an in- 4,2 l I I A

tense line in theY Z spectrum, which corresponds to thg 180 1‘|1:0 100 hift 691 20

modes, and may appear in tiZ& spectra on account of requency shitt, cm

depolarization. The line at 120 cmis not a consequence of fig. 2. Temperature evolution of the Raman spectfarperimental geom-

depolarization, since there are no lines in this frequency reetry X(Z2)Y) in the temperature region 4.2—300 K. The spectral resolution

gion in the other polarizations. Its temperature behaffay. is 2 cm *.

2) shows that it is not due to two-particle processes either: it

is an “extra” line for the high-temperature phase of KSc-

(Mo0Q,), described by the space gro@3ml (z=1). of the lines by observing them all the way to the phase tran-
Below T,=259 K some new lines appear, two of which sition temperaturel ;. The temperature dependence of the

exhibit soft-mode behavior. Figures 2 and 3 show the evoluparametersA, (the ZZ component of the scattering tensor

tion of the spectra of the two soft modes, which are observedndBg (Y 2) of the soft modes in the monoclinic phase was

in the range 5—45 cm', and also “hard” lattice mode&fre-  determined in a damped-oscillator model; the results are

quency range 55-165 cm) over a wide interval of tem- shown in Fig. 5. The mod&y has an approximately linear

peratures including; andT,. trend of the broadening with increasing temperature, whereas
For a more precise determination of the parameters othe A; mode suffers substantial broadening ab®ye 240 K

the lines corresponding to the soft modes, we recorded th@ig. 5b. Above 240 K there is a large uncertainty in the

Raman spectra at frequencies below 45 ¢rtFig. 4 with a  determination of the parameters of tBg mode.

spectral resolution of 1 cit. This made it possible to re- Thus the observation of two soft modes indicates that an

duce the elastic-scattering contribution at low frequencie®scillation which is twofold degenerate in the high-

and to decrease the error of determination of the parametetemperature phase softensTat, attesting to a lowering of

il
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etry X(Y2)Y) in the temperature region 4.2—300 K. The spectral resolution ) )
is 2 cniL. FIG. 5. Temperature behavior of the frequencga) and half-widthI" (b) of

the lines corresponding to the soft modes: fyemode ©); the B; mode
(0).

the symmetry from trigonal to monoclini€2/c (z=2) or

C2/m (z=2). NearT,~ 240 K anomalous broadening of the pjscussion

soft modeA, is observed, with no noticeable jumps in the . -
position of the line or the appearance of new lines. Weak ~We assume that fof >300 K there is a phase transition
additional lines are observed in the Raman spectrum figar between two trigonal phaseB3ml« P3cl, which is at-

at frequencies in the region corresponding to the externdested to by the additional weak lines in the Raman spec-
vibrations. trum at temperatures aboVg. A second-order phase transi-
tion between these phases can occur at the point
k= (1/2)b; of the Brillouin zone ofP3m1 according to the
one-dimensional representations[ R,(A;) + R,(A,)] and

YZ 4 73[Ry (A1) —R,(A,)] (A, and A, are two types of Mo@
tetrahedral complexes, ari®, describes the rotation about

300K , the G axis).® The domains arising at this phase transition are
270 optically indistinguishable. For further discussion let us con-

sider the possible changes in the Raman spectra in the case
of a phase transitioP3ml«< P3cl.

A phase transition is accompanied by the displacement
of individual atoms from their equilibrium positions. If sym-
metry coordinates are constructed which transform according
to the parameters, (73) of the pointk=(1/2)bs of the
Brillouin zone of the trigonal phas®3m1l, then, as was

shown in Ref. 9, the distortion in the3c1 phase is a static
rotation of the tetrahedral anions MgOabout theC; axis.

The correlated antiphagm-phase rotations of the anions in
adjacent{K "MoO3 "} layers leads to a doubling of the vol-

25

20

25 T

250

245

240

230

220

200 ume of the trigonal cell and a lowering of the positional

ﬁg/s/
symmetry of the K and Sé" ions.

30 20 10 O 30 120 10 0 Such a phase transition can also be realized as an order—
Frequency shift, cm’ disorder transition. In that case the appearance of reflections

FIG. 4. Temperature behavior of the Raman spectra of the soft modes. Thlé brought about by the quasistatic distortions due to periodic

experimental geometrie&(Y 2)Y andX(Z2)Y. The spectral resolution is 1 JUMps of the anions between different equilibrium positions,
1

cm i, which should be accessible in the initial phase. In the case of

)

Intensity, arb. units
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TABLE I. Symmetry of the vibrational modes in different phases of the (K&©,), crystal.

tsh):amp??sg of gg:{gu?:] t;c?ne Symmetry of the external vibrations
Active
representaion
2 _1
P3m1 k = Ab, 21, T, 1, 21, 3t 31,
P3ct k=0 2A1U Alg A2u 2A20 3Eu 3Eg ‘[2
2A2 A A 24 3E 3E T
7 2u 1g 1 g " 3
C2/m k=0 ZAV A" BO 28" d(A!} + B_O) 3(Au + Bu) TS
2B B A 24 3A +B) 34 +B) T
" g u g u u g g 6
B E
C2/C k=0 230 " AO ZA" S(Ag + Bg) 3(A1/ + Bu) TS
2A A B 2B 34 +B) 34 +B) T
u g u qg u u q g 6

Note The Raman-active modes atgy, Eq, Ay, andB,.

rapid processes a relaxational mode should appear in theords, it is induced by the irreducible representatigof

scattering spectrum, but this has not been observed expethe pointk=0 of the P3cl phase. We note, first, that the

mentally. second-order ferroelastic phase transition from the trigonal to
When the Brillouin zone is turned, the spectrum of op-the monoclinic phase at the Brillouin zone center should be

tical vibrational excitations should acquire additional mOdeSaccompanied on|y by Sp]itting of the degenerﬁ@modes

An analysis shows that, as can be seen from Table I, regargmd should not lead to the appearance of new vibrational

less of which of the representations or 73 induces the modes(including soft modesin the Raman spectra. Second,

phase transitionP3ml (z=1)—P3cl (z=2), the same the second-order phase transitiom-3-2/m, at k=0 is
number of additional Raman-active vibrational modes Withstrictly forbidden, since the thermodynamic potential con-

symmetryA, 4+ 3E, can be observed in the spectrum of the strycted for the two-dimensional representatigrcontains a
external vibrations. The difference between the two cases igubic invariant(a continuous phase transition is possible
that in one case the antisymmetrig+ 374 excitations from only at an isolated point on the—T diagram at which the
the Brillouin zone boundary lie at the center of the new bandqqefficient of the cubic invariant passes through kero
while in the other it is the_symmetri¢3+ 375 excitations. Our present study of the Raman spectra of the dissym-
Thus in the case that the3cl phase is realized, an addi- metric phases of the K&#loO,), crystal with a high spec-
tional line should be observed in the Raman spectra with théral resolution (1 cm 1) shows that for 4.2 KT<T; the
ZZ component of the scattering teng@r,; mode. number of lines observed in the region of the external and
A study of the temperature dependence of the Ramafhternal vibrations is satisfactorily described by a primitive
spectra with theY’Z component of the scattering tensor es-cell containing two formula units, in agreement with the re-
tablished that, in contrast to the conclusions of Ref. 9, thesults of Ref. 9. Consequently, there are no grounds for as-
splitting of the E rotational vibration of the Mo§) tetra-  suming that the primitive cell of the monoclinic phase con-
hedron is 2.5 cm! (the frequencies of the corresponding tains four formula units.
lines are 70.5 and 73 cm at T=4.2 K; Fig. 3. As the
temperature is increased and approachgghe intensity of

the line at _frequency 55 c_rﬁ (which includesA4 and B P3cl (z=2) to the monoclinicC2/c (z=2) or C2/m (z
modes which are close in frequencgecreases. Such a —2) phase

change in intensity indicates that this line is associated with It has been proposédhat the second-order phase tran-

the Brillouin zone boundary of the3ml phase. This same g0 to the monoclinic phase is accompanied by a doubling
l'rf can also be observed in the high-temperature phas& the cell parameter. The appearance of two soft modes of
P3cl. Because of its low intensity and its frequency posi-gifferent symmetry below the critical temperatufe indi-
tion, it is masked by an intense lifBig. 3) belonging to the  cates that in the course of the second-order phase transition a
P3ml (z=1) and P3cl (z=2) phases. Apparently an twofold degenerate vibration at the Brillouin boundary loses
analogous situation is observed for the other additidal stability.” In other words, the active representations are the
modes of the crystal described by the symmé?3m1. If  two-dimensional representations and 74 (Ref. 10, which
the additionalA;; mode(120 cm 1) that is the parameter of are associated with the poikt=(1/2)b; at the Brillouin
the transitionP3ml«+ P3cl has a very low intensity, then boundary of the trigonal phage3ml (z=1).
one would expect that the three additiofig| modes arising The phase transition induced by the (7¢) representa-
at such a transition will have low intensity. tions to the same monoclinic phageg/c or C2/m is accom-

If, however, the parameterdoubles forT>T,, then the  panied by the displacement of the(&c) ions and correlated
phase transition to the monoclinic phase neaoccurs with-  rotations of the Mo@‘ tetrahedrd. The spectrum of external
out a change in the volume of the primitive cell. In other vibrations should contain/&;+ 3By modes, which are “in-

Thus the phas@§m1 (z=1) should represent the “pro-
totype phase” for the phase transition from the trigonal
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herited” from the trigonal phasepgml; Arg—Ay, Ay with the various components of the elastic strain tefisdre

—Bg, 2E3—2(Ay+By). In addition, one expects the ap- temperature dependence of the spontaneous strain is propor-
pearance of additional modes that have come in from th&onal to the square of the order parameter, and far figm
Brillouin zone boundary. As we see from Table I, in the these quantities are different in the different monoclinic
transition to theC2/c or C2/m phase, different numerical Phases. Therefore, the phase transit@ftic— C2/m should
relationships of the\; and B, modes can be realized in the be accompanied by a jump in the strain.
Raman spectra. At the transition to different monoclinic ~ As the temperature is lowered ¥, one of the phases
phases one also expects a different frequency position of tH@ecomes unfavorable. In this case the broadening of the line
additional lines in the Raman spectrum, including those oforresponding to the soft mode; may be due to the pres-
the soft modes, since they originate from different vibra-ence of energetically different soft modes corresponding to
tional branches at the Brillouin zone boundésge Table)l  the two phases, bot@2/c and C2/m.
As we see in Figs. 2 and 3, at temperatufesT>T,
the additional lines of the spectrum have low intensity and artCONCLUSION
appreciable half-width and are masked by the wings of the . . e
intense lines of the trigonal phase. ThereforeT at 240 K We_ have proposed a phase diagram in whichRBenl .
we were unable to observe the change in the frequency p(p_hase is regarded .a.s the paraphase, gn.d the thermodynamic
sition of the modes that have come in from the Brillouin Path for the transition to the monoclinic phase RScl
boundary. However, an anomalous broadening of the soffz=2)«P3ml (z=1)«C2/c or C2/m (z=2). The phase
modeA (Figs. 4 and bis observed in this region, and in our that was observed in Refs. 4 and 5 from the ESR spectra near
view this reflects a change in state of the crystal in the vi-260 K may arises as a result of the interaction of the different
cinity of 240 K and may be due to a phase transition betwee@rder parameters, which transform according to irreducible
two monoclinic modifications. Let us discuss the possiblerepresentations of the poit=(1/2)b; of the Brillouin of
nature of this broadening. the “prototype phase”(space groupP3ml) — the one-
Optical studies of KS@¢MoOy,), in polarized light have dimensionalr, (or 73) and the two-dimensionak (or 7¢). It
shown that at temperatures beldw~ 260 K, bulk samples is assumed that near 240 K the crystals go from an inhomo-
are nonuniformly darkened, and only below a temperaturggeneous phase to one of the monoclinic phases.
T,~240 K can one positively observe orientational twins in In closing the authors thank N. F. Kharchenko for inter-
them. The kinetics of formation of the domain structures inest in this study and for a helpful discussion of the results.
perfect thin slabs, as was shown in Ref. 3, also singles out
the temperature regioff,<T<T; as being one in which «g_mnail: nesterenko@ilt.kharkov.ua
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The optical functions of layered indium bromide single crystals are determined by the
Kramers—Kronig technique using the polarized reflection spectra measured in the 2—30 eV region
at liquid helium temperature. The spectra and the corresponding optical functions are found

to exhibit strong anisotropy due to features of the group-theoretic selection rules and the crystal
structure of indium bromide. The results are interpreted in comparison with the known

optical properties and energy-band parameters of isoelectronic and isostrictuedhtion to

InBr) semiconductors. The origin of the principal structures of the spectra which are

important for determining the quantitative parameters of the energy-band structure of InBr is
identified. © 2001 American Institute of Physic§DOI: 10.1063/1.1353711

INTRODUCTION tions and with allowance for the polarization configuration.

The comparatively recently synthesized layered crystals

of indium monobromide, like other members of the group-Ii L. PROCEDURES FOR THE CALCULATIONS AND
. o . . _EXPERIMENT

metal halides, are promising materials for optoelectronics,
particularly for the infrared region, and this has motivated  The complex of fundamental optical constarifanc-
intensive research on these materials in recent years. Ations) calculated from the experimental reflection spectra
though the reflection, absorption, and emission spectra af@(E) includes the following: the reat; and imaginarye,
usually studied in a comparatively narrow energy intervalparts of the dielectric function; the effective number of va-
near the fundamental absorption edgéthe results attest to lence electrondNg(E) involved in the transitions up to a
a strong dichroism due to the anisotropic crystalline orderdefinite value of the energy; the effective dielectric function
ing. The spectra of this compound, like the spectra of alkali<.¢; the characteristic loss for bulk plasmons —dm'; the
halide crystals, have a pronounced excitonic character. It haabsorption coefficienk and refractive index; the function
been found, however, that the principal structures of thes,E2, which is proportional to the reduced density of states
spectra are markedly different in structure, character, andnder the condition that the oscillator strengths are equal to
temperature behavior from the spectra of the isostructuralnity.
and isoelectronic single crystatsTll and Inl. Among the optical constants, the regl and imaginary

Since no results of calculations of the energy-band diae, parts of the dielectric function have a special status. This
gram of indium bromide have yet been published, it is reais because their spectra, like those of the reflectivity, can be
sonable to use an alternative way of studying the electronimeasured over a wider energy interval than can the other
structure of this compound, viz., to determine the spectrabptical functions, such as, e.g, the refractive indear the
distribution of the optical constants employing radiation inabsorption coefficienk. In addition, the energies of the re-
the energy range under study and using different polarizaflection peaks and of the imaginary part of the dielectric
tions of the probe radiation over a wide temperature intervalfunction are commonly associated with the energies of the

The goal of the present study was to determine thenterband or excitonic transitions.
mechanism and character of the optical transitions in indium  For finding the optical functions we used a proven tech-
bromide single crystals. For this it was necessary to obtaimique based on well-known formula$.Extrapolation to the
reliable energy curves of the optical functions, working fromunmeasurable region in a calculation of the phase integral
the experimental reflection spectra and using the Kramers¢he details are set forth in Refs. 7 angl\8as done using
Kronig technique. The use of the known data on the opticapower-law functions, the parameters of which were obtained
properties and band diagrams of the isostructural IlI-VIIfrom the solutions of the determinant boundary conditions in
compounds makes it possible to do an initial identification ofthe transparency region, where the phaég)=0.
the principal structures of the spectra both from a topological ~ The initial material was synthesized at a temperature of
and from polarization and crystal-chemical points of view.~340 °C in the reaction of metallic indium of certified qual-
Once the energy-band diagram of indium bromide is estabity and liquid bromine, with an excess of metal to prevent the
lished, it will become possible to make a rigorous compari-formation of tribromide. Single crystals were grown from the
son of the oscillators of the optical transitions with the cal-melt by the Bridgman method after repeated purification;
culated matrix elements for various irreducible representathey were easily cleaved in one definite direction, and the

1063-777X/2001/27(2)/5/$20.00 153 © 2001 American Institute of Physics



154 Low Temp. Phys. 27 (2), February 2001 Kolin’ko et al.

- a
0.4}
xR
o
0.3}
0.2
0 30
FIG. 1. Polarized reflection spectra of InBr single crystals at liquid helium . b
temperature. 14L i

mirror surfaces of the samples did not require additional
treatment. X-ray monitoring, which confirmed the space 10
group of the InBr crystals[Q%), showed that the cleavage
plane was perpendicular to theaxis.

In the range 2.5-30 eV the spectra were measured on aw 6
Seya Numioka spectrometer for three angles of incidence,
8°, 12°, and 16°, and the data obtained were averaged using
a special algorithm. The energy of the synchrotron radiation 2}
was 600 MeV, and the degree of polarization was 87%. In
the 2—6 eV region the values of the reflection coefficient
were also measured on the apparatus based on an SF-4 spec
trophotometer. The spectra were recorded at liquid-helium

and room temperatures. FIG. 2. Polarized spectra of the reg| (a) and imaginary, (b) parts of the
dielectric function of InBr single crystals.

InBr LHeT

|
10 15 20 25 30

(=]
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2. RESULTS AND DISCUSSION FOR THE CALCULATIONS

The initial data used to calculate the fundamental opticahccompanied by a thermal decomposition of excitons; this
functions were the low-temperature polarized reflection specattests to the influence of the phonon subsystem on the inter-
tra of InBr illustrated in Fig. 1. band electronic transitions, and the presence of excitons in

The plastic properties of this compound make it difficult the high-energy region is a criterion of a strong electron—
to obtain high-quality surfaces and samples on the whole fophonon interaction.
investigation of theE|b geometry. The absolute values of To determine the correspondence between the measured
the reflectivity were obtained with the use of a germaniumspectrum and the interband energy intervals, we calculated
single crystal. the reale, and imaginary, parts of the dielectric function,

On the whole, both spectra display a complex, densevhich are shown in Fig. 2; they establish a direct connection
structure consisting of a large number of peaks, especially ibetween the microscopic and macroscopic characteristics of
the region below 15 eV, after which the reflectivity tends tothe crystals. The extrema ef correlate with the maxima of
decrease. The trend of tH&(E) curve in this range is dis- the reflectivity without any noticeable shift. However, be-
rupted by two minima, near 4.6 and 7.5 eV. tween the spectra of the functions obtained for different po-

In the long-wavelength region one observes a rathelarizations of the radiation a pronounced dichroism is ob-
good analogy with the spectra obtained in other studiiése ~ served across nearly the entire energy interval of the
first excitonic peak for the polarizatioB|c, observed near radiation, and not only near the fundamental absorption
2.33 eV, is accompanied by a rather weak repetition at 2.34dge. In addition, we note that for both polarizations one can
eV (n=2) 2 At this energy mark for the polarizatidilaone  discern more than ten oscillators in the region below 15 eV,
observes a rather weak shape. A rather weak peak is alsghereas in the high-energy region the peaks in the spectra of
observed in this polarization &= 2.48 eV, while forE|cno  the dielectric function are very weakly manifested.
feature of any kind is seen. The next significant maximum in ~ The change in sign o, in the region 6.3-6.7 eV is
the spectra for both polarizations is at 3.22 eV. Outside thisndicative of possible collective effects. The excitation of
region excitonic transitions do not play an important role,plasma oscillations in this region is confirmed by the pres-
except for the region near 19.7 eV, where tleekcitation  ence of maxima in the characteristic energy loss spectra
of the cation core is manifested. (—Im{1/e}) near 7 eV in Fig. 3. The weakly manifestated

When the sample is warmed to room temperature onsatructure associated with the main plasmons in the region
observes a strong change in the shape ofR(E) spectra, 13-14 eV is masked by interband transitions of ttseva-
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FIG. 3. Characteristic energy loss spectrum of indium bromide single crys- E eV

tals.
FIG. 4. Spectra of the effective number of valence electrons of InBr.

lence electrons of the halogen and thé dlectrons of the
metal core, and no structure of any kind is seen in this regiotural and isoelectronic compounds indium iodide and thal-
on theR(E) spectra. The level of these excitations, accorddium iodide and in view of the fact that the valence complex
ing to the photoelectron spectroscopy dtare localized of indium bromide consists of ten bands rather than five, as
(relative to the top of the valence bantkar 14 and 17 eV, was stated in Ref. 10, we can give the following explanation
respectively, and merge into a single wide§ eV) band, for the observed features. The first three steps are due to
unlike the case of single-crystal indium iodide, in which thetransitions from the two highest valence bands, which are
the corresponding maxima are energetically localiZethe  formed by thep, and p, orbitals of the halogen and the
doublet structure of an excitonic character in the 20 eV reorbitals of indium. We note that the absence of the first step
gion (Fig. 1), which is due to transitions of theddelectrons in the spectrum of for the polarizationE|/a is evidence
of the indium core, makes for further broaderlihgf the that the lowest direct transition is forbidden for it. The step
plasmon peak. The existence of two types of plasmons ithat extends from=5 eV to ~6.5 eV reflects the contribu-
explained by the division of the valence electrons into twotion of the next four bands of anionic character, formed by
groups, formed separately by the and o electrons; the thep,, p,, andp, orbitals of bromine. The participation of
degree of this division is determined by the anisotropy of thehe cation states in them is insignificant, and it is in the
crystal lattice. Two types of energetically divided plasmonsregion of these bands of the spectrum of indium bromide that
have been observed previously for layered compounds, in thiae largest structural difference from the spectra of indium
spectra of the optical functions of grapHteand molybde- iodide should be exhibited. Unfortunately, at present it is
num dichalcogenide¥. impossible to verify this, since no studies of the reflection

Of course, measurement of the characteristic energgpectra of Inl in such a wide energy interval has yet been
losses in transmission would be preferable in this situatiomeported. Strictly speaking, it is these electrons, which create
and would allow one, on the one hand, to divorce them fromm bonds and which are present in the region of the first
the conditions of the surface of this somewhat hygroscopiplasmon in numbers of from 4 to 5.5, depending on the po-
compound and, on the other hand, to determine more prdarization, that are involved in the creation of the long-
cisely the excitations with energies exceeding 15 eV. wavelength plasmons. The fifth step, which starts~at.3

We note that, although for solids with a large dielectriceV, is formed by two bands originating from tipg and p,
constant one often observes a change in the sequence abitals of bromine and thgorbitals of indium. The last step
peaks of the characteristic electron energy loss fun¢gan, near the 15 eV mark reflects the start of the transitions of the
for thallium iondidé®), across the entire energy region heres electrons of the halogen, which form a quasi-core disper-
the maxima ofe;, €5, and —Im{1/e} are arranged in the sionless band in orthorhombic crystals of group-lll metal
same sequence as in alkali-halide compounds. The shift béalides. The values dfls in the region of the plasmons of
tween the maxima of the characteristic energy loss peaks artle second type in indium bromide crystals indicates that
the maxima of the imaginary part of the dielectric function only the valence electrons participate in their excitation.
£,, Which determine the value of the longitudinal-transverse  In the case of polarizatioB|a a smaller number of steps
splitting of the transitions, amounts to 0.1-0.4 eV. is observed, and their energy positions are different; this is

The dynamics of the involvement of valence electrons inbecause the selection rules for optical transitions give a
phototransitions is illustrated in Fig. 4 by the energy depensmaller number of oscillators.
dence of the effective number of valence electrbiRg, the The curves in Fig. 5, like thdlg; curves, were obtained
values of which were obtained from a calculation for onein a calculation of the spectral dependence of the effective
formula unit. Analysis of the curve for the polarizati@ic ~ value of the static dielectric functios.; characterizing the
indicates the existence of six steps in the spectrum. On thpolarization of the electron shells. The spectrega(E) can
basis of the results of a photoelectron spectroscopype divided somewhat arbitrarily into two parts. The first,
study*®*+®and energy-band calculatiddg®of the isostruc-  extending to 9 eV, is characterized by a rapid growth of the



156 Low Temp. Phys. 27 (2), February 2001 Kolin’ko et al.

K
8r 2.0
6 1.5F
5
w
4L 1.0r
o 0.5F
| 1 | | 1
0 5 10 15 20 25 30 0
E, eV E, eV
FIG. 5. Polarized spectra of the effective dielectric function of indium bro- n
mide. 4.5
function. The second part, from 9 eV to the end of the mea- 3.5r
surement region is much flatter. This behavior of the curve
suggests that the main contribution to the distributig#( E) o5l

is from interband transitions with energies below 9 eV, i.e.,
transitions involving the filling of all of the valence electron
states except for the most tightly bound dlectrons of bro- 1
mine. We note that the valence electrons are exhausted only
toward the end of the measurement range, wher&thee)

curve reaches saturation. 0.5 1 L ! L I
According to the definition, the value of the dielectric 0 S) 10 15 20 25 30
function at large wavelengths;,, should be equal to its E, eV

value at high energies. For our case the value &fin the ) ] o ]
FIG. 6. Polarized energy curves of the absorption coefficient of InBr single

h_lgh_energy region 1s typ_|cally _Sma”er than in the dl_sper_crystals(a) and their refractive indexb) at liquid helium temperature.
sionless transparency region; this reflects the substantial con-

tribution of the long-wavelength IR oscillators for a pre-

dominantly ionic type of bonding. The peaks of the indirectof the real part of the dielectric functiosy (see Fig. 2 at
excitonic transition E;=2.129 eV}, which are due to these energies.

momentum-conserving phonons, have been observed in a Although the positions of the maxima in the spectra of
study of the absorption spectra of indium brom?c@n the  the refractive index and of the imaginary part of the dielec-
other hand, the integral parameteg; for the polarization  tric function are approximately the same, the maxima of
Efc has a value of 6.91, while that fdE||la is 5.89. The n(E) are shifted to longer wavelengths in comparison with
difference between them is due to the difference, dictated b}he corresponding maxima in the reflection spectiR(E);

the selection rules, in the total number of oscillators anchjs shift increases with increasing energy and can reach 0.5
oscillator strengths. We note that the refractive indicdsr gy,

these polarizations are-2.9 and~2.5, respectively. The The data on the energy distribution of the interband
good correlation between the valugs.¢ andn is evidence  combined density of states,E? in Fig. 7 can serve as a
that the covalent contribution to the chemical bonding is stilltouchstone for evaluating the results of future calculations of
significant. the band diagram of InBr. With the energy eigenvalE¢k)

The strong anisotropy of the crystal structure is reflectecbbtained from such a calculation one can solve the inverse
in the dichroic spectra of the absorption coefficierand the  problem, and after the corresponding integration in recipro-
refractive indexn in Figs. 6a and 6b. The peaks in the spec-cal space, find the distribution of the reduced density of
tra of x tend to be shifted to higher frequencies in compari-statesJ(E) (which is equivalent to calculating, with a
son with the corresponding peaks in the spectra of the imagconstant matrix elemenht comparison of which with the
nary part of the dielectric function, and this tendencyspectrum of €,E? determined by the Kramers—Kronig
becomes increasingly pronounced as the wavelength denethod will be a rather rigorous test of the correctness of the

creases. calculation of the dispersion of the energy bands.
The refractive index takes on its maximum values in the

energy interval from 3 to 5 eV. We note that in two regions
of the spectrum(near 6.5 eV and in the wide region 9-14
eV) the values oh are smaller than the values of the absorp-  As a result of a calculation by the Kramers—Kronig tech-
tion coefficient; this is accompanied by a change in the sigmique we have determined the optical functions of layered

CONCLUSION
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for calculation and a deeper understanding of the electronic
structure of indium bromide.
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On the appearance of an orthogonal component of the spontaneous polarization
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The appearance of an orthogonal component of the spontaneous polarization in the absence of
signs of ferroelectricity does not violate the Curie—Neumann principle. These components

are formed during the growth of a linear pyroelectric and are inherent to it always, but their values
are several orders of magnitude smaller than the spontaneous polarization along the

preferred polar axis. The low-temperature appearance of the components is due solely to a
feature of the mechanism of their pyroelectricity — disordering of the charged structural units in
asymmetric potential wells. @001 American Institute of Physic$DOI: 10.1063/1.1353712

INTRODUCTION Li,SO;-H,0 (LSM) single crystdl its adherence to the

. o . ~ Curie—=Neumann principle must be based on some other ar-
The Curie—Neumann principle — the generalized prin-gyments.

ciple of mutual correspondence of the crystalline forms
(symmetry, the properti.es of the crystal, and its reaction tQEXPERIMENTAL RESULTS AND DISCUSSION
an action — is obeyed in crystals with a preferred polar axis
(linear pyroelectrics on account of the obvious hemimor- It is commonly assumed that the LSM single crystal be-
phism(difference of crystalline formsat the “+” and * —”  longs to the point group 2 at room temperature; the crystal-
ends of this axigthe Neumann principle In certain nonpo- lographic axisY is associated with the polar axis and the
lar crystals upon a change in temperat(aescalar actiona  Orthogonal axesX and Z are assigned in a left-handed
spontaneous polarizatioriferroelectric phase transitipn arrangement.in this notation we shall analyze the data of
arises in the unit cell of the crystal, but owing to the antipar-Ref. 6, which have been refined somewhat from the original
allel electrical twinning(domain structurethe crystal re- €xperimental material. Figure 1a, b, and ¢ shows the results
mains macroscopically nonpoléhe Curie principlg, main-  of the measurements of the pyrocoefficientg’(T)
taining its previous crystalline form(the Neumann =¢Psi/dT of high-quality samples of the left enantiomorph
principle). When an electric field is imposegector action, of the LSM single crystal along the three crystallographic
orienting the elementary dipoles in a single direction, theXes: It is easy to see that the pyrocoefficieyfi(T) is two.
crystal become macroscopically poldne Curie principlg ~ ©OF three orders of magnitude grgater than the pyrocoefficients
demonstrating appreciable hemimorphisithe Neumann along t,h?X and Z axes. For this reason the procedure of
principle).> The appearance of a polar component on changdétermining the temperature dependence »gi(T) and
ing temperature(ferroelectricity in a previously nonpolar 2(T) involves the subtraction from the experimentally de-
matrix or orthogonal to an existing polarization correspondgermined functions ¥ (T) Imeas@nd[ ¥, (T) Jmeasthe projec-
precisely to the Curie—Neumann principle. A number of ex-tions of »(T) on theX andZ axes due to the error in the cut
perimental facts have now been accumulated concerning tH the samples. The projection has an order of magnitude
appearance of an orthogonal component of the spontaneoﬁsllo_zﬁl(r-r)' and 'tf exact value{r IS determ(lrned from the
polarizationPg;(T) in the polar matrix of linear pyroelectrics ratios [ (T)Imead vy(T) and [yZ(T)]Weaijy(T) at T
at low temperatures. This phenomenon, which has been obz—(,180 K, WDere the properocontrlbutlons qu.(T) and
served in oxygen-free crystals AsS; (Ref. 2, sulfates 7Z(T) _to [VX(T)]m‘?aS and [71.(1—)]”’83.5’ respectn/_ely,. are
LiKSO, (Refs. 3 and % selenates NkHSeQ, (Ref. 5, and vrinlshmgl_y small in comparison with the prOJe_ctlon of
crystal hydrates LSO,-H,O (Ref. 6, is apparently quite 'yy(T)(; This forced procedure allows one to determyéT)
general, which would justify its repeated discussion. and ¥ (T) with acceptable error only fof <150 K. o
The studies listed above detected the onset both of a ALT=15 _K tthe_v alue of the zpontaneous polarization
ferroelectric orthogonal compon@nt and of a component along theY axis is |Pg,|=4.4x 10°° Clen? (Ref. 8. The
that does not manifest the typical signs of ferroelecfiigy:  values|Ps|=3x10"*° C/cn? and |Py,|=2x 10" *° C/cn?
distinct phase transition, peaks of the dielectric and pyroeleccalculated forT=1.5 K by integrating the functiong;(T)
tric anomalies, domain structure, etc. Thus, while the resultgnd y;(T) over temperature are four orders of magnitude
of the experiments of Refs. 2-5 can be explained by prosmaller thanPs,|. The component®, and Py, do not ex-
ceeding from the arguments of Ref. 1, in the case of théiibit any signs of electrical twinnin@ferroelectric domains
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15 used the Ising model in the mean field approximatidim
a this approximation we calculated the dependence of the pri-
T 10 |- mary pyrocoefficienty?(T) for the structural elements that
~ order in a double-well potential with an energy gapr)
= Sr (difference in the well depthsthe elements having a dipole
Y momentp that makes an angle @f or &, to the direction of
é—’ 0 L 5'0 : 1ON : 150 the spontaneous polarization of the matfixin minimum 1
T T,K or 2, respectively, and a differen&between their binding
2 -5F '. energies with the crystalline skeleton in positions 1 and 2:
%> 10 ’ . Y?(T)=7"(T)=Np(cost; —Cc0s¢,)
bl In?[(1—w)/w
~15 | y [( )/w] e
80 T b bIn[(1—w)/w]+[(bw—a)/w(1l—w)]
Tg where
1S I 1[87
o a=—|—-p(cosé&;—cosé,)[Npcosé,=Pg(T=0K)]+ S|,
o 40
! 8w
= b= 2 —Np(cost; — cost,)?,
. 3Kg
L x
T . T=(bw—a)/In[(bw—a)/w],
. , l
0 2T00K 400 w(T)=[1+exp — 8(t)/kgT)] L,
v ] ¢ 5(T)=ks[a—bw(t)],
‘T'E kg is Boltzmann’s constanty(T) is the probability of occu-
o pation of position 1w=1 atT=0 andw=0.5 atT—; N
o 20 is the number of ordering elements per unit volume. If it
‘-'T’ were possible to determine the valuesaocand b from the
= P microscopic quantitied, N, p, &1, &>, S andPg, then one
- could obtain the temperature dependen€€T)=y’(T) in
b; explicit form. Unfortunately, the experimental determination
[ . L . l of the values of this set of quantities is extremely difficult.
0 200 400 Therefore, for a comparison of the theory with experiment
T, K we assumed thah= N p(cost;—cost,)=const and treated

FIG. 1. Temperature dependence of the pyrocoefficients op&Qyi H,O andb as E_ldJUStable parameters. Itis easy to ConCIUde_from an
single crystal along the crystallographic ae&a), X (b), andZ (c): experi- ~ €xamination of Fig. 1b that for the values=8x10 '
mental points @), approximation according to E€l) ( ). Clen?t, a=62 K, andb=12 K the theory of Ref. 1Qthe
continuous curvegives a completely successful fit to the
results obtained foryy (T): the curve lies beautifully on the
and the temperature region where they begin to be maniising edge and on the falling part of the experimental plot,
fested in experimentl(~ 150 K) does not show traces of any and it describes the peak and its position on the temperature
singularity of the dielectric constant. The experimental factscale. The fundamental conclusion from this analysis for the
that macroscopic polarization components arise in responseme of this article is that the pyrocoefficiepff(T) should
to a scalar action without the imposition of an electric fieldhave small but finite values all the way to the temperature
and without any distinguishable hemimorphism with respec{= 350 K) at which the crystal is destroyed as a result of loss
to theX andY axes appears to be a paradox — a "violation” of the water of crystallization.

of the Curie—Neumann principle. The r(_esolution of this para-  |n other words, the poIarizatioﬁSX is alwayspresent in
dox must come from a theory that faithfully describes thethe LSM structure, but its valudP.,| in the room-

te(rmperature dependenge of the pyrocoefficieyféT) _and temperature region is approximately five orders of magnitude
v5(T). As was shown in Ref. 9, the temperature-induced

. : smaller than the polarizatidiP,,| along theY axis, which is
changes of the spontaneous polarizaiipyroeffec} outside . N ;
i : recognized as the only polar axis. With the same precepts the
of phase transition regions are brought about by two mech

nisms: a anharmonicity of acoustic and optical modes: baﬂweory of Ref. 10 also gives a good description of the experi-
ordering of charged structural units in asymmetric potentiafnental data ory; (T) (Flg._ld, but with different values of
. . _the parametersA=6.5x10 1 C/cn?, a=108 K,b=15 K
wells. It was also shown that the experimentally determlne& o _ T '
pyrocoefficienty”(T) should be proportional to the primary '€ conclusion is the same: the polarizatiey is always
pyrocoefficienty®(T). present in the LSM structure, although the valugRyf) is
To describe the effects of the second mechanism weven smaller thahPg,]|.
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The answer to the paradox is obvious. The LSM crystaltion for the difference in the values of the adjustable param-
belongs to the point group 1 with a very small difference inetersa andb (see Eq(1)), since the values af, N, p, &1, &5,

a complex of properties from those characteristic for pointandSare different for the HO molecules and the SO ions.
group 2, which, strictly speaking, was incorrectly

establishefonly from x-ray structural data and the morphol-

ogy of the crystal at room temperature. CONCLUSION

The ratios of the moduli of the polar componefig,|, 1. The Curie—Neumann principle for the formation of
|Ps,/, and|Pg, indicate an extremely small hemimorphism nonferroelectric orthogonal components is preserved by the
with respect to theX and Z axes, although for fundamental proposed mechanism, which should be quite gengralot
reasons it would be very desirable to obtain an experimentainique for linear pyroelectrics, since only this mechanism is
estimate of it. It would be extremely interesting to track thecharacterized by a monotoniecline of the y’(T) curve
temperature-induced change in the crystalline forms in theswith increasing temperature.
directions as has been done for Rochelle saforeover, 2. The reliability of determining the symmetfand the
such an experiment would be of the most general significorresponding forms and components of the tensufrdin-
cance for linear pyroelectrics having numerous anomalies ofar pyroelectrics at room temperature must be monitored by
y°(T) (see, e.g., the case of the crystal BaglOH,O; Ref.  an investigation of the polar properties in all crystallographic
11), in which it is possible to have the same special polardirections and in the entire temperature range in which these
state. properties are manifested, starting at liquid helium tempera-

The microscopic picture of the formation of the polar tures. Only then will the level of phenomena neglected on
components along thX and Z axes and, accordingly, an account of the assertion of a particular symmetry be known
explanation for the difference in the values of the adjustablén each particular case.
parameters of the fit can be obtained from the data of Ref. 8.

There it was shown that in the temperature interval 20—298E-mail: novikmp@orc.ru

K there is a change in the dipole moment in the& plane

and an f'ingular_ displacement_ of the water molecules, and zliH Mueller. Phys. Revs?, 8291940

Change in the dipole moment in thez plang and an angular 2N: D. Gav}ilovg, V A. K’optsik, V. K Novik, and T. V. Popova, Ferro-
displacement of the dipole of the sulfate ion 50 electrics20, 199 (1978.

The successful application of the theory of Ref. 10 °R. Cach, P. Tomaszewski, P. Bastie, and J. Bornarel, Ferroele68ics
proves that the contribution of these displacements to the43F’{37C(1§§‘g-ousa A . de Paiva 3. M. Filho. and A.S. B. Sombra. Soiid
temperature dep_enden@é(j') and_y‘Z’(T) is due namely to State C0mmun8’7,.95.9(.1993. o ' e :
the temperature-induced disordering of the ensemble of theser. poprawski, J. Dziedzic, and J. V. Shaldin, Solid State ComiBHB9
dipoles, i.e., to a change in their statistically averaged posi- (1985.

tion. For these reasons it appears justified to link the forma-"A. B. Esengaliev, V. K. Novik, V. N. Novikov, and N. D. Gavrilova, Fiz.
. — . — Nizk. Temp.18, 395(1992 [Sov. J. Low Temp. Phy<8, 268(1992].
tion of thePs, component to the sulfate ion ﬁoand thePs, 7A. Bechmann, Proc. Phys. Soc. London, Sec693375 (1952.

component predominantly to the change in state of the watefM. Karppinen, R. Liminga, A. Kvick, and S. C. Abrahams, J. Chem. Phys.
molecules, although a partial contribution from the sulfate 9?/8'55&(191?& 4 N. D. Gavriova, Fiz. Tverd. TeléSt, Petersbungd2

. . . . . . K. NovIK an . D. Gavriova, Fiz. fverd. le . retersou "
ion |s_not ruled out. That (rrnlght possibly ex_plam the more o5, (2000 [Phys. Solid Statd2, 991 (2000].

complicated form of they;(T) curve and its somewhat 20y yy. Galitski, Fiz. Tverd. TelaLeningrad 23, 815(1981 [Sov. Phys.
worse approximation by the theory of Ref. 10. Solid State23, 463 (1981)].

.. . . . L1 i H H
The participation of the various elements of the lattice in R- Poprawski and Yu. V. Shaldin, Solid State Commé#. 487 (1988.
the formation ofPs, andPg, also gives a consistent explana- Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 2 FEBRUARY 2001

PERSONALIA

SergeT Vladimirovich Peletminski T (on his 70th birthday )
Fiz. Nizk. Temp.27, 220 (February 2001
[DOI: 10.1063/1.1353707

February 14, 2001 marked the 70th birthday of the the-
oretical physicist SergeVvladimirovich Peletminski Mem-
ber of the National Academy of Sciences of Ukraine, Distin-
guished Scientist and Engineer, Department Head of th
Institute of Theoretical Physics at the Kharkov Physicotech-
nical Institute National Science Center, and Professor of thi
Kharkov National University. The rare talent of Prof. Pelet-
minskii has been displayed in his solution of fundamental
problems of statistical mechanics and the physics of con
densed matter and magnetic phenomena. The awards he t
received — he was awarded two State Prizes of the Ukraine
the N. M. Krylov Prize and the K. D. Sinel'nikov Prizes of
the National Academy of Sciences of Ukraine, and a Certifi-
cate of Discovery for the magnetoacousic resonance effec
— represent only the official recognition of the importance
of his scientific results. The honor of having worked in Prof.
Peletminski's scientific group is shared by scores of Candi-
dates and Doctors of Science, for most of whom the path t
science started at his brilliant lecture courses at Kharko
University.

We heartily congratulate Prof. Peletmins&n his birth-
day and wish him robust health, creative inspiration, and ne
achievements in science.

V. G. Bar'yakhtar, B. V. Grinev, V. V. Eremenko, I. |. ZalyuboksKi F. Zelenskj B. G. Lazarev,
V. I. Lapshin, L. N. Litvinenko, V. G. Manzheli. M. Neklyudov, V. P. Seminozhenko, A. G. Sitenko,
V. V. Slezov, K. N. Stepanov, V. T. Tolok, Ya. Bnbarg, P. I. Fomin, N. F. Shul'ga,
V. M. Yakovenko, A. S. Baka\. V. Volobuev, V. N. Grigor'ev, A. N. Dovbnya, A. M. Egorov,
I. M. Karnaukhov, V. F. Klepikov, M. Yu. Kovalevslh. P. Rekalo, EYa. Rudavski Yu. V. Slyusarenko,
and A. A. Yatsenko
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YuriT Andreevich Osip’yan (on his 70th birthday )
Fiz. Nizk. Temp.27, 221-222(February 2001
[DOI: 10.1063/1.1353708

February 15, 2001 marked the 70th birthday of Acadeceived international recognition. In 1984 Osip’yan was
mician Yurii Andreevich Osip’yan, the Director of the Insti- awarded one of the highest awards of the Academy of Sci-
tute of Solid State Physics of the Russian Academy of Sciences of the USSR in the field of physics — the P. N. Leb-
ences, an outstanding scientist and scientific organizer.  edev Gold Medal, and later the A. P. Karpiriskiternational

Prof. Osip’yan made an important contribution to the Prize and Gold Medal.
development of the physics of dislocations in crystals. His  Since the discovery of high-temperature superconductiv-
pioneering experimental research on the interaction of disloity, Prof. Osip’yan has actively persued research on the prop-
cations with the electronic system in semiconductors anerties of this new class of materials. At the present time he is
metals was published in the mid-1960s. The first result oflevoting much of his attention to studying the mechanical
this research was the discovery of a new physical phenomand physical properties of fullerites and carbon nanocompos-
enon — the photoplastic effect in semiconductors. His lateite materials based on fullerene molecules and nanotubes.
work in the development of the spectroscopy of defect strucProf. Osip’yan has taken part in the development of the tech-
tures in papers by Prof. Osip’'yan and his co-workers andology for growing perfect fullerite crystals at his institute,
students led to the discovery of a number of new effectsin its basic research on the photoluminescence, absorption,
Among them are the electroplastic effect and the presence @nd excitation spectra ofggcrystals, and in the experiments
charge on dislocations in semiconductors, the observation dfegun on the doping of fullerites by metal atoms.
clusters of dangling valence bonds on the cores of disloca- The exceptional organizational skills of Prof. Osip’yan
tions in silicon, and inversion of the type of conductivity of have been clearly demonstrated in the founding and growth
semiconductors upon the introduction of dislocations. Hisof the Institute of Solid State Physi¢kSSP. The fact that
elegant experiments on high-frequency conduction led to théhis institute operates in the best academic traditions, where a
discovery of quasi-one-dimensional electron bands assocbenevolent creative atmosphere is combined with a high
ated with dislocations and the combination resonance olevel of research, is perhaps the main achievement of Prof.
electrons on dislocations in silicon. The achievements ofOsip’yan. The ISSP is now one of the largest institutes of the
Prof. Osip’yan and his scientific group in this field have re-Russian Academy of Sciences, a recognized center of re-
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search on condensed-matter physics and physical materiglsurnals Poverkhnost’ (Surface) Materialovedenie and
science. One of Prof. Osip’yan’s main concerns is with thePhysics of Low-Dimensional Structuresid a member of the
selection and training of junior staff members capable ofEditorial Board of the journaPhysica C Prof. Osip’yan is
carrying out independent research. For about 40 yearthe Head of the Presidium of the Science Center of the Rus-
Osip’yan has been Chairman of Solid State Physics at theian Academy of Sciences at Chernogolovka.

Moscow Physicotechnical Institute, and in recent years he Yu. A. Osip'yan is a Hero of Socialist Labor and has
has also been the Director of the City Branch of Moscowbeen awarded numerous orders and medals.

State University. At the ISSP is an affiliate of one of the His benevolence and kindly disposition toward others,
departments of the Moscow Institute of Steel and Alloys.his mildness of speech, democratic spirit, personal charm,
Every year groups of gifted students take instruction andand innate intelligence have attracted many people to him.
scientific training at the ISSP. Prof. Osip’yan’s activities in He is full of energy and works intensely and productively.
science and society are on an impressive scale. He is a meris friends, colleagues and students sincerely congratulate
ber of the Presidium of the Russian Academy of Sciencediim on his birthday, and wish him good health, many happy
Chairman of the Scientific Council on Condensed-Matterdays, and the successful fruition of his creative plans.
Physics, of the National Committee of Russian Crystallogra-

phers, of the Committee of Russian Scientists for Disarma- V. T. Dolgopolov, V. V. Eremenko,
ment, of the Space Technology and Materials Science Sec- V. V. Kveder, N. V. Klassen, A. M. Kosevich,
tion of the Space Council of the Russian Academy of V. D. Kulakovski A. A. Levchenko,
Sciences and Russian Aerospace Agency, a member of the V. G. Manzheli A. P. Mezhov-Deglyn,
Council of the European Physical Society, and has been V. D. Natskik, E. G. Ponyatovgki
elected to several foreign academies. Prof. Osip'yan is the Yu. M. Romanov, BV. Suvorov,

Editor-in-Chief of the magazinKvant (Quantumpand of the V. S. Tsg V. Sh. Shektman, and V. B. Shikin
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ERRATA

Erratum: Medium effects on the spectroscopy and intramolecular energy
redistribution of C 4, in cryogenic matrices [Low Temp. Phys. 26, 632 (2000)]

M. Chergui
Fiz. Nizk. Temp.27, 223 (February 2001

[DOI: 10.1063/1.1353709

The corrected version of Fig. 5 is as follows:

Intensity , arb. units

0 400 800 1200

Time, ps
FIG. 5. Time-resolved fluorescence decay of the fluorescence bandg of C
in Ar matrices belonging to different emitting characteng(4), of theGg

character(a); t1,(4), of theT,4 character(b), andh,(1), of the T,y char-
acter(c).
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QUANTUM LIQUIDS AND QUANTUM CRYSTALS

Nonlinear phenomena in phonon-ripplon oscillations in a two-dimensional electron
crystal over liquid helium

V. E. Sivokon’, V. V. Dotsenko, and Yu. Z. Kovdrya*

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61164 Kharkov, Ukraine

(Submitted July 26, 2000; revised September 1, 2000

Fiz. Nizk. Temp.27, 115-120(February 2001

The characteristics of the spectra of phonon—ripplon oscillations of a two-dimensional electron
crystal over liquid helium are investigated at temperatures of 70—500 mK, electron surface
densities of (3—12x 10® cm 2, and clamping electric fields of 500—2300 V/cm. Experiments are
done in a frequency range of 1-20 MHz. It is shown that at a low level of the exciting

signal the characteristics of the spectra are well described by the self-consistent theory of
phonon—ripplon oscillations in a crystal. As the exciting signal is increased there is a decrease in
the frequencies of the fundamental harmonics of the oscillations, apparently because of a
nonlinearity in the electron displacements in the depressions on the liquid helium surface. As the
level of the exciting signal is increased further, new modes of phonon-ripplon oscillations

begin to be excited in the crystal. These modes are either the theoretically predicted division
resonances arising at large electron displacements or the asymmetric modes caused by the
coupling of the oscillations of different modes owing to nonlinear effects and by plastic
deformation processes. ®001 American Institute of Physic$DOI: 10.1063/1.1353696

Electrons localized above the surface of liquid heliumtions is an interesting problem. The nonlinear properties of
present a unique two-dimensional system with a strong Couan electron crystal in a magnetic field were investigated ex-
lomb interaction. Surface electrons moving above liquid heperimentally in Ref. 8. It was found that the behavior of the
lium interact with helium atoms in the vapor and with ther- longitudinal magnetoconductance changes sharply beginning
mal excitations of the surfac@ipplons.! At temperatures at a certain critical value of the driving electric field. The
T>0.9 K the mobility of the electrons is governed mainly by nonlinear properties of a Wigner crystal in zero magnetic
their scattering on helium atoms in the vapor. At temperafield were investigated for large driving electric fields in Ref.
turesT<0.9 K it is limited by the interaction of the electrons 9, Where a change in the spectrum of phonon-ripplon oscil-
with ripp|0n5. lations was detected.

In a two-dimensional electron system over liquid helium ~ The goal of the present study was to investigate in detail
the strong electron—electron interaction at sufficiently lowthe features of the propagation of phonon-ripplon oscilla-
temperatures and high electron densities leads to the form&0nS in an electron crystal on the surface of liquid helium,
tion of a two-dimensional electron crystal. The transition toParticularly at large driving fields, where nonlinear effects
the crystalline state in the two-dimensional electron layer ha&r€ observed.
been detected from the observation of phonon-ripplon
oscillationg and from the onset of features in the electron
mobility at the transition temperatui®, .3

As we know, upon forming a crystal the surface elec-  \ye studied the characteristics of the spectra of phonon—
trons cause depressions on the surface of the liquid heliungippion oscillations of a two-dimensional electron crystal
This gives rise to coupled phonon-ripplon modes in thegyer a wide range of temperatures, electron surface densities,
crystal®® Studying the characteristics of these modes yieldsand clamping electric fields. The measurements were made
information about the properties of the two-dimensionalin a cell with a circular geometry, which is described in
crystal and the surface of the quantum liquid. detail in Ref. 10. The construction of the cell permitted the

The features of the propagation of phonon-ripplon osmeasuring electrodes to be mounted parallel to the liquid
cillations in an electron crystal have been investigated irhelium surface to an accuracy of 1Drad. The measuring
Refs. 6 and 7. It has been shown that in low driving electriccell was in thermal contact with a dilution refrigerator with a
fields the main properties of the phonon-ripplon spectruntryogenic cycle ofHe circulation.
can be described in the framework of a self-consistent The experiments were carried out in the frequency range
theory? although a number of effects are not completely ex-1-20 MHz at temperatures of 70—500 mK for crystals with
plained in such an approach. electron surface densitieg=(3-12)x10® cm™2 in clamp-

The behavior of a Wigner crystal under nonlinear condi-ing electric fieldsE, =600—-2300 V/cm. The exciting signal

EXPERIMENT
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FIG. 2. Temperature dependence of the resonance frequency ¢@,the
0.08 mode of an electron crystahy=5.9x10° cm 2, A;=0.3 mV (O), A,
) =1.0 mV (@), V, =119 V (curve 1); ng=1.2x1¢° cm 2, A;,=1.0 mV,
o V, =222 V (A, curve2); n,=5.9x10¢° cm 2, A;=1.0 mV,V, =222 V
i 0.04 (M, curve3).
<
0 I 1 ] 1
0.08 d unsaturated case, when the densities are lower than the equi-
o librium value. Figure 2 shows the positions of the fundamen-
<\ 0.04 tal harmonic(0,1) of the resonance as a function of tempera-
< ture. The data points are the experimental results, and the
solid curves are the results of a calculation according to Ref.
| T . 5. The calculations were done using the temperature depen-
0 3 6 9 12 15 dence of the surface of surface tension ofHe—*He solu-
f, MHz tion with an impurity concentration of 5610 7 (Ref. 11;

commercial-grade heliumThe unfilled circlet near curvé
FIG. 1. Relative amplitude of the signal transmitted through the cell as apertains to the case of a vanishingly small amplitude of the
function of frequency for different values of the exciting sigigl [mV]: i . .
0.3(@, 3(b), 5(¢), and 10(d). n,=5.9x 10° cm"2, T=70 mK. The arrows  €XCiting signal(0.3 mV). It corresponds to the resonance in
indicate the experimentally determined positions of the resonances, and tfeig. 1a and agrees with the theoretical calculation. Unfortu-
dashed lines show the calculated values according to Ref. 5. nately, as the temperature is raised the width of the reso-
nance peak increases, making it much harder to isolate the
o signal from the background noise. The filled circlets in dlot
Ay from the generator was varied in _the range 0.3—10 mVyere obtained at a signal amplitudg=1 mV. We see that
The amplitudeA of the signal transmitted through the cell gt this value o, the resonance frequency is lower than that

was measured. obtained at a small signal amplitude; it follows from the
theory? that this attests to nonlinear processes occurring in
RESULTS AND DISCUSSION the electron crystal. Curveésand 3, which pertain to differ-

ent electron densities, were taken at the same value of the

Figure 1 shows the relative amplitudéA, of the signal  clamping voltage/ and, hence, at the same clamping field. It
transmitted through the cell as a function of frequency foris seen that the results obtained for the saturated (casee
different values of the exciting signal. The electron surfacez) and the data obtained under conditions of incomplete
densityn was 5.9<10° cm ™2 The points are the experi- compensation of the clamping electric field above the elec-
mental data, and the solid curves are approximations by ggn layer (curve 3) are well described by the theotywe
sum of Lorentzian functions. This type of processing makesote that the nonlinear effects are suppressed by an increase
it possible to find both the frequencies and widths of thejn the clamping field. It has been established experimentally
resonance peaks. The positions of the resonances obtainedi{at the nonlinear behavior of curv@sand 3 begins to be
this way are indicated by arrows in Fig. 1. manifested at a value of the exciting sigriaj=1.7 mV.

At low values of the exciting signal one can readily dis- A complete theoretical description of the character of the
tinguish two peaks corresponding to the axisymmetric firsyropagation of phonon—ripplon oscillations in an electron
(0,2) and second©,2) harmonics of the phonon-—ripplon crystal over liquid helium in the absence of nonlinear effects
resonances in the electron crystglgs. 1a and 1b has been given in Ref. 5. The dynamical properties of a

For the case of low driving fields the spectra of theyigner crystal depend on the electron—ripplon coupling co-
electron—phonon oscillations were investigated over a widgsfficient

range of temperatures both at saturated electron energies, ) 5
when the clamping electric field above the electron layer was _ 3nsVg oxd — On(us) o)
completely compensated by the surface charge, and for the ~" amo, 2 )
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Here m is the mass of an electrom; is the coefficient of
surface tension of helium, an@?) is the mean-square dis-

placement of the electrons in the sites of the crystal lattice

for a high-frequency optical mode. The frequensy and
wave vectorq are connected by the dispersion relation:

1/2
— 3/2
wn_< ) gn s

wherep is the density of the helium, and enumerates the
wave vectorgand frequencigscorresponding to reciprocal
lattice vectors of the crystal:

a

p

)

__8mng
Un=0n n’

The quantity Vg characterizes the intensity of the
electron—ripplon interaction. In the limit of high clamping
fields it obeysVy~eE, , wheree is the charge of an elec-

n=1,2,4,7,9 ... . 3)
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4 6 8 10
ng, 108 cm2

12

tron. If we take into account the coupling of the phonons off'G. 3. Resonance frequency of tt@1) mode of an electron crystal versus

the crystal only with the lowest-frequency mode of oscilla-
tion of the surface of the liquid helium, with wave vector
(C,>C,), the dispersion relation of the phonon—ripplon os-
cillations can be written as

wiwg(k)

2
w? (K)= ————— |
(k) Crwi+ wi(k)

p=1.t, 4)

where wy(K) is the spectrum of oscillations of the electron
crystal above an absolutely flat surfapeis the polarization
of the oscillations K for longitudinal andt for transversg
For the circular geometry used in the experiments the impo

tant oscillations are those with longitudinal polarization, the
spectrum of which, with allowance for the screening effect ofd

the electrons of the cell, has the form

_ 4mnge’k sinh(kd)sint k(H—d)]
B msinh(kH) ’

(u|2(k

©)

whereH is the distance between the measuring and clampin
electrodes, and is the height of the layer of liquid helium.
The wave vectorg; corresponding to standing waves in the

cell are determined from the condition
J1(kiR)=0, (6)

where R is the radius of the electron spot, adg(x) is a

r-

the electron densityT =76 mK, V, =222 V.

said, the manifestation of nonlinear behavior in the charac-
teristics of the phonon-ripplon resonances of an electron
crystal reduces to the circumstance that the frequency of the
fundamental resonances decrea@ee Figs. 1la and lbit

has been established experimentally that4ge=1 mV the
dependence is like that presented in Fig. 1b. The observed
decrease in frequency was predicted in Ref. 12, where a the-
oretical analysis was made for nonlinear effects in the con-
ductivity of a Wigner crystal. In that paper the anharmonici-
ties arising in the displacement of the electrons in the
epressions at large driving fields was considered. Numerical
calculations done according the Ref. 12 using the results of
Ref. 10, which made it possible to determine the conduc-
tance of an electron layer for a specific geometry of the ex-
perimental cell, show that a lowering of the frequency of the
resonances does in fact occur, starting at certain values of the
@xciting signal.

As the nonlinear processes develop further, new reso-
nances appear in the oscillation spectrum in addition to the
fundamental resonanc®,1), which is labeled a#\.. For ex-
ample, at an exciting signal of 5 mifig. 19 a resonanc®&
appears at a frequency of 4.0 MHz, while the position and
width of the fundamental peak remain practically the same as

first-order Bessel function. The theory of Monarkha andfor A;=1-3 mV. AsA, is increased further to 10 mV, still
Shikir® gives a good description of the experimental resultsanother resonance appears in the spectrum, at a frequency of
obtained at small values of the exciting signal in the regior3.1 MHz (resonanceC), while the resonances existing at

of linear behavior of the crystal over a wide range of tem-

Ag=5 mV have practically the same position and width as

peratures, electron surface densities, and clamping electrlmefore(see Fig. 14

fields. This is seen in Fig. 2, where the temperature depen-

Itis seenin Fig. 1 that at large amplitudes of the exciting

dence of the frequency of the main maximum is shown bysignal theA(f)/A, curve becomes rather complicatéegs.
the solid curves, and in Fig. 3, which shows the dependencéc and 19, with new low-frequency resonances appearing

of the same quantity on the electron dengity. Interest-
ingly, at a fixed value ofg the frequency of the resonances

and with the maximum observed &t 10 MHz broadening
and shifting to higher frequencies. In addition, at large values

decreases as the clamping electric field is increased. Thisf the exciting signal the relative amplitude of the response

agrees with the theory developed in Ref. 5.
It is seen from Fig. 1 that as the exciting sigigl and,

signal decreases. The width of the resonance peak roughly
doubles ag\j increases from 0.3 to 1 mV and then remains

accordingly, the driving field are increased, the character opractically unchanged a&, increases further.

the amplitude—frequency curves for the phonon-ripplon os-

The appearance of new resonances can be explained by

cillations are altered in an essential way. First, as we havewno alternative possibilities. The first derives from the fact
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that, as was shown in Ref. 12, for large displacements of the 6
electrons so-called division resonances arise at frequencies
equal tofgy,/i (herefy, is the frequency of the harmonic |
(0,n),i=1,2,3...). Themost distinct additional resonance 5 A A
should correspond tio=3. In this picture the resonan@&eat A

4 MHz might correspond to the division resonanig/3, 4+
wheref ;=12 MHz is the frequency of thé,3) mode, and ° °
resonanceC at 3.1 MHz to the division resonandg,/3,
wherefy,=10 MHz is the frequency of the harmon(@,2).

The second alternative possibility for the appearance of
new resonances is that the given resonances are additional, 2r
higher harmonics of the phonon-ripplon oscillations which
arise at large values of the exciting signal. Thus the new
resonances observed in the electron layer over liquid helium 1T
could be attributed to the excitation of asymmetric phonon—
ripplon oscillations with an angle dependence.

The problem of the excitation of plasma oscillations in a
two-dimensional charged system was solved in general form
in Ref. 13. The wave vectors corresponding to resonances in o
a cell with a circular geometry are determined by the equa- b
tion

f, MHz
w

0 100 200 300 400
T, mK

j3;(kiR) — kiR, 1(kKR) =0, (7) | .

which for j=0 goes over to Eq(6), which corresponds to
axisymmetric oscillations.

A calculation of the frequencies of the different harmon- ° Py
ics of the oscillations excited in the crystal with the use of
Eq. (7) shows that only two harmonicél,1) and(2,1), have
a frequency lower than the frequency of the fundamental
resonance. The corresponding frequencies are indicated by
the dashed lines in Fig. 1d. . , )

The temperature dependence of the frequency and width 0 100 200 300 400
of the two new low-frequency resonances observed st T, mK

=10 mV is shown in Fig. 4. The width of the relaxation _

peaks increases with increasing temperature, making the r%l—)?léji's;;mf:i?zgSg’:erggg:;ﬁ C‘:; g_gﬁ?ﬁf&'}‘f R?E-\ivéd::\(/b;)tﬁg
sults of the processing less accurate. It can be seen, hOWeVvef 1) mode @); the (2,1) mode (A).

that within the error limits for the determination of these

guantities the frequencland width Af of the resonances

increase \.N't.h increasing temperature. Such behavior is alSé)ntly in different directions, giving rise to anisotropy of the
characteristic for the fundamental modes of coupled

) I . . . . -oscillations. The excitation of asymmetric modes may also
phonon-ripplon oscillations in the region of linear behavio

r . . . . ;

) ) 4 be caused by a slight inclination of the electrodes with re-

pbser\_/ed both in a previous stitgnd m_the present work,. spect to the liquid helium surface and, accordingly, to asym-
including under conditions of weak nonlinearity of the oscil-

lati metry of the electron density in the experimental cell.
a |0|rt\s. i ible t | th ¢ tf The effects of plastic deformation in an ionic crystal
. \k/)vas nBOMplj)SSk') € to analllyzet efspecbr.unlla r:eql“'en\_/vere studied in Ref. 14. Analysis of the data obtained in the
cles above Z, because all soris of combination ?rmqnf)resent study shows that at large enough amplitudes of the
ics arising as a result of nonlinearity in the system lie in th'sexciting signal the(0,1) mode vanishes, while the angular
frequency range. . o modes are still observed. This may be evidence that the crys-
Unfortunately, the mechanism for the excitation of thetal is destroyed at frequencies corresponding to ()

angular ”.“?des nan glectron crystal of circular geometry aFnode, whereas it still exists at frequencies corresponding to
large exciting signals is not completely clear at the presenf, angular modes

time. The most likely explanation for the excitation of angu-
lar modes by an axisymmetric exciting signal is the coupling

pf tk_le various mode.s as a resplt pf the anharm9n|C|t|es arssonCLUSION

ing in the phonon-ripplon oscillations at large signal ampli-

tudes. This gives rise to a transfer of oscillation energy from  In summary, we have done an experimental study of the
some modes to others. Another possibility is the influence ofeatures of the propagation of coupled phonon-ripplon oscil-
plastic deformation of the crystal, which can occur differ- lations of a Wigner crystal over a wide range of tempera-

f, MHz
[ )




Low Temp. Phys. 27 (2), February 2001 Sivokon’ et al. 87

tures, clamping electric fields, and exciting signals. We haveE-mail: kovdrya@ilt.kharkov.ua

shown that at a low signal level the axisymmetric phonon—

ripplon oscillation modes corresponding to the fundamental*Yu. P. Monafkh?‘ and V. B(- Shg]in, Fiz. Nizk. Tem. 563 (1982 [Sov.
; ; o J. Low Temp. Phys8, 279(1982].

frequencieg0,1) and(O,2) are excited. The charact_erlstlcs of 2C. C. Grimes and G. Adams, Phys. Rev. Lég, 795 (1979.

these modes are described well by the self-consistent theorya. s. Rybalko, B. N. Esel'son, and Yu. Z. Kovdrya, Fiz. Nizk. Tersp.

developed in Ref. 5 over a wide range of temperatures, elec-947 (1979 [Sov. J. Low Temp. Phys, 450(1979)].

tron surface densities, and clamping electric fields, including :.S: Fisher, B. 1. Halperin, and P. M. Platzman, Phys. Rev. 4eit798

the unsaturated case. Further increase in the driving fieldyy. p. Monarkha and V. B. Shikin, Fiz. Nizk. Tem, 913 (1983 [Sov.

leads to the nonlinear excitation of new modes of phonon— J. Low Temp. Phys9, 409 (1983].

6 R ’ ; ,
rioplon illations in th rvstal. Th m m V_. E. SIVOkOﬂ, V. V. Dotsenko, Yu. Z. Kovdrya, and V. N. Grigor'ev,
pp_O oscllia 0. S . € crysta . es_e . _Odes ay be due Fiz. Nizk. Temp.22, 1107(1996 [Low Temp. Phys22, 845(1996].
to either the excitation of the predictédlivision resonances 7V. V. Dotsenko, V. E. Sivokon', Yu. Z. Kovdrya, and V. N. Grigorev,

in the crystal at large displacements of the electrons or to theFiz. Nizk. Temp.23, 1028(1997 [Low Temp. Phys23, 772(1997)].

) o A 2
nonlinear excitation of angular modes. When the new reso- K- Shirihama and K. Kono, J. Low Temp. Phyi04, 237 (1998.

. . V. E. Sivokon’, V. V. Dotsenko, Yu. Z. Kovdrya, and V. N. Grigor'ev,
nance modes appear the fundamental axisymmetric modes;, iz Temp.23, 789(1997 [Low Temp. Phys23, 595(1997)].

are suppressed. As to the excitation of angular modes, thi§v. E. Sivokon’, V. V. Dotsenko, S. S. Sokolov, Yu. Z. Kovdrya, and V. N.

effect may be due to coupling of the oscillations of different (Cig%%f]'e"v Fiz. Nizk. Temp22, 715 (1999 [Low Temp. Phys22, 549

modes a_s a result of nonlinear effects_ and also_to plastia g’ Deville, J. Low Temp. Phy</2, 135(1988.

deformation processes and the destruction of spatial sSymmé&yu. P. Monarkha, Fiz. Nizk. Temps, 685 (1980 [Sov. J. Low Temp.

try in the electron crystal. thyFSﬁé 331(1h98%]- 1. Mellor. 3. Meredith. ©. M. Murherd. . K. H

. y . F. barengnhi, C. J. ellor, J. eredith, C. . uirunera, P. K. H.

Th? guthors thank_v. N. Grigor'ev and Y.u' P. Monarkha Sommerfeld, and W. F. Vinen, Philos. Trans. R. Soc. London, S84\

for their interest in this study and for a discussion of the 139(1991.

results. 14p_ L. Elliot, C. I. Pakes, L. Skrbek, and W. F. Vinen, Czech. J. PAgs.
This study was supported in part by the project INTAS- SuPPl- 1, 3331996.

97-1643. Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 2 FEBRUARY 2001

SUPERCONDUCTIVITY, INCLUDING HIGH-TEMPERATURE SUPERCONDUCTIVITY

Electrophysical properties of crystals containing small superconducting inclusions
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The influence of superconducting inclusions on the electrophysical properties of a semiconductor
or insulator crystal is investigated. The critical magnetic field of an isolated spherical

inclusion is calculated under the assumption that the radius of the inclusion is smaller than

or of the order of the coherence length. The conductivity of a crystal containing a set of inclusions
is calculated as a function of temperature and magnetic field. It is assumed in the conductivity
calculations that the concentration of inclusions is insufficient for the appearance of
superconductivity in the whole sampliee., it is below the percolation threshaldt is shown

that the presence of superconducting inclusions leads to a sharp increase in the
conductivity of the sample at low temperatures and to a strong dependence of the conductivity
on magnetic fieldmagnetoresistan.eThe magnetoresistance is due to suppression of

the superconductivity in the inclusions as the magnetic field is increased. The influence of a
variance in the dimensions of the inclusions on the temperature and magnetic-field dependence
of the conductivity is investigated. @001 American Institute of Physics.

[DOI: 10.1063/1.1353697

1. INTRODUCTION work of a microscopic modekee the book by de Genrtds
) o ~agrees with the dependence obtained by Ginzburg in the GL
Research on materials containing superconducting incluyogel'? Here the critical temperature in the absence of mag-
sions is of interest both from a scientific standpoint, since itygtic field is independent of the size, and the critical mag-
enables one to investigate the superconductivity and, hencgetic field is inversely proportional to the radius of the
effects of interaction between quasiparticles in systems of nerical inclusion. Similarly, starting at a certain value of
small size, and from a practical standpoint, since such syst . im thicknessd (according to Ref. 8, fod>10" cm)
tems can manifest various physical effects that can be usef e dependence of the critical values of the magnetic field of

in applications. In addition, there may be superconducting, g o its thickness is the same whether calculated in the

inclusions of a technological origin which must be taken mtoframework of the microscopic theddyor in the GL model,

account for a correct description of the properties of a sys- . o .
tem P prop y and the critical magnetic field is inversely proportional to the

There is a vast literature devoted to the study of thef|Im thickness; here the film thickness remains small than the

superconducting properties of small particksse the re- coherence lengtlE(T). In what follows we shall consider

views in the monographand review articlé and also the systems that can be described using the GL theory; in par-
original paper¥™9. For particles of very small sizes one ticular, we shall examine the electrophysical properties of a

observes a change in the critical parametphase transition sgmiconductor crystal containing superconducting inclu-
temperature, critical magnetic fie)dsThis is a result of SIONS: _ _ o

modification of the phonon spectrum, quantization of the  1he formation of metallic regions in a nonsuperconduct-
electron spectrum, surface effects, and structural imperfedd material can be explained by various technological pro-
tion. A quantitative description of these effects requires the€Sses, in particular, in the decomposition of solid solutions
use of microscopic equations, which is complicated, sinc@f multicomponent systers.If one of the components is a
knowledge of both the spectrum of the quasiparticles and theuperconducting metal, its precipitation during technological
structure of the small samples is necessary. However, in Brocesses will give rise to superconducting regions in the
certain size region of the small particles, for which the radiuscrystal. For example, the precipitation of a superconducting
is smaller than the coherence length, one may use thehase has been observed in the heat treatment of lead
Ginzburg—LandayGL) theory, which is considerably sim- telluride—tin telluridé***and in the irradiation of InAs by

pler than a microscopic treatment and is more general, sincearticles!®

it makes use of phenomenological parameters. For example, In this paper we shall show that small admixtures of
for dirty superconductors with< R<\/&,l(1—T/T.) 2 (I superconducting inclusions in a material can have a signifi-
is the mean free path of the electrptise dependence of the cant effect on the electrophysical and magnetic properties of
critical magnetic field of a sphere on its radius in the frame-the material at low temperatures.

1063-777X/2001/27(2)/5/$20.00 88 © 2001 American Institute of Physics
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2. CRITICAL PARAMETERS OF A SPHERICAL NANOSIZE jl(z): ]2z J|+1/2(Z) is a Spherica| Bessel function of the
SUPERCONDUCTING INCLUSION EMBEDDED IN AN first kind, J,.15(2) is a Bessel function of the first kind,

INSULATOR MATRIX Y,\m(60,¢) are normalized spherical harmonics, and the coef-

Before considering a medium containing many superficiénts«;; are roots of the equation_?{,(p)/ap)|p=R=(_).
conducting inclusions, let us analyze the superconducting Substituting relationg4) and (5) into Eq.(3) and inte-
transition in an individual inclusion of raditRin a medium ~ 9rating over coordinates, we obtain an infinite system of al-
with low conductivity(an insulator or semiconducjotetus ~ 9ebraic equations for the coefficiemy :
assume that the dimensions of the inclusion are such that it mH
can be described by the GL equations. This imposes restric- (a_ )+
tions on the minimum size of an inclusion, below which a V2«
microscopic approach is required. For a spherical sample, 6
Ginzburg found that in the GL approach the critical magnetiGyhere
field is inversely proportional to the radius of the inclusion
provided that this radius is much less thare. The lower . (R, 4P Y
limit of applicability of this solution is determined by the Fhp.j.nm)= fo dpp J'(ﬁ \/a_”)“’(ﬁ \/a_”“)
domain of applicability of the GL theory. To get an estimate

of the.upper limit, further invgstigation is necessary. The GL v fzwd<pfﬁd6'sin3 BY 1m(8,0) Yl 6.9).
equation for a superconducting sample has the form 0 0

H?R?
Ajlm: 8K2 an Anme(Lp,j,n,m),

)

The solutions of Eq¥6) are characterized by quantum num-

bersm, which correspond to the number of magnetic flux

quanta trapped by the inclusion. Setting the determinant of

equation(6) to zero(for fixed m) yields the eigenvaluea,

which depend ofiR andH. The critical temperaturé.(H,R)

is determined from the minimum value @f for which a

nontrivial solution of equationi6) exists. As the magnetic
Ay field changes, the value af corresponding to this minimum
%:0 at p=R. (2 value ofa can change. This is caused by a change in the

) o ) number of trapped magnetic flux quanta. The states mith

Since we are considering the behavior of the system near the g are realized in the absence of magnetic field and in weak

phase transition—0), the addition to the external mag- magnetic fields. In the absence of magnetic field the solution

netic fieldH caused by the inclusion can be assumed smalh system(6) with the smallest value of is possible only

(it is of the order of||?), and we can neglect the magnetic t5; 3 nonzero coefficient ;oo (Ajm=Ad; 18, 08mo). Here

field generated by the inclusion. The vector potential for the,, —0 and, henceg=0, T=T,,. o

magnetic field is chosen in the formA=1/2 In the presence of a magnetic field but for small values

X[Hxr]. N o ~ of R(R<1), the coefficienA;oois dominant over the others,
To determine the critical magnetic fields, let us conS|deri_e_, forj#1,1+0, m=0 the conditionA;os>Aji, holds. In

the Iil_"nearized yersion of the equation {@), which in a  his case the system of equatiof can be solved by per-

spherical coordinate system takes the form turbation theory. If one keeps i6) only the coefficients

A 2
_iv_E> y—ay+|y?y=0; (1)

here s is the superconducting order parametelis the GL
parameter, and=1—T/T.y, whereT, is the critical tem-
perature of a bulk superconductor.

If the matrix is a low-conducting medium, then the order
parameter satisfies the boundary condition

1{ 9 9 1 9 P 1 g2 Ajm with j=1,2;1=0,1,2, then the dependence of the criti-
- —p?—+ —— —sinf—+ — — cal temperature of the inclusions on the radius and magnetic
p>\dp" dp sING 6 30 s g ge field will turn out to be given by the expression
H gy 1 Te H\? H\*
—ap+i— —+ —H?p?sir? §y=0, 3 —=1-0.09R? —) +o.00014R6(—) . 8
v 2k 90 8k? P i ® Teo K K

where p=r/¢, is the dimensionless modulus of the radius The series is decreasing for smRll

vector from the origin to the center of the sphere; the angle We see that in zero magnetic field the phase transition
is measured from the magnetic field direction; the magnetiéemperature is the same as the critical temperature for a bulk
field is given in units of the thermodynamic critical field sample. It should be noted that for boundary conditions of a

Heo; & is the coherence length. more general form than(2), as would apply at a
The general solution of this equation is found in the formsuperconductor—metal boundary, the phase transition tem-
of an expansion in orthogonal functions: perature exhibits a dependence on the radius even in zero
magnetic field. In addition, at very small sizes the critical
= A Piim s (4)  temperature depends on the radius because of the change in
ihm the phonon and electron spectra, structural defects, and other

factors. As was discussed in the Introduction, such small
samples will not be considered in this paper.

Keeping only the first two terms on the right-hand side
in (8), we obtain an expression relating the critical tempera-

where

¢i|m:jl(%\/a_li)Ylm(01¢)- 5
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1.00 We assume that the total volume occupied by the inclusions

is smaller than the volume necessary for the onset of perco-
lation, and supercurrent does not flow through the entire
sample. Therefore, in calculating the conductivity we can
assume that, depending on the temperature and magnetic
field, a spherical inclusion can be in one of two states: su-
perconducting, with an infinite conductivity, or normal, with

a resistance corresponding to that of the inclusion material at
the given temperature. According to the formula for the con-
ductivity in multicomponent systerts'®

©

©

o
T ===

o
©
N
-

g1~ 0 P " Or— 0 P n 03— 0
o1+20 % 0,+20 " o3+20

P3=0, C)

where in the present probleon = o0 is the conductivity of an
| L) inclusion in the superconducting stats, is the conductivity
05 1.0 15 20 25 of an inclusion in the nonsuperconducting state, agds the

He /Heo conductivity of the matrix §,>o3); Ps andP,, are the rela-

tive volumes of the superconducting and normal inclusions,
FIG. 1. Temperature-magnetic field diagram for different values of therespectively:
radius of the inclusionsiR/&y: 0.2 (1), 0.5(2), 1 (3) («=0.23). Curved

shows the dependence of the critical temperature on the magnetic field for a R.(T,H) 3
massive superconductor in the GL theory. R*W(R)dR
0
Pe=P —— ., P,=P—Pg, P3=1-P,
ture, critical magnetic field, and radius which is the same as fo R'W(R)dR

the Ginzburg resuf® Even in this case the state with-0, (10)

m=0 is realized, and states with>0 cannot be generated.

Physically this means that the inclusion is too small to accowhere W(R) is the probability that the system contains an

modate even one vortex when the inclusion is in the supernclusion with a radiuR within a unit interval, and® is the

conducting state. Such mesoscopic disks were studied in Rdficlusion part of the sample.

17. In general, the lower limit of integration ové® in the
Figure 1 shows the dependence of the critical temperaformula for Ps should be determined by a certain vaRg,

ture on the magnetic field for various radii of the inclusionsbelow which the GL equations used are invalid. We shall

in a crystal with the parameters of Por whichT,=7.2 K,  assume that the size distribution of the inclusions is such that

£,=830 A, k=0.23). inclusions of that kind are few and their contribution to the
A study of the solution of syster(6) shows that pertur- conductivity is unimportant, so that we can e=0.

bation theory does not apply for certain radii¢R<2). In Quantitative calculations were done for a normal distribution

that case the solutions of the system of equatitisare  Of inclusions over radiusW(R), with a variances® and a

found by equating the determinant to zero for a limited num-centerRo:

ber of nonzero coefficientd,,. As the magnetic field is

increased, states witin+0 will be realized starting at cer- W( R)zZex;{ —

tain values of the fields; this corresponds to the trapping of a

guantum of magnetic flux. In what follows we shall consider

crystals with inclusions for whicR<1, and therefore results

pertaining to states witm>0 will not be presented in this

paper.

(R=Ry)?

=1, (11

2s

where Z is determined from the normalization condition
ToW(R)dR=1.

The results of the calculations of the temperature depen-
dence of the conductivity at various magnetic fields for in-
clusions with different variances of the size distribution are
presented in Fig. 2. A jump in the conductivity is observed in
the low-temperature region. Fdd=0 this jump is very

To determine the temperature and magnetic-field depersharp(curvel), since in the model used the critical tempera-
dence of the conductivity of a sample containing inclusionsfure in zero magnetic field is independent of the radius, and
let us apply the results obtained for an individual superconall of the inclusions undergo a phase transition at the same
ducting inclusion. temperature.

We consider a crystal containing spherical inclusions In the presence of a magnetic fielfi£0) the critical
that can have a superconducting phase. We suppose thamperature of the superconducting inclusions is dependent
there is dispersion in the radii of the inclusions. The conducen the radius, and therefore at a given temperafugnly
tivity of the matrix is assumed to be low, so that boundarythose inclusions withR<=R.(T,H)=2«5(1—T/T)/H
conditions (2), which apply to a superconductor—insulator are superconducting. Therefore, as the magnetic field is in-
boundary, can be used in the calculations. creased, the temperature region of increased conductivity be-

Let us calculate the conductivity of a system containingcomes loweKcurves2 and3). The step becomes smoother as
superconducting inclusions by the effective medium methodthe variance of the size distribution increases.

3. MACROSCOPIC PROPERTIES OF A CRYSTAL
CONTAINING SUPERCONDUCTING INCLUSIONS
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FIG. 4. Redistribution of the number of inclusions in the superconducting
and normal states as the magnetic field is increddee:H,<Hz;<H,. The
darkened circles indicate inclusions in the superconducting state, and the
light circles those in the normal state.

depends on the mean radius of the inclusions, and the width
of the drop region depends on the variance of the radius.
Thus the low-temperature curves of the resistance versus
field and temperature depend substantially on the size of the
inclusions.

DISCUSSION OF THE RESULTS

In summary, the presence of superconducting inclusions
has a substantial effect on the electrophysical properties of a
crystal at low temperatures. The conductivity of the crystal
increases, and one observes a strong dependence of the con-
ductivity on magnetic field, which is due to phase transitions

Figure 3 shows the dependence of the conductivity oyt the inclusions from the superconducting to the nonsuper-
the magnetic field. It is seen that the conductivity is high atconducting state as the magnetic field is increased. All of
low fields and falls off with increasing magnetic field, i.e., @ these effects are strongly dependent on radii of the inclusions
strong dependence of the conductivity on magnetic fielthng on the distribution of the inclusions with respect to their
(magnetoresistangés observed. In this case the magnetore-ajj. Therefore, the study of the temperature and magnetic-
sistance is due to suppression of superconductivity by thge|d dependence in comparison with experiment provides an
magnetic field: at first in the larger inclusions and then ingpportunity for determining the variance of the radius distri-
progressively smaller inclusions as the magnetic field is inytion of the inclusions.
creased. Figure 4 shows the dynamics of the change in the  The results can also be important for correct description
phase state of a crystal containing inclusions as the magneti the electrical conductivity at low temperatures in binary
field is increased. The darkened circles denote inclusions ignq more-complex semiconductors, in which precipitation of
the superconducting state, the number of which decreasgssperconducting phase may take place during technological
with increasing magnetic field. The region of magnetic fieldsprocessing or under external influences. Such features of the
in which the magnetoresistive drop in conductivity occursconductivity and magnetic properties have been observed in

1.5

c/c3

1.1 1 l 1 I 1 l 1

H/HCO

FIG. 3. Conductivity versus magnetic fieltP€0.1, o,/03=5, k=0.23,
Rp=0.1) for T=0.75T, (1) and 0.99, (2); s=0.01(a), s=0.1 (b).

InAs, PbTe, Phl, and GaAs, where the precipitation of
metal-enriched phasék in InAs, Pb in PbTe and Phland
Ga in GaAs$ can occur.
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There are rather exotic semiconductor superlatti&s consisting of monochalcogenides of Pb,
Sn, and rare-earth metals which exhibit superconductivity at temperature as high as 6 K.

Here we report the results of precision x-ray diffractometry and TEM investigations as well as
Auger spectroscopy data obtained on some of the epitaxially grown superconducting
semiconductor SLs. It is established that the essential features of the SL structure determining
the appearance of superconductivity are the perfect single-crystallinity of the samples

and the presence of continuous dense grids of misfit dislocations on the interfaces between two
semiconductors. The segregation of free Pb which was observed in some cases does not
correlate, according to experimental data, with the appearance of superconductivig01©
American Institute of Physics[DOI: 10.1063/1.1353698

INTRODUCTION tions of the SLs become of major importance. On the one
hand, they can enable one to clarify the correlations between
Among the wide variety of different kinds of artificial the structural features of SLs and the appearance of super-
superconducting superlatticéSL), a special place belongs conductivity. On the other hand, they may be helpful for
to the superconducting semiconductor SLs consisting oéxplaining the processes which lead to the degradation of
IV-VI semiconductors. Two SLs of this type—PbTe/PbS superconductivity with time in the structures considered.
and PbTe /SnTe—have been known for a long tiniRe-
cently, novel superconducting semiconducting SLs with tran-
sition temperaturesT in the range 3-6 K have been yperMENTAL RESULTS AND DISCUSSION
discovered. Superconductivity has been observed in a num-
ber of additional multilayered compositions: PbTe/PbSe; The SLs investigated were grown epitaxially on the
PbS/PbSe; PbTe/YbS; PbTe/EtiShe appearance of super- cleaved(001) face of KCI single crystals. The details of the
conductivity in all these SLs is rather fascinating because iPbTe/PbS SLs preparation are described in Ref. 4. Other SLs
is inherent only to the multilayered compositions, while thewere prepared in the same way. In some caseq(d061)
individual materials constituting the SLs are not superconface of mica was used as a substrate. The thicknesses of both
ductors(the only exception being SnTe, witi,=0.22 K). constituent layers in the SLs were, as a rule, 100 nm. The
Single thin films(with thicknessd=15-300 nm of the chal-  number of bilayersN in the majority of the samples was
cogenides of Ph, Sn, and rare-earth metals do not exhibéqual to 10. For the electron microscopy investigations
superconductivity, either. The suggestions explaining the orisamples witiN=1 andN=1.5 were used, because our tech-
gin of this phenomenon in semiconductor SLs are rathenique permitted studying samples with thicknesses not ex-
contro- ceeding 150 nntin the case of monochalcogenides
versial’~3and none of them can be considered satisfactory to  The transmission electron microscofjEM) and x-ray
date, if all the known experimental data are taken into acdiffractometry(XRD) studies that are the main topics of this
count. work show what essential features of the SL structure are
In this situation, when the phenomenon of superconducimportant for the appearance of superconductivity in semi-
tivity itself demands a clear explanation, structural investiga<conductor SLs and for its degradation.

1063-777X/2001/27(2)/3/$20.00 93 © 2001 American Institute of Physics
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FIG. 1. Diffractogram of PbTe/PbS SL. FIG. 2. Apparent concentrations of components in a EuS/PbS SL as a func-

tion of depth.

A typical diffractogram of a SL is shown in Fig. 1. Ac-
cording to XRD data, the most perfect single crystal hetero-  The stability of the semiconductor SLs studied is rather
structures can be grown by the Frank-van der Merve methoghy, and their lifetime, during which the samples stay con-
on the(001) face of KCI substrates both at small misfit pa- tinuous and conducting, is very limited. There are a number
rametersf and at large ones as well. The midfits deter-  of factors leading to the destruction of multilayers. SLs ap-
mined by the difference in the lattice paramedesf the tWwo  pear to be destroyed due to the thermocycling connected
compounds: with low-temperature measurements. The most stable com-
(a,—a,) position is PbTe/PbS. These SLs may last for 10—-20 tem-
1 2 . .
= m. perature cy_cles wnhoyt degradation of the structure and su-
1he perconducting properties. Another reason for the degradation
The XRD data cover the whole range of paramefeirom  is mechanical destructiaithe appearance of cracks penetrat-
the lowest value 0.5%for EuS/Pb$ to the largest value ing through the entire depth of the samptiue to elastic
13% (for PbTe/YbS for isomorphic monochalcogenides stresses. In some cases a partial decomposition of the Pb-
with the NaCl-type structure and may be summarized as foleontaining compounds occurs, and the reflections character-
lows. istic for polycrystalline Pb appear. They are always present
i) All the data obtained may be regarded as evidence thain diffractograms of the freshly-prepared and aged EuS/PbS.
SLs prepared on KCI substrates are perfect single-crystah fresh PbTe/PbS SLs the Pb reflections are absent, but they
multilayered structures with relatively small average stressesppear as a result of aging after a month or two. This corre-
In the measurements in thie-26 scanning mode with char- sponds approximately to the superconductivity lifetime in
acteristic Cu radiation, only the reflections ¢f00) type are these samples, but a rather large statistics would be needed in
present for all compounds in the SLs and for the substrateorder to say whether this type of decomposition is directly
The data of the other special scan modes that allow gettingssociated with the destruction of superconductivity. The re-
the reflections from crystal planes with differéhkl) values, flections corresponding to pure Pb have never been seen on
not parallel to the layer planes, testify that all crystallo-PbTe/YbS sampleseven after year-long aging Finally,
graphic directions in the substrate and in heterostructureolid-state chemical reactions between different elements
components coincide. take place. As a result of the aging effect, additional reflec-
i) For PbTe and PbS in all SLs the values of the latticetions appear on the x-ray diffractograms. The majority of
parametersa hardly differ from the ones tabulated for the these reflections may be identified as belonging to the com-
bulk compounds. Larger changesafup to 0.3% are ob-  pounds of K and S with different valences. The location of
served in YbS and EuS when they are in combination withthese new compounds should be close to the interface be-
PbTe. tween the substrate and the first semiconducting layer be-
iii) The areas of coherent x-ray scattering in different SLcause, according to Auger electron spectroscOpES)
layers as a rule are about 100—200 (the only exception is analysis, no traces of K were observed in several upper lay-
YbS, where it is 30 nmm The microstresses in the layer ers of the EuS/PbS superlattice. Figure 2 shows the
planes(with the same exceptigrare rather smallthe value  composition—depth profile obtained by means of ion etching
of deformation is in the range 0.05-0.4%nd show a ten- and AES on a EuS/PbS samgtbe depth is shown in arbi-
dency to increase with increasirfigBoth the blocks of co- trary units because the calibration of the etching rates was
herent scattering and the microstress values were determinedt yet done on the single filmsThe difference in the crys-
by an approximation method. tal lattice parameters of these two chalcogenides is extremely
iv) In the case of the samples prepared on the mica sutsmall, and on the diffractograms of these samples the sepa-
strate the SLs consist of blocks with two different orienta-rate reflections belonging to the two compounds cannot be
tions (with the axes[100] and [111] perpendicular to the distinguished. The diffractogram appears to be similar to that
layer planes which is characteristic for a mixture of the two compounds.

f
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TABLE I. The misfitsf, grid periodsD , and transition temperaturgg for  conductivity. The PbTe/PbS SLs prepared on mica substrates
the investigated systems. have island-type dislocation grids covering only a small part
of the interfaces. On these samples only partial supercon-

Pg. MM ducting transitions have been found, at temperatures which

System f, % Calc. Exp. Te K are close to those for the same SLs condensed on KCI. The
PbS/EuS 057 74.0 absent nodata resistance jumps are usually about 15-20% of the normal
PbTe/SnTe 2.0 23.0 23-25 2.97 resistance.

PbS/PbSe 3.16 13.5 13.5-14 4.29
PbTe/PbSe 4.8 8.6 8.6 6.02 SUMMARY

PbTe/EuS 7.7 5.7 5.7 5.01

PbTe/PbS 8.3 5.2 5.2 6.03 From a comparison of the structural and superconduct-
PbTe/YbS 13.0 33 33 5.93 ing properties of all the SLs investigated, the following con-

T , ._clusions may be stated.
¢ values for each multilayered system are the averages for several iden- L .
tical samples. 1. For the appearance of superconductivity it is essential
to have perfect single-crystalline structure and regular grids
of misfit dislocations on the interfaces. When the latter are of
But the AES data in Fig. 2 show that there are the alternatinghe island type, only a partial superconducting transition is
layers of EuS and PbS. The apparent concentration of theeen against the background of a large normal resistivity,
elements Eu, Pb and §ig. 2) obtained in the different surviving until the lowest temperature of the measurements.
layers corresponds to the expected one for monochalco- 2. There is no correlation between the presence of pure
genides, within the limits of the experimental uncertainty.pp in the SLs and the appearance of superconductivity. In
The relatively large length over which the Eu and Pb conparticular, pure Pb has never been observed in superconduct-
centrations vary substantially as the interfaces cannot be cofhg PbTe/YbS SLs. Thus the origin of superconductivity in
sidered as a real scale of the transition region due to thgemiconductor SLs can hardly be attributed to lead segrega-
specifics of the technique uséid is attributed to the 10Ss in  tion on the interfaces between two compounds.
depth resolution caused by the ion etching 3. Evidence obtained from the measurements of the criti-
According to TEM investigations which have been car-cal magnetic fields shows that the superconducting layers in
ried out on 2- and 3-layer samplésondensed on KCI sub-  the SLs considered are confined to all interfaces between two
strate$ with a total sample thickness’150 nm, for hetero-  semiconductor8.On the basis of this fact and the conclusion
structures withf>2% regular grids of misfit dislocations are formulated in item 1, one may suggest that in semiconductor
observed. The grid periods obtained experimentally agres|s the superconductivity itself may result from the disloca-
well with the ones calculated according to the forniula tion structures and specific interfacial electronic states.

_Ibl,
o=

whereb, is the Burgers vector of the misfit dislocation. The

misfitsf, grid periodsD, and transition temperaturd@s for ﬁg’g‘gfase' S. Ishida, S. Takaoka, and T. Okumara, Surf. T8, 486
the |r_1vest|gated systems are presented in Table . It_ 1S SGEEIN_ Ya.. Fogel, V. G. Cherkasova, A. S. Pokhila, A. Yu. Sipatov, and A. I.
that in thef range between 2% and 4.8%, decreasing the redorenko, Czech J. Phys. Suppl. 82 727 (1996.

dislocation density leads to a noticeable lowering of the su-’D. Agassi and T. K. Chu, Phys. Status SolidilB0, 601 (1990.

; it 0 41. M. Dmitrenko, N. Ya. Fogel, V. G. Cherkasova, A. |. Fedorenko, and
perconducting transition temperature. At 4.8% the depen- A Yy Sioatov Fiz. Nk, Temolo 747 (1963 [de rems, Phvslo
dence ofT, on the dislocation density shows an approach to 3, (1'99:5’]. T ' P P FIYS2S
saturation at a level of about 6 K. Misfit dislocations have 5v. M. Kosevich and L. S. Palatni€lectron Microscopic Images of Dis-
not been observed in EuS/PbS SLs with0.5%. The quick  locations and Stacking Faultdauka, Moscow(1986.
mechanical destruction of the latter Sast after prepara-  This article was published in English in the original Russian journal. Repro-

tion) did not allow us to test these heterostructures for superduced here with stylistic changes by AIP.
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Temperature dependence of the critical current in high- T, superconductors
with low-angle boundaries between crystalline blocks
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Institute of Physics, National Academy of Sciences of Ukraine, rp. Nauki 46, 03022 Kiev, Ukraine
(Submitted July 26, 2000
Fiz. Nizk. Temp.27, 131-139(February 2001

A model for the limiting of the critical current in rather perfect higlh-superconducting crystals
and epitaxial films with a block structure with small angles of misorientafiai the

crystalline blocks is considered for the case when the distdrimtween edge dislocations along
the boundary between blocks is greater than the coherence I&fgthlt is shown that

under these conditions the transparency of low-angle boundaries for the superconducting current
carriers near the critical temperaturg is practically independent af andT. As a result,

the only factor governing the temperature dependence of the critical current dg$tyremains
the depairing currenjto(T)oc(1—T/T,)%2 NearT,, when&(T)>d, a transition from the
dependencé,(T)~(1—T/T.)*? to a dependenci(T)~ (1—T/T.)? occurs. This behavior of
j<(T) is in good agreement with the results of experimental measurements of the critical
currents in thin epitaxial films of YB&Lu;0O;_ 5. © 2001 American Institute of Physics.

[DOI: 10.1063/1.1353699

1. INTRODUCTION anisotropic effective masses. For high-superconductors

i . . (HTSC9 based on layered cuprate compounds oned)as

Along' wlth the critical tempe'ratur?efc, the CI’Itlca|'CL.Jr- —m*/m*,>1, wherem?, andm?* are the effective masses
rent densityj . is one of the most important characteristics of of the current carriers in the plane of the layeab) and in

a superconductor. It can be measured both by the experimeﬂie direction normal to the plane of the laygegong thec
tal determination of the transport properties of samtes

sistive methodsand by noncontact methods based, for ex-
ample, on measurement of the magnetic susceptibility o
samples in alternating magnetic fields. The value and te
perature dependence @f are governed by various mecha
nisms that limit the supercurrent, decreasipngfrom its

It follows from Eq.(1) that the dependence of the critical
Eurrent density o is determined by the temperature depen-
Mdence of the depairing currejg and the disorder parameter
"~ 5. For temperatures sufficiently close M, the function

. . . . 'jo(T) can be obtained using the expressionsgd@nd X\ in
maximum possible value corresponding to the depairing cu the BCS theory:£(T) =\ (T)(1—T/T,)~ Y2 which gives

rent]o. jox(1—T/T.)%2. Substitution of the temperature depen-

One of the known mechanisms that limit the supercur-y. . o ofi, 87, andé, into (1) leads to a dependence of the

rent is due to the depinning of Abrikosov quantum vortlcesf m jo(T)>(1—T/T.)"® in the case ofT, pinning and to

in type-Il superconductors and can be described in a mOdeP(T)OC(l—T/T )52in the case ol pinnin
based on the collective pinning of isolated vortices on :struclC < S€ Obl pInning. .
Another possible factor limiting.(T) is the existence of

tural defects. In the collective pinning model the character diff interfacial boundaries i | 4 pol |
of j.(T) is intimately connected to the type of disorder that ! erent interfacial boun aries in granufar and po ycrystal-
c line samples of HTSC materials. Then the dependence of

is responsible for the vortex pinning in the sample, and it is. . : .

: . ; T) would be determined by the currenitg(T) flowin
determined by th? dgpendence of the cor're§pond|ng d'sord%rﬁoagh the intergranular Josgphson con:];igts.) The te?npera-
p_ara_meteﬁ. For pinning due to sp_atlal variations ©f (6T, ture dependence of the Josephson curiggl) has been
Fr:r;n]:gg)mtgewd(elpfr}(ﬁn)c € 1,2f wﬁilgliﬁ;dteernl?s;?gggﬂ- ddgzZn calculated previously in the Ginzburg—Landau theory for dif-

T C ’ - .
dence of the parametek characteriz_ing thg v_ariat_ion _of the Iﬁreeni‘LTpoedrg)sngzgggri?:;iitil:]—gsglecrlcj:?r:;jtjocr(gl)g)ta(ﬁ dOf
mean free paths of the currentg/c;arner% pinning) is given superconductor—normal metal—supercondu¢gNS types
by the expressiod,~(1—T/T;)"~ )

For both types of disordering in the collective pinning of t_h?l_)tg';] dper?%l;;e('I??'T'?giggee\é\/t?\felfomi rt1c(;Jt fﬂ;g;—rcua_
isolated_vil(:rtices the critical current density is given by the dratic te rJn T)eraturec depe’n denpce of t%/.e critical curu’g(ﬁ(;
expressio «(T.—T)? has been observed in HTSC materfaiin ad-

ie=io(dlem?? (1)  dition, for a complex contact of the superconductor—normal

metal—insulator—superconduct@®NIS) type a dependence
wherejo=ceo/(12\37°\2¢) is the depairing current den- j(T)(T,—T)%? similar to theT dependence of the de-
sity in the superconductoky=hc/2e is the magnetic flux pairing currentjy, was observed in Ref. 3.
quantum) is the London penetration depth of the magnetic  In an experimental studyof the temperature depen-
field, £ is the coherence length, ang, is the ratio of the dence j.(T) in thin (~500 A thick epitaxial films of

1063-777X/2001/27(2)/7/$20.00 96 © 2001 American Institute of Physics
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YBa,Cu;0;_ 5 a relatively large value was obtained for the through low-angle boundaries in rather perfect HTSC crys-
critical current (~10° A/lcm?), and a dependende(T)<(1  tals and epitaxial films under the conditiat{6)>2&(T).
—T/T.)%? was found. We show that in this case the transparency of the boundary
Irradiation of the films by fast electrons with an energy for the superconducting current carriers, which is determined
of 4 MeV at doses of-3x 10'® electrons/crh led to a sev- by the local suppression of the superconducting order param-
eralfold decrease in the absolute value of the critical curreneter along the boundary, is practically independen# @ind
but did not alter the character of its temperature dependencé.nearT.. If there is also a high transparency of the bound-
In discussing the results, the authors of Ref. 7 offered th@ry due to the existence of rather wide superconducting
conjecture that the dependenicéT)>=(1—T/T.)*?> may be channels between the cores of the EDs at smalthen
due to the presence of a granular structure in the film, witifhe only remaining factor governing the temperature depen-
intergranular contacts of the SNIS type. However, this condencej.(T) is the depairing current. The dependemgT)
jecture is in poor agreement with the high critical current®(1—T/Tc)¥? obtained in this model is in good agreement
density in those epitaxial films. with the experimental results reported in Ref. 7 and in the
In Ref. 8 a non-Josephson mechanism was considergefesent paper. On the other hand, if the “geometric” factor
for the limiting of the critical current in rather perfect HTSC limiting the superconducting current in the channels is im-
crystals and epitaxial films, which are generally characterPortant(e.g., on account of a large radius of the nonsuper-
ized by a block structure and consist of slightly disorientegconducting cores of the EDsand the transparency of the
single-crystal blocks. The low-angle boundaries betweefoundary does not go to zero&s- T butincreases instead,
these blocks are periodic chains of edge dislocati@@iBs) then the temperature dependence of the critical current will
. i _ 514 \hich ic di
separated by a distance that depends on the angle of mutf2ve the formjo(T)o(1—T/Tc) ’Sl‘é"h'Ch is different from
misorientationd of the blocks and is determined by the well- e dependencg(T)«<(1—T/T.)>* obtained in Ref. 8.
known Frank formulad(6)=b/2sin(@/2)~b/, whereb is  HOWever, as one approachés, where the conditiort(6)

the modulus of the Burgers vector, which is equal in order o~ 26(T) ceases to hold, in both cases one obzservgs a transi-
magnitude to the lattice constant, tion to a quadratic dependenggle(1—T/T.)*, which is

As was shown in Ref. 8, near a periodic chain of p‘,jm,jl”elanalogous to that for the critical current through an SNS
EDs (a dislocation wal, in a region with a width of several contact. In the present paper we compare the theoretical re-

times the coherence leng#{T), the proximity effect leads sults with the e*"’ef'mef‘t"’?' data for a Y&&50;, film
to suppression of the superconducting order paramgter before and after its irradiation.

and, as a consequence, a substantial weakening of the critical

current through the boundary, even at angles of misorienta-

tion 6 such that the nonsuperconducting regions around thé EXPERIMENT

cores of the EDs do not yet overlap and a continuous insu-  The parameters of the HTSC films were measured by the
lating or normal(metallic) Josephson barrier is not formed. |ow-frequency magnetic susceptibility method at a frequency
The angle dependence of the critical current obtained in Ref 937 Hz in a temperature range 77—100 K in the magnetic
8 is in good agreement with the quasiexponential depenfie|d of the Earth. The amplitude of the alternating magnetic
dencej.(¢) observed experimentally in the absence of eX-field perpendicular to the plane of the film was varied over
ternal magnetic field for HTSC bicrystals with differefit  the range 0.001-5 mT. The detection system consisted of an
The temperature dependence @f(T) through the SR-830 lock-in amplifier connected to a computer through
boundary in Ref. 8 was not analyzed in detail, and it wasan RS-232 interface for storage and additional averaging of
only for the case of rather large misorientation anglest  the data.
which the strong inequalitg( #) <&(T) holds and a substan- The contactless technique used to measure the critical
tial role is played by the geometric effect of the narrowing of current density was based on analysis of the imaginary part
the superconducting channels between the insulating cores ef the complex magnetic susceptibilig/ of the samples as
the EDs, that a dependengg(T)x(1-T/T;)®? was ob-  a function of the amplitudér of the alternating magnetic
tained, which formally coincides with thél-pinning model field.
but is realized in the absence of magnetic field. However, the  As his varied the measured value gf reaches a maxi-
case of low-angle boundaries, where the inequalify) mum at a certain valuk,,. In general the value df,, has a
>¢&(T) holds over a wide temperature interval, was not anarather complicated dependence on the critical current density
lyzed in Ref. 8, even though this can be of interest for HTSCand on the shape and dimensions of the sample. For samples
crystals in view of the anomalously small coherence lengthin the form of thin films excited by an alternating field per-
In addition, the dependencig(T)o(1—T/T.)%? given in  pendicular to the film plane the dependenceybfon h has
Ref. 8 was obtained as the result of an assumption that thgeen examined in Ref. 9, for example. There it was found
transparency of the system of superconducting channels #tat for disk-shaped films the relatigp=1.01%,/L is ob-
the boundary goes to zero @is- T, whereas in actuality the served, wherel is the thickness of the film. It has been
transparency of the boundary at a fixed valuedoghould  showrt® that this same expression also gives a good descrip-
increase a§ — T, and&(T)—< on account of the enhance- tion of the results of experiments on films of other isometric
ment of the proximity effect between the superconductingshapes, including squares.
channels. The value ofT, for the samples was determined on the
In this paper we use a model analogous to that of Ref. &ame apparatus used to measure the magnetic susceptibility,
to consider the mechanism limiting the critical currentfrom the start of the sharp rise of’(T) at the onset of
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superconductivity. According to our estimates, the error in
the measurements af, was =0.1 K.

We studied thin (=500 A) epitaxial films of the
HTSC YBaCu;O;_ 5 with T,=89.6 K. Thex axis of the
YBa,Cu;0;_ 5 epitaxial films, which were deposited on a
LaAlO; substrate, were oriented perpendicular to the plane
of the films. The samples had a nearly square shape in the
plane, with dimensions of 0260.5 cm.

The samples were irradiated at room temperature by
4-MeV electrons at thelRBJ-4 linear accelerator. The density
of the electron beam was chosen so that the temperature of 0
the sample did not exceed 70-80 °C during the irradiation. 0.86 0.90 0.94 0.98

The dependence of the relative valuesyéfon the am- T/Te
p!ltl,!de h of the ac exciting field was measured prior to Ir_ra' FIG. 1. Measured critical current density versus the reduced temperature
diation and after storage at room temperature for various;r, for an unirradiated film (), immediately after irradiation of the film
time intervals. The relative error in the determinatiorhgf by a dose of X 10'® electrons/crh (M), and 540 days after irradiatiom().
and, hence, of., is not more than 5% of the measured Lines 1-3 are the a_pproximating curveﬁ(T)=Jn(l—T/Tc)f for _these
value. states of the film, with the values of the paramet&rsands given in the

The main result of the studies of the temperature depent?Xt'
dence of the critical current density in these films and how it
is affected by electron irradiatiofat a dose of X 10
electrons/crf) was given in Ref. 7. The experimental data for a spatially nonuniform superconducting order parameter
can be approximated by the expressigp(T)=J,(1 #(r) near the interfacial boundary, normalized to the uni-
—T/T,)S, where the parametets, ands of the approxima- form bulk valuey..~ 7 (Ref. 8
tion were optimized by minimizing the mean-square devia- .
tion. For tr?e initial fyilm Jn=(1.24i 0.19)X 107q Alcm?, EMAY+ == PlP=V(n) ¢ 2
s=1.48+0.06. For the irradiated film immediately after ir- Here A is the Laplacian operator=j/j, is the dimension-
radiation J,=(6.35-0.62)x10° Alcm?, s=1.51+0.04. less uniform current density in the bulk of the supercon-
Thus the exponent in the temperature dependence corréuctor, normalized to the depairing currggtT) ~ 7°/2, and
sponds to a value=3/2 and is not affected by irradiation, V is the effective potential, which determines the measure of
while the value of the critical current density, being initially local suppression af(r) on account of the change T, and
rather high, decreases to less than half after irradiation. Wgnear the interfacial boundary:

did not observe any changes, outside the measurement error,
in the critical temperaturé . of the films as a result of irra-
diation.

The first signs of the relaxation process began to appear ) . )
during the first day after irradiation. However, these change¥/hereio(r) is the local value of the superconducting current
were observed more in the temperature dependeng&(@j denglty near the boundary. We note that in Ref. 8”the de-
and of the responses at high odd harmonics of the excitatioRominator of the second term {8) contained an additional
frequency in experiments at given values lofout were factor of =, which corresponds to the poorly grounded as-
hardly noticeable in the resulting temperature dependence §mption that the “geometric™ transparency of the boundary
j.(T) obtained from they”(h) curves. Nevertheless, it decreases ab—Tc. ) _
turned out that that over a long period of tiniseveral The change in the supercurrent densigfr) flowing
months the relaxation after irradiation became noticeable inthrough the boundary is related to the spatial redistribution
j.(T) as well. Here the exponestremained constarfequal (filamentation of the supercurrent in the superconducting
to 3/2 within the measurement erydhe entire time, while channels between the nonsuperconducting cores of the EDs
J, relaxed over time to the value observed prior to irradia-formed as a result of the plastic deformation of the crystal
tion. Figure 1 shows the temperature dependencg.(df) lattice and also on account of the accumulation of defects in
for a film prior to irradiation, immediately after irradiation, the elastic stress fields around the EDs, primarily copper at-
and 540 days after irradiation. It is seen that over the ex®Ms and oxygen vacancies, the growth in the concentration
tended relaxation period the valuebf, which had fallen to of which leads to suppression of superconductivity in cuprate

less than half immediately after irradiation, was almost comHTSC compounds. However, for low-angle boundaries the
pletely restored to its original value. growth of the local supercurrent density is small, since the

width of the superconducting channelg ) =d(6) —2r; is
significantly greater than the “geometric shadow” region
created by the insulating cores of EDs of radiusd.

The local variation of the critical temperatuéd .(r) in

To determine the temperature dependence of the criticdBB) arises because the coupling constgpfr) responsible
currentj.(T) through a low-angle boundary with allowance for Cooper pairing varies near an ED on account of the elas-
for the proximity effect under the condition=(1—T/T.) tic strain of the crystal lattice and the redistribution of the
<1, we proceed from the Ginzburg—Land@BL) equation  concentration of free current carriefisoles in the electro-

_ST(n) g —i?

S AT

()

3. MODEL OF LOW-ANGLE BOUNDARIES AND THE
TEMPERATURE DEPENDENCE OF THE CRITICAL CURRENT
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static fields of charged defedfi®ns, oxygen vacancigsver Equating expressions(5) and (7), we find the
distances of the order of the screening lengihRef. 8. r-dependent value of the critical angle at which the aver-

As a result, in the neighborhood of an ED there ariseaged potential at the boundary begins to exhibit temperature
regions with a depressed local valueTa{r), lower thanT, and angle dependence:
in the bulk of the sample. In these regions a transition to a
normal metallic state can occur at sample temperatures in the 0(7) = ﬁ b_‘/; ®)
interval T,(r)<T<T,., and that should lead to suppression T &
of the superconducting order parameter on account of th

ssuming thatb~a~4 A (a is the lattice constant in the
proximity effect at scales comparable to the coherence IengtB

lane of the layepsand taking a temperature interval corre-

€M) =&/ : sponding tor~0.1-0.25, we find fron(8) that the critical
The value of¢, can be estimated from the slope of the angle has a valué,~(4/)(1°-5°)
R .

temperature dependence of the second critical &ls(T) If we assume that the superconducting order parameter

of a type-ll superconductor a—T: near the ED is suppressed inside a cylindrical region with a
circular cross section of radiugT) and that the transition
(4)  from dependencé5) to (7) occurs atd( ) =2&(T), we ob-
tain the coefficienty= /4. In general one hag~1.
As a result of the substitution @%) and(7) into the GL
equation (2), we obtain the following equation for the
y-averaged order parametg(x,y):

112
, dHe

%o
+ Me= T

fo=| 5
27T HL(T,)

For T;=90 K andH/,(T.)~2 T/K, values typical for
YBa,Cu;0;_ 5, we obtain the estimatg,~12 A.

Under the condition thag(T) is much greater thahy
and greater than the distand¢f)~hb/6 between EDs, the d2y 2

value of the potentiaV(x,y) averaged over the spatial pe- ar — = —=F 1pé(n), 9
riod along the boundar{i.e., along they axis) can be written v
approximately agsee Ref. & where
(Vixy))~ Ug 5(n) 27Tr0u00 ) D ra(1, 6<6.(7); 10
(X ~ U
= Zdmem "M e ds FlO=4%032 | proy(r), 0> 647, (

Here n=x/&(T) is the dimensionless variable along tke The averagg9) far from the boundary(for »#0) is
axis, perpendicular to the plane of the bounda®fy) is a  uniform and can be integrated with the use of the boundary
delta function, andJ, is the zeroth Fourier component of the conditions

short-range(screenef potential of the nonsuperconductin ,
Shortrangetsoreenelp P S O WER=g; W(E)=0; @D

U0=27TJ’:U(r)rdr=277rgU0, (6) P (+0)=—¢'(— 0)— L. (12)

The first integral of equatioff9) under conditiong11)
whereuo is the dimensionless amplitude of the potential nor-and(12) is (see Ref. 8

malized to the energkgT. (kg is Boltzmann’'s constajt
andrg is the effective radius of the norméhetallic region E(d_‘ﬂ)2+ U(g)=E (13)
around the ED and is equal in order of magnitude to the 2\d '

screening lengthy . We note that under the conditial{ )

<¢(T), each ED in thexy plane is associated with a region where
of area 21(0)&(T) in which suppression of the supercon- iz
ducting order paramete¥ on account of the proximity effect U(y)=—=+ — 7 E=U(¢..). (14
occurs. 2 29 4
However, at sufficiently large values efand small val- The equation for finding the value of the suppressed su-

ues of the misorientation angle, such thatd(6)=2£(T),  perconducting order parametg along the boundary is ob-
the regions with the suppressed valuefofiround the indi-  tzined by substituting12) into (13) for = i:

vidual EDs are practically nonoverlapping, and their areas
per ED are equal in order of magnitude #@&(T). In this , U i2 11,00

case we use the following expression instead%ffor the 2E—4q o 4/; 4
y-averaged potential: 0

(15

At a low current density, when the conditioh<1 is satis-
2yU 4FSU_0 fied, there is no appreciable change in the superconducting
(Vxy)~——7p— T €(T) o(m) =y & (), @ order parameter in the bulk of the superconductor, and so to
0 good accuracy one can sg¢t,~1. Then, according to Eq.
wherevy is a dimensionless coefficient that is determined by(14), one has to leading termE~1/4. Assuming that the
the spatial distribution of the nonuniform order parameterorder parameter is strongly suppressed near the boundary, so
around the ED. We see that expressi@nis independent of that ¢§<1, we obtain in place of15) the more general
both ¢ and 7. relation
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FIG. 2. Log-log plot of the calculated dependence of the critical current

densityj. on 7=1—T/T,, obtained according to Eq&L0) and(18) for the
following angles of misorientation of the intercrystallite blocks: 0.07(1),
0.04 (2), and 0.01(3) radians &4°, 2.3°, and 0.57°). The curves were
constructed for the parametdis=4 A, £,=12 A, andy==/4.

1 P2
S(Ti+4)yg=1- 7 (16
which reduces to a biquadratic equation with respeatdo

The roots of equatioii16),

[1+1-4i3T2+4)],

are real under the conditioR< (1/4) (1“§+4), which implies
the following expression for the maximuferitical) super-
current density through the low-angle boundary:

, 1
"00_F§+4

17

B Jo(7)

C2[T(9,7)+4]Y2 (18

jC( 7, 0)

According to Eq.(10), for < 6.(7) the parametel; is

Pashitski et al.

where
d2

4ri
(d—2r;)?

&(T)

_Ar; \/; v(2—v)

Hl0= o (1-n?’

4ri . (20)
v= Fsm( 012).

We note that under the condition=1, which for r;
~b holds at a misorientation angle~30°, the widthdg
=d—2r of the superconducting channel goes to zero. Then
a solid insulating barrier arises along the boundary, and
the situation corresponds to a transition to the regime of a
SIS Josephson contact with a linear dependen¢e)«r
(Ref. 2.

With allowance for relatior(19) for i°<1 we obtain in
place of(16) the equation

i2

1 i
S (Mi+4)yg=1——(2+T1Ty), (21)
o
from which it follows that the critical current is
. Jo(T)
T = . 22
(1) [2(12+4)(2+T )22 22

At small misorientation angles, when<1 andI',<1, and
for values ofI'; that are not too large, so th&tI',<2,
expression(22) reduces tq18).

However, if the parametd?, assumes such a large value
that, despite the smallness B% for a low-angle boundary,
the condition’{I"',>2 holds, then for<6.(7), whenT'y
=const[see Eq.(10)], the temperature dependence of the
critical current(22) according to(20) has the formj.(7)
~ 724 At the same time, foB> 6,(7), whenT ;T',=const,
in this case fod";>1 a quadratic dependengg(7)~ 72 is
also realized, which actually corresponds to the formation of
an SNS contact along the boundary.

independent ofr and #, so that the temperature dependence

of the critical curren{18) is the same as that for the depair-
ing current,j(7)~jo(7)~ 72

On the other hand, according to Eq8) and (10), for
6> 0.(7) the parametel’;~ 7 Y2 In that case, under the
conditionI';>2, Eq.(18) implies a quadratic dependence of
the critical current onr: j.(7)~72. We note that thed";
~#, so that the critical current; should fall off with in-

creasing misorientation angle as?.

Figure 2 shows a log—log plot the critical current as a

function of 7 for different 6, according to a calculation using
Eq. (18) together with(10). We see that in the region of
small 7, where the critical anglé.(7) becomes smaller than
the corresponding misorientation angle one observes a
transition from a dependendg(7)~ 72 to a dependence

jo(n)~ 72

However, asd increases and the distance between ED
decreases, it becomes necessary to take into account t
aforementioned “geometric” factor connected with the de-
crease in the width of the superconducting channels betwee

the insulating cores of the EDs. The the coefficient of éhe
function on the right-hand side of E() takes the forfy

T (i) =T+ T,i% 43, (19

S

4. DISCUSSION

According to the above analysis, in rather perfect HTSC
crystals and epitaxial films with a block structure and low-
angle boundaries between blocks, there should be two re-
gimes of limitation ofj.(T). One of them, which was con-
sidered previously in Ref. 8, corresponds to small distances
d(60)<&(T) between EDs in the dislocation wall and can be
realized at sufficiently large misorientation angles of the
crystallites, whereas the second regime can occur only for
small 6 or for not-too-smallr, whend(8)>2&(T). These
two cases are characterized by a different temperature depen-
dence of the critical current densityj(7)~ 7> for @
> 0.(7), and j(7)~ 72 (for T1T',<2) or jo(7)~ 7" (for
I'yT',>2) for small angle®¥< 6.(7). Here it is assumed that
the critical current for the depinning of Abrikosov vortices is
WeUCh greater than the above-considered suppressed critical
current for depairing across the boundary.

Since &(T)—» as T—T., a transition to the case
T)>d should always occur in a certain region of tempera-
tures nearT.. However, for HTSC materials, which are
characterized by a small coherence length, this region can be
too narrow for detection in experiments based on measure-
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10 ¢ v= /4 we obtain the estimate< 6.(7.)~2.5°, which cor-

E responds to distance between ED1¢8,) =90 A<&,.

Comparing the experimental values of the critical cur-
rent in the regionr> 7. in the unirradiated filmj.(T)~1.4
X 10’72 Alcm? with the depairing current, which for
AL(0)=1500 A has the valugy(T)~3.6x 10°7%2 Alcm?,
we can estimate according (&8) the value of the transpar-
ency factor of the boundary in the regiah<6.(7): T';
~Uor 3/ €3~12. Clearly herd ;T ,<2.

As a result of irradiation by fast electrons the value of
j<(T) decreases to less than h@ée Fig. 1, and forr> 7. it

— 01 amounts tgj¢(T)~6.4x 10°7%2 A/cm?. This corresponds to
1-T/Te ' an increase i’ to a valuel’;~28, which may be due to
FIG. 3. Log-log plots of the measured critical current density versusg!ﬁowth of the effective radius of the nonsuperconducting re-
r=1-T/T, for an unirradiated film [1), immediately after irradiation of ~gions around the cores of the EDs on account of the accu-
the film with a dose of %10 electrons/crh (M), and 540 days after ~mulation of radiation defects. Here the quantyT) + 2r;,

iradiation (A). Lines 1-3 are the approximating curver(T)=Ji(1  as before, remains smaller thdnand in the corresponding

- s ) : . : ; . .
T/T.)® for these _states of the film, with the paramet&rsands given in region of r values the dependenq:goc 7_3/2 is preserved.

the text. For the points at temperatures clos€ the error bars £ 0.02) for . .

the determination of are shown. For the other points the error is no bigger After a Iong relaxation of the film at room temperature,

than the size of the symbols indicating the valuegof the value of the critical current is practically restored to its
original value (cf. Figs. 1 and R In terms of the model
considered here, this can be understood to be the result of

ments ofj(T). Therefore, in the case of small misorienta- recombination of the radiation-produced vacancies and inter-

tion angles not exceeding(7), for values ofr comparable stitial oxygen atomswith the_ rg_storation of the previous
to the experimental uncertainty in the measuremeftt,ahe ~ values ofr; andl';). The possibility and rate of such a pro-
dependencg.~ 732 (or j.~ %) will be observed in practi- C€SS will depend substant.lally on .the §p¢C|flc types of radia-
cally the entire region of(T) measurements. tion defects produced during the irradiation.
Apparently, it is this situation that is realized as a result 1 he effect of electron irradiation on the valuedf and

of relaxation after irradiation in the epitaxial films investi- N the transport properties of HTSCs was investigated in
gated in the present study. When one considers the rath&efs. 11-14. The maximum energy of the electrons in those
high initial value ofj, in the samples under discussion, this €xperiments was not more than 350 keV. The authors of

explanation is more natural than the conjecture of Ref. 7 thahose studies concluded that the defects formed are due to
SINS Josephson contacts are formed in them. displacements of the oxygen atoms. It was show in Ref. 14

Figure 3 shows a log—log plot of the experimental datathat in the irradiation of thin films of YBa&Cu;07_4 by low-
of Fig. 1 on the temperature dependencejdfT) in the  energy electrons§<40 keV) the oxygen defects are formed
initial and irradiated films. We see that at temperatures ned?redominantly in the region of the CuO chains.

T., both the unirradiated and the fast-electron irradiied If it is assumed that, despite the much higher electron
mediately after irradiatiorfilms have a dependence p{ T)  energy E=4 MeV) used for irradiation in the present study
that deviates from the dependerjce 72 observed at lower and in Ref. 7, oxygen vacancies remain the main type of
T to the side of larger values of the exponentpaind within ~ defects, then the observed rate of their “healing” as a result
the experimental error limits approaches a quadratic law®f storage of the samples in air at room temperature would
jc* 2. These deviations were unnoticeable in Fig. 1. be about as expected.

Although these deviations are comparatively small, they =~ However, the temperature dependencej 4fT) in the
nevertheless exceed the mean-square measurement erddm after relaxation does not exhibit any deviation from
which stems mainly from the inaccuracy in the determinationj 72 outside the experimental error in the entire investi-
of 7 in the temperature interval where the deviations appeagated interval ofr (see Fig. 3
The corresponding error bars are shown in Fig. 3. The errors  Of course, the initial state of the sample and its state
in the measurement gf. are no bigger than the size of the after relaxation are not identical in respect to the parameters
symbols representing the experimental data points in Fig. 8hat influence the critical current, and one can make different
and are therefore not given individually. assumptions about the causes of the possible differences of

Such behavior of (T) is in qualitative agreement with 6. in them. For example, they may be due to a change in the
the theoretical curve&Fig. 2) of the critical current through block structure(polygonization of the film during the long
low-angle boundaries. From the point of transition of therelaxation afT~300 K, as a result of which the misorienta-
experimental curves frof« 792 to j .« 7% one can estimate tion angles of the blocks decrease and, consequently, the
the value of the characteristic angles of misorientationn ofumber of EDs decreases and the average distance between
the single-crystal blocks in the film by taking into accountthem increases, so that the characteristic values rgimain
that the critical angled.(7) corresponds to the maximum less thand.(7) all the way down to the lowest values of
angle of the boundary on the percolation paths of the supethat can be measured.
current. As a result, for a critical value~0.06 (see Fig. 3, However, we will not present a detailed analysis of the
according to relation(7), for b~a~4 A, &{~12 A, and deviations of j(T) from the dependencej (T)«(1

jo,10° Alcm?

0.1

all

M |
0.01
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—TIT)*? or of the possible causes of differences in the states  This study was supported in part by the Grant CRDF
prior to irradiation and after relaxation. Moreover, at tem-UP1-306 under the auspices of a joint program of the USA
peratures neaf . the curves presented can also be affectecand Ukraine.

by the systematic error due to the chosen method of deter-

mining T, from the start of the sharp change jfi. *E-mail: pashitsk@iop.kiev.ua
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