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The problem of the surface microwave impedance of a superconducting film in a static magnetic
field H parallel to the surface is considered. In films of thickngéss\ (\ is the London

penetration depihthe mixed state for a parallel orientation of the external field is a set of vortex
rows, the number of which varies in a discrete manner at certain characteristic values

H(d) of the magnetic field {}’(d) is the insertion field for thé\th vortex row. The surface
impedance of the film in the field of a normally incident microwave field is calculated with
allowance for the contribution of oscillating vortex rows. The results obtained in the known
theoretical model$Coffey—Clem and Branglfor the surface impedance of superconductors

in the mixed state are generalized to the case of thin films, for which size effects play an important
role in the structure and dynamics of the vortex lattice. 2@01 American Institute of

Physics. [DOI: 10.1063/1.137471]6

INTRODUCTION parameter, which characterizes the pinning in the sample,

Research on the surface impedance of superconducto?gd on the elastic modulu€ of the vortex lattice €

in the mixed state is an effective method of studying the C1(B) for_the case when the vorticgs are p.arallell o the

properties of the ensemble of Abrikosov vortices in superSurface, a”c%:lch(B) for the perpendicular orientation of

conductors, permitting investigation of their dynamical char-I€ vortices:™

acteristics, pinning mechanisms, and possible phase states in

the vortex ensembl&® For the case of a normally incident )\é(w)=

electromagnetic plane wave h(z,t),e;s(z,t) ~expikz

—iwt)) the surface impedandg; of a bulk superconductor in  where®y is the flux quantum.

the mixed state is determined by the complex penetration In calculations of the surface impedance, the transition

depthA pc(w,T,B): %712 from bulk material of thicknesd> \ to the thin-film geom-
Enc(0) oA ac etry (d=\) is usually taken into account by means of the

= = 1 matching formula:
$ Hac(0) c @

. Zg(d)=Zsf(d),
whereE(0) andH,(0) are the total complex amplitudes
of the alternating components of the field at the surface of Zy .
the superconductor, arais the speed of light. The value of z_s_tanmed)
Nac is determined by the response of the vortices to the f(d)=— : (4)
alternating electromagnetic field and depends in an important 1- Z—dtanl"(ikzd)
way on the temperatur€, the magnitude of the magnetic S
inductionB in the sampldi.e., on the vortex concentratiopn ~ where k2=i}\,§é is the complex wave vector characterizing
and the frequencw. the film material,Zg is the surface impedance of the bulk
According to the results of the well-known theoretical superconductord>\), andZ is the wave impedance of the
models of Coffey and Clet and of Brandt"*?the value dielectric substrate. For fims of high: superconductors
of N ac at temperatures low enough that one can neglect thetHTSC9 the quantityZg(d) defined by expressiofd) has
contribution of normal quasiparticles is given by the expres-been investigated in a number of experimental stutkes,
sion e.g., Refs. 13-16 For superconducting films of thickness
A2 = N2+ A2(w) @ d=<N\ the use of expressiof) is justified for superconduct-
AC e ors found in the Meissner state, i.e., in the absence of vorti-
where\ is the London penetration depth akd(w) is the  ces. At the same time, the possibility of using expres$bn
generalized Campbell depth, which characterizes the reactidior the impedance of a superconducting filsh<{\) in the
of the vortices to the alternating field. In the general casenixed state by starting from Eq$l)—(3) for the surface
M ac depends on the frequenay the coefficient of viscosity impedance g of a bulk superconductor in the vortex phase is
7 of the vortices, and the force constamt(the Labusch unjustified, since the film geometry can lead to certain size

B Bd,
a(w) 4dm(a—iwn)’

()
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Hyl;=0=Hy|;=¢=0, ]

. d/3. V|Z‘0 V|z-d ®)

R whereR, , are the coordinates of the centers of the vortices
d/3 inside the film,®, is the flux quantum, and the axis is

z normal to the surface. In the case of an isolated vortex row

FIG. 1 Struct ¢ the vortex lattice in & thin film i Jic il (x=ma, m=0,£1,=2,..) lying in the planez=z, (0=<z,
. 1. Structure of the vortex lattice in a thin film in a magnetic fi = . .
parallel to the surface. &Y (d)<H<H!?(d), the vortices are arranged in =d), the solution of equationss), (6) can be expressed,

a single row, with a distanca between vortices in the row; the arrow following Refs. 17 and 29, in the form
indicates the displacemenit) of the vortices under the influence of the

incident wave. bH®(d)<H<H®)(d); the vortices are arranged in two _ @, 2Tmx
rows; their equilibrium positions are indicated. Hv(x,2)= 2a\ < 08—

|z— z,| d—z-2z,
effects in the structure and elastic characteristics of the vor- cos}‘( u'"T) —cosl{ umT)
tex lattice, altering the electrodynamic characteristics of the X ,
conducting medium in the film in comparison with the bulk u sinl-(u E)
superconductor. m m
In this paper we investigate these size effects in the (79

structure and high-frequency dynamics of the vortex lattice

for the case of a parallel orientation of the static magnetigvhich is valid in the region &2z, zg<d, —<x<w, or,
field H, in which case the Abrikosov vortices generated byfollowing Ref. 28, in the equivalent form

this field lie in the plane of the film. It is knowh*® that in

the case of a parallel orientation of the external fidldhe Hy(x,2) = &
insertion of the first row of vortices into the film begins at a 2dx
field H(d), which for thin fims can be substantially N nar
higher than the lower critical fielt®' of the bulk material: » €S~ (2 20) —€OS 1~ (2+2o)
HO(d)~ (A /d)2HEk, xS
As the external field is increased further, the concen- n=1 Un
tration of vortices, which are arranged in a row at the center a—2x
of the film, increases until the external field reaches the value cosr( Un—)
H®)(d). At the fieldH{?)(d) a structural transition occurs in 5 2h (7b)
the vortex lattice, and two vortex rows are formed, as is sinl‘(v a '
shown schematically in Fig. 1. At this transition the distance "2\

a(H) between neighboring vortices increases with a jump.
As the field is increased further, the number of vortex rows
changes in a discrete manner at certain field val-thg%(d)

at which the transition fronN—1 to N vortex rows occurs. . _
The value ofH®(d) was calculated numerically in Refs. P€tWeen adjacent vortices. _ _
19-24: such a rearrangement of the vortex lattice has been N calculating the surface impedance we will be inter-
observed experimentally in the form of oscillations of theeSted in the averag@ver the coordinate field (7a), which

magnetic moment of the film as the external figi is has the form

which is valid in the region &z, zy=<d, 0<x=a, where, in
Egs. (7a) and (7b), u,= [14—(27-r)\m/a)2]1’2 =0,*1,
+2,...,v,=[1+ (n7\/d)?]*2 anda=a(H) is the distance

raised?—2 12— 2| d—2—2,

In this paper we calculate the surface impedance P cos)’(T> —cosl'( T)
Zg(d,H) of a film in which there is a substantial contribution Hy(z)= 0 . (8
from discrete vortex rows oscillating in the incident micro- 2ak sin)—(g)
wave field. We show thaZg(d,H) should change in a step- N

wise manner at field valued =H{)(d). The field depen-
dence ofZg(d,H) is found in the cases of high and low
frequenciedin comparison with the “depinning frequency”

wp).

The Gibbs free energy per unit length of the film in the case
of a single vortex row can be writt&h

1 1
ngJ d3r[H+N%(curl HV)Z]—EHJ Hyd®r
MIXED STATE OF A FILM IN A PARALLEL MAGNETIC

FIELD r{ d— 220)
cos

For superconductors with a Ginzburg—Landau parameter ~ _ 1| Hy(0)®y Hdo| 2\
x>1 the magnetic fieldd,, produced by vortices lying par- a 8m A d '
allel to the surface of the film can be found from the London cosh 5y
equatior®

9
Hy+X2curl curlHy=®>, 8(r—Rp) (5)  whereH,/(0) is the field produced at the center of a vortex
m,n

(for r—Ry, ) by the vortex system alone, which follows
with the boundary conditions from Eq. (7b):
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S{Zvrnzo l‘( a—Zg) 8
» 1—co coshvy;—— -
HY(0)= 5 3 ‘ 2 °r
v 2d\ =4 , a ©
Sin Unx ; 4 L
(10) [
2 -
To avoid the divergence that arises here we use the standard |
cutoff minr—Ry, /=& 0
Starting from the expression for the free energy, we can H/H“) (d)

find the thermodynamic equilibrium value of the intervortex

distance a(H), which is determined by the condition FiG. 2. Intervortex distanca as a function of the external field for the
dGloa=0, and the elastic constanri, characterizing the geometry of Fig. 1 witfd/x=0.5, whered is the thickness of the film.
elastic force that arises upon small displacements of the vor-

tex rows from the center of the filper vortex:
taken into account in the present discussion. Then, introduc-

G| P oH 1 ing zZ{M=d/3+u, zé2’=22d/3+ u, we find thats?/9z3 in Eq.
a,= &zo| d/z_ 42 costd/2n) (11) goes over ta</du*, and
_ ®gH cost(d/é)) . D3
r( a—2§) T 4mn2 coshdi2n) | and®
w n.2 COShvy——
2 Rl 2\ (17 2n a—2¢
4>\d3 Un . a) ’ > o cos( )cosr( vi—— | +(—1)"
sin Unoy y 2 3 2\
=1 Uy I‘( a
o ) ) ) ) sinH v,
which in this case is due to the interaction of the vortex row 2\
with the surface of the film. (13

In the case of two vortex rows, expressidfs—(11) are

modified as follows: Eq(9) becomes The field dependence &f(H) and ap(H) for d/A=0.5is

shown in Figs. 2 and 3 fop=100,\ =10 °cm. We see that
the a(H) and ap(H) curves undergo a jump at a field

H)(d). Analogous jumps on tha(H anda H) curves

_ _ should appear at external field vaIub&H )(d) corre-

" 2a 877 4 sponding to unit changes in the number of vortex rows.
d—2zY d—2z?

cosh —— +cos “on CONTRIBUTION OF THE VORTEX ROWS TO THE SURFACE

x| 2— IMPEDANCE OF A FILM

coshd/2\) '
Under the influence of an incident electromagnetic wave,
(12 alternating Meissner currents are induced in the film, which
cause oscillations of the vortex rows about their equilibrium
positions. In the case of a single vortex row the equation of

the oscillations has the form

wherea is the distance between adjacent vorti¢esre the
distance between nearest vortices of the same row;i$-R).
1); 2 and z? are the coordinates of the first and second
vortex rows H(')(O) is now the field produced by both vor- irt(Z0)Po _ du
tex rows at the center of any vortex of théh row (i c Tat
=1,2). To find the dependence afH) we use the equation
dG/oa=0 under the condition that{"'=d/3, z{»=2d/3.
Here it is taken into account that, according to Ref. 24, the 2.8
structural transition from one to two rows of vortices occurs S04
in a small field interval AH, ie., AH<H{"Y(d) =
—H{(d). Outside the transition regiahH the only quan- =°2.0
tity that depends on the field is the intervortex distance 3
a(H); the distance between rows is independentioand Q 1.6
=3
3

- Tasu; (14

equal tod/3.2* This transition is accompanied by a jump in

a(H) (Ref. 24 and inap(H) (Ref. 21 due to the structural

transition in the vortex system. 0.8 —t——~L——>— clt —
For finding the functiona,(H) we note the following: H/H(” (d)

analysis shows that under the influence of the Lorentz force cl

exerted by the incident microwave field, the two vortex rOWSg 5. 3, Dependence of the elastic constagton the external fieldH. The

move mainly as a rigid structure. The corrections due to th(j=Ump at a fieldH~2.5H)(d) is due to a change of the structure of the

relative motion of the rows are of orddf\ and will not be  vortex lattice in the film.

—_
[}
T
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here u(t) =ugexp(—iwt) is the displacement of the vortex

row along thez axis relative to the equilibrium position in 5 2
the planezy=d/2, 7 is the viscosity coefficient, andy % 2-0_
=a+ay, wherea, the elastic constantll) and « is the T 15
Labusch parametgiper vortey, which is due to defects in - -
the film material. The quantity,; in (14) is determined < 1.0
solely by the field of the incident electromagnetic wave: ﬁ 05
) c = 0
Jrfzﬂcurlhrf(z)
ickshy(0) _ o 107
=— ————[expik,z) |+ D; exp(—ik,z), (15 -
27TDO -s 8
where Di=(Zy—Zsm/Za+ Zsn) exp(@kod), kp=ix"%, [N
Do=1+Zgy+D1(Zsu—1), Zg is the wave impedance of = 4
the substratein the case of a dielectricZy=\u/e), and T
Zsy is the impedance of the bulk superconductor in the Z 2
Meissner statéexpression(1) with A, replaced byh). It R o
should be stressed once again that in this paper we are con- § 0 1 2 5 6
sidering the case of an ideal superconductor at low tempera- H/ H((:1) (d)
tures, i.e., R&sy=0. The solution of equationél4), (15)
has the form FIG. 4. Field dependence of the surface resistance of a film, normalized to
the absolute value of the impedance of a bulk sample in the Meissner state
CDOhrf(o)(l_ Dl)[f(d) _ d/2)\] for differen? film thicknesse&:l/)_\=_0.2, 0.3, 0.4, 0.5, 0)6at frequencies of
Up= _ , (16) 800 GHz(higher than the “depinning frequency'{a) and 100 MHz(lower
2m\Do(as—iwn) than the “depinning frequency)’(b). The jump inRy occurs at a fielcH

=H®(d)~2.5H{)(d) and is due to the insertion of a second vortex row in
where f(d) is determined by expressiof@) with Aac re-  the film. Changing the frequendyithin the regionw < w, or w>w,) leads
placed by)\_ Here, according to the boundary conditidis, only to a change of the scale on the vertical axis, while the character of the
the displacementl16) of the vortex row does not cause an fiéld dependence is unaffected.
additional alternating magnetic field to appear at the surface
of the film: H,(z=0t)=Hy(z=d,t)=0. The alternating
electric field produced at the surface by the oscillations of the 4 ) Ev(z=0)
vortex row is found from the Maxwell equation viE h,+(z=0)

dHy  dHy du i dHy . o iPiw f(d)—d/2x 20
cdt cazoa_?a_zou(t)' (A7) 4mca(H)d\ as(H) —iwny’

From Eqs.(8) and (17) we obtain the following expression For the case when two vortex rows are present in the film the
for Ey(z,1): expression foiz,,(d,H) is still given formally by Eq.(20),

but with allowance for the fact that in the two-row caggis
iPou(t)w given by Eq.(13).
BvzO)=——S The field curves of the surface resistanBg(d,H)
=ReZ,(d,H) due to oscillations of the vortices are shown in
d—|z—z| d—z—2z Fig. 4 for the cases of high and low frequendiEscompari-
COSI‘( A )+COS"( ) son the “depinning frequency’w,= as /7). The values of
d . (18 the material parameters used in the calculations were typical
smk( x)

curl Ey=—

of HTSC materials;y=100, A\=10"°cm, the valuesy=2
X 10° N/m? and =2x 10" ® N-s/n? taken from Ref. 1, and
Here the surface impedance e=20.
It should be noted that the results obtained in the present
Eac(z=0) paper differ from the results of the “continuum” modet?
m generalized to the thin-film geometry by means of the trans-
formation (4). Indeed, it follows from(2)—(4) that the ex-
_ &(z=0)+Ey(z=0) pressions for the surface resistarRgin the “continuum”
B h,t(z=0) model have the following forms for the bulk and thin-film
= Zs w(d)+ Zy(d,H), (19 geometries. In the case of a bulk superconductics X)

1 w? \2(0)

Zg(d,H)=

whereZg (d) is the impedance of the film in the Meissner © ¢ on )\—(O) 0<wg

state (i.e., in the absence of vorticeswhich is given by Rs=—ImA\pc= 0 “AC (22)
expression(4) with k,=ix "%, andZ,(d,H) is an additive c Ac(0) (%) oo

term giving the vortex contribution to the surface impedance: c 2 ) o
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whereA 5c(0) and\(0) are given by expressior{®) and w?n?
(3) with w=0. Expression(21) describes a monotonic de- 2 m, w<wp
pendence of the surface resistance of a bulk superconductor Ry(d,H)= _02_>< 22 5
on the frequency and on the static magnetic fieldRg 4mcdy 1-owglw

~w?HY2 for w<wy and Rg~ w?HY? for w>w, (in the a(H) '

Coffey—Clem model wg=a/7 and lies in the range )
10'°-10'?s™L; Ref. 1. In the case of the film geometryl ( Thus, as follows fron24), the field dependence &,(d,H)
" . Y . at high frequencies is governed by the field dependence of

<Ac<Apc) the “continuum” model with the transforma- ~_; . S
. . . a ~(H), while that at low frequencies is governed by the
tion formula (4) used in the approximate fornf(d) . -1 )

: S o o . . field dependence ofa(H)(a+ ay,(H))7] ~. At fields H
~ilk,d, which is ordinarily permissible in the microwave (1) : P .
range® gives the following expression fdRe(d): >Hg'(d) (i.e., é<a(H)<d, d<\) the asymptotic expres-

ge. g g exp S\ sions fora(H) and a,(H), as can be shown by proceeding
from expression$9) and(11), have the form

(24)

w>wp

_ . ) _)\é(O) w? a(H) = ®d 1
Re(d)=Rel ~i -5Mac] = ~cq~ w1t (alwa)?]" 4N*H 1-cosh *(d/2n)”
(22)

(29

Hd, %
4m\Zcosid/2\) 4mdaZa(H)”

Acczordizng to Eq.(22), Rs~w’H for @<wo andRs~(1  Thus forw>w,, when the viscous reaction of the vortices is

— wp/ *)H for > w,. It should be emphasized that expres-the governing factor, one haRy(d,H)~H according to

sions(21) and(22) describe the frequency dependence of the24), while at low frequencies, when the reaction of the vor-

surface resistance due to the oscillations of vortices only. tjces is governed by the pinning constart(H), descending

. The field dependence and. frequency depe_ndence of t@%gments can appear on tRg(H) curve. Physically this

impedance obtained in experiments on the high-frequenciheans that the stiffness of the vortex system increases with

dynamics of the vortices have been compared with thencreasing field faster than the number of vortices, and this

Coffey—Clem theoretical model for the case when the stati¢an decrease the dissipation caused by vortex oscillations in

magnetic fieldH is perpendicular to the surface of the super-the microwave field.

conductor(see, e.g., Refs. 1}8 It can also be shown that at very large valuesiofand,
Taking into account the “size” effects in the structure pnence,N>1) the curve 0fRg w(d) +Ry(d,H) asymptoti-

and dynamics of the vortex lattice for a parallel orientationca"y approaches the correspbndlﬁgd) curve that follows

of the external static magnetic field, as we have done in thigrgm the models of Refs. 9—-12.

paper, leads to certain features on the curves of the field At 3 fixed value ofH the frequency dependence of the

dependence of the surface resistance, which are shown #yrface resistance in the model considered here agrees with

Fig. 4 for various values of the frequency and film thicknesshat in the “continuum” model~*2for a thin film, as follows

The most important feature is the appearance of a steppagbm a comparison of Eqg22) and (24).
structure on thd&R\(H) curves, which is due to the discrete

changes in the number of vortex rows at the fiehtf§’(d)

ap(H)= (26)

(in this papemM=1,2). CONCLUSION
In addition, we should mention the different character of ) )
the Ry(H) curves at a fixed number of vortex roise., in In this paper we have shown that for thid<(\) super-

the intervaISHéT)<H<H(c“1‘+1), N=1,2 for the cases of conducting films placed in a magnetic fie_ld parallel to the
high and low frequenciescompared withw,): for w> o surface, the dynamic response of the vortices to an external
the Ry(H) curve increases monotonically Fi)n these fiel& in- alternating field exhibits features due to size effects in the
tervals for the films of various thicknessgsig. 4@)]; for pinning and dynamics of the vortices. In particular, such ef-
w<w, an unusual descending segment can appear on iffgcts should appear as steps on the curves of the surface
Ry(H) curves in the same field interval&ig. 4b)]. For ~ impedance of the film as a function of the external static
analysis of this different behavior of the field dependence offagnetic field because of the discrete chan’\%es in the number
the surface resistance at high and low frequencies, let (& vortex rows at characteristic field valuek’y’(d) and the

consider the expression fét,(d,H) that follows from Eg. corresponding changes in the vortex concentration and the
(20): elastic constants characterizing small oscillations of the vor-

tex system about its equilibrium position. Here the frequency
dependence of the surface resistance at a fixed value of the
D2w?y field H corresponds to the analogous frequency dependence
0 in the Coffey—Clem mode} 2

Rl R =Rz = e Pealm a2 (H) + (@)

(23 This study was supported in part by the Ministry for
Education and Research of GermafBMBF) through the
grant TRANSFORM by way of the University of Leipzig
where we have used the approximatioi{d)~i/k.d (Grant 13 No. 7218/i7 by the Ukrainian Center for Science
>d/2\. As we see from EQq(23), for a fixed number of and TechnologyProject No. 1455 and by the international
vortex rows association INTASGrant No. 99-0058b6
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The anisotropy of the magnetic flux creep in vortex motion parallel to the planes of twin
boundaries is investigated experimentally. It is shown that at relatively low magnetic fields the
creep velocity is independent of the magnetic field and of the amgle’ H,ab. It is

found that the differential resistivityy=dE/dJ tends to saturation at large transport currents,
where its value is approximately equal to the viscous drag on vortices in the
Bardeen—Stephen model. In low magnetic fields oriented neaalih@ane of the crystal the
trapping of flux lines between CuO superconducting planes is observe@00@
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In spite of the many intensive experimental studies ofother hand, the pinning is due to suppression of the order
the dynamics of the magnetic flux in the high-supercon- parameter at the twins and can be latg®.comparison of
ductor YBaCuO;_, over the last ten years, a number of the current—voltaggl-V) characteristics measured in the
guestions pertaining to the phase state, pinning, and dynanmotion of the magnetic flux parallel to and perpendicular to
ics of Abrikosov vortices remain open. One such question ishe TB plane shows that in the second case the pinning is
the anisotropy of the magnetic flux pinning and creep. Thisapproximately ten times as high as in the ffrst.
situation is due to the fact that the results of magnetic ex-  Pinning on twins is also manifested in a rotation of the
periments are subject to various interpretations. Indeed, fdield vectorH out of the TB plane. This is due to the fact that
an orientation of the magnetic field noncollinear with the in tilted fields at angle¥= 2 H,TB less than a certain criti-
axis the induced currents in single-crystal samples flow botfeal valueé,,, a portion of the vortex line is trapped by the
along theab plane and along the axis. In the flow of TB plane® Experimental studies show that the critical angle
current along the axis the Lorentz force is parallel to tlado can reach a value of 5QRef. 4 or even 70°(Ref. 5).
plane, while for current flow along treeb plane it is directed Previous resistive studies of the anisotropy of flux creep
off the ab plane. Since the relative values of the currentsin YBaCuO single crystals have been done in a geometry in
flowing in the ab plane and along the axis vary with the  which the Lorentz force is noncollinear with the plane of the
angle =/ H,ab, the relative values of the Lorentz force twin boundary>® In this case the magnetic flux will move
also vary. Therefore the results of magnetic measurementdong the direction of the Lorentz force, provided that the
are difficult to interpret, since one does not know whether thenotive force is large enough to break the trapped vortex
predominant direction of the magnetic flux creep is along oisegments away from the TB plane. Otherwise there will ei-
off the ab plane. ther be no creep or else the magnetic flux will move parallel

The most correct way to study the anisotropy of the pin-to the component of the Lorentz force directed along the TB
ning and dynamics of the magnetic flux is to make resistiveplane. Such motion has actually been observed for a field
measurements in which the direction of flow of the transporbrientationH|c (Ref. 7 and in magnetic fields tilted with
current is determined. However, the results of measurementsspect to the TB plareThe foregoing arguments and the
in YBaCuO single crystals are hard to interpret, since theyexperimental data mentioned show that for angles,, the
exhibit an additional anisotropy due to the presence of twirmeasured values can differ, depending on the orientation of
boundaries, which are two-dimensional defects. Visualizathe Lorentz force relative to the TB plane; this is confirmed
tion of the motion of the magnetic flux shows that the pin-by a comparison of the results in Refs. 5 and 6.
ning on twins is minimum for motion of the magnetic flux The goal of the present study was to investigate the an-
along the planes of the twin boundari@®s) and is large for  isotropy of the magnetic flux creep in the motion of vortices
flux motion perpendicular to these planes; this difference islong the planes of the twin boundaries, i.e., in the direction
due to the different mechanisms by which the pinning forceof easiest vortex motion, when the influence of the TB on the
is generated at the twins. In the case of parallel motion thelynamics of the magnetic flux is apparently minimal. Mea-
pinning by an ideal TB plane is zero; the pinning is mainly surements of the current—voltage-V) characteristics were
determined by the density of point defects, which can bemade on a bridge cut from a YBauO;_, single crystal.
higher at the twin boundary than in the bulk of the crystal. The boundaries of the twins in the measured part of the
For motion of vortices perpendicular to a TB plane, on thebridge were oriented in the same direction. The critical tem-
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FIG. 1. Current—voltagél-V) characteristics obtained in a field|c at variousH for T=88K (a), 83 K (d), and 78.7 K(c); the corresponding 1-V
characteristics normalized to the magnitude of the magnetic f#ld,*/H), whereH* =1 kOe (b,e).

perature of the sample was 93 K, and the width of the superthe sample in the normal state showed that its overheating at
conducting transition was 0.3 K. The transport current vectothe highest level of energy dissipation, TON, was not

J was parallel to theb plane of the crystal and was oriented more than 0.05 K.

perpendicular to the plane of the TBs. The magnetic field Figure 1 shows the 1-V characteristics measured at
vector H was rotated away from the axis toward theab =88, 83, and 78.7 K in various magnetic fields for the ori-
plane in such a way that it was always oriented parallel to thentation of the field vectoH|c. It is seen that at 88 K and
TB plane; this parallelism was maintained to an accuracy o¥78.7 K the E(J) curves are continuously shifted to lower
0.3° by making use of the minimum observed on the angldransport currents as the magnetic field is increased. Simi-
dependence of the resistivity at temperatures slightly abovikarly, atT=383 K and in magnetic fields up to 7 kOe tBéJ)

the melting temperature of the vortex lattice. The angle curves are also shifted to lower transport currents with in-
=/ H,ab was adjusted to within 0.1°. The stability of the creasing magnetic field. As the magnetic field is increased
temperature during the measurements w&s03 K, and that further, a substantial increase in the slope of the 1-V char-
of the magnetic field was 0.05% or better. Measurements adicteristics is observed, so that the upper parts ofBha®
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' T T superconductor the coherence length alongaheplane is
independent oy, while in the perpendicular direction it de-
104 - A\A\A\A ] creases age,. Consequently, the transverse cross-sectional
[ A A 2 20AA AMA area of the vortices and, accordingly, the total volume of the
o cores, decrease with anglease,. Therefore, in a layered
g O\o supergonductor Fhe electric field during the motion of vorti-
by r \o_\_o\ .@ﬁ ces with a velocityv is given by the relatiole=Bve,, in
- ¢ '**&ggoo which the cofactor , determines the anisotropy of the vis-
- O cous drag of the vortex lines. The observed angular scaling
1 03 | E:EIE:E:EEE i of the |-V characteristics, on the ot.her hand, attests to the
: J J ‘I. fact that at anglesy>15° the velocity of the vortices is
RS 88 K independent ofr.
For «<15°, as can be seen in Fig. 3c and 3d, the elec-
—O0——e—83K tric field decreases with angle faster than is given by the
—bo——A—T787K . relation E=Bue, under the assumption that=const. The
10-" 10° 10" most probable reason for this behavior is self-pinning. This
H . kOe type of pinning occurs in layered superconductors and is due

to modulation of the order parameter along thaxis. It is

FIG. 2. Field dependence of the “critical” curredt determined according a@ssumed that when the vectdris oriented parallel to thab

to the electric field level€=10"° V/icm andEy=E(H*/H)=10"°V/em  plane the vortex lines lie between CuO superconducting lay-
and normalized to the value of the magnetic field. ers to minimize the core enerdyTherefore, they are found

in the field of a periodic potential whose maxima correspond

curves as before are shifted to lower transport currents, whill® the cores of the vortex lines being situated in the CuO
the lower parts, corresponding to small transport currents, ar@'i”es' It is assumed that in @ magnetic field tilted at angles
now shifted to higher currents. Thus, if the critical currgat ~ ®=¢ & stepped structure of the vortex lines is realized. A

is determined from the level of the measured electric field?@'t of the vortex line as before lies between the CuO planes,
E=const at a low level of energy dissipation, e.g.,Eat and part of it is oriented parallel to tleeaxis, as is shown in

—10%V/cm, then at temperatures of 88 K and 78.7 K theth? inset in Fig. 3e. If the pinning of the vortex segmdnyig
currentJg will decrease continuously with increasing mag- ©fiénted along theb plane is very large, then energy dissi-
netic field, while atT=83K the Je(H) curve will be non- pation can arise as a result of the motion of the vortex seg-
monotonic, as is seen in Fig. 2. mentsL.. In fact, since the segmenits,, andL. are mutu-
Figure 1b and 1d shows the -V characteristics normal@lly orthogonal, they will not interact with each other and
ized to the value of the magnetic fiel#(H*/H)(J), where  thus will move independently of each otH&dn the motion
H* =1 kOe. We see that &=88K in magnetic fieldsH of the vortex segments,. the electric field can be written as
<5 kOe the curve oE(H*/H) versusJ lies along a univer- E=Bcv, whereB.=B sina is the magnetic induction along
sal curve. When the temperature is lowered, the interval oth€ ¢ axis. Figure 3e and 3f shows the |-V characteristics
magnetic fields in which field scaling of the |-V character- measured atr=90° and at anglesr<e(a=<15°) and nor-
istics is observed increases:Tat 83 K scaling is observed in Malized to sinv. It is seen that at a magnetic field 15 kOe
the field rangdd <9 kOe, while at 78.7 K it is observed over and in the angle interval F=a<15° the normalized |-V
the entire range of magnetic fields investigated, Ccharacteristics lie on a universal curve correspondirig(th
<15kOe. For the magnetic field orientatibtjc the electric ~mMeasured atx=90°. This means that the velocity of the
field is given by the relatiot=v B, wherev is the velocity —vortex segmentd. . (v=E/Bsine) is independent of the
of the magnetic flux an® is the magnetic induction. There- anglea and is equal to the velocity of the vortices for a field
fore, the observed field scaling of the I-V characteristic isorientationH||c. Analogous behavior is also observed at a
evidence that the velocity of the vortices in low magneticmagnetic fieldH=0.1kOe in the angle interval 42«
fields is independent of the magnitude of the magnetic field<15°. At anglesa<2° [see Fig. 3b the electric field is
Figure 3a shows the |-V characteristics measured at difindependent of the angle. This behavior of the 1-V char-
ferent anglesy in a magnetic field of 15 kOe at 78.7 K, and acteristics in very weak magnetic fields can be explained by
Fig. 3b shows those measured in a magnetic field of 0.1 kOthe trapping of the vortex lines between CuO superconduct-
at 83 K. We see that the electric field increases continuousling planes. It is assumed that at angietess than the trap-
with increasing angler. This means thalg decreases with ping anglea, the vortex lines are localized between CuO
increasing angler. Figure 3c and 3d show the same |-V superconducting planes to minimize the core energy. There-
characteristics normalized to an anisotropy parameter thdore, the pinning of the magnetic flux at angles in the range
depends on the angle, ¢,=(e?cos a+sirf a)*?, which  a<e, is independent of the orientation of the field vedtbr
for the superconductor YBaCuO is approximately equal toThe value of the trapping angle is given by the relatign
1/6. We see that for=15° the curves of/e(J) lie ona  =2vH¢ /H,* wherev=I_/l,, is the demagnetizing factor,
universal curve. According to the Bardeen—Stephen nfodelH.; is the lower critical field, and, andl,, are the dimen-
the energy dissipation occurs on account of ordinary resistiveions of the sample along tleeaxis and along thab plane,
processes in the cores of the vortices, the size of which isespectively. The demagnetizing factor of our sample was
approximately equal to the coherence lengtlin a layered approximately 0.05, and the field,~100 Oe afT =82K;
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FIG. 3. |-V characteristics measured B+ 78.7 K in a field of 15 kOeg@ and atT=83 K andH=0.1 kOe (b) for different anglesa= 2 H,ab; the
corresponding |-V characteristics normalized to the anisotropy paramgtéc,d); the |-V characteristics measured @t=90° and at 1< a<15°,
normalized to sin (e,f). The inset in Fig. 3e shows the stepped structure taken on by the vortex line at asglés.

consequently, in a magnetic field of 100 Oe the value of thehe collective pinning theofythis attests to the realization of
trapping angles is estimated ag=0.1(a; =3°). Thevalue single-vortex creep. Indeed, according to the collective pin-
obtained from the experiment, (100 Oe)=2°, is in satis- ning theory, at anglea<e the Lorentz force and pinning
factory agreement with the theoretical estimates. In a magforce are given by the relations =J®,L(a)/c and F,
netic field of 15 kOe, in contrast, the trapping angle is very=U,/r,, in which the correlation length(a) =L/, , the
small, @, =0.1°, and therefore trapping of the vortex lines is pinning radiusr ,~ §¢ , in the given experimental geometry,
not observed within experimental accuracy. and the correlation length, and pinning potential, cor-

Let us turn to a discussion of the results. As has beemesponding to the field orientatidt|c are independent of the
shown, in low magnetic fields and at angles ¢ the veloc- magnitude of the magnetic field. Therefore, by equating the
ity of the magnetic flux is independent of the magnitude ofLorentz force to the pinning force, we obtain for the critical
the magnetic field and of the angle From the standpoint of current the relatiod,=Uyc/PyLy, which depends on nei-
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ther the magnitude of the magnetic field nor on the anrgle
As we have said, at angles<e the |-V characteristics
constructed in the coordinatédsina—J lie on a universal 10° 3
curve, corresponding t&(J) measured for a field orientation :
Hl|lc. The angle scaling found is experimental confirmation o
of the realization of a stepped structure of the vortex lines for 10—1 L
a magnetic field orientation in the vicinity of theeb plane. 2
Here it is assumed that the pinning of the vortex segments &
trapped between CuO superconducting planes is strong o
enough that the magnetic flux creep is determined by the
motion of the vortex segments. oriented along the axis.
According to the collective pinning theory, the angle depen-
dence of the critical current and pinning potential of the 10
segments is determined by the relatidgéa) =J.e/|a| and
U(a)=Uyg|al/e, in which the critical currend¢ and pinning . :
potentialU, correspond to the field orientati¢ti|c. We note 102 10° 104
that in low magnetic fields the measured |-V characteristics J, AJem?
are described well by the equation

1072}
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FIG. 4. Current dependence of the normalized differential resistivity, ob-
E=Egexd —U/kgT(J./I)*] (1) tained for the |-V characteristics presented in Fig. 1.

with a value of the exponent.=1. When the functions
U(a) andJ.(«) are substituted into this equation, it turns comparable to the distance between twins. Since the order
out that the productl(a)J.(a) in the argument of the ex- parameter in the TB plane is suppres$edne expects that
ponential function foru=1 is independent of the angle in low magnetic fields a significant part of the vortex lines
and has the same value as for the field orientatipa Thus  will be trapped by the TB planes, and the cores of the
the angular scaling of the(J) curves over the entire interval trapped vortex lines are deformétithe size of the core in
of anglesw/2< <0 can be explained using the concepts ofthe direction parallel to the plane of the defect increases,
collective pinning theory. while in the perpendicular direction it remains equal to the
We note that this angular scaling of the |-V character-coherence lengtl¥. Since the volume of the core of the
istic was not observed in the previous resistive studies of th&rapped vortices increases, so does the viscous drag force on
anisotropy of the magnetic flux creép.The most probable these vortices. Therefore, at an equal velocity the electric
reason for this difference is the influence of twins. In ourfield induced by a vortex line trapped by a planar defect will
experimental geometry the vortices move parallel to the TBoe larger than the electric field induced by a vortex localized
plane, and their pinning is governed solely by the interactioroutside the planar defect. This situation corresponds to
with point defects. In the previous experiments, in contrastgrowth of the differential resistivityy=dE/dJ in low mag-
the Lorentz force was oriented at an angle of 4B&f. 6 or  netic fields(see Fig. 4. Figure 4 shows they(J) curves
perpendicularRef. 5 to the TB plane. For such a mutual normalized to the viscous drag of the magnetic flux flow in
orientation of the Lorentz force and the TB plane, the pin-the Bardeen—Stephen modghs= pnB/B., (Ref. 8, where
ning force along the vortex lines in tilted magnetic fields is py, is the resistivity of the sample in the normal state &g
substantially nonuniform, and the pinning of the vortex seg4s the magnetic induction corresponding to the second criti-
ments trapped by the planes of the twin boundaries is due tcal field. We determined the value pf; by extrapolating the
the suppression of the order parameter at the twins. In thinear part of thep(T) curve, andB.,= —(dB.,/dT)(T,
motion of vortex lines perpendicular to the TB plane this—T) was estimated using the valad,,/dT=—1.8 T/K.}
pinning is very large, and the influence of the TBs is alreadyAs we see in Fig. 4, at a temperature of 78.7 K in magnetic
felt at anglesa=20° (Ref. 5. Therefore the difference be- fields H=1 kOe the ratiqpy/pgs as a function of current is
tween our experimental data and the previously publisheéhdependent of the current density, apg— pgs at large
results is entirely reasonable. currents. This indicates that the current density is close to
As we have said, the field scaling of the |-V character-critical. In magnetic field$1=<0.5kOe, on the other hand, at
istics is realized in a restricted interval of magnetic fields.large values of the transport current the differential resistivity
Let us consider the possible factors that can disrupt the scagxceedpgs, and the ratigpy/pggincreases with decreasing
ing of the 1-V characteristics measured at different temperafield. In addition,pq increases continuously with increasing
tures. It is seen in Fig. 1le that @a&=78.7 K theE(J) curves  current in the investigated current range. This last fact prob-
normalized to the magnitude of the external field conform toably means that the critical current for vortices trapped by
the universal curve at transport currents that are not verthe TB planes is higher than for vortices immersed in the
large. At large transport currents the field scaling is realizedulk of the crystal; this agrees with previous experimental
in magnetic fieldsH=1 kOe, while in low fields H studies. The growth of the differential resistivity with de-
=<0.5kOe) a slight growth of the normalized electric field is creasing magnetic field at constant current density is due to
observed as the magnetic field is decreased. This behavior & increase in the fraction of vortex lines trapped by TB
probably due to the influence of twins. In a magnetic field ofplanes.
0.1 kOe the intervortex distan@gy=(®,/B)?=450nm is Similar behavior of the 1-V characteristic and the differ-
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ential resistivity at large transport currents is also observed dhe crystal, the vortex lines have a stepped structure. Dissi-
T=83K. The difference between the 1-V characteristicspative processes arise here because of the creep of vortex
measured at 78.7 and 83 K is that at 83 K in fields segments oriented along tleeaxis of the crystal, and the
=8 kOe at a low transport current density tB¢J) curves  velocity of these segments is equal to the velocity of vortices
are shifted to higher transport currents. This corresponds toia the case of a field orientatiod|c. These features of the
nonmonotonic field dependence of the measured “critical”’ magnetic flux creep can be explained in the framework of the
currentJg and Jey. At present there are two widely dis- collective pinning theory. We have also shown that at high
cussed mechanisms that predict an increase of the measurggnsport currents and not very low magnetic fields the dif-
current with increasing magnetic field. One of them is basederential resistivity goes to saturation and is approximately
on the collective pinning theory and assumes that the criticadqual to the viscous drag of the magnetic flux in the
current for depinning is independent of the magnetic field gardeen—Stephen model. In low magnetic fields a deviation
and that the observed increase in the measured CulgeSt  from the Bardeen—Stephen model is observed which can be
due to a transition from single-vortex creep at high transporgyp|ained by the deformation of the cores of the vortex lines
currents to flux-bundle creep at low currents. This CrossOVefranped by the planes of twin boundaries. We have discussed

takes place at cgrre_nt$<Jb~Jo(Lc/sao)7/5o< B%". Since  the details of the behavior of the field dependence of the

for J<J, the activation energy of flux bundles decreases.qicap" current measured at different temperatures.

rapidly with decreasing transport currer,(J)=J%? the

creep velocity of the vortices and the electric field decrease

rapidly, and the measured curreht increases. The experi-

mental data presented in Fig. 1 agree with the predictions of

the collective pinning theory: the crossover current and theg ... Aleksandr.V.Bondarenko@univer.kharkov.ua

currentJg indeed increase with increasing magnetic field.

The second mechanidfmassumes a transition from a quasi-

ordered vortex lattice in low magnetic fields to a highly dis-

ordered vortex system, characterized by braiding of the vor-

tex lines, in high fields. Up till now the dynamic properties

and pinning of such a disordered vortex system have notg, Blatter, M. V. Feigel'man, V. B. Geshkenbein, A. I. Larkin, and V. M.
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For group-V transition metal@\b, Ta containing different concentrations of interstitial

impurities (O, C, N, H and deformation-induced defects, a numerical calculation of various
effective microscopic characteristics averaged over the Fermi surface and of the band parameters in
the framework of the Friedel model is carried out using the experimentally determined

values of the superconducting transition temperaiyrand the temperature dependence of the
resistivity in the intervall .<T=<300 K. The causes of the polar character discerned in

the influence of interstitial impurities and dislocations on the investigated physical characteristics
are discussed. @001 American Institute of Physic§DOI: 10.1063/1.1374718

INTRODUCTION superconducting, transport, and microscopic characteristics
are altered for group-V transition metals containing intersti-

Group-V transition metals aré-band superconductors, tial impurities and deformation-induced defects.

the superconducting transition temperattigeof which is the
highest among the monatomic substances. Quantitative cal-
culations have been carried out for their electronic and phogAMp"ES AND PROCEDURES
non spectra, microscopic parameters, quasiparticle interac- We investigated samples of Nb and Ta with various con-
tion characteristics, and superconducting and transpodentrations of interstitial impuritie®, C, N, H) in the initial
properties:® The results agree with the experimentally mea-state. The samples are labeled with the rounded-off value of
sured values of ;. and of the superconducting gap and with the resistivity ratiop,g,«/p,. The sample Nb-13 was ob-
the temperature dependence of the resistigitand other tained by rolling sample Nb-17 to a deformation of 57% at
properties in the temperature intervBl<T=<0 (O is the 20 K. The average density of dislocatiadNg, for Nb-13 was
Debye temperatuje-*° ~10* cm™2, which is approximately 10times larger than
There are data on how various physical characteristics ofor Nb-172* The values 0fp,g,« Were determined af
group-V transition metals are affected by hydrostatic=294 K, while those ofp, were determined in the normal
compressiort!™** amorphization and plastic deformatith, state at 10 K for Nb andt& K for Ta. The characteristics of
and interstitial impurities/~?3 It is of considerable funda- the samples studied are presented in Table I, from which it is
mental and practical interest to investigate further how theeen that the value qf,q4«/p, for Nb decreases with in-
properties of these metals depend on the form of the distorereasing concentration of interstitial impurities. The quanti-
tions and the type of defects of the crystal lattice. tative concentration of interstitial impurities in the Ta
Simplified calculations of the effective changes in asamples was not determined, but from a comparison of the
number of microscopic characteristics of nonideal transitiordata for the Ta and Nb samples in Table | it follows that the
metals can be done using the approach proposed in Ref. 2doncentration of interstitial impurities is higher in Ta-16 than
This approach is based on the results of Refs. 25 and 26n Ta-420. This is probably because of the relatively low
which takes into account the influence of the lifetime of thevacuum in which sample Ta-16 was annealed.
electrons on some of the basic physical parameters of A-15 The resistivity of the samples was measured in a me-
compounds and bcc transition metals. In this model one usatium of gaseous helium in the temperature intervgk T
the band parameters of the perfect crystal and an experimess300 K. The measurements &f were done by a resistive
tally determined quantity — the resistivity — characterizing method(accurate to+ 0.01 K).
the real object. In Ref. 25 certain assumptions about the re- The experimental temperature dependence of the resis-
lation of the parameters of the superconductivity to the cor4ivity of the Nb and Ta samples was processed using the
responding quantities characterizing the band structure werfermula
incorporated into the general scheme. The theoretical devel-
opment of this approach has been elaborated in a number of P(T)=po+b(T/8)%3(O/T) +c(T/8)°I(O/T), (1)
papers(see, e.g., Ref. 25 and references cited therdihe  wherepg is the residual resistivityh andc are the intensities
present paper is a development of the research reported of interband and intraband scatterintg, is the Debye tem-
Ref. 24 and is devoted to investigation of how a complex ofperature, and,(®/T) are the Debye integrals. The value of

1063-777X/2001/27(5)/8/$20.00 345 © 2001 American Institute of Physics
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TABLE |. Characteristics of the niobium and tantalum samples.

Total interstitial
impurity concentration

Sample State Preparation conditions Ci, 102 at. % P29a k! pn
Nb-80 Large-grained polycrystalline Electron-beam melting in oil-free vacuum =20 80.1
Nb-17 Single-crystal Electron-beam meltirgannealing in a vacuum of 10 Pa, =32 16.7
T=1623 K,t=8 h
Nb-13 Single-crystal deformed 57%  Electron-beam melting- annealing in a vacuum of 10 Pa, =32 13.4
by rolling at 20 K T=1623 K,t=8 h
Ta-420 Single-crystal Electric-arc melting annealing in a vacuum of 1310 ° Pa, 420.2
T=2300 K,t=6 h
Ta-16 Single-crystal Electric-arc melting annealing in a vacuum of 131072 Pa, 15.7

T=1000 K,t=6 h

Formula (1) describes to good accuracy-0.2—1.0%) the T.= 3

® in this case is determined to an accuracy 0.5 K. _w|ogf1f2 1.041+)\)
7.24.27 1.2

experimental values g#(T) for the transition metal A—u*(1+0.62)

Table Il gives the values of the parametggs b, ¢, and
calculated according to formuld) with minimization of
the rms erroro; also shown are the measured valuesT pf

is the expression fof; from Ref. 30 and is a modification of
the McMillan formula®!

and the values adp/dT|=1 119 determined graphically. The Qg?
values ofpy, b, ¢, and ©® for Ta-16 and Ta-420 and the . hz=p’1 (4)
.

values ofpg, b, c, ®, anddp/dT|;=1 119 for Nb-17 and
Nb-lS were determmed. previousty™*The pQSS|b|I|ty of U™ isthe expression relating the mean lifetimevith the plasma
ing formula (1) to describe the electrophysical properties Offrequency and the resistivify
transition metals containing defects in the normal state ’
makes it possible to pose the question of the effective influ-
ence of defects on the parameters of the theory of the super- Qp
conducting state of these metals; this corresponds to the ba-
sic ideas of Refs. 25 and 26ee Introduction Naturally, is the plasma frequency,
here it is assumed that the presence of defects does not affect . 2
the basic qualitative ideas of the two-band theory of transi- - _ 0.885, (0) _ 0.158,(; (6)
tion metals?® or of the “scenario” for the onset of super- e 4m(1+N)kgT
conductivity described in Refs. 1 and 10.

For calculating a number of effective microscopic pa-

4 1/2
= §we2ﬁ2v,2:N(0)) (5)

is the reduced collision frequenéy,

rameters averaged over the Fermi surface for Nb and Ta ch(1+\)Y2
(taking into account effects due to the lifetime of the elec- A\ (0)= —a (7)
trons in their scattering on defects and thermal phonares P
used a system of equations constructed from the following:is the London penetration deptf,
hQ2 dp 0.18v¢
Ne= P 2 5 (0)= —F—— 8
tr 87T2|(B dT e ( ) gO( ) kBTc(1+)\) ( )

is the transport electron—phonon coupling constant, is the BCS coherence length at zero temperature,

TABLE Il. Parameters of the temperature dependence and the values of ; for Nb and Ta in different structural states.

p,10° b c @, |dp/dllp=1110: o, T,

Sample
pQ-m K 1074 pomk! % K

Nb-80 1.91 0.210 0.175 271 5.34 0.48 9.31
Nb-17 9.36 0.223 0.143 276 4.80 0.89 9.15
Nb-13 14.99 0.201 0.276 260 6.20 1.60 9.28
Ta-420 0.032 0.055 0.325 230 5.00 0.35 4.48
Ta-16 8.58 0.121 0.184 229 4.80 0.20 4.33
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5.3%(1+\)¥T 7y 9.5
K* _ c2 (9)
xX(2)vefdy 9.4}
is the Ginzburg—Landau parameter n&at2® and
Cod 1| e @ofafz| P10.620 . x93
R R E LT S B Y (10 Fool
is the expression for the isotope effétimodified in accor-
dance with formula3). 9.1}
In these expressiorﬁchz 1.25 is the correlation for the
strong-coupling casey(z)=(1+2/1.173) ! is the correla- 9-00 1'0 26 3‘0 20
tion for the “dirty” limit, c is the speed of lighty is the _2
Fermi velocity,e is the charge of the electrof,is Planck’s Ci,10 at%

constant,kg is Boltzmann’'s constant\ is the electron—
phonon coupling constani& X\, for Nb and Ta; Ref. 8
u* is the Coulomb pseudopotentidl(0) is the density of
states at the Fermi level, is the electron mean free path,
and wyq is the logarithmic mean frequency. In accordanceT,, the value ofwy has not been determined directly in
with Ref. 30, the empirically chosen functiohsandf, have  experiment, but it can be obtained in an indirect way. It

FIG. 1. Dependence of the superconducting transition temperature of Nb on
the total concentration of interstitial impuriti¢€, O, N, H.%

the form follows from Fig. 2, in which the experimental values ®@f
fo=[1+(1+NA,)¥Y3 for a number of metal¢Pb, Ta, Nb, V, and Mpare com-
pared with the values ab,oy calculated in Ref. 9, thabyg

fo=1+(wo/wieg— DN/ (N2+A3), =0.679. We note that this dependence correlates with the

L= _ B . known relation for transition metalg»?)?=0.699 (Ref. 2.
with “’2/‘”'09~*1'1'_ Here A,=2.46(1+3.8u%), and A, The values of\, u*, Q,, ve, N(0), z x(2), «*,
=1.82(1+6.3u )(w2/w|og)- . £5(0), and\{ (0) calculated according to Eq&l)—(8) for

The system of equation@)—(10) differs from the sys-  Np and Ta in different structural states are presented in Table
tem used in Ref. 24 by the introduction of an equation relaty; |5 the calculations we used the relatiofigol ) = 3.75

ing the magnitude of the isotope effect with the parameters, 19-12 (). ¢ for Nb (Ref. 36 and (pol,)=4.55x 10" 12

of Eq. (3), making it possible to estimate the effective ).cn for Ta. The latter value was obtained using the val-
change ofu* upon a change in the structural state of the g ofve andN(0) given in Refs. 8 and 9. It follows from

superconductor. Table IIl that for Nb and Ta with a minimal interstitial im-
purity content the values d¥(0), vg, N, u*, Q, £ (0),
RESULTS and A} (0) agree to within 10% with the previously pub-
After a logarithmic averaging of Eq3) and the substi- lished data:**%~% N _
tution of expressions fof; andf,, we obtain a transcenden- The properties of transition metals are substantially de-

tal equation with respect tv. This equation was solved by termined by thed electrons, which are highly localized in
the method of successive approximations with the use of th8Pac€.>* In calculations of the characteristics of a transition
values ofu* andwoy given in Ref. 9 for Nb and Ta. As the metal by the method of MT orbitals the set of parameters
valuesT,, corresponding to the “ideal” substances we took dscribing the energy spectrum of the transition metal re-
the maximum values of ., characteristic for the highly pure duces to two:Wg, the width of thed band, andEgy, its
elementsTo=9.46 K for Nb3 and T,,=4.49 K for Ta®*  Position relative to the minimum of theband; these param-
For Nb the value given may be an overestimate, but the datgters are related to the radiug of the d state, the electron

of Ref. 35, which are illustrated in Fig. 1, attest that it is

realistic. It follows from Fig. 1 that at the minimum total 300

concentratiorC; of interstitial impurities the curve of .(C;) “Mo

goes to saturation nedr.,=9.46 K. The effective values 260r Ve

obtained for the electron—phonon coupling constantere X 500t

used to determine the effective value of the isotope effect Nb

(there are no published data on the isotope effect for Nb and 2150t Ta

Ta) and the values of, andf,. From the character of the

dependence of, andf, on \ it is seen that they vary ex- 100f Pb

tremely weakly upon small variations in. We therefore 50l

used in the calculations the valués=const=1.142 andf,

=(1:(_)onoszt1:f(1).r0$2_ for Nb andf;=const=1.029 andf,=const 0 100 200 300 200 500
From Egs.(2) and (8) it is easy to obtain a quadratic ®,K

equation Wlth. respect t(h_ as a_functlon (_)fw|og and T, at FIG. 2. Dependence a@f,4 on ® for Pb, Ta, Nb, V, and Mo. The values of
a=const, which makes it possible to estimate the change o , were calculated in Ref. 9. The values @f correspond to the experi-

lof

N\ of a superconductor in different structural states. Unlikemental data for PE%° Ta,*7 Nb,2#%°V,'7*° and Mol°
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TABLE lll. Effective microscopic parameters averaged over the Fermi surface for Nb and Ta in different structural states.

Sample A Ty Q. v | o, 10° | NO, z 1@ K O, | 4O,
Obpaseu cm/s states 10-8 cm 10-8 cm
eV per atom
Nb-80 1.148 0.210 9.32 0.663 1.357 0.204 0.852 0.953 456 334
Nb-17 1.133 0.209 9.83 0.728 1.237 1.127 0.510 1.137 513 299
Nb-13 1.181 0.214 8.65 0.588 1.533 1.404 0.455 2139 399 391
Ta-420 0.817 0.172 8.12 0.611 1.216 0.064 0.948 0.438 1032 328
Ta-16 0.804 0.171 8.16 0.627 1.191 1.183 0.316 1.104 1103 323

wave vectorky, and the radiug, of the atomic sphere. To calculate the radius of d state of Nb and Ta at
These quantities are characteristics of the “ideal” materialminimal impurity content we use the relatiohy(E)
and are listed in the periodic table in Ref. 5. In this approacht Ng(0)=N(0). We thus obtain an equation faryg in the
the formation of the electronic structure of a transition metalform

is due to multiple scattering of electrons on nonoverlapping
MT spheres. External influencdbydrostatic pressure, the
introduction of impurities, deformation-induced defects, )etc.
disrupt the ideal crystalline symmetry, alter the characteris-
tics of the scattering centers, create new scattering centet$sing the values oN(0) as parametersee Table Il) and
due to lattice defects, and, hence, alter the characteristics afso the tabulated values of, (Ref. 40, r, (Ref. 5, and
the energy spectrum. For example, under hydrostatic come,=z,,, we getrg=1.216<x10 8 cm for Nb and 1.263
pression group-V elements typically suffer an increase ofx 1078 cm for Ta. The calculated values agree to within
Wy, ve, Qp, Eg, andzy (the number ofd electrons per ~5% with the values of 4 given for these elements in the
atom and a decrease &f(0), A, andu* (Refs. 1,7,12, and periodic table in Ref. 5.

15). It is instructive to compare the values obtained ffgy

10mer

1/3,1/3

. 3menz:
2,3

6.831°r g

h2(3mw2) X1+ 53/ 7rd)

—N(0)=0. (13

In the approximate Friedel model of a two-band transi-

tion metat?® one can do a simplified calculation of the ef-

andr 4, to the values of these parameters for Nb and Ta in
other structural states. In the framework of the Friedel model

fective parameters of the band structure of a transition metahe calculations needed for doing this can be carried out on
and estimate the character of the changes of these parametéte assumption tha&g=const. This condition is realistic in

upon a change in the structural state. In this model g¢he

our case for the following reasons. It is known that the Fermi

electrons form a band of free electrons with an effectiveenergy is determined by the number of carriers in the unit

massm; , and the density of states for tdeelectrons in the
energy intervalEy— 0.5W <E<E4+0.5W, is represented
in the formNy(E) =10M/y. In this caseWy, Eq4, Eg, and
zq will be connected by the relation OMy— (E4—Ef)
=0.1z4Wy, which for Nb and Ta £;+z4=5) leads to the
expression

Ey=Ep+0.12W,. (11)

Using the relation Wy=6.83:%r3/(mor3), mi=mg/(1
+5r3/mrd), Ep=%2k2/2m? (Ref. 5 and taking into account
that the wave vector of the electrons has the fornk2
=(37?nyz) %, we obtain the following equation far:

h2(37Ng) (1 +5r 3 mrr ) 223

6.831%r 3z,
_|_

cell and can change appreciably under certain conditions,
e.g., for alloys in which the valence of the dopant element
differs strongly from the valence of the host. In the samples
studied here the impurity content is small, and the difference
of the impurity content in the alloy pairs being compared,
Nb-80 with Nb-17 and Ta-420 with Ta-16, is not over f0

at. %, a level which is reflected extremely weakly in the
value of Ep. For Nb-13 the mean density of dislocations is
Ngis~ 10™ cm™2 (Ref. 24. At such a value oNg; the low-
ering of the chemical potential of the electrons will not ex-
ceed 10° (Ref. 42. The conditionEg= const implies the
expression  zg=zg{[1+5r 3,/ (mr3) /[ 1+5r3/(wrd) 1}
Substituting this expression into formula3), we obtain an

s _ E4=0. equation forrg:
10mgr3 2m
(12) 10merg  3mong°zsg
Herem, is the mass of a free electron, anglis the atomic 6.8%%r3 ©%(37w?)°
density. Equatiori12) can be solved using as parameters the 5\ 12 3\ —32
tabulated values af, (Ref. 40, Eq4 (Ref. 5), ro (Ref. 5, and STdo 5ry
rq (Ref. 5 for Nb and Ta. As a result, we obtain the effective X ( 1+ W_rg) ( 1+ W_rg) -N(©)=0. (14

values of the number of electrons per atonzg,=0.941 for

Nb and 0.796 for Ta. These values are close to the experi-

mentally determined value,=0.809 for Nb#!

Table IV presents the values of calculated from Eqg.
(14), the values obtained farg, and the values determined
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TABLE |V. Effective parameters of the band structure of Nb and Ta in different structural.

NS(O) Nd(O) E, E, W, ", m md/ms v v v /v, r,, z z

Sample

states oV 10-28 g 108 cm/s 10-8cm

eV per atom

Nb-80 | 0.165 | 1.192 | 8.54 9.33 8.39 5.45 | 3939 | 7.34 | 2591 | 0.324 | 8.01 1.216 | 0.941 | 4.059

Nb-17 | 0.156 | 1.081 8.54 9.36 9.25 5.23 | 35.72 | 6.83 | 2.592 | 0.350 | 7.41 1.256 | 0.886 | 4.114

Nb-13 | 0.178 | 1.355 | 8.54 9.29 7.38 572 | 4475 | 7.83 | 2592 | 0.291 | 8.81 1.165 | 1.013 | 3.987

Ta-420 | 0.149 | 1.067 | 8.00 8.75 9.39 5.20 | 35,18 | 6.77 | 2427 | 0.343 | 7.08 1.263 | 0.796 | 4.204

Ta-16 | 0.136 | 1.050 | 8.00 8.75 9.54 5.16 | 34.61 6.71 2.429 | 0.362 | 6.71 1.269 | 0.788 | 4.212

from them for the Friedel model parameters and the otheto a comparatively weak decrease of the electron—electron
microscopic characteristics of Nb and Ta in different struc-interaction. The transfer of a fraction of the &lectrons to
tural states. bound states lying below the Fermi level corresponds, in the
framework of the two-band model under consideration, to an
effective decrease in the numbersélectrons and, hence, to
an increase iy, rq, andWy and a decrease of the effective
Tables I, 1ll, and IV indicate a polar character of the mass of the charge carriers in each of the baisds Table
changes ifl¢, p(T), and the effective microscopic and band |v). There is also a decreasem} , m? , andv/v4. For the
characteristics of Nb and Ta Upon the introduction of inter'rea| Fermi Surface SUCh a transformation Of the energy Spec-
stitial impurities and deformation-induced defects in the lat+yym means an effective increase in its mean curvature and a
tice. In view of the lack of consistent theoretical mOdelslowering of the degree of anisotropy. The latter corresponds
describing the electrophysical properties of nonideal transizg the known theoretical idea of Markovitz and KadaRoff
tion metals, it is sensible to compare the results obtained heggat the energy spectrum of the metal becomes more isotro-
with the experimental and theoretical results of other authorf)iC when impurities are added. Thus the data obtained in the
and to make a qualitative judgment as to the nature of Certa'Bresent study on the effective changes of the characteristics
effects. L . ) L of the energy spectrum are consistent with the independent
Interstitial impurities. The impurity-induced changes of experimental results and the existing model concepts.
the characteristics mentioned are less pronounced for Ta than Let us consider how the lattice dynamics of the metal is

for Nb, smce_the difference of the values, «/py for our — affected by the introduction of an impurity. Increasing the
Ta samples is larger. The valuesi®f and® for Ta remain . .
number of valence electrons having a higher value of the

practically unchanged. The fact that the sensitivity of Ta tobinding energy enhances the stiffness of the lafidgirect

interstitial impurities is weaker than that of Nb should beinformation about the enhancement of the high-frequenc
attributed to the greater stiffness of the interatomic coupling 9 q y

and the higher stability of the crystal lattit&% contribution to the vibrational spectrum of transition metals

The interstitial atoms ine-solid solutions of group-V containing interstitial |r.npur|t|es.haésﬁfftéeer:j obtained in low-
metals occupy octahedréD, C, N*54¢ and tetrahedralH, energy neutron scattering experim and measurements
D)#748 positions in the bee lattice and lead to an effectivef te low-temperature heat capadityit follows from Ref.

increase in the interatomic distances, which causes an effeé4 that for all group-V metals the introduction of oxygen and
tive change of the microscopic characteristics. According td!itrogen within the solid solution region is accompanied by a
x-ray photoemission resulté with increasing nitrogen con- qualitatively similar change in the lattice dynamics: the
centration in Nb the electrons of the Nth4and Nb5 bands Peaks of the distribution function are broadened and shifted
move into higher-binding-energy NO4N2p bonding 0 higher energies. There are also two peaks of high-
states, and this decreases the density of states at the Ferfiiquency localized vibrations split off from the main spec-
level. The remaining Nb& electrons are lost, and the Nt4  trum; their position depends on the species of interstitial
electrons acquire the binding energy:; this corresponds to a@tom. The average increase(ef®) in vanadium containing
effective widening of the bands of the host crystal. The datd and N impurities is-3% per at. % impurity. This value is

of Ref. 18 are close to the results of band calculations foin practical agreement with the estimate of the change in
solid solutions of N and C in NkRef. 46 and to the results (w?) for Nb-80 and Nb-17. Such a transformation of the
of positron annihilation studies in Vg and TaH ;5 single  phonon spectrum upon a relatively small change in impurity
crystals'® The widening of the energy bands presupposes &oncentration may be a consequence of the interaction of
weakening of the electron—electron interaction, which isharmonic vibrations of the unperturbed lattice with waves
characterized by the quantify* (Ref. 49. For Nb-17 and scattered on point defects.

Ta-16, which have a-0.1 at. % higher impurity concentra- Deformation-induced defectSor Nb-13, which was ob-
tion as compared to Nb-80 and Ta-420, the valugwdfis  tained from Nb-17 by deformation at 20 K with a subsequent
lowered by~ 0.5% (see Table Il). This change inu* attests warming to 300 K, the main type of defects are dislocations

DISCUSSION
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TABLE V. Values ofN(0), (0?)}'2, (3%), », \, and\ for niobium in different structural states.

Sokolenko et al.

A=A
12 ”

N(O), @3 gy, n, A =—1 A ~

© ¢ M{wd A

Sample states o o
1o8g ev?/ A eV /A2 %
eV per atom

Nb-80 1.357 2.448 4,889 6.634 1.148 1.148 0
Nb-17 1.237 2.493 5,388 6.665 1.111 1.133 ~2
Nb-13 1.533 2.349 4,336 6.647 1.249 1.181 ~6

with predominantly screw components and an average dent can be assumed that another factor that increasese-

sity of ~10' cm™2 in the middle of the sample. Estimates sides the less tightly packed lattice near the dislocation
show that the bulk concentration of defects of the vacancyores®’ is the presence of low-frequency modes localized at
type in Nb-13 is comparatively low, and the changeTgf the dislocations.

p(T), and the microscopic and band parameters should be The lattice distortions due to dislocation cores lead to
attributed mainly to dislocation effects. At the indicated val-changes in the characteristics of the energy spectrum of a
ues of Ngs one expects the appearance of quasi-onetransition metal. Possible causes of this are as follows. Be-
dimensional electronic states bound to the dislocations angause of the strong atomic displacements, comparable to the
quasi-one-dimensional superconductivity due to them. It folinteratomic distances, near the axis of a dislocation, the char-
lows from Ref. 51 that for Nb in the framework of the theory acteristic directional bonds formed by the wave functions of
of localized superconductivit§ the calculated growth 6fc  the d electrons(the states,, ande,) in the undistorted bce
due to dislocation pileups of maximum strength 455 agiice of the transition metawill be broken or altered in
X10"" K. This value is substantially lower than the value character. In the crystal matrix this leads to an effective low-
determmeo_l experimentally for the_ mcrease'l_'gf(see Table ering of the density of state¥(E) in the region of the low-

II). According to Ref. 51, for Nb with a density of le'fo_”;”ly energy peaks. Since the total number of states in the energy
distributed dislocations in the interval (0.9—13)0* cm rangeE<E, per unit volume of the crystal changes insig-

me Valuﬁs O]E the |Incr|e?se _Gttﬁrefln good igrffhmiﬂt with fnificantly (6VIV g~ Ndisb§~10‘4, wherebg is the Burgers
€ results ot a caiculation in the framework ot e theory o vecton, under the conditiorEg= const the lowering of the

bulk superconductivity enhanced by the interaction of elec . :
; . o X . height and the smearing of the low-ener k n
trons with the zero-point oscillations of the dislocatiGhn eight and the smearing of the low-energy peaks cause a

addition, the anomalies ip(T) — in particular, the decrease effective increase of the density of states at the Fermi level,

of py — which should precede the onset of quasi-one-Wh'Ch intersects the sloping part of the “A” peak at the

dimensional superconductivif}?,have not been detected ex- bourétljari/ of thﬁ f|IIed_pgt':1rt oft_thelseﬁctﬂ{lsee, er.]g.,f F\F;eff')él
perimentally. These arguments indicate that the quasi-one- FC tron—p gnon n eracl!on nthe tapp;ro;c ?h efOr
dimensional electronic states and the quasi—one—dimension!’;{’ie electron—phonon coupiing constant has the m

= 2 2 H H H
superconductivity due to them do not play a major role. Con- N(0)(J%)/M(*). The numerator of this expression is the

. . _ 2 .
sequently, in view of the results of Refs. 25 and 26, one caff/ectronic Hopfield parametej=N(0)(J%). The change in

assume that the properties of a transition metal containing UPON @ change in the structural state depends on the be-
dislocations, as in the case of impurities, admits an analysi avior of each of the three cofactors. The characteristics of

in terms of effective microscopic and band characteristics. th€ Phonon @) and electroni¢N(0)] spectra are presented

It follows from Tables Il and IV that for Nb-13 there is N Tables Il and Ill. For an estimate of the changes of the
a characteristic increase pfandN(0) and a lowering of the ~Square matrix eIemenF of the electron—ion interaction aver-
Debye temperature and»2) in comparison with Nb-17, in  @ged over the Fermi surface, we use the relatdf)
agreement with the results of measurements of the electroni @a(v#) (Ref. 3, whereay is a measure of the ordering of
heat capacity of deformed V, Nb, and T4in the framework ~ the bonds of thed electrons. We shall assume thay
of the Friedel model with the adopted conditiiz=const ~=const and that the change of the matrix element is due
the growth ofN(0) is mainly due to an increase dfy(E), mainly to the behavior of . For Nb with a minimal impu-
corresponding to an effective decrease of the width ofcthe rity content the value ofy was determined using the corre-
band, which is inversely proportional 1o (Ref. 5. The  sponding values o(0), ®, and\ and in turn was used to
increase of the effective mass of the charge carriers in galculate(J?). For Nb in different structural states the pa-
metal containing dislocations is caused by a change in theameters characterizing the electron—phonon interaction are
character of the electron—phonon couplidirect data on listed in Table V. It follows from the tables that the total
the change of the electron—phonon coupling of Nb containeffect of the change of the three cofactors determinipgs
ing dislocations are presented in Ref. 57. The transformatioin good agreement with the independently calculated value
of the electron—phonon interaction spectrum obtained byf \. Itis also seen that the value gfis practically the same
tunneling spectroscopy is expressed in a broadening of thier all the structural states. Consequently, the weakening of
peaks, an increase in the density of the low-frequencyhe electron—phonon coupling with increasing impurity con-
modes, and a decrease(ia?), which leads to growth ok.  centration and the enhancement of the electron—phonon cou-
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pling when dislocations are introduced in the material arghe density of states at the Fermi level, and an increase in the
mainly due to the increase and decrease, respectively, of tHattice stiffness occur. These changes are accompanied by a
average phonon frequencies. This conclusion agrees with theeakening of the electron—phonon coupling. In the de-
existing idea that the electronic Hopfield parameter is conformed material a breaking of the characteristic interatomic

stant for transition metaf. bonds of the bcc lattice and a change in the character of the
overlap of the wave functions of thé-type states of the
CONCLUSIONS atoms occur, causing an effective increase in the density of

. . states at the Fermi level and a softening of the phonon spec-

1. We have obtained experimental data on the tempergrym, This leads to enhancement of the electron—phonon
ture dependence of the resistivity in the interval Te<T  coypling.
=300 K and on the values df, for group-V transition met- 6. For Nb containing different concentrations of intersti-
als (Nb, Tf_;\) containing interstitial impurities with various ja| impurities and a high density of dislocations the value of
concentrationgwithin the solid solution regionand defects  he electronic part of the electron—phonon coupling constant
induced by deformation. For the investigated _structurfal statesmains practically unchanged, indicating thds correlated
of Nb and Ta the temperature dependen(e) is described \yith the characteristics of the phonon spectrum.
to good accuracy in the framework of the Mott—Wilson — The authors thank V. D. Natsik for a discussion of this
model of transition metals; this has allowed us to determingydy and for constructive criticism.
the residual resistivityg, the intensity of the interbands¢
d) and intrabandg-s) scattering of charge carriers, and the ag_,,i; vsokol@kipt.kharkov.ua
Debye temperature. YE-mail: Boris.A.Merisov@univer.kharkov.ua
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Structure parameters and degradation of the critical current of the alloy NT-50
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The parameters of the defect and phase structure of the alloy NT-50 are investigated after low-
temperatur€77 K) deformation by drawing in an ultrasonic field, and the influence of

these parameters on the amount of degradation of the critical current under tensile loading at 4.2
K is studied. It is found that cryogenic ultrasonic deformation leads to intensified
decomposition of thgs-solid solution with precipitation of Ti-rich phases according to the

kinetics of the spontaneous martensitic transformation and results in a reduction of the internal
stress level in the alloys. The structural features found promote stabilization @f the

solid solution during a subsequent deep cooling, as is manifested in a lowering of the degree of
completion of the low-temperature deformation-induced martensitic transformation, which

in turn raises the threshold for degradation of the critical current and reduces the degree of
degradation in a wide range of external mechanical loads2001 American Institute of

Physics. [DOI: 10.1063/1.137471]9

It has been shown previousiythat deformation of a to d=0.6mm E=84%) were done at 77 K on a special
niobium—titanium alloy by drawing under cryogenic condi- apparatu$.The amplitude of the displacement of the end of
tions (77 K) leads to intensification of the diffusive decom- the ultrasonic vibration concentrator wasugn, and the vi-
position of theg-solid solution even in the initial stages of prational frequency was 20.5 kHz. The efficacy of introduc-
the subsequent heat treatment. This results in the formatigng |ongitudinal ultrasonic vibrations at the deformation site

of a structure with a high volume density of a finely dis-\yas monitored from the diagrams of the variation of the
perseda-phase, which increases the value of the critical CUrgrawing force.

rent of the superconducting alloy. It is knofwhat the use of The amplitude dependence of the internal friction
ultrasonic mechanical vibrations during drawifigtrasonic (ADIF) was investigated at 300 K in order to assess the
drawing helps to reduce the contact friction at the site of thedefect structure of the material, and the temperature depen-
deformation and thus facilitates the drawing process. This is '

. . . . dences of the internal friction5(T) and dynamic shear
especially important for the cryogenic deformation of mate- qulusG(T wudied in the t i 42
rials with a bcc lattice, for which, by virtue of the strong modulusG(T) were studied in the temperature range 4.2—

temperature dependence of the strength characteristics, tljrg’o K in order to establish the features of the change in
drawing forces and, hence, the length of the drawing paﬂphase structure of the glloy both after deformation and after a
increase and the breaking strength of the wire increases. Subsequent deep cooling. The measurements of the ADIF
An important characteristic of superconducting 2nd temperature dependence dand G were done on an
niobium—titanium alloys from the standpoint of applications @Pparatus of the inverted torsion pendulum type, which was
is the degree to which the critical current is loweret-  described in detail in Ref. 9. The frequency of the torsional
graded under tensile loading, which is largely determined byoscillations was 0.5 Hz. The ADIF was measured for strain
the low-temperature phase transformations taking place a@mplitudes in the range>610 °—2x 1073, The curves of
cording to martensitic kinetics and by the internal stress leveb(T) and G(T) were obtained at a strain amplitude of 8
in the materiaf~® X 10P, which lies in the region of amplitude-independent in-
The present study was undertaken to investigate the feaernal friction. The measurements 6¢(T) and G(T) were
tures of the structure parameters of a niobium—titanium alloynade in a heating regime, with the sample placed in a steady
during cryogenic ultrasonic drawing and their influence onfiow of helium produced by a microheater and a constant
the degree of degradation of the critical current. pumping off of the helium vapor. The temperature was
monitored in the range 4.2—20 K by a carbon resistance ther-
mometer and at temperatures above 20 K by a copper—
Constantan thermocouple with an accuracy of 0.3-0.5 K.
Samples of the niobium—titanium alloy NT-5@8.5 The rate of change of the temperature was 0.5 deg/min in the
wt. % Ti) were subjected to a preliminary multidirectional range 4.2—-100 K and 1.5 deg/min above 100 K. The tem-
deformatiod and drawing at 300 K to a diameter perature was stabilized during the internal friction measure-
d=1.5mm. The subsequent drawing and ultrasonic drawingnent. The error in the determination of the damping decre-

EXPERIMENTAL PROCEDURE
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ment was not over 10%. The shear modulus was calculatethBLE Il. Mechanical properties of the alloy NT-50 after various forms of

by the formula treatment.
1287 J1 Yield stressoyg ,
= f2 MPa Shear
4 1
d modulus
Treatment Tex=300K Te=77K G, GPa

wherel andd are the length and diameter of the samplés
a characteristic that determines the stiffness of the apparatugfawing at 77 K 800 910 30.4

and f is the measured vibrational frequency of the samplePrawing at 77 K 640 760 30.9

The error in the determination of the shear modulus Wa{e%n ultrasonic
0.1%.
The amount of degradation of the critical current of the

superconductors under tension was measured at 4.2 K in a

}:\algse\;e{%ew:%r;gfrg'iﬁg d_tEeT doerértgga%miﬁgssm%edsicgbed . The fact that relax_ation processes occur during drawing

the str.ess. above which the degradation of the critical- c.l;rreanE an u]trasomc field is also evidenced by the mechanical

begins to be manifestedand the dependence of the reduced ropgrt|e§ of the NT-50.aIIcl>yTabIe ). Table .” shows that
drawing in an ultrasonic field lowers the yield stregise

critical currentJe; /Jgo on the tensile stress, \.Nhej@' Is the softening effect amounts to 20% at a testing temperature of
value of the current at a fixed voltage afg is the current .

. . : . 300 K and to 16.5% at a testing temperature of 77akd
before the tensile stress is applied. The critical current was

. increases the dynamic shear modulus by 1.6%.
recorded to an error of 1% as the current at which a voltage . y y 2070
It is important to note that the dynamic shear modulus

of 10 uV appeared, and it was measured both under load an%r alloys undergoing phase transformations is determined

after the sample_was unloadeq.. . . mainly by the change in the chemical composition of the
The mechanical characteristics after various drawing re-

: . . olid solution after one of the components has precipitated
gimes were pbtamed at 300 anﬁdl 77 K under conditions Of)ut of it in the form of separate phasgsAgainst the back-
tensile straining at a rate of 16s 1. For the measurements

; o i round of the change in shear modulus due to the change in
of the mechanical characteristics and the degradation of tht e ratios of the different elements in the solid solution, the

critical current we used samples 80 mm long, and for the bserved changes in the defect structure of the alloy have an

measurements of the internal friction parameters we used . .. . :
: msignificant effect on the shear moduhisSince, according
samples 30 mm long, with the copper sheath removed. . . . . .
to Ref. 3, there is an inverse linear relation between the Ti

content in theB-solid solution and the value d&, the in-
crease of the dynamic shear modulus after drawing in an
Table | gives the results of measurements of the ADIF atltrasonic field is evidence of processes of precipitation of
300 K after various types of cryogenic drawing of the alloy particles of titanium-rich phases.
NT-50. It is seen that ultrasonic drawing results in a reduced Let us consider in more detail the dynamics of the pro-
internal friction background and a higher critical amplitude cesses of decomposition of th@solid solution after the
for breakaway of the edge component of a dislocation fromsample is subjected to different types of actions, basing the
pinning points. This indicates that drawing in an ultrasonicdiscussion on measurements of the temperature dependence
field, when the material is subjected to simultaneous statiof the internal friction and dynamic shear modulus of the
and vibrational loading, increases the efficiency of the interNT-50 alloy. Figure 1 shows the temperature dependence of
action of dislocations with point defects, since dislocationshe damping decrement of the NT-50 alloy in the homog-
oscillating in an ultrasonic field have a larger cross sectiorenized statésingle-phases-solid solution, after cryogenic
for trapping of point defects. As a result, the length of a
dislocation segment decreases, and the starting stress for the
motion of dislocations increases. The precipitation of point
defects on dislocations clears them from the matrix, as is
confirmed by the decrease in the level of the internal friction
background after ultrasonic cryogenic drawing. This results
in a reduced level of internal stresses in the alloy.

RESULTS AND DISCUSSION

TABLE |. Parameters of the amplitude-dependent internal friction of the
alloy NT-50 after various forms of treatment.

Critical
amplitude for the
Background level breakaway of dislocations from

Treatment 5,103 inning pointsy,, 10 ° ! 1
P P 0 50 100 150
Drawing at 77 K 53 56 T,.K
Drawing at 77 K 2.3 186
in an ultrasonic FIG. 1. Temperature dependence of the damping decrement of the alloy
field NT-50 in the homogenized statg), after drawing at 77 K2), and after

drawing at 77 K in an ultrasonic fiel(B).
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drawing, and after cryogenic ultrasonic drawing. We see thamartensitic transformatiotFig. 2, curves2 and3). This in-
for the homogenized state tl#¢T) curve is characterized by dicates that the spontaneous martensitic transformation is

the presence of two pronounced peaks at 10 and TBid(

suppressed after both deformation regimes, in agreement

1, curvel). A previous detailed investigation into the nature with the results of the internal friction measurements. The

of these peaks showed us that the first is due to @bserved deformation-induced martensitic transformation, as
deformation-induced martensitic transformation and the secgmay be judged from the value of the modulus defect, is in-

ond to a spontaneous martensitic transformatfoff Let us

tensified to a greater degree on drawing in the absence of

use these ideas to analyze the influence of the drawing resitrasonic vibrations. The introduction of ultrasonic vibra-
gimes on the dynamics of these transformations and, hencggns at the deformation site decreases the value of the modu-
on the structural—phase state of the alloy. It is shown in Figy,s gefect and decreases the width of the temperature interval

1 (curves?2 and 3) that after drawing in either regime the
second internal friction peak vanishes, and the low-

in which it is manifestedFig. 2, curve3). It follows that in
ultrasonic drawing a structure is formed in which the inten-

temperature peak increases in height and shifts to hlghesrity of the deformation-induced martensitic transformation

temperatures, i.e., the spontaneous martensitic transfor
tion is completely suppressed, and the deformation-induce
transformation is enhanced. The ultrasonic cryogenic dra
ing led to a lower height of this peak and a larger upshift the
peak in temperature. Consequently, after ultrasonic drawin
the decomposition of the3-solid solution according to

deformation-induced martensitic kinetics occurs less in-
tensely and is shifted to higher temperatures in comparisoH1

m pon subsequent deep cooling is suppressed, and the tem-
erature region in which thg phase is unstable is narrowed

in comparison with the case of cryogenic drawing in the
absence of ultrasound. One notices that the slopes of the
%(T) curves in the phase transformation region are close in
value for all three of the structural states considered, indicat-

g that the rates of the process are comparable and that it

with the sample that has undergone only cryogenic drawing?CCUrs by @ common mechanism.

It is interesting to note that ultrasonic drawing promotes a AS We see from Fig. 2, for the alloy that had been sub-
lowering of the internal friction background. This is indica- Jécted to low-temperature drawing a stabilization of the shear
tive of a lower level of internal stresses in the alloy and ismodulus occurs af>90K. Since the change in shear modu-
Conﬁrmed by the above data on the Change in the AD|F|US n the reg|0n Of the martensitic tl’anSfOI’matlonS IS due to
background and mechanical properties after deformation b change in the ratio of the titanium and niobium concentra-

drawing in various regimes.

tions in theB-solid solution® the observed constant trend of

Let us consider the dynamics of the martensitic transforthe shear modulus at low temperaturds<(90K) is evi-
mation of the 8-solid solution and estimate its degree of dence of a constant process of decomposition ofgiselid
completion on the basis of the character of the change in thgolution. It can be assumed that fokx90 K the chemical

modulus defectAG (AG=Gty— Gyy, Where Gyq is the
shear modulus at the start of the jumpGn and G+, is the

modulus at the end of the jump*

composition of theg-solid solution does indeed change.
Knowing the value of the shear modulus after the different
drawing regimes and after the deformation-induced marten-

Curvel in Fig. 2 exhibits two modulus defects for the sitic transformations on cooling to 4.2 K, one can determine
homogenized state; these correspond to the internal frictiopoth the amount of titanium in thg-solid solution and the

peaks in the regions 4.2—30 K and 45—-10QMg. 1, curve

amount of precipitated titanium-rich phases.

1), which characterize the deformation-induced and sponta- The measurements o(T) andG(T) are done in a heat-

neous martensitic transformations, respectively, of thgng regime, and we therefore observe the development of the
NT-50 alloy. For the alloy that has been subjected to deforinyerse martensitic transformation. The result of the direct
mation by drawing, only one modulus defect can be disartensitic transformation can be determined from the value
cerned, and that is governed by the deformation-inducegs the shear modulus after the alloy is cooled to 4.2 K. Let us

086 1 | 1 | 1

!
0 40 80 120
T,K

FIG. 2. Temperature dependence of the reduced dynamic shear modulus o
the alloy NT-50 in the homogenized stdfig, after drawing at 77 K2), and

after drawing at 77 K in an ultrasonic fiel@®).

estimate the degree of completion of the decomposition of
the B-solid solution according to the martensitic kinetics, i.e.,
the amounts of titanium-rich phases that are precipitated un-
der different actions, assuming th@g, is the titanium con-
centration in theB-solid solution of the alloy in the homog-
enized state(Cy=48.5wt.% T), and C; is the titanium
concentration in thes phase after the various actions. Then
AC=C+0-C; characterizes the concentration of titanium-
rich phases that have precipitated out of the solid solution.
Using the dependencdg(C;) from Ref. 3 for calibration, we
estimate the value A C from the known experimental val-
ues of the shear modulus after the different drawing regimes
employed and establish the tendency of the resulting struc-
ture of the NT-50 alloy to undergo low-temperature marten-
sitic transformation on subsequent cooling. The resulting es-
tiFnates of the amounts of titanium-rich phases precipitating
out of theB-solid solution of the alloy after all of the actions
described above are presented in Table IIl.
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TABLE IIl. Amount of titanium-rich phases precipitating out of tjgesolid 1.10
solution of the alloy NT-50 as a result of various regimes of cryogenic
drawing followed by low-temperature martensitic transformations.
AC, wt. % Ti
After After After o
drawing cooling heating = Naa iy AvAST AN
State of the alloy to 4.2 K to 100 K 3
-
Homogenized — 125 6.0 095 |
Drawn at 77 K 7.5 11.8 10.0 )
Drawn at 77 K 8.5 9.7 9.0
in an ultrasonic field 2
1
In determining the degree of completion of the decom-
position of theB-phase matrix at low temperatures it is nec- 080l 1 v ooy
essary to take into account that the redistribution of the Ti 0 200 400 600 800 1000 1200
atoms from the solid solution to th€’ and w phases occurs o, MPa

,by local procesges. Th,us th,e decreas,e of the tltamym,conteEItG. 3. Reduced critical current of samples of the alloy NT-50 versus the
in the B phase is localized in the regions of precipitation of ensile stress at 4.2 K in a field of 5 T after drawing at 771Kand after
the titanium-rich phases and in zones depleted or enrichedtawing at 77 K in an ultrasonic fiel@). Curve3 corresponds to the value
with titanium as a result of the liquation of the Ti and Nb of the re_duced critical current when the sample is relieved after each step of
atoms in theg-solid solution. The intensity of the precipita- "¢ 103ding
tion of titanium-rich phases according to the martensitic ki-
netics is quite high, since, despite the metastability of these
phases, they can be deteciéy electron microscopy and
by an x-ray methotf) even after heating to 300 K. Since the critical current under tensile loading. Figure 3 shows the de-
method of measuring the internal friction and shear modulupendence of the reduced critical current on the tensile stress
is an integral one, the measured changes of the shear modat- 4.2 K in a field of 5 T. We see that ultrasonic cryogenic
lus after the various forms of drawing are averaged over therawing raises the degradation threshelgdfrom 320 to 630
whole volume of the sample. Consequently, the localMPa and reduces the degree of degradation of the critical
changes of the concentration ratio of Nb and Tiingheolid  current. We note that when the sample is relieved after each
solution near the precipitating titanium-rich phases must betage of the loading, the value of the critical current returns
substantially larger. to its initial value(Fig. 3, dashed line

It is seen in Table Il that the use of ultrasonic vibrations ~ The mechanism of the degradation of the critical current
in cryogenic drawing intensifies the development of the marunder loading has been discussed quite widely in the
tensitic transformation in the drawing proce8ss wt. % Ti literature®® A decisive role in the lowering of the critical
as against 7.5 wt. % Thus the depletion of thg phase in  current under tensile loading may be played by elastic mar-
titanium should lower the tendency of thg@ phase to un- tensitic transformations involving the formation of nonsuper-
dergo low-temperature martensitic transformatidbn., it  conducting phases or phases with poorer superconducting
should lead to stabilization of thg phase on subsequent characteristics. However, there is not a unified point of view
cooling of the alloy to 4.2 K. Indeed, as a result of the de-as to the nature of the degradation. Since the degradation
velopment of the direct deformation-induced martensiticeffect is reversible when the load is removed, probable
transformation in a sample obtained by ultrasonic drawingmechanisms for the degradation are a reversible martensitic
the amount of precipitated titanium-rich phases was 2.transformation, in particular, the onset of superelasticity, and
wt. % less than in the sample obtained by drawing in thereversible mechanical twinning. The “twin” mechanism of
absence of ultrasonic vibratiorisee Table Il). The higher degradation is based on the fact that twin boundaries have a
phase stability of thg phase of the alloy after drawing in an substantial effect on the pinning and dynamics of the mag-
ultrasonic field is also noted during the inverse martensitimetic flux, causing a plastic flow of vortices along channels
transformation upon heating, where the amount of titaniumformed by the twin boundaries. For example, in Ref. 6 a
rich phases that were not dissolved in the solid solution waswofold decrease of the critical current was observed in a
10% for cryogenic drawing without ultrasound, and 9% forfield parallel to the twins.

drawing in an ultrasonic fieldsee Table Il}, i.e., 1.8 wt. % In this paper the degradation of the critical current is
Ti was dissolved in the solid solution as against 0.7 wt. % manifested more weakly for the superconductor obtained by
respectively. ultrasonic cryogenic drawing, which results in a structure

Thus ultrasonic cryogenic drawing promotes stabiliza-with less tendency to undergo low-temperature martensitic
tion of the 8 phase and a reduction of the internal stresses itransformations and with a reduced level of internal stresses.
the alloy in comparison with conventional drawing at 77 K. This niobium—titanium superconductor therefore has a

Let us analyze how the observed structural-phasemaller amount of martensitic phases forming itsée Table
changes of the NT-50 alloy affect the degradation of thell) at temperatures close to the temperatures at which it will
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A structure is proposed for the magnetoelastic antiferromagnetic domains in easy-plane
antiferromagnets of the iron-group dihalides. The proposed structure is made up of a triad of
regions with 120° rotation of the antiferromagnetic vector on passing between adjacent

regions. This domain structure may be stabilized by defects which are isotropic in the easy plane
and which preserve the orientational degeneracy of the directions of the antiferromagnetic

vector in the easy plane. @001 American Institute of Physic§DOI: 10.1063/1.1374720

120-degree antiferromagnetisFM) domains have been rotation of the spins at such a domain wall is due to the small
observed previously in CoCh, CoBr, and NiCh. These intersublattice exchangeA multidomain equilibrium state
crystals have a layered structure. The intralayer exchangarises, but as the temperature is lowered away from the phase
interaction between metal ions is of the ferromagnetic typeransition temperature the entropic mechanism ceases to have
and is much stronger than the interlayer AFM exchahge,an effect. In the crystals under discussion the reversible mul-
and the “easy-plane” anisotropy leads to an orientation oftidomain situation is observed dt=4.2K, raising doubts
the AFM vector in the plane, which coincides with an ionic that the entropic mechanism is responsible for it, whereas the
layer in the crystal. All directions of the AFM vector in that NiCl, crystal has a Nel temperaturély=49.6 K. The en-
plane are nearly equivalent, although the symmetry admitgopic mechanism for the crystals under study must be rec-
the presence of anisotropy in it on account of the twofoldgnciled with the large magnetoelasticity observed in them,
crystallographic axes. The existence of domain structure ignd the 120° domain structure should be accompanied by

confirmed by neutron-scattering experimé_nated studies of  gyress-relief regions; consequently, besides the energy cost of
the magnetoelasfi® and magnetft properties. It has been gomain-wall formation, one must take into account the ap-

showrt® that these materials typically have a very large preciable cost in elastic energy. Therefore, it is likely that a

magnetostriction. _ different mechanism is responsible for the equilibrium of the
In dilatometric measurements of the induced magnetor, \iidomain state

striction in Refs. 4 and 5 it was shown that the multidomain - tormation of AEM domains may be caused by im-

Srysta}l on t?e whg’I’e dIS |n|_t|aII¥”l1J nQeform_?d " fthe case ?fperfections of the crystal latticésFor example, metallurgi-
f'Z?da;?{eun:ZJe'r?iﬁe eagmallgr?é deitlrgp;)fr:éogo?n:nms??ncet '(r:é:al inhomogeneities that locally lower the symmetry of the
' : ! yp Y ! uct Crystal may cause the AFM vectarto be oriented accord-

and a uniform striction corresponding to a smgle—domamingly_ This sort of lattice imperfections, which on average

state appears. The transition from the multidomain state to . .
. . - reserve the symmetry of the crystal, require a larger field
the single-domain state occurs in fields much lower than th . :
an is observed experimentally for the crystal to be brought

spin-flip field? In CoCl, at T=4.2K this transition is com- . inale-domain state and ter broadening of th
plete atH~8 kOe and is accompanied by a relative length- 0 a singie-domain state and a greater broadening of the
AFM resonance lines in the multidomain stéte.

ening of the crystal by an amount of the order of 80 “. - i
When the field is removed the crystals reversibly pass into a e formation of the '?1‘(';1'\1/' domain structure may be
multidomain state that almost completely restores the initiaf2used by screw dislocatiorts:~In this case, as was shown

form. in Ref. 10, the domain structure is stabilized by the in-plane

The existence of a domain structure that is nearly reverscrystalline anisotropy. _ _
ible in a cycle of imposition and removal of a magnetic field N Ref. 12 a mechanism in which the formation of do-

raises the question of the nature of its equilibrium ormains in layered antiferromagnets is influenced by the sur-
quasiequilibriun?. Magnetostatic fields, as in the case of aface was considered with allowance for the magnetoelastic

ferromagnet, do not exist in antiferromagnets. interaction. The principal feature of such a mechanism is the
The formation of AFM domains may result from entropy existence of a limiting size of the sample such that for crys-

growth due to an additional entropy contribution resultingtals with larger dimensions the formation of the multidomain

from the decrease of the order in the crydt&8luch a small state by this mechanism becomes unfavorable.

energy benefit may be entirely sufficient if the domain walls  In Ref. 4 it was conjectured that the magnetoelasticity is

are parallel to the easy plane and the energy cost of thdecisive for the AFM multidomain state in CofICoB-,,

1063-777X/2001/27(5)/4/$20.00 358 © 2001 American Institute of Physics
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and NiCl, and the formation of domains preserves the de-
generacy of directions in the layer.

In the present paper we propose a geometric structure of
magnetoelastic AFM domains which satisfies the require-
ments of orientational degeneracy in the layer. We show that
the realization of such a domain structure presupposes the
presence of defects in the crystal, which expand or compress
the lattice in the layer around the defect. We analyze the
deformation of the domains in the proposed domain structure
and give the possible types of domain walls.

Uniform strains are realized far from the defects in the
interior of a free domain in neglect of its boundaries. The
values of the uniform strain in the easy plane are determined
from minimization of the free energy, including the magne-
toelastic and elastic terms:

€= 7(L>2<_ Li)(UXX— Uyy) + 5|-x|-yU Xy FIG. 1. Hexagons of an undeformed cryddlid lineg and their deforma-
tion (dotted line$. The three shaded domains form a triad. The arrows
2 indicate the direction of the AFM vector in each domain.

Xy?

(N
o Considering the possibility that three domains in the same
wherey and é are parameters of the magnetoelastic lnteracmyer with different directions of. can come together in a

tions. At low temperatures the magnitude of the AFM vectorceain region, we see that the condition that there be no
is constant|L|=L. Equation(1) does not include the terms ;5| stresses cannot be satisfied. Such a region will be
due to the isotropic expansion in the plane, which do nOyessed. The basic idea of the present paper is that one can
affect the domain structure. The enexgy is isotropic in the  5cpjieve elastic matching at places where three domains come
easy plane. together in a plane by placing on it defects having intrinsic

An orientation of the vectol in the easy plane is gyaing of the same kind as those in the region where the
brought about by the easy-plane type of anisotropy in the;ains come together.

crystals under study, with a positive uniaxi@long thez The structure of 120° domainm the crystals under

. . . 2 . .
axis) contribution DL; to the anisotropy energy, With  g,qy is shown in Fig. 1. The solid lines depict regular hex-

>0. In NiCl, the value ofD amounts to only a few percent agonal regions introduced in the the crystal in the absence of
of the intrasublattice exchange, while in Ce@ is of the  Apm ordering. The presence of nonzetoin each region

order of 50%3.'In spite of such differenges, in the .nyStaB will lead to spontaneous deformation of the hexagons, e.g.,
under studyD is much greater than the in-plane anisotropy, o in Fig. 1, to extension along the diagonal of the hexagon

C11 2 2
+ T(Uxx"_ Uyy) + ClZUXXUyy+ (C11—CyU

which we write in the form parallel toL, and to compression in the perpendicular direc-
e,=AL®cog66), (2)  tion. The deformed hexagons are depicted by the dotted lines
. ] o parallel to the boundaries of the undeformed hexagons.
whereA is a constant, and is the direction angle of the In all of the regions of the structure the stresses are ba-

vectorL in the easy plane. The anisotrog®) orients the  sjcally compensated by magnetoelastic forces, except for lo-
vectorL along one of the twofold axes. In all the crystals the -4 regions in which, as can be seen in the Fig. 1, the free

constantA is much less tha. _ _ existence of the domains presupposes the presence of un-
WhenL is parallel to thex axis the uniform strain has compensated stresséensile in this illustration These are
the values the regions enclosed by the equilateral triangles at the sites
yL2 where three domains belonging to different “triads” come
Uyg=—Uyy=— Cilc. (3)  together(one such triad is indicated by shading in Fig. As
12 a result of the deformation, a hexagon becomes biaxial, with
The strain(3) is equilibrium: the mechanical stresses areC; symmetry of the local expansion at the sites.
compensated by the magnetoelastic forghe total stress is The domain structure in the form of a set of deformed
zero. hexagons with vertex angles of 120°, as in Fig. 1, leaves the

Analysis of the structure of a magnetoelastic antiferro-domains unstressed in the ideal crystal. The uniform strains
magnet containing domains in the presence of severdB) do not affect the volume, and for such a strain the 120°
“easy” axes in the plane requires a mutual coordination ofangles at the vertices of the deformed hexagons are not pre-
the domains, since because of the continuity of the crystaderved. The formation of the triangular dilatation regions in
the spontaneous magnetostriction in one of the domains cdfig. 1 means that the illustrated domains are deformed with-
cause stresses in the neighboring domains, thereby increasdt conserving area, and so H) is not satisfied.
ing the total energy. For two neighboring domains lying in Let us determine the value of the energy cost due to the
the same layer and having different directionsLothe do-  actual nonuniformity of the deformations of the hexagons in
main boundary can be situated so that the strain componenisg. 1. The strairlJ,, of a hexagon in the direction perpen-
along the boundary will be equal in neighboring domains.dicular toL is uniform and remains the same ag 3, while
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the strainU,, alongL is nonuniform. Placing the origin of Whereb is a constant. The elastic straf) has an energy
the coordinate system at the center of a hexagon, we obtafPst to the crystal.

the following expressions fod,, andU,,: When the defect is surrounded by domains in the AFM
state, the elasticity created by the defect is limited to a vol-

yL2 (1 |y yL? ume determined from the condition that the strain of the

Usx=— Cu-Cop, §+ 3al’ YW C—Cp’ (4)  defect be equal to the strain created by surrounding it with

domains. The value of this distancg can be determined by

wherea is the length of a side of the undeformed hexagonthe formula

For y=av3/2 the strainU,,=— yL?/(C;;—C;,), and for b(Cyy— Cyp) | 12

y=0 it is a factor of two smaller. ro= (#) _
For the strain4) the total energy of the elastic and mag- L

netoelastic components of the nonuniformly deformed hexathe Jimiting of the size of the elastic strain region of a defect

(€)

gon is is accompanied by a decrease of its elastic energy and,
204 hence, lends an energy benefit to the crystal as a whole. The
E=— — a?l 1— =57 (5)  energy benefidE is determined by integrating the elastic
2 Cp=Cyp 372°(Cy—Cyo) energy density with the straif8) over the limits fromrg to
or . This gives
_ 2
) 7CL, AE=byL". (10
E=Eo[1- 3224(C11—Cyp) The temperature dependence of the energy befiHtis

c similar to that of the square @f.
%EO( 1-0.0486——1 ) 6) If a defect is Iocz_ited in a_umf(_)rm region, then its strains

C11—Cyp must be matched with the dilatative strains aldn@and the

) ) compressive strains perpendicular lto In relation to the
whereE, is thze total energy of the uniformly deformed hexa- .,5q \hen the defect is located at the point where three do-
gon, Eo= -a (3v3/12)[ 'L /(Cl,l_ C1o)]. mains come together, a defect in the uniform region makes
_ We write the magnetoelastic energy cost due to the norfg, 4 |arger volume of the strain created by the defect and for
uniform deformation of a hexagon as an angular dependence of the position of its boundaries.

y2L4C, Even in the case when matching the elasticity of the defect
AEd=O.04867 €11—C1» a. (7)  with the uniform strains gives an energy benefit, i.e., when
117 “1

there is a decrease of the elastic energy at the defect, this

For the actual values of the elastic constants of the crystanefit will be less than that given Kg0) if the defect re-
studied, the cost7) amounts to several percent Bf. The  9ion is bounded by three domains, as in Fig. 1.
structure in Fig. 1 can be regarded as a rather good approxi- 1he geometric structure of the domains shown in Fig. 1
mation of the magnetoelastic domains in these crystals. ~ Presupposes the presence of defects which isotropically di-

Let us place dilatative point defects at the sites wherdat€ the crystal in the plane. Here the defect does not impose
three domains come together. The modulus of the strain vedlirections on the AFM vectors in the domains, and the ori-
tor of such a defect will decay at large distances in propor€ntational degeneracy in the easy plane is preserved.
tion to the inverse square of the distance from®ifThe For the structure shown i_n Fig. 1 it was assumed that tht_a
stresses created by the defect will be inversely proportiondifystal expands along the diagonal of the hexagon, and di-
to the cube of the distance. Matching the strains of the defedpitative defects are required for its stabilization. If the crystal
and domains will limit the defect region to the magnetoelasiNStead expands along the direction perpendicular to the di-
tically strained regions formed where the three domaingdonals of the hexagon, then the places where three domains
come together. This decreases the volume of the region d&éome together will be compression regions. The_ stabilization
formed by the defect and, hence, decreases the energy costQfSuch a structure would require defects of a different type,
the defect. Point defects arising during growth increase thg-g- vacancies. The real picture of the domains in a crystal
elastic energy of the crystal; this contribution to the energyill be determined by the whether dilatative or compressive
of the crystal is decreased when a site at which three dgd4efects are in the majority in the crystal.
mains come together is placed at the point of the defect de- !N Fig. 1 the AFM vectors in the domains around the
scribed above, i.e., the multidomain state becomes prefep_efects have different rotations—clockwise and counter-
able. clockwise. Two directions are possible for—parallel and

An analogous elastic matching can be obtained if a dis@ntiparallel to the axis of the hexagon, i.e., in each of the
clination perpendicular to the easy plane passes through tiffomains in the proposed structure the veti@an be rotated
region where three domains come togetHdret us estimate by 1.80° mdgpenden_tly of its neighbors. Thlg a_rb|trar|ness is
the energy benefit of surrounding a disclination with do-€liminated either by imposed symmetry restrictions or by the
mains. The strain created by a disclination in the paramag€chanism of domain formation itself, as in the case of
netic phase is symmetric in the plane and depends only offfM domains caused by screw dislocatidfisThe orienta-

the distance from the defect. The strain vectortfs tion of L in the triad of domains in Fig. 1, in each of which
the easy-plane symmetry is spontaneously lowered, restores

U,=br 1 (8)  the initial symmetry of the crystal. Figure 2 shows the struc-
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always realized. At low temperatures it can happen that the
energy(10) is insufficient to bring about an equilibrium mul-
tidomain state, and it is therefore possible for the equilibrium
multidomain state to vanish as the temperature is lowered.
When the benefit10) is small, this behavior of the multido-
main state is similar to that for a multidomain state of en-
tropic origin, which always vanishes at low temperature.

CONCLUSION

We note that one of the possible mechanisms of forma-
tion of a magnetoelastic domain structure, consistent with the
assumptions and remarks made above, is the elastic interac-
tion of spontaneously deformdgvith a uniform orientation
FIG. 2. The structure of domains with an uncompensated AFM vector of th%f the AFM vectoy regions—triads with local defects in the
triad. Thex axes denote the direction of passage through the domain walls . . . . . .
1-4, easy plane which create compressive or dilatative strains in

it. Such defects ensure the stability of the domain structure

and preserve the degeneracy of the orientation of the direc-

) . . . tions of the spontaneous striction of the domains in the easy

ture of AFM domains obtained by a 180° rotation of the hjane Here the domains will be practically unstressed, and in
vectorL in each of the domains of a triad. In this structure o crystal as a whole in a multidomain state in zero field

the resultant. of a triad is nonzero, Wh_ile the average value inere will be compensation of the anisotropic spontaneous
of L for the whole crystal is zero. In this structure, however, gtriction.

the symmetry is broken at some of the sites. In passing  The authors thank S. M. Ryabchenko and V. M. Loktev
around such a site the vectdrsof the domains do not go o fryitful discussions in the course of this study and for
over progressively from one domain to the next.

The domain walldn these structures, on passing from
one domain to another, occur in the form of symmetric and
asymmetric walls, with a rotation of the vectorby 60° and
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Effect of a negative biquadratic interaction on the phase states and spectra of coupled
magnetoelastic waves of an easy-plane ferromagnet
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The spectra of the coupled magnetoelastic waves of an easy-plane ferromagnet with a negative
biquadratic interaction are investigated. It is shown that in this case the existence region

of the quadrupolar phase is narrowed substantially in comparison with the case of a positive
biquadratic interaction. The phase diagram of the system is constructe@00®
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INTRODUCTION elastic interaction, since, as we have said, this interaction

. . . becomes important in the neighborhood of an orientational
A great deal of interest is now being devoted to the study,

) X i . . _ghase transition.
of magnets in which the interaction between magnetic ions i

i N . The Hamiltonian of the system can be written in the
more complex than the Heisenberg exchahdet is of in-

terest from a practical standpoint to study the characteristics

of the excitation spectrum of such magnets as the external 1

magnetic field is varied. Such studies are important because 1y=—H>, S > [I(n—n")S, Sy +K(n—n’)
of the existence of a number of singlet magrfefswhich n 200

can be found in a nonmagnetic stateHat 0 (the so-called

qua}drupolal(QP) phase}s'a'nd undergo a transition to a mag- X(Sy Sy)?]+ §E (SH)2+ vZ %%uij(n)
netic phase when a sufficiently strong external magnetic field n ..
is applied. N+
In Refs. 1-3 it was shown that the inclusion of a biqua- f dr TZ Ui+ 7> UiHND uiug |, (D)
dratic interaction leads to a number of purely quantum ef- : b 17

fects, in particular, to the formation of phases with a tensor .

order parameter, i.e., QP phases. The mechanism of form¥there S, is the spin operator at site, J(n—n’)>0 and

tion of these phases depends on the relationship between tgn—n') <0 are the Heisenberg and biquadratic interaction

constants of the Heisenberg and biguadratic exchangePnstants3>0 is the one-ion anisotropy constamtjs the

interactions’ Systems with a positive biquadratic interaction Magnetoelastic coupling constant,and 7 are the elastic

constantK, were studied in Refs. 1-3. Taking a negative Moduli, andu;;=1/2[du;/dx;+du;/dx;] is the symmetric

biquadratic interactionK,<0) into account even in isotro- Part of the components of the elastic strain tensor. .

pic systems leads to qualitatively new resdifs. The first three terms in Eq1) describe the magnetic

In this connection it is of interest to investigate the dy- Subsystem, the fourth describes the magnetoelastic coupling,

namical properties and phase states of highly anisotropignd the last term, which for simplicity we have written in

non-Heisenberg ferromagnets wiia<0. In studying such a continuum form, describes the elastic energy of the system.

system, we shall also take into account the magnetoelastfcrom now on, we shall assume that the magnetic ion has spin

interaction. This generally weak interaction is taken into ac-S= 1.

count because in the vicinity of orientational phase transi- ~ Taking the one-ion anisotropy and the magnetoelastic

tions the influence of the magnetoelastic coupling on thdntéraction into account, as we have said, leads to a number

dynamical properties of the system becomes decigiee, Of interesting effects of a purely quantum nature. An ad-

e.g., Ref. 9. equate mathematical formalism by which the effects of both
the one-ion anisotropy and the magnetoelastic interaction can
be taken into account exactly is the Hubbard operator

DISPERSION RELATION OF COUPLED MAGNETOELASTIC tgchniquel.olThe Hub.bard operators are cons'truc'ged in a ba-

WAVES sis of the eigenfunctions of the one-ion Hamiltonian and are
related to the spin operators as follows:

Let us investigate the well-studied model of a non-

Heisenberg ferromagnet with one-ion anisotropy of the easy-  s* =v2[sin (X%~ X % + cos(X% 1+ X19];

plane type in an external magnetic field perpendicular to the

basal plane X0Y).? Unlike Ref. 2, however, here we con-

sider the case in which the biquadratic exchange constant is

negative. Such a situation is realized in Dy)Ofor

example’® In addition, we take into account the magneto-  Sn =(Sy) " 2

SE=cos 20(X - X 1Y) —sin 20(XE 1+ X, 1Y),

1063-777X/2001/27(5)/4/$20.00 362 © 2001 American Institute of Physics
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HereX,’}”'M=|\Ifn(M ")) ¥,(M)]| are the Hubbard operators t0 the stateM (for S=1, M can take the values 1, 0, 1;
describing the transition of a magnetic ion from the stdte 6= 0,+ 6;;

— 71
VH?+(B2)2+H vI2(uiy) — uly)cos 2,

cosf;=| ————| ; cosf,= :
2\VH2+(B3)?

\/ x(x/2—H cos 20, + B sin 20, + v/2(u() — u')sin 26,)
Kol

Kol B+Kola3 ((S)?)+((S)?) |
Jo+7<52> B%z—qu; Bg:—T; B=3(($H%~-2; o= > ;

H=H+

X2=4H2+[2B5— p(uy —ul?) 12

The quantitiesq? (p=0,2) relate to the additiongto the The following calculations will be done in the mean field
mean field field due to the quadrupole moment, a.u#]) are  approximation, and we shall therefore need only the “trans-
the spontaneous strains, which are determined for the miniverse” part of the exchange Hamiltonian, which has the form
mum of the free energy density in the case of low tempera-
tures T<T¢, whereT¢ is the Curie temperaturend have
the form

|nt 2 [c(a),Annc( ﬁ)]x;‘xf,_
wB
Herec(«) is an eight-dimensional vector having the compo-
nents

0)_ v

B3 _
Uyy W +X—O(7J+3>\) ;

2
S res )[K—n—ﬁ(ms)\) - 3 o) = (@) (@) A (- ol 73(a),
2n(n+ 3\ X '
° SH(— @) ys(@), 75t ()l
A+ . . .
ul= V(—:); u’=0, i#j, Xo=Xv—o- The functionsy!)(a) are determined from the relatid@)
n(7+3N) between the spin operators and the Hubbard operators, and
The energy levels of a magnetic ion in this case are  the 8<8 matrix A, decomposes into a direct sum of ma-
trices:
_ 0) 0y =X
EJ_’_]_ 3B + = (U +U +2U )+2 Ann’:A n’@A(n’Y
4
Eo= v(uiy) +uy). @ 100
Writing the components of the strain tensor in the form 1 0 1
uj=uP+ul", whereu" is the dynamic part of the strain AP =1 3(n—n")+ Z|K(n—n")| 2|,
tensor, which describes vibrations of the crystal lattice, and 2 1
quantizing it in the standard manner, we obtain the transfor- 0 5 0

mation Hamiltonian describing the processes of transforma-

tion of magnons into phonons anite versa 100 0
Hy=2 | 2 PuXp™+ 2 P XM M 00 % 00
n M a

1
where . 1 lolooo

1 + M Ann’__§|K(n_n )| 2
PM(a):WZ (bk,)\+bfk,)\)Tn(a)(k:)\)a 1
KA 0 00O 5

by, and bk » are the annihilation and creation operators for
\-polarized phononsTM(®)(k,\) are the transformation am- 0 0 O 1 0
plitudes, andx=a(M’,M) are the root vectors. 2

ole-go d(;?é?::i:]getﬁgusat;?;fg; ttrr:s S;ﬁgnst;?nggir:’a;vohnfe]'he inclusion of the biquadratic interaction has formally re-
P P y " duced to an increase in the dimensionality of the vectors

Gea’ (n,zn’, 7 __<Txa(7_ /(T,»’ c(q) and matrixA,, in comparison with the case of the
Heisenberg model.

we must write the exchange part of Hamiltonidn in terms The dispersion relation of the coupled magnetoelastic
of the Hubbard operators. waves(in the mean field approximatigpras the form
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deﬂ 5IJ +ng(a)aik(a)Akj+(I)(k,)\,)\’)T_“(k,)\)ng
©)

where G§ is the zeroth Green'’s functiom(«a)=(aX) are
the terminal factors, ®(k,\,\'")= D, (k,w)/1
— Q) 'Dy/(k,w), D,(k,w) is the Green’s function of a non-
interacting phonon, and

Q=T —k,N)Ggb(a)T™*(k,\");
ai(a,B)=cj(a)Ccn(—B);

Equation(5) describes the spectra of coupled magnetoelasti
waves for arbitrary values of the one-ion anisotropy con
stants and arbitrary temperatures to the critical tempera-
tures.

X () TA(—k,\")GEb(B)aw(a, B)Ay =0,

ay(a)=ay(a,a).

PHASE STATES AND SPECTRA OF COUPLED
MAGNETOELASTIC WAVES

Fridman et al.

ak?

+H-pI2
0*(K) =0 (K) 7

H-pBl2+ay

Here azJoRg, where R, is the radius of the Heisenberg
interaction;ay= v?/27 is the magnetoelastic interaction pa-
rameter;w.(k) = c;k is the spectrum of thé-polarized non-
interacting phonon.

It follows from formula(8) that in the long-wavelength
limit (ak?<ag) for H=H.=pB/2 the t-polarized qua-
siphonon branch softens, and a magnetoelastic ga())
=ag, appears in the quasimagnon spectrum.

At H=H_; the system undergoes a phase transition from
the ferromagnetic to a quadrupolar—ferromagné@i-M)
phasé? It is seen that this phase transition does not reflect
the influence of the biquadratic interaction. The behavior of
the system is largely determined by the one-ion anisotropy
and the magnetic field.

In the field interval GsH<H_, a quadrupolar(QP)
phase is realized in the system. This is due to the influence of

the large one-ion anisotropy, which leads to an inversion of
ithe energy levels foH<H.,. In this range of fields the
fowest energy level i€y, and the order parameters of the
system in this phase are

(=0, 03=-2, @g3=0.

Let us investigate the spectra of coupled magnetoelast
waves in the low-temperature range<€T). We shall con-
sider a highly anisotropic ferromagnet, i.85 Jo,|Ko|-.

We analyze Eq(5) in the case when the wave vector
k||OY. In this geometry the nonzero components of the unit
vector of the phonon polarization aeg, ef, e, and the
dispersion relation5) decomposes into two equations de-
scribing the spectra of “longitudinal” and “transverse” vi-
brations, respectively:

Equation(7) determines the spectrum of coupled mag-
netoelastic waves, which in the long-wavelength limit
(k—0) decomposes into the spectrum of quasimagnons and
quasiphonons:

1 B ao 1/2
T Xis X16 EL(k):{(ﬁ_zaO) ak2+z_(|Ko|+Jo+7 H —H,
Xs1  1tXss Xsg | =0, (6) 9)
X61 Xes 1+ Xee 8 )
14Xy,  Xog o Xog wz(k)zwtz(k)[(ﬁ—ZIKOI—2J0)ak2+ §—|KO|—JO)
Xzg2  1tXzz Xg Xag | _ 0 @ ,
X72 X7z 1+X77  Xog ’ = ([Kol+Jo) —230(,3—3|K0|_330)}
Xg2 Xg3 Xg7 1+ Xgg B 2
where X[ (B=2|Ko| = 23g) ak®+ §—|Ko|—30)
%1 = CEOl @A+ BUANIT — (|Ko| + Jo)2— 23 é—|KO|—30”l- (10
X(k,)\)ng(a)T'B(—k,)\')ng(ﬁ)aik(a,B)Akj. 2

It follows from Eg. (10) that

Hea= VBLBIA— (|Kol+J0)]— 280 B—3(Kol +J0)]

is the field of the orientational phase transition from the QP
phase to the QFM phase. At=H_, in the long-wavelength
gmit the spectrum ot-polarized quasiphonons softens:

ak?

_ 2
wz(k)—wt(k) aol1—2(|Kg| +30)/ B8]’

We assume that the field >H.;, where the system is
in the ferromagnetidFM) phase. The order parameters in
this phase have the form

(=1, q2= 1, q§=0(c050=1).

In this case the lowest energy level, corresponding to th
ground state, is the levé, .

Analysis of Egs.(6) and (7) shows that the high-
frequency magnon branch does not interact with the elastic ) . .
subsystem. However, the low-frequency quasimagnons a@nd @ magnetoelastic gap appears in the quasimagnon spec-
tively interact witht-polarized quasiphonons. The spectra oftrum:
these excitations are determined by K@ and have the
form

(11)

|Kol +Jo| M2

B

It follows from the expression fad ., that the QP phase
in the system under study can arise only at the following

e (0)=ap| 1-4 (12

e, (K)=ak®+H- A

—+ag,
2 0

8
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FIG. 1. Phase diagram of an easy-plane ferromagnet with a negative biqu

dratic interaction.
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This behavior of the system at the QP—QFM phase tran-
sition can be explained as follows. The positive exchange
interaction gives rise to an AFM-like ordering of the mag-
netic moments. The spin direction of the magnetic ion is
equiprobably in either directioh.Thus, in addition to the
competition between the magnetic field and the quadrupole
field of the large one-atom anisotropy, there is also a com-
petition between the Heisenberg and biquadratic exchange
interactions, which induce opposing mechanisms of order-
ing.

In the case considered here, the negative biquadratic ex-
change “enhances” the influence of the Heisenberg interac-
tion, and this is manifested in a narrowing of the existence
?égion of the quadrupolar phase and in the behavior of the
other pzlarameters of the system in comparison with the case
Ko>0.

values of the one-ion anisotropy constani;,/2= /2
=2(|Ko|+Jp+ay/2). The effect of the negative biquadratic «
interaction on the formation of the QP phase is shown on the
phase diagram of the system studied hétig. 1). It follows
from the expression for;, that the existence region of the L _ _ o
QP phase is narrowed substantially in comparison with the E.usLs‘ia’\ﬁlalngi\IQa M'?/Igonsits w"i’gg&comp"cated Exchange Interactiofis
Ko>0 case considered in Ref. 2. There is also an increasey, \. mitsa, A. N. Maiorova, and Yu. A. Fridman, Fiz. Tverd. Tela
(in comparison with the cas€,>0; Ref. 2 in the critical (Leningrad, 34, 66 (1992 [Sov. Phys. Solid Statg4, 34 (1992].

value of the one-ion anisotropy constant above which the QFf'V V.. Val'kov, G. N. Matsuleva, and S. G. chhinnikov, Fiz. Tverd. Tela
phase can existB.;/2=8/2=2(J,—Ko—a,). This fact is 4%‘3‘:'”8[1?6 3;:% Ggé\llgfgtgoi’égsh@%o"d Stat8l, 948 (1989
reflected in Fig. 1, where the dot-and-dash line correspondsg’ aleonaro and P. Morin, Phys. Rev. B, 3869(1979.

to the cas&,>0.2 The value of the magnetoelastic gé®) 6pP. Morin, L. Rouchy, and D. Schmitt, Phys. Rev.1B, 3684(1978.

in the case of a negative biquadratic interaction is smaller;H- H. Chen and P. M. Levy, Phys. Rev. B 4267(1973.

than in the casek >0, for which SL(O):aO[l_‘]’(JO (Sig‘;'sChiu—Tsao, P. M. Levy, and C. Paulson, Phys. Revl2B1819

1/2 : . .
—Ko)/B]™% as was shown in Ref. 2. Our results are indif- 9 A Turov and V. G. Shavrov, Usp. Fiz. Nauk40, 429 (1983 [Sov.
ferent to which particular form of the exchange interaction is Phys. Usp26, 593 (1983].
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ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Unusual substitutional properties of Cu in bulk polycrystalline samples
of Lay,CagsMn,_,Cu,O5_5

A. |. Tovstolytkin* and A. N. Pogorilyi

Institute of Magnetism, 36-b, Vernadskii St., Kiev 03142, Ukraine
A. G. Belous and O. Z. Yanchevski

Institute of General and Inorganic Chemistry, 32/34, Palladina Pr., Kiev 03142, Ukraine
(Submitted June 23, 2000; revised December 12, 000
Fiz. Nizk. Temp.27, 500-507(May 2001

The transport and magnetoresistive properties of bulk polycrystalline samples of the

Lay Ca Mn; _,Cu O35 (x<0.15) system are studied in the temperature range 77 K—300 K.

All the samples investigated exhibit the giant magnetoresistance effect associated with

the transition from the ferromagnetic metallic to the paramagnetic insulating state. As a function
of copper concentration, the temperatliigof the resistivity peak first decreases from 193

K (x=0) to 108 K x=0.10) and then gradually grows, reaching 120 kK&t0.15. Significant
temperature broadening of the resistive transition as well as anomalous behavior of the

peak value of the resistivity are observed near0.10. The unusual properties of the

Lag Ca Mn; _,Cu,O5_ 5 system are well explained in terms of a mixed valence of the Cu ions.
© 2001 American Institute of Physic§DOI: 10.1063/1.1374722

INTRODUCTION two unlike ions? Recently, Suret al® reported the effects of
Fe and Ge doping at the Mn site in bulk polycrystalline

An intense research effort has recently been devoted tpa, ,.Ca, ;MnOj;. It was shown that Mn-site doping favored a
studying the interplay between the structure, magnetism, angduced magnetic/resistive transitions and elevated resistiv-
electronic transport in doped manganites; LaVi,MnO; ity. No metal-insulator transition occurred when the content
(M=alkaline earth By tuning the size mismatch of the A- of Fe exceeded- 0.1. Similar results were obtained by sub-
and B-site ions in these AB@ype perovskites one can con- stitution of Mr?* by AI®*, although both ferromagnetic and
trol the competition between the double exchange, superexesistive transitions were reported still to occur in
change, and Coulomb interactions among the Mn ions and.a, .Ca, 3dMin; _ ,Al,O; at x~0.1°
thus, their magnetoresistive properties, which are of crucial  Recently, several studies have been undertaken to clarify
importance for application$lt has been shown that both the the effect of Cu doping at the Mn site of bulk polycrystalline
ferromagnetic orderingT¢, and metal—insulatorT,, tem-  La;_,M,MnO; (M=Ba, S).”~*° The results of a detailed
peratures are very sensitive to the structural distortions instructural investigation of La ,Sr,Mn,_,Cu,O5 (z=0; 0.1;
duced by changing the average A-site radfug). A few  0.3; 0<x=0.5 polycrystalline samplésshow that Cu
percent substitution of La by smaller rare-earth cations coul@djoping favors rhombohedral distortions of the perovskite
result in a significant drop in the Curie temperatligeand in - structure and that copper ions can be found both in 2
a drastic enhancement of the magnetoresistance effect. Qimd 3" valence states in these compounds. The electronic
the basis of the double exchange model with the strongransport, magnetic, and infrared properties  of
electron—phonon interaction taken into account, the compleka, _,Ba,Mn;_,Cu,O;_5 and La gSrp ,Mn;_,CuO5_5 (X
lattice effects can be understood, at least qualitatively, in=0; 0.1; ..) systems were reported in Refs. 7 and 8. It was
both the paramagnetic and ferromagnetic regions. The intrfound that 20% copper was sufficient to suppress ferromag-
duction of smaller A-site ions leads to a larger steric bucknetism in the latter system and to lead to the cluster spin-
ling of the corner-shared octahedra in the perovskites, tglass state at 02x<0.4. A broadened ferromagnetic tran-
bending of the Mi—O—-Mnbonds and, as a result, to weak- sition and a double-peaked character of the resistivity versus
ening of the double exchange between®land Mrf* ions  temperature curve were observedkatO.1.
and enhancement of the antiferromagnetic superexchange During the past few years, rather controversial results
interactiont have been reportét 3 concerning the influence of Cu dop-

An interesting way to modify the crucial ing on the transport properties of { #££a ;MnO;. Sergeen-
Mn3*—O-Mrf" network is to dope at the Mn site itself. Co kov et al? examined a 4% Cu-doped 4,4Ca;,sMnO; com-
and Ni substitutions for Mn in LgCa,s;MnO; thin films  pound and found both a sharp drép50%) in resistivity
have been shown to lower the magnetic transition temperaand a slight decrease~ 15 K) in T, with respect to the
ture because of weakening of the double exchange betweeaniginal Cu-free sample. Similar effects were observed in

1063-777X/2001/27(5)/6/$20.00 366 © 2001 American Institute of Physics
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Lag 7Cay sMng o=Cly <03 by Ghoshet al!! By contrast, un- 90
usual temperature and concentration behavior of the resistiv- 2 | T=5K | 110
5 o
=

ity in Lag ,Ca sMn; _,Cu,O5 was reported in Ref. 13. Intro- 120
duction of a small amount of coppex£0.05) was found to

result in a splitting of the resistivity maximum around the
metal-insulator transition temperature into two peaks, evolv- . -90
ing differently with copper concentration. Although the ex- o 1.5 0 15
perimental data were well fitted assuming a nonthermal tun- g
(7}
=

nel conductivity theory with randomly distributed hopping
sites, it is not easy to correlate these data with those de-
scribed in Refs. 11 and 12.

In view of such ambiguous results, there appears to be a
need to explore in more detail the effect of Cu doping on the
behavior of the Lg,Ca sMnO; compound. It seems that at
least some of the controversies resulting from Refs. 11-13
would have been avoided if the authors had comprehensively . - 0
characterized the chemical composition as well as the quality 0 100 200 300
of the resulting samples by means of a set of various mea- T,K
surement techniques. The work reported here is intended to
be a step in this direction. We present the results of a study!C- 1. Temperature dependence of the magnetization in aHield T and
of transport and magnetoresistive properties of a series cgthe electrlpal resistivity for_a L Cay sMnO;_ s sample. The inset shows

. . e hysteresis loopM(H) at T=5 K.
Lag Ca Mn;_,Cuy,O5_ 5 samples with 8x<0.15. In addi-
tion to conventional electrical and magnetic measurements,

we have characterized the composition and quality of repre-

sentative samples using x-ray fluorescence and electron parlaLg_ure 1 shows the _tempgrature depende_nce of the magneti-
magnetic resonana&PR) techniques zationM measured in a field of 1 T. At high temperatures,

M(T) obeys the Curie—Weiss law, and its behavior is char-
acteristic of a paramagnetic state. As the temperature de-
creases, a sharp rise in magnetization occurs slightly below
Polycrystalline Lg-CaysMn;_,CuO;_ 5 (LCMC) with 200 K, after whichM grows more slowly and, finally,
x=0; 0.05; 0.075; 0.10; 0.125, and 0.15 were prepared€aches a value of 84.7 emu/g®t5 K. From the hyster-
through two-stage solid-state reaction in 4ifThe starting ~ €sis loopM (H) at this temperaturésee Fig. 1, ins¢one can
mixture of La0Oz; Mn,Os; CuO, and CaCQwas first cal-  estimate the saturation magnetizatihy and coercive field
cined fa 2 h at atemperature of 1100 °C. After subsequentHc. which will be used in the detailed analysis below.
ball milling and uniaxial pressing into pellets, the resulting  TO observe the onset of magnetic ordering in more de-
products were sintered f@ h atT,=1300°C and then fur- tail, we studied the temperature dependence of the EPR spec-
nace cooled down to room temperature. Lattice parametef§um from 300 down to 77 K. A strong symmetric EPR sig-
of the samples were obtained from a least-squares fitting tBal with a line shape very close to Lorentzian is observed
the relevant diffraction lines in x-ray powder diffraction ex- at room temperature. When the temperature is lowered,
periments carried out on a DRON diffractometer intGu  the linewidth decreases, passes through a minimuii gt
radiation. DC resistance measurements were performed #220K, and increases on further cooling. Around
the temperature range 77—300 K using the standard fou”00K(T¢) the spectrum splits into two lines, indicating the
probe method. Samples for resistance measurements wedpearance of spontaneous magnetization coexisting with a
cut into rectangular bars, with typical dimensions ok2  remainder of the paramagnetic phadét is noteworthy that
% 10 mm. The magnetoresistance was measured in fields upis near this temperature that both the resistance peak and
to 1.5 T and is defined ap (- py)/p, Wherep andp, are the ~ sharp change in magnetization are obsertse® Fig. 1 As
resistivity in zero field and applied field, respectively. We the temperature is reduced further, the intensity of the reso-
note that the magnetoresistance ratio defined in such a wdjance line corresponding to the paramagnetic phase de-
cannot exceed 100%. AC magnetic susceptibility mea-  creases drastically, and this line almost completely disap-
surements were performed at a frequency of 1000 Hz by &ears below- 170 K.
mutual inductance bridge. DC magnetization was measured [n our opinion, both the sharp ferromagnetic transition
by means of a SQUID magnetometéQuantum Design @and narrow hysteresis loop are evidence of rather good
MPMS-59. EPR measurements on powder samples weréhemical and magnetic homogeneity of the sample. Both the
performed in the temperature range 77—300 K using a Raalue of M(~85emu/g) andH. (<3 mT) correlate well
diopan spectrometer operating at 9.2 GHz. with other data reported in the literatuté®!’ Nevertheless,
the Curie temperaturé: is much lower than that observed
in stoichiometric LgCay gMnO; (Tc=260-270K)16-18
To find out the reason for this discrepancy, we checked the
To begin with, let us present the results of a set of meachemical composition of the samples with=0; 0.05; and
surements, which allow one to achieve rather complete cha®.10, using the x-ray fluorescence technique. The results of
acterization of the parent, i.e., §#a 3 MnO;_5, sample. the analysis have shown that, across the series of samples,

o
p,kQ.cm

EXPERIMENTAL PROCEDURE

RESULTS AND DISCUSSION
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the atomic ratio between constituent metal atoiins, Ca, TABLE I. Room-temperature crystallographic parameters for rhombohedral
Mn and Cu keeps close to the nominal offer each of the ~ Samples of Lg;Ca sMn; ,CuO;- 5.
elements, deviation from the nominal value does not exceed

X a A a, deg
3%). Thus the most likely reason for the lower&d in our
case lies in a deviation of oxygen content from the stoichio- 8'8?2 12'332 gi'gg
metric value. Comparison of the data plotted in Fig. 1 with 0.100 15474 91.49
the results presented in Refs. 14, 17, 19, and 20 shows that 0.125 15.481 91.53
the parent sample is oxygen-deficient, witk 0.06 (differ- 0.150 15.467 91.49

ent methods give different values éfranging from 0.04 to
0.08. Taking into account that all the samples of the
Lag Ca sMn; _,Cu O5_ 5 family were synthesized under ex-

actly the same conditions, we hold the opinion thaémains parameters for this class of materials. Therefore, in what fol-

nearly constant as varies from 0 to 0.15, although, at this lows we concentrate only on the prope_rties_ of u_nannealed
stage, we are unable to determine its exact value. La0,7Ca),3Mn1_X_CL&03_5 samples, "e‘?p'”g n mm_d_ that
| each one consists of perfectly crystallized grains divided by

The effect of oxygen nonstoichiometry on the electrical, hiv disordered and/or st | deficient int :
magnetic, and resonance properties of perovskite manganiﬂé{c’]io)rl]S ISordered and/or strongly oxygen-deficient intergrain

thin films was studied in detail by Rajeswat al?! It was
found that a decrease in oxygen content strongly affected the The structural  parameters of the LCMC samples

sharpness of both the resistive and magnetic transitions arfd listed in Table I. The parent §#Ca MnO;_; com-

led to a significant growth in EPR linewidth. As one of the pound belongs to the'-type orthorhombic structufenith

important results to be mentioned, the authors showed thagttice parametersap=5.4568 A, bo=5.5017A, andc

. . N =7.7126 A satisfyingcy/v2<ag<b,. These data correlate
tcr:)il?if;:geiﬁénm?rﬂﬁ;'?ezr tso cge:g'l?nﬁe?i/ifﬂdt,\gn?rz n‘: well with the results of Ref. 5. The samples with 006
g in <0. i ith=
about 20 to 100 mT. Turning to our EPR dalg,;, is equal 0.15 are rhombohedrally distorted witt=2¢, and «

. =91.5°. The fact that lattice constants are scarcely depen-
to 34 mT for the parent(=0) sample and is around 35 mT d :
ent on doping level seems to support the results of Ref. 9
for LCMC with x=0.05. These values are higher than ping PP

h b &4 in hiah i faxial il ¢ showing that copper ions in manganites are in bothad
those —observ in E’ -qua 'Ity ekﬁntaxm ims ? * charge states. Unidentified phases with wéak 5%)
Lag 67Ca 3MnO;- 5, but they are less than or comparable topeaks at 2=12.4° and 24.9° were revealed in LCMC with

Digin In bulkzngycrystalliqe samples _synthesized by 0the?rx=0.10 and 0.15, but we believe that these phases have little
rgsearcheré. “*So, despite the considerable oxygen defi-gftect on the transport and magnetoresistance properties of
ciency of our samples, this parameter is very close to the begto samples.

values_ reported before, and it can serve as an a(_jditional CON- Data on the normalized resistivify pay as a function
formation of the rather good quality of the materials synthe-uf temperaturer are plotted in Fig. 2a for LCMC samples
sized in the present study. o with x=0; 0.05; 0.10, and 0.1&he data forx=0.075 and
As can be seen from Fig. 1, the resistivipyof the o 125 are omitted for clarily In all the sampleg increases
Lay Ca MnO;- 5 sample is several orders of magnitude grastically with decreasing to a maximum aff =T, after
greater than typical values reported for epitaxial films of theynich a metallic behavior appears. The variationrgfwith
same compositioff. This is not surprising for polycrystalline y is nonmonotonic: its value first falls from 193 K€ 0) to
(cerami¢ materials consisting of low-resistivity grains and 108 K (x=0.10) and then gradually grows, reaching 120 K
high-resistivity intergrain regions. When high- and low- gt x=0.15; Pmax decreases with increasing from about
resistive regions are connected in series, the DC responsedgoo x=0) to 1000 &=0.15)Q-cm. Although atT<T,
strongly dependent on the high-resistivity region. Thus inthe p(T) dependence is metallidp/d T>0), the resistivity
such materials the amount and qualishemical composi-  at the lowest measured temperatuFe=(77 K) is greater than
tion, structural and magnetic disorder, ¢twf the intergrain p(300 K). The lowestp(77 K), which is~150Q-cm for this
regions greatly affects both the electrical resistance and mageries of samples, is much larger thagy~5—10Q-cm
netoresistance but scarcely influences most of other propegstimated from the Mott minimum metallic conductivity.
ties, since the relative volume of the intergrain region is neg-  |n the high-temperature region, the variation of the resis-
ligibly small. To shed further light upon the origin of high- tivity conforms well to the expression
resistivity behavior of Lg,CaMnO;_5, a part of the
sample was subjected to different kinds of heat treatment. P(T)=PoT eXAEa/kT) @)
After it was annealed in air at 800 °C for 1 h, its resistivity predicted for small-polaron hopping conductivits® The ac-
dropped by 3 orders of magnitude. Further annealing at thigvation energyE, is weakly dependent oxand is equal to
temperature gave rise to a further decreasp, ibut neither 0.2 and 0.14 eV for the samples with extreme concentrations
the bulk magnetization nor the width of the insulator-to- of Cu,x=0 and 0.15, respectively. When going from higher
metal transition was changed. This seems to indicate that thtemperatures, the measured resistivity progressively deviates
kind of heat treatment affects only the intergrain regions androm that predicted by1). The temperature at which differ-
that it apparently results in an improvement of their structureence between the experimental and fitted data exceeds 5% is
and/or a slight increase in oxygen content. However, thesdenoted asl,. It is the temperature below which not only
experiments have also led to a slight reduction in the low+the electrical but also the magnetoresistive and magnetic
temperature magnetoresistance, which is one of the crucigroperties deviate from those typical of an insulating para-
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FIG. 2. Normalized resistance versus temperature for polycrystalline ) ) )
Lag 7Cay sMn; _,CuO5_ s samples. The dotted lines denote the resistanceH>0.2 T. In both regiong changes almost linearly witH.

fitted according to the adiabatic small-polaron hopping méalelTempera- |t is now well established that the low-fieR component
ture dependence of the magnetoresistance in aKetd.5 T (b). in manganites originates from a high degree of spin polariza-
tion of the conduction electrons, and it is ascribed to inter-

I rain spin-polarized tunnelid§or spin-dependent scatterin
magnet. For all the samples, the effect of magnetic field o ; polafizeg electrons at theégrainpboungaﬁ‘és g

the _resistance becomes noticeabIeTaITa and reaches a The variation ofMR with H is completely different in
maximum atTyg, slightly below T, (Fig. 2D). The peak = o samples witkk>0.05. All the curves are nonlinear in the
values of the magnetoresistanbRnay measureq in a field whole field range examined, and their hysteretic behavior is
of 1.5 T are "?‘b°”‘ 48% and 73% for LCMC with=0 and pronounced, especially for the composition with-0.10.
0.15, respectlvely. . This effect may be a result of increased magnetic inhomoge-

The_ field depen_den_ce of the magne_tpresstgncé_' at neity caused by the introduction of Cu ions in the Mn sub-
= 77K is presented in Fig. 3. For compositions with hlgherIattice, or it may indicate the appearance of other kinds of
values Qﬂ-p (x=0.05) theMR(H) curves show a sharp drop magnetic ordering® To shed further light on the origin of
at low fields(<0.2 T) followed by a more gradual change at the highly hysteretic behavior & R(H), we performed AC
magnetic susceptibility measurements on LCMC with
=0.10. The temperature dependence of hptind|dy/dT|,
which are plotted in Fig. 4, seems to show that there is no
other transition except for the paramagnetic—ferromagnetic
one, but the transition region is extremely broadened.

The concentration dependence of the characteristic tem-
peraturesT,, T,, andTyg is displayed in Fig. 5a. It is seen
that apart fromT,, which tends to decrease gradually with
increasingx, the rest of the quantities do not change mono-
tonically as functions ok. Such unusual behavior seems to
be closely connected with the considerable broadening of
both the resistive and magnetic transitions observed xear
=0.10. To give a clear visual demonstration of this relation-
ship, we used the difference betwegpand T, for a quan-
titative characterization of the width of the resistive transi-
tion and plotted it as a function of copper content in Fig. 5b.
A very narrow transition regionXT=14K) is observed at

T

0 | 05 , 1_'0 ' 15 ' x=0. As x grows, AT first increases, exhibits a maximum

—

nearx=0.10 AT,=81K), and then gradually decreases
and reaches 45 K at=0.15. Such a strong broadening of the

FIG. 3. Magnetoresistance versus field for, L@a, Mn, CuOs , mea-  lesistive transition ne§K=0.1O SuggeStS the_ presence of
sured afT=77 K (the data forx=0.125 are omitted structural or magnetic inhomogeneities, and it can be a rea-

H, T
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Tikhonovet al. carried out a careful analysis of the structural
properties of the La ,Sr,Mn;_,Cu,O;3 (z=0, 0.1, 0.3;x
=0-0.5 system and concluded that copper is trivalent in
these compounds, but in the low-doping region<(0
=<0.1) a fraction of the Cu ions may also be found in the 2
state. It seems that these results show the way to understand

200;

T, K
Q
d

1004 T the quite complex behavior of Cu-doped manganites.
b MR L Manganese ions play a key role in the determination of
1003 both the electrical and magnetic properties of the materials

under consideration. The electrical conductivity and ferro-
magnetism are described in terms of the transfer of electrons
between MA™ (t3,e5) to Mn** (t3.e)) ions; the magnetic
L interaction is double exchange, which is sensitive to the
Mn—O-Mn overlap. The conductivity depends on the elec-
tron spin alignment of the hopping electron and is enhanced
by application of a magnetic field that reduces spin disorder.
The double exchange, which favors itinerant electron behav-
J ior, is opposed by strong electron—phonon coupling due in
part to a Jahn-Teller splitting of the My states, by anti-
6- ferromagnetic superexchange, and by charge and orbital or-
dering, all of them favoring insulating behavior. Thus the
introduction of copper ions in the Mn sublattice is expected
to drastically affect all these competing interactions, and this
may cause profound changes in the magnetic and electrical

(=)

%
max ?
1{s

MR

A {

AT, K
o @\%\OBU

P, KE2CM

O+ . : . properties. First, Cu substitution for Mn is expected to sup-
0 0.05 010 0.15 press ferromagnetism because of the absence of the double-
X exchange interaction between neighboring Mn and Cu

; 7,11-13 ; ;
FIG. 5. Concentration dependence of the characteristic temperakyres |ons._ C In our case, the general rﬁqu%tlon -ﬁg Wlt:: |
Tp, andTyg (a); the temperature width of the resistive transitidm; the growing Cu content seems to support this idea. Nevertheless,

maximum value of the magnetoresistance in a fiéld 1.5 T (c); the maxi-  the introduction of Cu ions in the Mn sublattice also gives
mum value of the resistivity s (d). rise to local structure, spin, and charge distortions, especially

when the copper is in the2state. If Cu is divalent, two

different effects might occur as the amount of copper in-
son for reduced sensitivity of the electronic transport to Magereases. First, there is a local change in the lattice constant
netic field. As can be seen from Fig. 3dRp.,(x) exhibits & caysed by the incorporation of the significantly bigger ion,
local minimum in the vicinity ofx=0.10, although it grows  that might lead to enhancement of structural and magnetic
continuously ax=0.075 andx>0.10. . ~ inhomogeneity and, as a result, to temperature broadening of

An unusual effect of Cu doping on electronic the magnetic transition. At the same time, this effect might

transport  properties was observed earlier in theyiso pe accompanied by a drop in electrical resistivity due to
Lag ¢St Mn; -, CuOs_ s system’® The authors carried outa rejieving of the local strain in the rest of the samplie!3

careful examination of compounds wi=0, 0.1, 0.2 ... . It gecond, according to the charge neutrality condition, inser-
was found that substitution of 10% Cu lowers the Curie temyjon of divalent Cu ions in the system converts part of the

perature from 320 to 280 K, and 20% Cu is enough to comy113+ into Mn** which might lead to the appearance of re-
pletely destroy the ferromagnetic state. At low temperaturesyions with improved conductivity due to the rise in the
the samples wittbk=0 and 0.1 were found to be metallic pn4+/Mn3* ratio/ -1t

fer.romagnets, while in those witk=0.2 a semiconducting The effect in which the resistivity decreases upon Cu
spin-glass state was revealed. Contrary t9gS# MnOs—5,  doping was observed in Refs. 7, 11, and 12 as well as in this
in which a sharp changg near the Curie temperature Wasydy. Figure 5b showp., for the samples under investi-
observed on the magnetization versus temperature Curve, ghtion as a function of copper concentration. It is seen that
Lag 6510.2MnNo dC U 105 - 5 the magnetic transition was quite ,  drastically drops withx for x<0.10, while it remains
broadened, and thp versusT dependence exhibited tWo gzimost constant at 0.50x<0.15. It is difficult to explain
peaks. For the latter sample, the authors attributed the 10Whis character 0bmadX) by any kind of Cu segregation, but
temperature resistance peak to enhanced scattering of sq’w assuming a mixed valence of Cu ions in the region 0

polarons on “frozen-in” magnetic disorder, which might ex- <x<0.10, this curve well supplements those presented in
ist belowT¢. Fig. 5a—c.

An issue of crucial importance for the analysis of Cu-
doped manganites, although it has remained unclear hitherto,
is the valence state of the Cu ions. It is known that copper iy usions
perovskite compounds may appear ih &nd 3" states. !
The authors of Refs. 7—9 analyzed their experimental results Based on the present investigations, we draw the follow-
at the assumption that the Cu ions are divalent. Neverthelessg conclusions.
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The magnetic contribution to the dynamic dielectric susceptibility te$6¢ w) =X§"B(w)

+i)(§ﬁ(w) of a system of randomized quasilocal optical dipoles of a magnetic conductor is
calculated by the method of two-time retarded Green’s functions. The spectryftf@b)

consists of a coherent compone(rgfh and an incoherent compone,\a{it;’goh which are formed by
electronic excitations with zero and arbitrary quasimomentum, respectively. Far from the
resonance frequencidsvhere y is represented by only a dispersion pdtie off-diagonal
components(g’&ﬂ(w) are linear to leading order in the effective field,= /2— ugHg

(¢ is the spin—orbit interaction constantg is the Bohr magneton, and, is the magnetic field
whereas the magnetic contribution to the diagonal compongfitéw) is quadratic inAy, .

© 2001 American Institute of Physic§DOI: 10.1063/1.1374723

INTRODUCTION mechanisms of the interaction of light with randomized sys-

tems of quasilocal optical dipoles, in which the randomiza-

/A heightened interest in the optical properties of mag-iyp, js of hoth a temperature-relafetiand a structurdina-
netically concentrated compounds has been holding stea%e_ The structuralincluding magnetostructurakandom-
for the last 20 years, largely in connection with the require-

ts of devi for th i i d st Pess occurs in disordered alloys, metallic and spin glasses,
ments of devices ?r € writing, reading, and storage Oetc., while one can speak of temperature-related randomiza-
information in today’s computer industry. At the same time,

tion in cases where the characteristic period of the tempera-

optical methods are some of the main tools used for th(?ure fluctuations of the quasilocal optical dipolgke fluc-

direct stgdy of the energy spectrum and th(_e che}racter.of thﬁjations of the directions of their axes, which are determined
electronic states of condensed matter, which, in particular, the orientation of the total anaular momenta of the rare
determine the transformation of its properties upon changelgy i idered i Rgf 2 ands3l th

in temperature. For this reason, the optical behavior of sys@ar lons, were considered in Rels. £ a onger than

tems that undergo magnetic phase transformations is of int-he perlod ,Of the ele.ctromagnetlc wave. For the systems
terest in condensed-matter physics. mentioned in the previous paragraph, both types of random-

More often than not, the presencecbr f elements in ization are important in the optical range, from the infrared

the chemical formula of a magnetically ordered systenf© the vacuum ultraviolet. _ o
serves as an indicator of its atomic structure. The electrons of AN electron moving in a magnetic medium is acted on

the magnetically activel andf shells, owing to the presence PY the Lorentz forcé,which leads to the Hall effect at low
of the so-called centrifugal barritris quasilocal, i.e., their frequencies and to the Kerr and Faraday magnetooptic ef-

motion through the crystal is of a tunneling naturtersite fects at optical frequenci€s’ The theory of magnetooptic
hopping and the corresponding energy bands are rather nagffects in ordered metals has a long histobgsides Refs.
row. Therefore, in those cases when the characteristic time 67, We might mention Refs. 8—11 as some of the published
an external influence on a systefe.g., the period of an Sources characterizing the development of the magnetooptics
electromagnetic wave interacting with is shorter than the Of systems related to those considered in the present)paper
intersite hopping time, these electrons, on the one hand, b&ut the same cannot be said of the magnetooptics of random-
have as local, while, on the other hand, because of the cdzed systems. At the same time, this is a topical issue, since
herence of the intersite hops, which depends on the degree 8h appreciable number of modern materials for microelec-
translational order in the system, they are sensitive to th&onics are randomized systerfs™
long-range order, including the magnetic. The goal of this paper is to construct a theory of mag-
A strong spin—orbit interaction leads to correlated be-netooptic effects in a system of randomized quasilocal opti-
havior of the spin and orbital moments bfandd electrons  cal dipoles. In contrast to Refs. 5-11, where models of either
in their motion through the crystathe corresponding “ free or localized electrons were used, here we consider a
j-polaron” concept was formulated in Ref), 2vhich is sub- model of quasilocal electrons. We base this mo@s in
stantially reflected in the dependence of the optical properRefs. 2—4, 15, and 36n the picture of narrow-band mag-
ties of the substance on the degree of magnetic order. Thisetic conductors proposed by Nagdetdere the macro-
picture contains the prerequisites for understanding thescopic magnetooptic effect arises as a result of a system-

1063-777X/2001/27(5)/8/$20.00 372 © 2001 American Institute of Physics
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E three from the upper bantl (with indices wi=pu;—1, us
=i, andw;=u;+1 in Fig. 2 with the spin direction along
the magnetizatiofalong thez axis, indicated by the symbol

=u+1
U=, N,

QUASILOCAL OPTICAL DIPOLES

. The interaction of light with a quasilocal optical dipole
E L - at site\ of the crystal lattice is described in the occupation-
A number representation by the Hamiltonian

H)\int:J dE\I’:(Xlg)Hint\I’)\(Xlg)! (1)
-LL, -1/2 where
I’

O :_r.// \P}\(Xag)zféa (p)\,T”u,(X)X}\,T,}L,O’(f)c)\,T,/L,lT
E #"‘/ is the electron field operatog, , ,(X) is the atomic elec-
i K, 1/2 tronic wave function defined in the local coordinate system
n at the site with translatiomector \ (see, e.g., Refs. 234
| | | Ll F | X, 7u,0(§) is the spin functionc;,'#y(, andc, , , . are the

' k k Fermi creation and annihilation operators of the state

B IN,7,u,0), 7=1,f is the index of the orbital statéor speci-

FIG. 1. Schematic form of the electron energy spectipy, (k) of the fICIt.y we shall assume that=1, f=1+1, Where.l IS the.
initial i and finalf states of the investigated magnetooptic electronic tran—orbltal quantum numbgr . and o are the magnetic and spin
sition i —f: E¢(0)— E;(0)=E;>W;(, , whereW is the width of the elec- quantum numbers, respectively; the integration a/€rex-

tron bandk. andkg are the Fermi and Brillouin wave vectors, respectively, tends over the spatial variablgsand also includes summa-
w is the magnetic quantum number, the arrows indicate the projection of th?ion over the spin variablé;

electron spin on the magnetic moment of the system, and the zero of energy

is at the Fermi level. Only those zon&$o which transitions from the zone

i contribute to the off-diagonal susceptibilig/¥(e) are shown. Hint=—

0

2 A A=A
MeC ’
is the vector potential of the field of the electromagnetic
wide averaging of quasilocal intra-atomic analogs of the Hallave (v is the frequency of the wavéy=w+iy, y—0
effeCll)_ for electrons moving in the electric field of a light ensures adiabaticity of the turning on of the interagtian
wave in the effective magnetic field produced by the spin-andQ are the velocity and the wave vector of the light wave,
orbit interaction plus a contribution from the magnetic indUC-respective|y, angb, e, andm, are the momentum operator,

tion of the substance. charge, and mass of the electrdn.
The matrix elements ifl) are conveniently expressed in
MODEL OF A d—f METAL terms of the local dipole moments of the electronic transition

) ) i—f at the site\:
The magnetic conductor model considered corresponds

in its general features with the schematic illustration of the (N’ o Higd N T, o)

electron energy spectrum of metallic gadolinigsee Refs. 2 e

and 3. It contains narrow, partially filled electron band$,( =(\f,u’, 0] — —=—=A-p|\,i,u,0)

originating from the atomia orbitals, and free bandd §, MeC

separated from them by wide energy gaps and deriving from wsi . -

the other atomic state§ig. 1).2 The spin—orbit interaction =-— Eo Dy e (@A),

lifts the degeneracy with respect to the magnetic quantum

number'u in the bands andf, and the Strong intra-atomic where EO is the electric field amplitude of the I|ght wave,

exchange interaction with localized spifis rare-earth met- D{‘ﬁ"‘:()\,f,u’,cr|er“|)\,i,,u,a) is the ath component of

als, with the spins of the #4shellg splits the spin subbands the matrix element of the electric dipole moment vector of

so that one of them, belonging to the band]i,k,— u, the electronic transition—f (r¢ is theath component of the

—1/2)), lies entirely above the Fermi levéthis is not a  electron coordinate operajpandwy; is the frequency of the

fundamental condition for this approach, but it simplifies thetransitioni —f.

calculation. The degeneracy with respect to the magnetic  The nature of the magnetooptic phenomena in reality lies

and spin quantum numbers is also lifted by an external magn the difference of the spectra of the right and left circular

netic field. components of the electric polarization induced in the sub-
For simplicity we shall consider only one such subbandstance. Therefore, from now on it makes sense to consider

(i.e., split with respect to both spin and from the lower the circular components of the electric dipole moment opera-

bandi (the subband with indiceg;,1/2 in Fig.  and only  tor of the transition — f:
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. ity. In such a case the notation for the crystal-averaged elec-
+ _ + + g . . . e
D\.= 2;4 (D}\fi,uc)\,f,,ui A tric dipole moments and the rms fluctuations are simplified to
D andd, respectively.
+D)Tif,tLC:,i,/.L,UC)\,f,/.Ltl,a')- (2)

Here ROLE OF RANDOMIZATION OF THE SYSTEM

The randomness of the system of quasilocal electric di-
poles induced by the electric field of the light wave can have
a structural(including magnetostructurabrigin (disordered
alloys, spin glasses, ef@r can result from thermal fluctua-

Xy tions of the local characteristics of the systéas we have
rs= , said, this could be thermal fluctuations of the local quantiza-

V2 tion axes, which are determined by the directions of the mag-

and we have dropped the indicesind f from the notation netic moments of the # shells of the rare-earth metal

for the operatoDy,, . ions™?).

In the present model the magnetooptic effects are gov- Let us consider for the sake of definiteness a spin glass
erned solely by these matrix elements in a metal with localized magnetic moments of thieshells.

The atomic electronic wave functions, which, as we havé?’(aIOW the glass temperature the thermal average ofzthe

said, for the sake of specificity and simplicity we shall use adrojection of the spin is rlonzero for each site containifig 4
the site basis states in the crystal, obey the relations spins in the system, and in the local coordinate systems all of
' these averages are equal. The average value of the local mag-

(I+2xu)(1+1%+w)]¥? netic moment over the crystal is zero, while its mean square
(21+3)(21+1) ' value is nonzerd® It is obvious that the magnetooptic effect
arises at each “magnetic” site, but the crystal as a whole
(15 w)(1 =15 )] 3 will not exhibit effects determined by its magnetization.
(21+1)(21-1) | ° © Thus the spatial randomization of the dipole mom@nt
~ . has an essential effect on the optical properties of the system.
(Lalr Il +2, w1+ 1, w1 e[l ) At the same time, in the electronic Hamiltonian of the crystal
(1424 ) (1 +1+ w) vyritten in the tight-biqding approximation, the ran'dom.iza-
= TN tion of the local quantization axes of the “magnetic” sites
( ) ) will lead only to a certain randomization of the electron in-

fom:()\,f,,u,i 1olert|n,iu,o),

D)J\:,if,u:<)\1i’Iu‘10-|eri|)\vfuu'11:0->:

(I+Lu=dr=/r|l,uy==

(I=Luxdr=/r|l,uy=+

Qe T+ 1, = 1)+ L= /e |1, ) tersite hopp?ng integral WithQut substantially chgnging its

value and will thus not materially alter the properties of the

(2= p)(I+1—p) metal. Therefore, if the system is randomized but its metallic
(21+3)(21+1) character is preserved, the random componghit of the

total HamiltonianH="Hy+ §H can be treated as a small
correction to the Hamiltoniart{, of the translationally in-
variant system. In application to the problem addressed in
this paper this influence of the randomization on the electron

It follows directly from (3) that the matrix elements in
(2) obey the relation®;;D;;=(Dg;)* Dy, =|D5;|? (the sym-
bol * denotes the complex conjugatnd

ID{ |2>|Dr |2 >0 energy spectrum can be reduced to the replacement of the
fin fipl M g 0 .
real energy of the crystal by a complex quantity’ which,
D, I°<|Dg 1% <0, as one might expect, does not qualitatively affect the spec-
T b trum of sufficiently high-energy interband electronic transi-
|Dfi,u| :|Dfi,u| , p=0. tions.

In randomized systems one is interested in mean values The electric dipole m‘?me”t induced in the crystal by the
over the crystal field of an electromagnetic wave can be evaluated by aver-

aging the corresponding eigenvalues with the density matrix
determined by the total Hamiltoniah =Hy+ 6H+ H}y. It
is clear that the linear respot$e?® of the system calculated
for the regular part of the interaction Hamiltoniah;,,
=2, Hyint, Will be determined mainly by the Hamiltonian
1/2 Ho.
dii .= N_lg (Dxsip— (D7 )| - In analyzing the response of the system to the random
part of the perturbatiofi(;,, we argue as follows. As we have

For simplicity we shall henceforth neglect the differencesaid, the breaking of the translational symmetry of the sys-
between(Df*i/) and(Dy; ) and thus betweedfﬁ# anddy,,  tem can be taken into account by replacing the real energies
(strictly, this corresponds to the cage=0 and does not (k) of the Bloch k states by complex quantities(k)
affect the main results of this paper in the case of arbitraryti#/7(k). This means that thk states are damped with a
w). Furthermore, in view of the aforementioned choice of acharacteristic timer(k) —« as §H—0. In other words, the
fixed character ofu and o, we shall drop them from the k-space representation works weéle., the indeterminacy of
indices of the final expressions for the dielectric susceptibilthe quasimomentum is small and the nonvertical electronic

<Dfiiﬂ>:NilE (N fuxlolertni,u,o)
X

and the rms fluctuations
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transitions under the influence of an external field with asite exchange interaction of the conduction electrons with
wave vectorQ=0 are unimportantprovided that the ran- local magnetic moments and the internal exchange interac-
dom site corrections to the energy are not too large: if theions in the medium of conduction electrons give rise to low-
frequencyws; of the electronic transition is high enough that frequency collective excitatioh$?*in the system, and this

7l w;;<7(K), then the response of the system to an externashould generally be reflected in the magnetooptic spectra.
influence is formed in less time than it takes for appreciableThese subtle effects do not alter the main conclusions of this
changes to occur in the amplitudes of the Bloch states. At thpaper, since we are considering only high-frequency one-
same time, if the random site correctiods to the dipole electron excitations, so that we need not explicitly include
moment in the interaction HamiltoniaH;, are statistically —the exchange terms in the Hamiltonian of the sysi¢hne
independentin many cases this is a good approximajiso  diagonal part of the one-site exchange interaction between
that all of thek-harmonics in the Fourier expansion &f,,  local and quasilocal electrons is includedHn,).

are equiprobable, we immediately obtain the electronic exci- The Fourier transformation

tations with any quasimomentum, independently of the value

of the varianced? of the dipole moment. cf :iz ot gk-\
Thus the influence of the randomization Hf,,, and Mo NSRS TR

on the optical excitation spectra are distinguishable in both

the quantitative and qualitative respects. The main influence c ZLE c e ik

on the excitation spectra of a substance comes only from the N7 JN K Kmpo

randomizing of the interaction Hamiltoniat;,;, as will be .
discussed below, and we shall use the energies of the perfe@'la
crystal as the eigenvalues of the system Hamiltoritan
Here, since the operat®t;, (like /) must be constructed on H= ; E oK) 70
regular electronic states, all of the randomization effects will o

be reflected in the values @Fnumbers, i.e., by the corre- \yhere

sponding coefficients of the matrix elements in expression .

(2) nk,T,,LL,U':Ck,T”u,,a'Ck,T,/.L,O'

is the occupation number operator of the stakes,u,o);

Ef,p,t 1,0—( k) = Ef,0'+ Tf,o’(k) + g,u,a_ IU’BHO(IU'+ 20—) * AM
In view of what we have said, let us consider the follow- and
ing HamiltonianH of our system in the occupation number
representation: Ei uo(K)=Ej o+ T ;(K)+ {imo— ugHo(u+20)

gonalizes the quadratic ford), bringing it to the form

HAMILTONIAN

_ . are the energies in the upper and lower band, respectively;
H= z}\: UT,M,U'C}\,T,M,U'C)\,T,;L,O'

O TT,(r(k):Tr,lrzh eik‘h
+
+ )\Eﬂ TroCxt mpoCrrsors (4) s the kinetic energy of the quasilocal electrons;
T

Ay={o—ugHg

U.,,=E._,—ugHo(u+20),+ , _ . o .
mpo=Ero™ peHo(ut20) + opo is the “effective” magnetic field in energy units.

'T:i,f, §f=§>0

HereT, , is the hopping integral for hops between nearest-
neighbor sites X,\ + 7); E; andE; are the energies of the DYNAMIC DIELECTRIC SUSCEPTIBILITY
occupied {) and unoccupiedf() “bare” local states(the

zeroth approximation in the hopping integral. is the spin— The electrical polarization of a nonuniform stationary
orbit interaction constanti, is the external magnetic field; medium(for simplicity we consider a crystal lattice contain-
wg is the Bohr magneton. ing N sites, at each of which an electric dipole can be in-

It is assumed that the parameters of the Hamiltonian saduced by a quantity with a random or determinate depen-
isfy the inequalitiesT<E;;, (<E;, and ugHo<Ef: Eq dence on\) in the field of an eIectrom_agnetlc wave with
—E;—E; is the energy of the electronic transition-f be-  frequencyw and wave vectoQ is determined by the nonlo-
tween the centers of the bands of filleid @nd empty {) cal dynamic dielectric susceptibility
states(Fig. 1). 1 _ o,

The main characteristics of the electron energy spectrum  x*#(Q.Q’ %)= N > <Xfﬁ/ (3)) @M,
of conducting magnets are determined by the interaction po- A
tential of the conduction electrons with ions, by the electronrwhereQ’ is the wave vector of the polarization of the me-
intersite hopping integrals, and by the self-interactions in thelium; ¢ is the photon energ{e =#®, wheref is Planck’s
system of conduction electrons. Of these last, only the diageonstany, the symbok...). denotes averaging, over all pos-
onal part of the spin—orbit interaction, which is of fundamen-sible configurations, of the distribution of random values of
tal importance for magnetooptic phenomena, is included exthe magnitudes of the quasilocal optical dipoles in the crys-
plicitly in Hamiltonian (4). It should be noted that the one- tal;
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o The result of averaging over configurations can be ex-
ap - _ @B \. . .
X ()= v—<<D>\|D VE pressed in terms of an average over the crystal Neglecting
a the difference betwee(D,;;,D )\'fl,U->C and(Dy;,, Mm)c,
is the contribution to the nonlocal dynamic dielectric suscepdropping the indexu, and restricting discussion to the case
tibility from the electronic transitions— f, written in the  of statistically independent sites, we obtain
site representation in the Kubo formalism of linear response

theory®21-23 (. |...); is the two-time retarded Green’s (DiruDy i e=(Di1iDy i ) e=D+d%8 1,
function in the energy representati#h?? D¢ is the dipole 1, A=)’
moment operator of the transition-f; v, is the volume of Sy = . (8)
the crystal per site. ' 0, A#X
In the geometry under studin which the magnetic field Substituting(8) into (7), changing from the coordinate

Ho, the average spifs) of the quasilocal electrons, and the (real-spacgrepresentation to the wave-vectdr-$pace rep-
wave vectorQ of the light wave are parallel to theaxis of  resentation in the fermion operators, and doing the summa-
the crystal the only nonzero components of the dynamiction overx and\’, we obtain two susceptibility components:
dielectric susceptibility tensor in an isotropic medium area coherent componet..,, determined byd?, the square of
XXX_X Y=x"+x", x**=x° and y¥=—x"*=ix"'=—ig.  the crystal-averaged value of the quasilocal optical dipoles,
Here)( is the susceptibility in the absence of magnetization;and an incoherent componegt,.on, determined byd?, the

'is the contribution to the diagonal susceptibility due to thecrystal-averaged value of the square of their fluctuations:
magnetization of the electronic systemy’ is the corre-

sponding “magnetic” contribution to the off-diagonal sus- X (@ Q&) =Xco( QQ"/&) * Xincor( Q. Q" );
ceptibility, which differs fromy*¥ by a factor ofi; g is thez D2

component of the gyration vector, which is often used in ay;,{Q,Q',)=— —2 [Gii oK,k Ky, K] )
phenomenological approach to magnetoopr’uésOften X+

is used in place of*¥=— x¥* (Refs. 25-27, since it has a +G, (KK KiK. F)] 8 k+Q0k’ Kk, —Q'
more familiar physical meaning of its real and imaginary me ’

parts, which describe the polarization of the substance and d2

the absorption of electromagnetic waves, respectively. Thg .o/ Q,Q' )=~ E [Gf,w(k k' kq,ki%)

relation with the dynamic dielectric permittivity*?(w) has vaN
the form e“f(w)= 6%+ 4mwx*?, where §*# is the Kro-
necker delta.
The off-diagonal “magnetic” contribution to the dy- 9
namic dielectric susceptibility is given by
~ "(QQ"E)—x (Q,Q".7)
XL(Q’QI'S):_ X ZX ’ (5) :<<C|ti,,U.,U'Ck/,f,,lLil,(T|C:1,f,/.Lil,(TCki,i,/,l,,(7'>>'gy

'f,ulr(k k' kl’klv )]5k+kl+Q5k’+ki+Q'y

Gﬁﬂg(kyk,akl!ki 15)

and the relation to the diagonal “magnetic” components is Gif .o(K.k' k1K1 ,Z)

X+(Q!Q, v'é) +X_(QaQ/ 15) :<<CI-('—,f,p,$l,o'Ck’,i,,u,0'|cl-<Fl ,i,,u,,o—Cki ,f,,uil,o»:r ;
2 ' ,
6 Re{kk kikio}.

X%(Q,QE)+x'(QQ"7)=

wherex"(Q,Q’,2) andy (Q,Q’,z) are the susceptibilities CALCULATIONS
for right and left circularly polarized fields, respectively.

For a system of quasilocal optical dipoles with a random  The expression for the susceptibility follows from the
spatial modulation the circular components of the susceptisolution of the equations of motion for the Green’s functions

bility are given by in formulas(9), which have the form
) 1 . on o i
XT(QQE)= 2 (6 (8)ee @, (7 (ABYo=5—([AB]+([AHIB).,
AN
where where[A,B] is the commutator of operatos and B. A
calculation gives
X)T}U(E): - _2 {<D)\If,u, }\’f| >CGpr,o'()\ )\, E) * 2 =) — nk,i,+/.l,(7'_nk,,f,/.l,il,ﬂ' , ,
m Gfl,uu'(k K kl!k]_’ ) E_Efi,#il(k,:k) 5k,k15k ’kl
H(O1uPir ) Cituo WA B Gl (NN B) =Griuo(k k' B) kb k, (10
:((C;:i A ng,f,url,a|Cw,f,url,a,cw,i,u,a»z- (k' ks K E)m nk’f'ﬂilﬂ_nk,vi%(rg 5
Gii oA N ) Citur KK K= 50 Skl P
:<<C)\,f,ﬂil,ac)x,i,p,,0'|C}J\r"ivﬂya—ck’,f,ﬂil,ﬂ»z . |fl“7'(k k' 8)5k k'(sk, Ky (11)
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Efi ur10(K' K)=Ef 4=15(K)—Ej , o(K). (12 o u 2d2

L ) . Xiincod €) T Xlincod €)= — P
Substituting(10)—(12) into (9), we obtain vaN

N Eri(k,k)[e2—EZ(k,k")+AZ]

X s
e {e2—[Eri(k,k)+Ay12H{e?—[En(k,k ) —Ay]?

_ D2
x:omQ,Q',a:—mxkEU {Gii ok k+QF)

G} (K k+QE)} g0+ (13 , (18
o2 Xaincol &)+ Xaincor €)= —— [Nii(e + Ay) + N (e = Ay) 1.
o Q Q" E) == —3X 2 {Gfj,, (kK F)
Alincoh vaN? kkr(,{ fin In expressiong15)—(18) we have used the notation
+Gif oK,k E)}Sg,0r - (14 Efi(kK,K")=Ei—E+ T¢(K') = Ti(k)+ {ul2,
Efi(K)=Ei(k,k),

RESULTS

Using Egs.(5)—(7), (13), and (14) and taking into ac- Nri(e ZNE N,idle—Efi(K)],
count thaty ., Q,Q";¢) and xin.oQ,Q’;€) are related to
the wave vectof) of the electromagnetic wave and the wave  _
vectorQ' of the polarization of the system as Nyi(e)= Nz niole —Egi(k", k)],

Xcol Q, Q") = Xcon Qi8) 9,0 and we have dropped the indicgsand o. We have taken

into account that in the model used, the system described by

and the “unperturbed” Hamiltoniar# is uniformly magnetized,

=y ~ the lower bandi is partially filled (n;=ny; ,,#0,
. = v. 5 , Al d,u,o

Xincorl Q- Q%) = Xincorl®) 0.0 Nei—u—o=0, o=1/2), while the upper band is com-

in the case of a uniform external fiel@=0, i.e., the wave- Pletely empty Qi f,,:1,=0). _ _

length of the light is much greater than the characteristic =~ Expanding expressior{¢5)—(18) in series far from reso-

lengths of the spatial modulation of the system of quasilocanance (e —Eg[>Ay,), we obtain to leading order ify :

optical dipole$ in the limit y—0 we obtain the follow- XY(0:8)= (0

. . e . (0;e)=x2’(03¢)

ing expressions for the dynamic dielectric susceptibility

x(&)=x1(e) +ixa(e): 4D%zAy 2 n; Efi(K)

0; , 19
D2 X2cor{ &)= vaN [8 —E (k)]2 (19
X)lqéor(O;S):U—[Nfi(8+AM)_Nfi(8_AM)]1 ) ’
a o 8)_4d Ay ni kEri(k,K")
48AMD2 (15) X2|ncoh( Va N2 o [82—Ef2i(k k’)]2'
X2co|‘(0 €) U—N 0 I
a x°(0;e)+ x'(0;6) = x3(0;e) + x1(0se),
Xz nk’iEﬁ(k) chol{0;8)+Xtcoh(O;8)
K {e?—[En(k)+An]?He?—[En(k)—Ay]? 2D2 n Eei(k AZ2[E2(k)+3&?]
ik fl( ) M fi
=—2> = 1+ —— ., (20
md? B vaN K EZ(k)— &2 [EZ(k)—&?%]?
Xy = i A _N i _A y
X1incot €) (e+Ap)—Ng(e—An)] o lecon(o 8)+lemh(o;8)
()= 2 Amd 20t ndk) [ ARIER(kK) +3¢7)
inco vaN de2 Kk’ E?i(k,k’)—sz [E%(k,k’)_sz]z .
N,iEfi(k.k") In the static limit ¢=0), formulas(19) and(20) become
X% {e?2—[En(k k) +Au]3H{e?—[En(k k) —Ay]3 X(0:0)=0;
D2 x°(0;0)+ x'(0;0) = x3(0;0) + x(0:0),
chok(o & +chol{0;8):_ vaN 00+ 0:0)— DZ2 Nk - Afﬂ )1
Kool 0+l 0:0= 0 2| M 0 Y

y N Eri(K)[e?—EZ (k) +Af] .
[P [En(K) - AP [En(— Al 7 Xieok 0500+ Xineof 030

’7TD2 2d2 ni,k 1+ Af/l
0 (n- I oy _ = :
X2cof 0:8) + X2co 038) = va i(e+An)+N(e—Apn)], vaNZ 0 Egi(k,k") E2(k,k")
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From a comparison of expressiofi®) and (20) we see and the second by indire@ionvertical transitions, i.e., tran-
that the off-diagonal susceptibility*¥, unlike the diagonal sitions with arbitrary changes of the electron quasimomenta.
susceptibility x°+ x', does not change sign on passageThe intensity of the coherent component is proportional to
through the resonance region. the square of the crystal-averaged value of the electric dipole

For transitions in a system of localized electrofigk) moment of the optical transition, while the intensity of the
=0) the spectra Of.on and xincon PECOMeE Similar, and in- incoherent component is proportional to the mean square
stead of formulag19) and(21) we have fluctuation of the electric dipole moment.

4(|D,[2)e A ZE; Far from the resonance frequenciég ,., the disper-

VY(0:8) = 22) sion part(polarizability) x3’(w) of the off-diagonal compo-
' va(E,?i—sz)2 ' nent is linear to leading order in the magnetic field and
, ) spin—orbit interaction constarit while the diagonal mag-
2(|D\|*Z A netic contributionsyj(w) are quadratic with respect to the
0/n- leA-A) — =™ 1
x(0:0)+x7(0:0)= = 1+ EZ |’ (23 effective field Ay = ¢/2— ugH,. The structure of formula

) o (22) is analogous to that of the Nagaev formBland for-
where(|D,[)=D*+d* is the mean-square modulus of the myla (23) gives the magnetic contribution to the static di-
dipole moment at sita, andZ is the number of “magne- glectric susceptibility.

tooptical” electrons per atortin the present case this is the  The basis functions of the Hamiltonian of our model are

number of electrons on leve). the eigenfunctions of the operator for the@rojection of the
The dependence of the real patt,, and xiiconON the  orbital angular momentum, which commutes with the Hamil-
photon energy is shown in Fig. 2. tonian of the orbital motion of the system of electrons in a
magnetic field?* This model contains two resonance fre-

DISCUSSION quenciesEy; ,-1, unlike the model with a Hamiltonian

Expressions(15) and (16) give a complete qualitative based on the eigenfunctions of the crystalline figlele, e.g.,
description of the magnetic contribution to the dynamic di-Ref- 6. In the latter case the energy spectrum to a first ap-
electric susceptibility of a system of quasilocal optical di- prOX|mat|on2|8n§ (@ndHo) contains only one resonance fre-
poles. As compared to the situation in perfect crystals, in thélUency,Ey;,~ but far from the resonance region both mod-
present case the spectrum pf?(w) decomposes into two els givg the same r.esults. The chpipe between the two models
component$:3 coherenl;xéﬁ and incoherenkf,ﬁ@oh. The first  (Or thelr' modnﬂcaﬂon}s for des.crllblng the magnetoopt'lcall
is formed by direct(or vertica) electronic transitions, i.e., SP&ctra in the immediate proximity of the resonances is dic-

transitions that conserve the quasimomentum of the electrof@ted by the value of the ratio dy, to the corresponding
crystal-field parameter of the system under study.

As can be seen from Eg€l7) and(18), the spectrum of

xy F x°(e)+ x'(&) differs from the diagonal dielectric suscepti-
X1 bility of nonmagnetic origin(see, e.g., Ref.)1 The absorp-
- tion partxg(s)wtxg(s) contains two peaks equidistant from
Esi, which, however, have the same shape as the “nonmag-
netic” absorption peak. The dispersion pq@(a)+ﬂ(s)
also has two characteristic “oscillations” separated from
Ef;, which are analogous to the contributions to the usual
“nonmagnetic” dynamic dielectric susceptibility.

The magnetooptic effect arises in the interaction of light
with each atom individually, even in the absence of an ex-
ternal magnetic field, as a result of the spin—orbit interaction,
but in the case when the crystal-averaged magnetic moment
is zero, there is no macroscopic effect. For calculating the
dielectric susceptibility of the system in the absence of mac-
roscopic magnetization it is necessary to include in the cal-
culation schemege.g., in a pseudoalloy modebn equal
number of sites with the electronic transitions

i E. INi u,0)— N fuxl0)

1 1 | 1 1 and

|)\,i,—,u,—o'>—>|)\,f,—,u1 1,—o0).
FIG. 2. Schematic form of the calculated spectryffi(¢) of the real part of
the off-diagonal dielectric susceptibility of a randomiZeed magnetE;; is Here the spectra of " (¢) andy (&) each contain two reso-
the energy of the electronic transition- f, D=(D,) is the average dipole nance frequencies and coincide completely. As a result,
moment of this transitiord = (d?)? is the spatial fluctuation of the moment ¥*¥(£)=0, while y(£) #0, so that relatiori23) can explain

D, , the parameterbl, andN; are proportional to the product of the maxi- . . L
mum values of the electronic densities of states in baredgif and to their the eXpenmenta”y observed correction, quadratlc in the

interband density of states, respectively; the horizontal scale is in units ofne_‘gnetic_mome_nt of the ion, to the static electronic polariz-
T,. ability of iron oxide€®*° and rare-earth elements.
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The spectrum of normal vibrational modes propagating along the direction of an external static
magnetic field in conductors with a sharply anisotropic dispersion relation of the charge
carriers is obtained with allowance for their Fermi-liquid interaction. 2@01 American Institute

of Physics. [DOI: 10.1063/1.1374724

A Fermi liquid of conduction electrons can support the In order to find the relation between the current density
propagation of weakly damped waves which are absent in and the electric field, we must solve the kinetic equation
gas of charge carriers. By studying these waves one cafior the nonequilibrium correctiorn ¢(dfq/de) to the Fermi
make a detailed investigation of correlation effects in thedistribution functionfy of the charge carriers. The functign
electron subsystem of a conducting meditithin metals,  satisfies an equation which to first order in the weak electric
however, the experimental observation of Fermi-liquidfield of a monochromatic waveE(r,t)=E(r)exp(—iwt) and
waves is complicated by the fact that their spectrum lies nean the relaxation-time approximation for the collision integral
the plasma frequency,=(47Ne?/m)*2 which is ex- takes the form
tremely high because of the high charge-carrier derisitg
is the charge of the electron, andis the characteristic ef-
fective mass of the conduction electrpns

Recently a large class of organic compounds having a
layered structure and exhibiting metallic conduction has beewhere v is the electron velocityr is the relaxation time,
synthesized. For such conductors the plasma frequency i dty=e/c(vxXH)-d/dp, ¢ is the speed of light, and the
much smaller than for ordinary metals, and the specifics ofunctions® and ¢ are related to each other by the integral
the quasi-two-dimensional electron energy spectrum glVGEB'athf{ﬂ
rise to peculiar Fermi-liquid eigenmodes, which are appar-
ently easy to study experimentafly. afp(e)

Let us consider the propagation of waves along the nor- ®(r,p.o)=¢(r,p,0) E f (2mh)® de
mal to the layers of an organic conductor in an external mag-
netic fieldH,, with allowance for correlation effects in the Xy(r,p',o")L(p,o;p’,d"), (4)
electron system. In a layered conductor the energy the
charge carriers depends weakly on the projection of theivhere
quasimomentunp on the normal to the layerghe z axis

—lwiy+

P v 3
Vior Tr ) TR ©

and can be written in the form L(p,o;p’,0")=Lo(p,o;p",0") + 55 Le(p,o;p’ 0 )(5)
e(p)= 2> en(Py, py)cosar;i_pz, (1) is the Landau-Silin correlation function ardis the Pauli
n= matrix.

By solving the kinetic equatiofB) jointly with the inte-

where# is Planck’s constant and is the distance between rgral relation(4), we can find the electric current density

layers. The coefficients multiplying the cosines in expressio

(1) fall off rapidly with increasing index, so that the maxi-

mum value ofe(py,py) at the Fermi surfaces(p) =eg) is j=

equal toyeg , where the quasi-two-dimensionality parameter

n of the electron spectrum is much less than unity. o ) ) ] )
The electromagnetic field in the conductor is found from ~ We now limit the discussion to the first term in expres-

3 &€
[ 2 e, o

(2mh)3 9

Maxwell’'s equations sion (5). Taking the second term into account leads to the
appearance of the spin waves predicted by $itind ob-

47 1 0E served experimentally in Ref. 9. However, in quasi-two-

curlH=——j+ - -, dimensional conductors the oscillations of the spin density

(2 are quite hard to observe, since at low temperatures the de
Haas—van Alphen effect is manifested more clearly in them,
curlE=— - c at’ B=H+4wM, and the amplitude of the oscillations of the magnetizalibn
due to this effect is much larger than the paramagnetic part
supplemented by the constitutive relations of the medium. of M.

1063-777X/2001/27(5)/4/$20.00 380 © 2001 American Institute of Physics
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We assume that the=0 surface of the conductor is Eliminating ¢ from the kinetic equations by using for-
specularly reflective for charge carriers, and for the sake ofmula(12) and then equating the coefficients &f and e '¢,
brevity in the calculations we write their dispersion relationwe easily obtain two algebraic equations,
in the form . . ) .

P (K)(—iw+ikv,xiQ)D (k)

2+ 2

= pXZmpy — v og cos@, 7) ev,

h = E=(k)—ioN® " (k), (14

&

wherev3=2¢g/m.

If the external magnetic fieldH, is applied along the
normal to the layers, then it follows from the equations of
motion that

relating the functionsb* with the circularly polarized Fou-
rier components of the electric fieldE™(k)=E(k)
*TiEy(K). Hereo=w+i/7.

From Eq.(14) we find
Ux=v, COSe; vy=—v, SiNg;, v,=7nVCOSH;

ie
(8) q)i:TRiEi UJ_+)\(,0
2w 5

— (15
w— ow\R~

v, R* )

2__ .2 h - o R/

vi=vgt vaom—acosﬁ.
where
Here 6=p,a/h, ¢=Qty, and the cyclotron frequency
Q=eH,/mc. R = W
In layered conductors the interaction between electrons w—kv,¥Q’

belonging to different layers is much smaller than the inter- )
action between electrons in the same layer, and the correla- AS We see from formulags) and (8), the circularly po-
tion function, like the energy of the quasi-two-dimensionallarizeéd components of the currepit(k) =j,(k) = ij,(k) sat-
electrons, depends only weakly qq. It is appropriate to ISy the expression
assume that the correlation function is proportional to the
product of the electron velocities; v'. Then, in the case of I (k)= m m (16)
dispersion relation(7), in the leading approximation in the mh?a
small parameter, it can be represented by the formula

Substituting this expression into Maxwell’s equations in
Lo=Acogeo—9¢'). (9)  the Fourier representation, we obtain two equations describ-

. . . o . . ing two cyclotron waves of different polarization:
This makes it possible to simplify the integral equation

(5) substantially, as it can now be written in the form e?maw Aw(v, R%)?
k?c?— w2+ 5o RT+ ——— | {ET(k)
X h-aw »—\R*
D(0,0)=9(6,0)+ 5
(2m) =—2E*(0). (17
% f” do’ f” do’ (0 ,¢')codp—¢'), It is easy to evaluate the explicit form of the expressions
- -m appearing here:
(10) _ =
% 2 R™= —0.2 2

where A = mA/27h?a. V@FQ)°— (nkvg)

The model we have used for the Fermi-liquid interaction o e (18)
suggests that the functionsand® be written as the sum of v, R =voR*, vZR*=~viR*

two harmonics: o ) ) _
and, substituting them into formuld 7), we obtain the final

W(0,0)=¢ (0)°+ ¢ (0)e ' (11)  equation for the electric field in the conductor in the leading

approximation in the small parameter
Using Eq.(10) we easily obtain the relation PP P 9

N 2
=0 \D*, (12) K2c?— w2l 1+ Do E*
—oJ(®F Q)%= (nkvg)®+ w?\
Here
=—2E*(0). (19
b= L fﬂ dod(9), A= L We obtain the eigenmode spectrum from the dispersion
27 ) -7 1+ A relation
We continue the electric field in an even manner into the w?
region of negative and use the Fourier representation k?c’—w?| 1+ s =
—o(DF Q)%= (gkvg)%+ 02\
- (20)
<I>iz=J ®*(k)dkexp(ikz). 13
@) — ® Aikz) (13 If the following condition holds:
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(0FQ)%2—(\w)’<(nkvg)?’<(w¥Q)%, (21) which are absent in the gas approximation. They describe

then at frequencies below the plasma frequency and in theYclotron modes due to correlation effects in the conductor.
collisionless limit (r=cc) there exist real solutions fok  The dispersion relation of these excitations has the form

. V(kvo)?—[(kvo)*—[(7kvg)*— QZ](\ — wi/k’c?)? = Q)
0= TN . Q<] nkvg|. (22
1- (A~ wp/k’c?)

The Fermi-liquid cyclotron modes exist fok>k., their qguasimomentum is described by relati@ If the dis-
=wp/c\/f, and SmemeO/\/XiQ, wherewy= wpnvo/cC. persion relation of the charge carriers is substantially aniso-
The presence of two waves is due to the fact that the magropic in the plane of the layers, then two Fermi-liquid modes
netic field lifts the degeneracy of the spectrum of oscillationsexist even in the absence of magnetic field. In this case an
of the electromagnetic field. _ o external magnetic field will only shift the window of trans-
The dependence @b/ wo On kil Ky i shp\{vn n Fig. 1. parency of the conductor for electromagnetic waves; this
The penetration depth of the Fermi-liquid cyclotror_1 makes it easy to detect the Fermi-liquid modes and thus to

the surface impedancg, which relates the field at the sur- gtudy correlation effects in an electron Fermi liquid.

face of the sample with the value of the total current:

47w ET(0)
T B0y 23

Using formula(20), we obtain

zi=—4win dk

(=]

wwz -t E

x| k2c2+ = . (29 N
V(@F Q)%= (nkvg)?— o\ 2

Figure 2 shows the frequency dependence o7 R&,,
Zo=8nvy/c?.

It is not hard to see that for an arbitrary quasi-two-
dimensional dispersion relation of the charge carriers the . . 1 [ . —
spectrum of eigenmodes in a magnetic field will have ap- 0 05 10 15 20 25 30 35 40

proximately the same form as we have obtained for the case ® /o
in which the dependence of the energy of the electrons on
0.8
04f 7 b
8 T T T 0.3
: -~
030 ST TN
~ / 0o
6r N j ™
& 0.2 KRN
4 . \\
g 0.1 o
~ -~
e LTS
2+ 1 I ] I 1 ! o
0 05 10 15 20 25 3.0 35 4.0
/o
| ] l 1
0 1 2 3 4 5 FIG. 2. Frequency dependence of the ratioZR&. The excitation of col-
K/ K min lective modes with electric fiel&* (curvesl and2) and electric fieldE~
(curves3 and 4) for different values of the magnetic field}/w,=0.25
FIG. 1. Dispersion relation for a collective mode with electric fi@d (curvesl and4), O/wy=0.1 (curve 2 and 3), A=0.5 (a); the excitation of
(solid line) and a collective mode with electric fielE~ (dotted line; modes with electric fielE™* for different values of the Fermi-liquid inter-

A=0.5. action parametex, )/ wy=0.1(b).
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A mechanism for orientation of bilayer classical Wigner crystals in a piezoelectric medium is
considered. For the GaAs system the piezoelectric correction to the electrostatic
interaction between electrons is calculated. It is shown that taking into account the correction
due to the piezoelectric effect leads to a dependence of the total energy of the electron
crystal on its orientation with respect to the crystallographic axes of the surrounding matrix. A
generalization of Ewald’s method is obtained for calculating the anisotropic interaction
between electrons in a Wigner crystal. The method is used to calculate the energy of bilayer
Wigner crystals in electron layers parallel to the crystallographic pléd@s, (0—11), and(111) as

a function of their orientation and the distance between layers, and the energetically most
favorable orientation for all types of electron lattices in a bilayer system is found. It is shown that
phase transitions between structures with different lattice symmetry in a Wigner crystal can
be accompanied by a change of its orientation. 2@1 American Institute of Physics.

[DOI: 10.1063/1.1374725

1. INTRODUCTION examine the piezoelectric mechanism of orientation of non-

is Kk h ‘ol in th uniform electronic structures in bilayer systems in another
Itis nown ! a_t a system of electrons in ,t € presence 0fimiting case, corresponding not to a charge density wave but
a neutralizing positive background at sufficiently low tem-

¢ 4 densiti int Wi tal stat to a classical Wigner crystal. As in Ref. 6, we use a model
peraiures and censities goes into a WWigner crystal state. U\}hich takes into account the anisotropy of the elastic con-
particular, this situation takes place in two-dimensional elec-

. . : . “stants of the crystalline matrix. We develop an approach
tron layers in AlGaAs—GaAs heterojunctions. The format|onWhereb the eneyr of a system with an anispotro icpigterac-
of a Wigner crystal phase occurs under the condition that th y gy Y P

average distance between electrons is much greater than t |8n between electrons can be calculated exactly; this ap-

effective Bohr radiugin the absence of an external magneticpro"’wh is a generalization .Of Ewald’s method fpr calculating
field) or the cyclotron radiugin high magnetic fields The CQlJ_Iomb sums. As a particular case we obtam results per-
latter situation corresponds to a filling factetz 1. In quan- ta_unmg tp a monolayer system._Th|s t_oplc was _dls_:cussed pre-
tum Hall systems the formation of modulated electron strucY iously n R?f‘ 5 whe_re con_5|derat|on was limited to the
tures can occur in other regimes as well. For example, sky/1'0dél situation of an isotropic crystal. Such a model does
mion lattices can arise in the quantum ferromagnet regim@°t @nswer the question of the specific orientation that wil
(v~1,1/3)  In low magnetic fieldg»~N-+1/2, whereN is be_reallzed in the GaAs system, the elastic properties of
an integer and\=4) the formation of stripe structures can which are described by three elastlg constants rather Fhan
occur at the top, partially filled Landau level. The formation tWO- Furthermore, the method of rapidly convergent lattice
of such structures was predicted theoretiGadlgd confirmed ~SUMS was not used in Ref. 5. For the case of bilayer systems,
experimentall§ by observation of the resulting strong anisot- &S far as we know, the question of a piezoelectric mechanism
ropy of the conductivity. of orientation of a Wigner crystal has not been considered
An interesting question is that of the orientation of the before.
nonuniform electron structures relative to the crystallo-  The lattice symmetry of a classical Wigner crystal is
graphic axes of the surrounding matrix. In the two- determined by the minimum of its Coulomb energy. In a
dimensional electron layers realized in AlGaAs heterostrucionolayer system the minimum is achieved for a hexagonal
tures, an important influence on the orientation of thelattice.” In a bilayer system with the same electron density in
electron lattice can be exerted by the piezoelectric interactiofhe two layers, five types of electron lattice can form. The
between the electron and elastic subsystems. This possibiligtructure, dynamical properties, and melting criterion of such
was first pointed out in relation to Wigner crystals in Refs. 4systems have been studied in detail in Refs. 8-10. Quantum
and 5. A piezoelectric mechanism for the orientation of thebilayer Wigner crystals in an external magnetic field were
stripe structure was considered in Ref. 6. In particular, in thatreated in Refs. 11 and 12. The possibility of formation of
paper an effect was detected wherein a reorientation of theilayer Wigner crystals in superfluid helium films was exam-
stripes in bilayer systems arises in the case when the peridded in Refs. 13 and 14.
of the structure is greater than the distance between layers. In In a classical bilayer Wigner crystal the transition be-
Ref. 6 the electron subsystem was described using a chargsveen different crystalline phases is regulated by the param-
density-wave model. The purpose of the present paper is tetersy=d+/n, whered is the distance between layers amd

1063-777X/2001/27(5)/7/$20.00 384 © 2001 American Institute of Physics
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is the electron density in the Iay_er. The cage0 corre- a1=C11(2C3,— 2C11Cqp+ C24— 2C11Cas),
sponds to a monolayer system with a doubled density, and
the casep=< to a system of two noninteracting layers. In azzcich, (6)

both cases the minimum energy corresponds to hexagonal
lattices, with a period differing by a factor @®. Therefore,
for finite » there must be transition phases: rectangular,

squ?_r:é ap:}gzrct];?ctilr(i:é interaction, generally speaking canThe X,Y,z axes are directed along the fourfold axes of the
. ) ' ' r lline matrix. As w from form he electro-
lead to a shift of the boundaries between phases. In GaAs thC ystalline mat s we see from formuld), the electro

. . o L Satic potential contains a correctiafy,, the presence of
piezoelectric interaction is rather weak, and so the Ir]Ollc"’lteévhich is due to the piezoelectric interaction. In an isotropic

effect will be small. Nevertheless, since the Coulomb inter-

action in a system with cubic lattice symmetry is isotropic crysta_l, in which the s_ognd yelocny 'S independent qf the
the piezoelectric correction to the interaction between eIe(':glrec'[l(.)n and the coefficierd in (5) is zero, the_ correctlon .
trons can be important for determining the orientation of thelmear n x can b.e represent.ed as an expansion in a finite

number of spherical harmonics:
electron crystal.

a325011(011"‘ C12)(C11—C12—2Cya).

n
(477)26
80q=— 5 X2 2 AmYom(Oq.tg), (D
2. ENERGY OF THE PIEZOELECTRIC INTERACTION eq nom=-n
BETWEEN ELECTRONS IN A WIGNER CRYSTAL wheren is even anch<6. In Eq.(7) ¢, and® , are the polar

and azimuthal angles, respectively. The coefficigqig are
expressed in terms of the longitudinal and transverse sound
velocities. Expansiof7) in the case of an anisotropic crystal
will also contain higher harmonics allowed by the symmetry
of the system. The coefficients,, for the anisotropic case
divD=4mes(0), can be found numerically. A calculation of these coefficients
(1)  for the GaAs system dy;=12.3x 10 dyn/cn?, c¢,,=5.7

Consider an infinite piezoelectric medium. The electro-
static potentialy of an electron placed at the origin of the
coordinate system is given by the following system of equa
tions:

97k =0, x 10t dyn/cn?, c,,=6.0x 10" dyn/cn?) shows that the
where main contribution to the sum i7) is given by the same
¢ harmonics (=<6) as in the isotropic systefthe coefficients
D= _SikaT_‘hT:Bi,klukl 2 of the higher harmonics are at least an order of magnitude
K smallep. It should be noted that, because the relations be-
is the electric displacement vector, and tween the expansion coefficients are determined by three
P rather than two elastic constants, the problem cannot be re-
Uikz)\iklmulm_ﬂl,ik& 3 duced to isotropic even by limiting consideration to the low-
' est harmonics.
is the stress tensor. Heeg, is the dielectric tenso iy, is Using expansiofi7), one can easily find the correction to

the tensor of elastic constants, ; is the tensor of piezo- the electrostatic interaction between electrons in a piezoelec-
electric moduli, andi;, is the strain tensor. After a transfor- tric medium. After doing the inverse Fourier transformation
mation to the Fourier components, the system of equationwe find

(1) reduces to an algebraic system, and one can easily write o2

the solution for the electrostatic potential. Let us write it out SV(r)=— _XG(@r ), (8)
explicitly for a cubic system, the properties of which are er

determined by three elastic constanig, €, andcyy, one  \yhere

piezoelectric modulug,4, and the dielectric constast

. _4me (477)2eX P (0. 0y ,d2) ) G(@r,¢r):477%1 Anm(—1)"2
Ted® eq® " osl@siasia)p’ ’( ) N
4 .
XS Yom(Or,¢y). €)

whereX=e§4/scll is a small parameter in which the expan-
sion is dones;(q) is the velocity of sound with polarization The form of the functiorG calculated for the GaAs crystal is
i in the directiong, andp is the density of the medium. The shown in Fig. 1(the coordinate axes are chosen along the
function P is a homogeneous 8th-degree polynomial of thefourfold axes. As we see from Eq(8), the interaction be-

form tween electrons contains a contribution corresponding to at-
traction, the strength of which depends on the direction of
P(x.0y.0,) =02 ;020202 +a, >, /g7 and decays as 11/ Since this decay is as slow as that of the
ik

Coulomb interaction, the convergence of the lattice sums
will be slow. Therefore, for correct calculation of the piezo-
+ agE q.“qﬁ. ) electric correction to the energy of a Wigner crystal one must
17K use a method of rapidly convergent sums, modified to take
wherel k=x,y,z, and into account the anisotropy of the interaction.
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[001] corresponds to the contribution of the interaction within the
layers,
2
e"x
EOUt: _ B
an € go 2o M

d'|R-R’—¢|/m
AR’ [|[R—R’—c|2+d2Imi+1+Dr2

eimi//R’+c—R

(13

— describes the contribution of the interlayer interaction, and
EBC gives the correction to the interaction with the positive
[010] neutralizing background. The vectdRsandR’ in Egs.(12)
and (13) are lattice vectors, and the vectorspecifies the
displacement of the upper sublattice relative to the lower.
[100] The lattice sums ii12) and(13) can be reduced to a rapidly
convergent form with the use of a modified version of

FIG. 1. Anisotropy of the piezoelectric interaction between electrons in theEwald’s method(see Appendix Employing this method
GaAs crystal. gives

A

Nez)(

&

Ear=— —— N(Sin*+ Soud, (14)
Consider a bilayer electron system placed in an infinite

piezoelectric medium and oriented normal to some crystalwhereN is the total number of particles in the layer, and

line direction. In this case it is convenient to make a change .
of variable in Eq.(9) to the new angle® and ¢, measured Sh=> BOm{ > éMRd(m, 7nR?)
from the normal to the surface of the electron layer and from m R#0
an axis lying in the plane of the layer, respectivélye over- . G2
all structure of expressiof®) is preserved — only the values +ilm > émw@@( m, 4—) ] : (15
. .. G#0 mn
of the expansion coefficients are changefithe structure of
the electron crystal is assumed fixed, then its orientation is d'|R+c|Im
determined by the contribution of the terms (&) which Soutzz Bim E 2 423(m+ni2
_ m R [|R+c|*+d?]

depend on the anglé, in the chosen reference frame. The
latter correspond to harmonics with#0. For calculating X @MVr+ed (14 |m|, 7n[|R+c|?+d?])
the lattice sums we rewrite the dependence of the )
y,-dependent part of the interaction between electrons in the +ijlml E e—ie-c+im¢Gq,( I.m, G ,wndz) '
form 70 47

2 (16)

= e_X i m‘ imi,
Varl 1,01 )= er .;o =0 By COS O sin™ © &M, whereG are reciprocal lattice vectors. In Eq45) and(16)
(100  we have introduced the functions

Using the explicit form of the spherical harmonics, we can T[(|m|+1)/2,x]
express the coefficiens,, in terms of the coefficientd,,,. ®(m,x) = yr/x C[(Jm[+1)/2] (17

Since the indexn in Egs. (7) and (9) takes on only even
values, the coefficient8,,, are nonzero only fot and m
having the same parity. If we keep a finite number of spheri-
cal harmonics in expansidf), then the sum iri10) will also
contain a finite number of terms. We note that to preserve the
point symmetry with respect to the angfewhen a finite
number of harmonics is taken into account, the transforma- _
tion to the indicated coordinate system should be done in Eq. x[e 2E(s,Yx—ly)
(4) and then the values of the expansion coefficient§7jn L+ |l = 28)/2,2 VXV,
should be found numerically. F(D)HNTEEE R (s, t\y)]
Taking Eq.(10) into account, we write the anisotropic (18
contribution to the energy of the electron crystal in the form, Eq. (18 the Cij are binomial coefficients N(I,m)

E = EM 4+ EQU4 EBG, a1y =ma{(m-1)/2,(I-|m|-2)/2], and
where F(s,z)=T(s+1/2)—sgn(z) y(s+1/2,7%). (19
In Egs.(17)—(19) I'(x) is the gamma function, and(k,x)

2
Egln: _&X Z Bom E dmir’ R (12) and y(k,x) are incomplete gamma functions. We note _that
€ |m>0 rRzR' |R—R’| for I,m equal to zerdthese terms have not been taken into

1
w(l,mx,y)= 2 \/W_/Xr[u +|m|+1)/2]

N(I,m)
2 —
8 320 CRiltmy+ s(xy) (It —2e8
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TABLE |. Structure parameters of bilayer Wigner crystals.

Primitive vectors

Primitive vectors of the of the Displacement vector
direct lattice reciprocal lattice of the sublattices _
Type of in adjacent layers Variable Electron
lattice R, R, G, G, c parameter density
Simple 2
hexagonal @0 (0,v33) (2mla, 0) (0, 2mlav3) al2 (1,v3) - 1/a%v3
Rectangular (a,0) (0,a0) (27la, 0) (0, 27/ad) al2 (1,9) 1<6<v3 1/a%8
Square @0 (0,a) (2mla, 0) (0, 2nfa) al2 (1,1 _ 1ja?
27 1

Rhombic (a0 a(cosa, sina) 2m — ) a ; m m

5 (1, —cota) asina 5 (1+cosa, sina) 3<a<> py—
Double 2 2
hexagonal (@0 (@12, a3/2) - 11V (0, 4rfav3) a/2(1, 1¥3) - 2/a%V3

account, since they give a direction-independent contribution  For a two-dimensional Wigner crystal lying in tli@01)
to the Coulomb interactigrthe sumg15) and(16) reduce to  plane, the anisotropic contribution to the energy of the
the known expressions for the isotropic céSe.

3. ORIENTATION OF A BILAYER WIGNER CRYSTAL
IN A GaAs MATRIX

Let us use the results of the previous Section to deter-
mine the orientation of bilayer Wigner crystals lying in the
planes(001), (0—11), and (111 in the GaAs matrix. In
describing the piezoelectric interaction with allowance for
anisotropy of the elastic constants, we keep in expangipn
only the harmonics witln< 18 and/m|<12. We note that in
the cases considered below, harmonics with6 only influ- ~0.05f
ence the orientation of hexagonal structures in layers parallel
to the (001) plane and that of square structures in layers
parallel to thg(111) plane. In these cases the symmetry of the
system leads to the vanishing of the contribution of the lower
harmonics to the energy of the Wigner crystal.

The structure of a Wigner crystal in a bilayer system is
specified by the primitive lattice vectoR®, andR, and the
vector ¢ of the relative displacement of the sublattices in
adjacent layers. The values of these vectors for the five types
of lattice considered are listed in Table I. The values;dbr
which the change of lattice symmetry occurs were obtained
in Ref. 8. Since we will have need of the functiofisy) (for
a rectangular lattioeand «( %) (for a rhombic latticg we
have repeated the calculations of Ref. 8. According to the
results of these calculations, the transition between the rect-
angular and square phases occurgat0.263, that between
the square and rhombic phasesat0.621, and that be-
tween the rhombic and double hexagonalyat0.732. The
first two are second-order transitions, and the last is first-
order. These results reproduce those of Ref(\8e will
not analyze the transition between the simple hexagonal
and rectangular phases, which, according to Ref. 8, occurs at
7=0.006, since at this transition the orientation of the elec-
tron crystal changes only slightly. FIG. 2. Dependence of the anisotropic part of the piezoelectric contribution

The anisotropic contribution to the energy of a bilayerto the energy of a bilayer Wigner crystal in tf@021) plane on the direction
electron crystal as a function of its orientation in {@91), of Ry; the energy is given as the energy per electron in units’gk/n/2e

_ ; ; ; for various values of the parameter the simple hexagonal lattice and the
(0—11), and(11]) planes is shown in Figs. 2, 3, and 4 for rectangular lattice at sma¥ (a); the rectangular lattice at large and the

various values of the_ pargmetar(the energy is given as the square latticéb); the rhombic and double hexagonal lattices near the point
energy per electron in units @y /n/2e). of the first-order transitioric).

[100] [110] [010]
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—— 062 — 0.26275

. e 0.64 -0.02} --05
E.. - 0.6215

—0.73
--0.74

100 111] [011] (=111 2100 -1} —0.73
(100] (1] (o111 [-111]  [-100] —073

FIG. 3. Dependence of the anisotropic part of the energy of a Wigner crystal .
in the plane(0—11) on the direction ofR, for different 7: the simple hex- [1-10] [2-1-1] [10-1]
agonal and rectangular latticé®; the square lattice and the rhombic lattice
near the point of the second-order transiti@m), the rhombic and double FIG. 4. Dependence of the anisotropic part of the energy of a Wigner crystal
hexagonal lattices near the first-order transition in the (111 plane on the direction dRr, for different : the simple hexago-
nal and rectangular latticéa); the rectangular and rhombic lattices near the
second-order transitions, and the square lattigethe rhombic and double

. 5 . hexagonal latticesc).
simple hexagonal structure does not exceedl® ? (in the 9 ©

indicated units A minimum of the energy is reached at an

angle betweerR; and the[100] axis which is a multiple of ented along th€100] axis. When the distance between layers

30°. The absolute minimum of the energy of the rectangulars increased and the rectangular structure is formed, there

phase occurs when one of the primitive lattice vectors isarise two equilibrium orientations, one of which corresponds

directed along th§100] axis. At small# there are also local to a local minimum(R; directed along th¢100] axis) and

minima corresponding to anglgg~ +=30° betweerR; and the other to a global minimuniR; directed at an angl@

one of the fourfold axes. With increasingthe local minima  ~60° to the[100] or [ —100] axis). Near the points of tran-

vanish, and the anisotropy energy increases substantially. gition to the square phase the local minimum vanishes, and a

minimum of the energy of the square phase corresponds t@pid reorientation of the electron lattice occurs. The energy

an orientation of the primitive lattice vectors along the four-of the square phase is minimum when one of the lattice vec-

fold axes. The vectoc here is oriented along one of the tors is directed at an angjg=45° to the[100] axis, i.e., to

twofold axes. This orientation of the vectois preserved in  the vectorc, which is parallel to th¢100] or the[011] axis.

the rhombic phase as welthe vectorsR; and R, rotate  After the transition to the rhombic phase the direction of the

smoothly on changes iw). The transition to the hexagonal vectorc parallel to the/011] axis corresponds to the global

phase as the parameteis increased further is accompanied minimum, while the direction parallel to tHa00] axis cor-

by a jumplike change in the orientation of the vectBisand  responds to a local minimum. Ag is increased, the local

¢ and a sharp decrease in the anisotropy energy. minimum splits into two, corresponding to a direction of the
In the case of two-dimensional electron layers parallel tovectorc at an angle: 8 (8<<30°) to this axis. At the tran-

the (0—11) plane, the calculation gives the following re- sition to the double hexagonal phase all three minima be-

sults. A minimum of the energy of the hexagonal structurecome equalthe orientation ofR; changes abruptly at this

is reached when one of the primitive lattice vectors is ori-transition.



Low Temp. Phys. 27 (5), May 2001 D. V. Fil 389

In a bilayer structure lying parallel to tH&11) plane the y[(m+1)/2x]+T[(m+1)/2x]
minimum of the energy of the simple hexagonal and rectan- T[(m+1)/2] =1 (A4)
gular phases correspond to a directionRyf at an angles
=30° to one of the twofold axes lying in ti@11) plane. As  With allowance for(A4) the quantityT..,, can be written in
the point of transition to the square phase is approached, tifee form a sum
anisotropic contribution decreases sharply. A sharp reorien- _
tation occurs near the transition point. For the square phase a Tem(1, @)= Tema(F.@)+ Tema(1,Q), (A5
minimum of the energy is reached when the ved&ris  where
directed at an angl@=+15° to one of the twofold axes. At da-REimy g
the transition to the rhombic phase the anisotropy again in- T, (r,q)= 2 _—
creases. The energy of the rhombic phase is minimum in the ' 7o |r+R|
case when the vectaris oriented along one of the twofold T[(m+1)/2,7n|r +R|?]
axes. At the transition to the double hexagonal phase the F(m+1)/2]
orientation of the vectoc changes abruptly — it deviates
somewhat from the twofold axis. We note that in the double e "M y[(m+1)/2,7wnr?]

hexagonal phase the energetically most favorable orientation p T[(m+1)/2] (AB)
of the lattice vectors differs from the case of the simple hex- ' '
agonal phase. The latter is due to the absence of a center of iger ga (rrR=imiy g
inversion in the double hexagonal structure. Temar, @)= 19" ——
St . . R Ir+R]
The results show that the orientation of a bilayer Wigner
crystal in a piezoelectric matrix is determined by the plane in Y[ (m+1)/2,7n|r+R|?]
which the electron layer is located, the type of electron lat- X T'[(m+1)/2] (A7)

tice, and the value of the parameter Interestingly, the
abrupt(jumplike) character of the reorientation is observe
not only at the transition from the rhombic to the double" 0 ) ) o
hexagonal phaskhis is the expected effect, since it accom- For the _transforma_tloﬁ'tmz we substitute the definition
panies a first-order transitianA very rapid reorientation ©f the functiony(a,x) into (A7):

dWe note that the last term iIfA6) vanishes in the limit

also takes place at the second-order transition from the rect- 2 [y
angular to the square phase. Temar,a)= F—e_lqu d&gm> |r+R|™
: . . [(m+1)/2] 0 R
The value of the anisotropy energy is determined by the
parametely, which in GaAs is of the order of 210" 4. The xexdiq- (r+R)=imy, , g— £%r+R|?].

typical difference between the Coulomb energy in the differ-
ent phases is of the order of 1%e?\/n/s per electrorBi.e., (A8)
according to the results reported, the piezoelectric interactioixpanding(A8) in a Fourier series in the reciprocal lattice
in the system under study is approximately two orders ofvectors, we get
magnitude smaller; hence, it has a weak influence on the

phase diagram and only determines the orientation of the Tomar,qQ)=
electron crystal. Nevertheless, in other systems in which the ' I[(m+1)/2]
value of the piezoelectric modulus is larger, one can expect a

2n

_ Jan
radical rearrangement of the phase diagram. Analogous ef- X, e"“‘*G“f dggmf d?pp™
fects for a monolayer system were discussed in Ref. 4. The ¢ 0
approgch con_sidered_in _the_presenlt paper makes it possible to Xexflip-(q+G)=imy,— £p%].  (A9)
investigate this possibility in detail for the case of bilayer ) ) )
electron crystals. Evaluating the integral ovep, we find
2mn

2 e—i(q+G)~rriqu+G

—im
APPENDIX Tomar, Q) =i I'[(m+1)/2] G

Let us transform to the rapidly convergent form of the

expression ><(|q+ G|>mj~ﬁd 1
etimyr 2 0 §m+2
Sim= , Al
= Rzo R (A1) |g+G|?
) . xXexp — —. (A10)
wherem>0. We introduce the function 4
_ g (RENZIMy g grimy, Making the change of variables=|q+ G|/2t, we arrive at
Tom(r, @)= - (A2)  the form
R [r+R] r
2n : .
such that _im___ =" —i(q+G)-rximygig
) Tim,z(rvq) I F[(m+1)/2]§(3: € q
Sim= lim T.(r,q). (A3)
r—0g-0 1 m+1 |q+G|? ALL
We use the identity ><|qnL G| 2 ' 4mn (ALD)
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Substituting formulagAl), (A3), (A7), and(All) into Eq.
(12) and introducing the functiofiL7), we arrive at Eq(15).
The term withG=0 in (A11) drops out, since it cancels with
the intralayer interaction with the positive neutralizing back-
ground that appears B2 .

An analogous transformation may be done for the sum

d'|R+c|Me" MVR+c

S’im:; (|R+ /2t d2)0+m’

Here we also use the identifp4), with m replaced by
m+1. We get

Sl,im:Tl,im,l(oyo) +

(A12)

lim Ty +ma(r,q), (A13)

r—04g—0
where
d'|R+¢|Me" MR +c
(|R+c[2+d?)l+m+Dr2

T.,:m,1<0.0>=;

><1“[(| +m+1)/2,mn(|R+c|?+d?)]
C[(1+m+1)/2] '

(A14)

The quantityT, ., »(r,q), after we change to summa-
tion over G and do the integration oves, reduces to the
form

2mn
—im
Tem a0 = T 2

x% exf —iG-c—i(q+G) - r=imyy; ld

yan |—m-2
] e

2

Xexr{ o a6l

482 |
Evaluation of the integral itA15) gives

lg+ G|
2

(A15)

mn

Themd O =1 Fr 72

XE e—iG-c—i(q+G)-riim1//q+G
G

N(I,m)
2s
“Tq+a] 520 N(L.m)+s

D. V. Fil
|q+G|d (m+1-2s)/2 1
i —|q+Gld -
X 5 e I'| s+ 5
1,
—sgn(f_)y| s+ z,f,
(I+m—25)/2éq+G\d 1 2
+(-1) r s+§,f+ ,
(A16)
where
+G
+='§ n' = Jand, (AL7)
N
m—1 [-m-2
N(lLm)=max ——, ——|. (A18)

In deriving (A16) we took into account that in the prob-
lem considered, the parameté@ndm have the same parity.
The term withG=0 in (A16) is compensated by the inter-
action with the positive background of the adjacent layer.
Using (A13), (A14), and (A16), we can write the contribu-
tion of the interlayer interaction in the fori(i6).
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X-ray studies of the phase composition, lattice parameters, and molar volumes are carried out at
the phase transitions in solid oxygen. In the region of the low-temperature transition a two-
phase state is observed in a region having a width I§ on cooling of the samples and less than
0.8 K on heating. The width of the temperature hysteresis and the jump in volume at the
transition are determined. The mean value of the volume jumpd$*0.2%. The structural
characteristics found are convincing evidence that the low-temperature magnetic
transformation in solid oxygen, like the high-temperature orientational transition, is a first-order
transition. It is shown that at relatively high rates of passage througfsthetransition,

owing to the significant jump in volume and the high stress level, it is possible to supercool the
v phase down to helium temperature and to superheat the interm@d@tase almost to

the melting temperature. @001 American Institute of Physic§DOI: 10.1063/1.1374726

INTRODUCTION inclined toward the opinion that the—3 phase transforma-
» o tion in oxygen is a first-order transition.

Two phase transitions at the equilibrium vapor pressure  1he contradictory results listed above and the absence of
occur in solid oxygen below the melting temperature: a high-etaijled structural diffraction data for solid oxygen, particu-
temperature phase transmoleZB at T=43.80 K, and @ |51y in the region of the low-temperature phase transition,
transition f— « at T=23.88 K= The first of these transi- ;a5 our main motivation for making a detailed study of the
tions is accompanied by an increase in the degree of oriefg 41 res of the behavior of the structural characteristics of
tational order of th_e molecules and_ a lowering of the sym-gqi4 oxygen and how they are affected by the thermal pre-
metry from the partially ordered cubic structen3n to the  pigiory of the samples and the rate of change of the tempera-
rhombohedral structu@3m with a collinear arrangement of ture in the Sing|e-phase regions and at the high-temperature
molecules parallel to the threefold axis of the lattice. Hereyransition. We also studied the possibility of supercooling of
the volume change of the lattice reaches 5.4%. Brex  the high-temperature cubic phase and superheating of the
transition occurs without a change of the orientational strucintermediate rhombohedral phase at the high-temperature
ture, but an ordering of the magnetic moments of the moltransition, which is accompanied by a significant jump in
ecules in the crystal occurs and an antiferromagnetic quasiolume. The results of these studies were reported briefly in
two-dimensional monoclinic phase of symmet82/m is  the materials of an international conferedtén the present
formed™*~° paper they are set forth in more detail, with a discussion of

Until recently the order of the:—g phase transition had 3| the currently available information about the questions

not been conclusively determined. Like the magnetic transtouched on in this paper, and some additional facts are re-
formations in classical magnets such as KMnkis transi-  ported.

tion can be classified as second-order. Evidence for this is

provu_lled by the exper_n_nental data showing alm(_)st no voI-EXPERlMENTAL PROCEDURE
ume jump at the transitiohthe temperature behavior of the

magnon frequency,the presence of tha anomaly in the Studies were done by an x-ray meth@ssing theK,
specific heat, and the absence of hysteresis effects in thradiation of the Fe anodl@n polycrystalline samples of bet-
low-temperature transition regidnHowever, there is also ter than 99.99% pure O A DRON-3M diffractometer was
some serious evidence contradicting this view and favoring aised, with personal-computer-based automated modes of op-
first-order classification. According to estimafed! this  eration and collection of the diffraction data. The samples
transition is accompanied by a change in density of up tavere obtained by condensation from the gas phase on a flat
0.5%, characteristic anomalies of the anisotropy of thecopper substrate in the vacuum-tight chamber of a special
magnetic susceptibility? hysteresis effects in neutron cryostat® mounted on the goniometric unit of the diffracto-
scattering® and in the specific heaf;'®a small latent heat meter. The condensation temperature was 30 K. The poly-
of transition!’~*®and, as has been revealed by x¥agnd  crystalline samples obtaine@rain size~10"* mm) were
spectroscopic measurements, the existence of a two-phas@annealed without any visible change of the substructure as
region. The authors of some theoretical pafféfé are also  the temperature was raised to 40—42 K with a hold of 20—30

1063-777X/2001/27(5)/6/$20.00 391 © 2001 American Institute of Physics
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min. After the annealing, the temperature of the samples was a B- O,
decreased to 25 K and, with a step of 0.1-0.2 K, was passed
through theB—a transition to the temperature at which the
phase transformation was completefi{22 K); diffracto-

grams were recorded at each point, and then the same pro-

cedure was followed with the temperature points hit in ;

reverse order. The time between the recording of the diffrac-

tograms at adjacent temperature points was 20—25 min, and 23.5K

it took 2—3 hours to pass through the phase transition in one
direction. The cooling of they phase and heating of the
phase in the region of the high-temperature transition were 23K
done at the highest rate possible in our experiments, 10 deg/
min. The temperature was stabilized to withir0.05 K dur-

ing the recording of the diffractograms at the different 225K
points. The error of measurement of the lattice parameters
was not over+0.02%.

—_
~
(=
-

Intensity

(110)

(20-1)

39 40 41 42 43 44 45 46

26, deg
RESULTS AND DISCUSSION

This study confirms the previous observatiaf a two-
phase state of solid oxygen in the region of the low-
temperature phase transformation. Figure 1 shows x-ray dif-
fractograms which clearly illustrate the presence ofdhend
B phases in the region, ;. We see that as the temperature
is lowered atT<T, ;=23.88 K, the reflections from the
intermediateB phase remain along with the newly appearing 243K

reflections from thex phase. At the successively lower tem- Jv\-/\*\’\
perature steps there occurs a redistribution of the intensities,
with the reflections from the: phase, which is stable at these

Intensity

temperatures, becoming stronger and the diffractions from
the supercoole@® phase becoming weaker and then vanish-
ing completely. Subsequently increasing the temperature of
the samples to abovg, j; reveals a superheating of a cer-
tain part of thea phase, but in a notably narrower tempera- . . ; ; ,
ture interval than for the supercooling of the intermedijate 30 40 41 42 43 44 45 46
phase(see Fig. 1l A 2-hour hold at a fixed temperature in 20, deg

the region of the two-phase state did not have any effect, and N _ _

-IG. 1. Initial part of the x-ray diffractograms of polycrystalline oxygen,

so the observed two_phase state Is reIatlver stable. ACCOI’dcjbtained as the temperature was lowered from the existence region gf the

ing to the data of Ref. 21, 11-hour holds in the tV‘lo'ph"’ls‘%ahase to that of the: phase(a) and as the temperature was raised from the
region at 23.5 K result in a change of the phase compositiosxistence region of the: phase to that of thg phase(b). The diffracto-
of the samples by only 3%. The constancy of the phase congrams for di_fferent temperatures are shifted relative to one another along the
position over relatively long periods of time also serves ad™ensity axis by a constant amount.
indirect evidence of the absence of appreciable temperature
gradients in the samples, which if present might have been
responsible for the existence of two phases in the sample isolid oxyger® the two-phase region was indicated as 23.5—
the phase transition region. Temperature gradients have4.5 K. In addition, the authors of Ref. 20 were unable to
largely been eliminated in our experiments by the techniquestablish hysteresis of the phase transition temperature at a
used to prepare the samples and by the design features of thmit of 0.3 K (the temperature step ugedn the present
experimental cell and cryostat. Condensation of the substudy, with one-third as large a temperature stef K), we
stance from the gas phase can produce fine-grained snowlikeere also unable to detect a shift of the temperature of the
samples up to 0.1 mm thick. The samples are formed on atart of the phase transformatidn,_ ;=23.88 K on heating,
flat substrate, a massive copper block surrounded by heliudout in practically all of the experiments on cooling the phase
and nitrogen heat shields. transformation usually started 0.2-0.3 K beldy_ ;. Cu-
According to the data obtained in the present study, theiously, analogous behavior of the characteristics of the ori-
supercooling of theB phase on average can reach 1-2 K,entationale—g8 phase transformation, down to even their ab-
while the superheating of the phase reaches 0.4—0.8 K. solute values, has been observed in solid nitrégenring
Here it must be kept in mind that in the present case, whepassage througff, ; on heating and cooling. The large
we talk of the superheating or supercooling of a phase we argpread in values of the hysteresis and two-phase regions for
not referring to the hysteresis of the phase transition temexygen indicated above reflect the real situation and are ap-
perature but to regions of coexistence of two phases. In thiparently determined by the high sensitivity of the low-
connection it should be mentioned that in previous studies ofemperaturer—p3 transition to a number of factors preceding
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the measurements — slight differences in the conditions dur-

ing condensation and annealing of surface samples, in the 2197

rates of cooling the samples from thephase, in the rates of ©

change of the temperature from one step to another, etc. We £ 54 ot

therefore were unable to achieve better reproducibility of the “E

values of the temperature hysteresis and two-phase coexist- © °

ence region than is indicated above. These factors must also > 20.9r

be taken into account in a comparison of the results of dif- To-p

ferent studies, although in that case there is an important 20.8 : : ‘ :
additional factor — the purity of the samples. 21 22 23T, K 24 25 26

In connection with the problems of the temperature hys-
teresis and two-phase state of solid oxygen discussed aboVeG. 2. Temperature dependence of the molar volume of solid oxygen in the
it is of interest to examine our results against the backgroun{f9ion of the low-temperatura—4 phase transition on cooling®) and
. . eating ©O); ¢ — data of Ref. 1.
of published data obtained by other methods. The most de-
tailed study of these questions has been done by the method
of FTIR spectroscopy, which was used to investigate the

behavior of the vibrational frequencies and the fundament (iience of the molar vo.IL.Jme of oxygen in the region of the
a}ow—temperature transition. According to the data of the

absorption bands of !solated co |mp_u_r|ty21m olec_ules gnd 0present study, the low-temperature magnetostructural trans-
the oxygen host matrix at the—g transition?™ The impurity formation in oxygen is accompanied by a volume jump of

Cofg?gtr_ﬁt]lon n thg samples ‘t’)Vl‘f"Sh quItr(]E low:  COHZ fh ~0.1+0.04 cni/mole. This value ofAV is in satisfactory
~ - Those experiments established the presence of hysiy e ment with earlier estimat&4® of the volume jump at

fceresis of '_[he transition temperature ata Iimit of 0.15 K aNGpe a—f transition, based on studies of the specific heat and
in, approximately the same interval, a coexistence region of, o ressihility (0.117 cni/mole), the structure parameters
the @ and B phases of oxygen. It was noted that the temperazo.12 cni/mole),? and the magnetic susceptibility under
tures of the phase transition on cooling and heating are equﬁkessure(O.lSS cri/mole+ 10%)28 and on an analysis of a

to 23.85 K and 24 K, respectively. The reproducibility of 1546 set of data in Ref. 1D.13+0.11 cni/mole). However,
these values for a series of samples was not worse than Oglyr yajue differs considerably from the estimates based on

K. In spectroscopic studies of the pure matrix on the SaM@revious x-ray studief0.49 cni/mole (Ref. 9 and <0.05
samples, it was established that the phase transition 0cCUfE/mole (Ref. 1)].

on heating in the region 23.85-23.9 K and on cooling inthe |, numerous calorimetric measurem&risl5-19.29-34¢_

region 23.80-23.75 K. Consequently, in comparison withiempts have been made to estimate or determine the heat of
our data, considerably smaller values of the temperature hyshe o—g transition. The values of the heat of transition ob-
teresis and two-phase coexistence region were obtained {gjned in the different studies fluctuates over wide limits. The
Ref. 21. On the other hand, in previous x-fdypeutron  majority of the values found lie in the interval from 17.5
diffraction;" and calorimetrit**°studies the values obtained calimole (Ref. 29 to 24 cal/mole(Ref. 18. At the same
for the temperature hysteresis and two-phase regiofig 8 time, according to the data of Ref. 34 the heat of transition is
are close to those given in the present paper. The discrepangytremely small, not over 2.4 cal/mole, whereas, according
in the characteristics of the low-temperature transition in diftg the results of Refs. 7 and 33, the specific heat of oxygen
ferent papers may be due to the quantity and type of impuhas ax-type anomaly in ther—43 transition region and the
rities, to structural defects, and to different levels of stress irransition is not accompanied by heat loss. Using the average
the samples. In this connection we mention the special stutheat of transition according to the data of Ref(22.49 cal/
ies in Ref. 21 of the influence of CO impurity molecules onmole) and the value of the change of the phase transition
the phase transitions in oxygen. It was found that the presemperature with applied pressuP/dT= 333 bar/K13®
ence of CO molecules in an amount (3>4)0 ' causes we have estimated the value of the volume jump with the
appreciablgup to 0.6 K widening of the two-phase region, Clausius—Clapeyron formulaiV=0.114 cni/mole, which
and the transition occurs in the interval 23.9-23.3 K. Such qwith allowance for the possible errors in the calculation
strong impurity effect was attributed, with justification, to agrees satisfactorily with the data of direct measurements
the features of the £-CO phase diagram and to the possiblegiven above.
presence of a triple eutectoid point in the given binary sys-  Thus in this paper we have obtained convincing direct
tem belowT, 4. structural evidencdvolume jump, hysteresis effects, two-
The simultaneous presence of reflectionseofind 8- O, phase coexistence regioim support of the previously stated
made it possible to determine with relatively good accuracyopiniont*?%?! that the low-temperature phase transition in
(+0.1%) the difference of the phase volumes in the temsolid oxygen is a first-order structural transformation. The
perature interval of phase coexistence and at the point of theharacter of this transition and its structural characteristics
phase transformation without recourse to the methods ddre determined by the features of the intermolecular interac-
high-accuracy precision measurements of the lattice parantion and the appreciable magnetostriction effect. The latter
eters. Figure 2 shows our results on the molecular volumegives rise to interphase elastic stresses that change the order
of the intermediate and low-temperature phases of solid oxyef the transition and promote “wedging” of the phases upon
gen on cooling and heating nedr, ;. Also shown are passage through the phase transition point, and the value of
some previously obtained datan the temperature depen- the temperature hysteresis and the width of the existence
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FIG. 3. X-ray diffractograms illustrating the supercooling of thephase to helium temperature and the superheating ofgtiEhase to pre-melting
temperatures. The diffractograms obtained at different temperatures are shifted relative to each other along the intensity axis by a cortst@00amoun
counts/s.

region of the two-phase state depend on the level of stressasray diffractogram for these samples is shown in Fig. 3. In
and relaxation processes. addition to the monoclinier phase, which is stable in this
Careful and detailed studies in the regionTof 4 are  temperature region, an appreciable content of cubic crystals
needed not only for establishing the order of the transitiorof the y phase was observed in the samples. On the reverse
and determining its structural characteristics but also in contemperature path through the inverse transition the amount of
nection with another question that requires an experimentahe supercooled phase decreased with time onlyf feR5 K,
check. According to some theoretical pap&rs®the transi- in the existence region of th phase. One-hour holds at
tion from the low-temperature two-sublattice phase with athese temperatures led to the complete transition ofjthe
guasi-two-dimensional antiferromagnetic ordering of the mophase to the equilibriung phase. On rapid heating of the
lecular spins to the intermediate three-sublattice phase withamples through thg—vy transition at approximately the
short-range magnetic order should come about through asame rates as for the cooling, an appreciable fraction of the
intermediate phase with helicoidal ordering of the magneticrystals of the intermediatg phase were usually preserved
moments. Therefore, another task of the present structurall the way up to pre-melting temperaturesge Fig. 3. One-
studies was to observe the intermediate phase predicted yur holds at 52 K did not lead to the complete vanishing of
the theory. However, in spite of a careful temperature scanthe reflections from thg-O, crystals.
ning through the region of the—B phase transition, no in- There is another curious fact in connection with the pas-
termediate magnetic phase was observed. sage through the high-temperature transition and the exis-
The high-temperature orientational phase transiiery  tence region of the intermediate phase. Even at a relatively
in oxygen is a first-order transition, but with a substantially slow rate of cooling2—3 deg/min from the existence region
(almost an order of magnitugiéarger volume changé€l.19  of the y phase to helium temperatures, in a number of cases
cn/mole)! than at the low-temperature transition. Conse-reflections attributable to the so-called phasé®“® were
guently, appreciable interphase elastic strains should arise wbserved in addition to those from the equilibriumand 8
the samples at the phase transition. Here, however, it shoufgthases. This new phase was preserved without visible
be taken into account that this transition occurs at rather higbhanges on subsequent heating all the way up to the transi-
temperatures, where the relaxation processes are substdion to y-O,. Consequently, the formation of the phase in
tially less sluggish. Because of this, the hysteresis effects aolid oxygen is due not only to the presence of molecular
the transition can be smoothed out considerably, especially @npurities in the samplé8 but apparently also to the pres-
low rates of temperature scanning. We have done studies ence of relatively large interphase stresses arising in the
the possibility of obtaining metastable states on passagsamples after the phase transition, which is accompanied by
through the region of the high-temperature transition at an appreciable jump in volume. It should be noted, however,
high scanning rate. As a result, we have found that at théhat at the cooling rates indicated above, we did not achieve
highest rates of cooling under our experimental conditionsny noticeable supercooling of the high-temperature phase.
(>10 deg/min the high-temperaturg phase can be super- We conclude with the following remarks. Despite the
cooled all the way down to helium temperature. A typicalrecent direct experimental evidence in favor of a first-order
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transition, the question of the heat of transition is still notsion of the results of this study and for helpful advice.

conclusively resolved. Accounting for the significant dis-

crepancies in the results of different investigators will require?e-mail: prokhvatilov@ilt.kharkov.ua

additional high-precision calorimetric measurements in the

T, p region; that should provide a conclusive answer to this
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Based on a simple model for the ordering of hexagons on a square planar lattice, an attempt is
made to consider the possible structure gf fdllerite in its low-temperature phase. It is

shown that hexagons representing fullerenes oriented along4l@ees of the sc lattice can be
ordered into an ideal structure with four nonequivalent molecules in the unit cell. Then

the energy degeneracy for the rotation of each hexagon/8yaround itsC; axis leaves the
translational and orientational order in this structure but leads to a random distributief8 of
rotations and hence to an “averaged” unit cell with two molecules. However, the most
relevant structural defects are not these intrinsic “misorientations” but some walls between
domains with different sequences of the above-mentioned(heaidea) sublattices. Numerical
estimates are made for the anisotropic intermolecular potential, showing that the anisotropy
is noticeably smaller for molecules in walls than in domains. 2@01 American Institute of
Physics. [DOI: 10.1063/1.1374727

1. INTRODUCTION tropic part of the intermolecular interactigAIMI ) contains
two minima with a relatively small{ 107 K) energy differ-

Study of the equilibrium thermodynamic properties of ence but separated by a rather highIx 10°K) energy
Ceo fullerite remains an active topic in low-temperature barrier, a considerable number of molecules can remain fro-
physics(see recent reviews). In particular, recent experi- zen in the metastable state Bt-10°K and a reasonable
ments on its heat conductidand linear thermal expansidn  cooling rate. However, estimates based on a single-particle
have revealed anomalies peculiar to this unique object. Thigeatment considering the relaxation of each molecule inde-
relates to the following properties observed in experimentsppendent of the others, in a fixg@tatio environment, can

i) Rather short~ 50 intermolecular spacingsnean free  hardly be consistent. All the molecules are equivalent in the
path for acoustic phonons, evidencing the presence of erystal, equally and self-consistently participating in the for-
rather high amountup to 10% of structural or impurity —mation of the crystallinémolecular or mearfield at each of
scatterers, despite the only less than 4@t. % impurities  them, and therefore the barriers should also depend on the

present in the initial material. relaxing molecules themselves. Consequently, energy esti-
i) The negativeand really huge, up to #pvalue of the  mates for several particular orientations of a single molécule

Gruneisen coefficient in solid § at T~10K. can hardly give a proper value of the shortest time of escape
In particular, to explain the low-temperature behavior offrom its metastable state.

the heat conduction in nominally purgd3ullerite, processes At least, it should be noted that a great number of mis-

of scattering of the phonon heat carriers by some defects ajriented molecules can transform the crystal into an “orien-
an orientational nature were invoked in Ref. 3. Namely, ittational solution” or even into a glag§ this will be accom-
was supposed that upon cooling of the crystal some singlgganied by unlimited extension of the relaxation times
“orientationally disordered” G, molecules remain spectrum. The idea of an orientational glass and the result-
guenched in it. In that case their relative number shouldng competition between the isotropic and anisotropic parts
reach several percent, or in other words, so many moleculesf the intermolecular potential was proposed in Ref. 6 to
become “orientational impurities” that one of them can be explain the anomalously large negative thermal expansion of
found among nearest neighbors of each “regular” moleculesolid Gy, discovered by Aleksandrovskt al? However, at
This was justified by estimates showing that if the anisopresent no numerical estimates are available for this mecha-

1063-777X/2001/27(5)/7/$20.00 397 © 2001 American Institute of Physics
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nism that could confirm the observed expansion.

The above-mentioned problems with justification of the
proposed physics of anomalous thermal behavior of sqgfid C a
suggest that one seek some alternatives, more compatible _(1+) 4
with the translational invariance of a crystal. In this commu-
nication, one such mechanism is proposed, related to the ~(1-a)
possible existence of several orientational domains in the sc
phase of solid g, separated by well-defined domain walls.
The latter could play the role of effective scatterers for pho-
non heat carriers. Besides, the higher symmetry of the local
crystalline field on the g molecules within the walls can
restore the conditions for their almost free rotation, which is
necessarysee Ref. 4 and references thejeim account for
the negative thermal expansion.

FIG. 1. Charge distribution adopted for the model hexagonal moldaile
and possible orientations of two molecules with centers positionadaatd
m (b).

2. MODEL

It is well known (see, for example, the reviel that
below the point of orientational melting{"9"~260K the
fcc lattice of G fullerite is divided into four sc sublattices

with one of theC; axes of the molecule oriented along one ¢jaiming to give quantitative predictions for real fullerite, we
of the cube diagonalévhich also are crystallin€zaxes. It |imit ourselves below to consideration of a strongly simpli-
is of interest to note that the correspondiR@3 structure,  fied model including the relevant features of fullerite: reduc-
characteristic for the simplest molecular cryocrystals, whergjgn of the crystalline point symmetry by its incompatibility
(even small quadrupole—quadrupole interactions domirfate, with the molecular symmetry, a double-well potential of
allows one to assume the presence of an induced quadrupop@m|, and the related possibility of domains and domain
moment on G in pure fullerite, despite its complete absenceyg|is.
for the free Go molecule? Also, it can be expected that N0 | et us consider a system of flat hexagonal molecules
“transverse” ordering with respect to each of these axe§simulating G, molecules seen along th@; axis® located
takes place until the low-temperature transition ™ in sites of a rigid square planésp lattice, modeling the B
~90K. But since the moleculessgare truncated icosahedra fcc |attice. To evaluate the angular part of the pair interaction
having fivefold axes among their symmetry elements, theyhetween electrically neutral hexagons, we suppose two
cannot be completely ordered into an sc lattice because of thgnds? negative charges; (1+ a), located at the centers of
impossibility of simultaneous optimization of the local the hexagonal sides, and unit positive charges at their verti-
(crystal-field and intermolecular potentials. Therefore cer-ces (see Fig. 1a Such a distribution of negative charges
tain kinds of defects are inevitable at low temperatures, Eirecans Sing|e covalent bonds at the borders between penta-
ther point(individual) or extendedcollective. gons and hexagons and the double bonds between two hex-
The first type of defects is usually related to some localagonal rings in a truncated icosahedral molecule. Here the
disturbance of the structural or CompOSitional Order, Whilecharge and geometric asymmetry parame&ereducing the
the second(dislocations, domain walls, twin boundaries, Ce symmetry of a hexagon down @, reflects one of the
etc) can exist even with a fully uniform background. Local most important features of reakgXullerene: the 120° alter-
disorder in fullerite could be due to, for example, iSOtOpica”ynaﬂon of such rings around each of its hexagons_

substituted @) mOleCUIeS, of g fullerenes withn# 60, or The total Coulomb energy of a pair of hexagc([ﬁg_
impurities like H. But the samples of & fullerite with the  1p) reads:

above-mentioned anomalies of the low-temperature proper-
ties were especially prepared and purified, so that there were
no physical reasons for any appreciable content of foreign  Vom(6y,6m) = >, VED (G0, (h)
local defects. e

Then a more plausible source of low-temperature
anomalies can be sought in extendéspologica) defects, where the indiceg:, o take the values, b, or B, related to
and in view of the possibility for several energetically Vertices and to bonds with smaller and greater negative
equivalent domain structures to exist under reduced cubigharges, respectively, and the particular terms are:
symmetry, these defects can be associated with the walls

between such domains. > |
Of course, even a simple cubic lattice made of so com- Vg’?ﬁ)(ﬂnﬁm):,go Han+ C0‘5< Ont 3

plex and symmetrical a molecule ags@resents great tech- b

nical difficulties for straightforward calculation of the total

(and still unknown intermolecular potential, defined by _C°S< Om+ 3

high-order multipole moments with great number of compo-

nents(for a general review, see Ref.)l2and of related low-

energy (nonlineaj excitations in the crystal. Hence, not
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6 6 FIG. 2. AIMI of the most characteristicshown at left mutual configura-
tions of hexagons at a fixed orientation of one of them. The axes and rota-
- tion angles correspond to Fig. 1b. The intermolecular dist&gevas cho-
— (bB)
_mvnm (9n ) 0m) sen as Jin units of the hexagon sigle
l-«a
=—V(Bb)(—0 —0,) . s
1+q MM n. ¥m asymmetry of the negative charge distribution, the AIMI be-
5 comes smoother, though some minifsae Fig. 2a and 2b
:(1_‘“ VEB(_g gy 4) become deeper, so that in the linait—0 all the minimum
1+q/ nroooma energies are equal and negative.

R, =|n—m] is the distance between the centers of the hexa- 't follows from Fig. 2 that for all asymmetry values ex-
gons at the sites andm of the sp lattice;6,, 6,, are the cept =0, the most stablt_e configuration is that.m which a
relative orientation angles; the distance from center to verteY€"t€X of one molecule points to a greater negative charge of
is unity. It can be noticed that, due to t@ symmetry of a neighboring moleculé-ig. 2a and 2cwhile the maximum

charges in a hexagon, the clockwise and counterclockwisEzGPUISion corresponds to parallel neighboring sides with such
rotations are not equivalent in the AIMI negative charges. In the caae=0, at least, the 60° period-

Despite the simplified geometry of the sp lattice of heXa_icity_corresponding to th&€g axis is_ restored,_ neverthc_aless
gons and the neglect of quantum effettbarge delocaliza- Ie_avmg the same most stable configurat{wartices against
tion, covalency, etg¢, one can expect this rather rough models'dez' led f th o . d th bl
to give the correct qualitative behavior of the AIMI and its (nowledge of the pair interaction and the most stable
dependence on the charge distribution within the molecul&onﬂguratlons for two hexagons enables one to order them in

and a reasonable estimate of the contributions from differen SP lattice. Then the A!Ml requires that one qf the ang axes
mutual configurations of molecules. of each hexagon be oriented along a crystalline axis and its

nearest neighbors be rotated ##6. This readily divides the
sp lattice into two inter-twinned ones, with long hexagon
axes aligned witk (“horizontal,” H) andy (“vertical,” V),

The numerical results for the AIMI, Eq1), are shown respectively. But taking into account that a molecule has two
in Fig. 2 for some typical mutual configurations and severanon-equivalent positions with respect to negative charges for
values of the asymmetry parameterFirst of all, it is seen each alignment, the ideal order of such hexagons in the sp
that, for «# 0, the AIMI for two hexagons possesses a dis-lattice corresponds to “parquetsg'one of them is shown in
tinct 120° periodicity and two-hump profiles. This reflects Fig. 3) with four molecules in the unit cell: two horizontal,
correctly the AIMI for two G molecules, where a double- denoted 1 and 3, and two vertical, 2 and 4. Then each of the
well potential describes the so-called pentagon and hexagdwo above-mentioned sublattices contains only even or odd
configuration§® (see also Figs. 7—10 of Ref. 13, in which positions. Here the long-range order holds not only for trans-
analogous curves calculated to clarify what form of AIMI lations and orientations but also for the charge pattern. It
can best fit the orientational mean-field energy gf f0ller-  should be also noted that, because of incompatible point
ite at room temperaturidt is also seen that with decreasing groups for asymmetric hexagons and the sp lattice, it is im-

3. PAIR INTERACTIONS AND ORDERING TYPES
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FIG. 3. An example of ordering of hexagons into the sp lattice with four ;5 4. Fragment of sp lattice structure obtained by random substitutions
molecules in the unit cell and its translation vectors. Equivalent structures . 3 4nq 2.4 introduced into the ideal 4-sublattice structure in Fig. 3.
can be obtained by all permutations preserving opposite parities between

nearest neighbors.
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growth, there can appear, as usual, some vacancies and dis-

possible to arrange all nearest neighbors of each hexagoni&cations(which will not be discussed herand also a spe-
molecule in positions with maximum negative AIMI. cific kind of defects, the antiphase boundaries, characteristic
Though some of its neighbors occur at the metastabléor any multi-sublattice orientationavector or tensorstruc-
minima of the AIMI, nevertheless the total energy balanceture. They emerge between regions identical in their coordi-

proves to be negative and stable. nation but different in the attribution of molecular orienta-
This kind of order is peculiar by its frustration, or the tions to sublattices.
energy degeneracy with respect to the substitutions31 Actually, the transition from rotation to libration of mol-

and 2-4. These transformations are just generated B a ecules is a first-order transition, realized through the forma-
rotation, which is not an element of the symmetry group of ation of nuclei(domain$ of orientational order with a definite
molecule with the asymmetric charge distributisee Fig. 1  attribution of sublattices to molecular orientations. Expan-
a). This, in turn, implies that the sp lattice of hexagons, pre-Sion of such domainésee Fig. $ leads them to contact each
serving the above-described translational and orientationdither, forming a continuous ordered structure. There are two
order? can be created in a thermodynamic way with a spePossible modes of such a “meeting.” At the contacts
cific disorder left within even and odd sites. This transforms...-HVHV—«HVHV... or ...VHVH—«VHVH... the two

the ideally ordered 4-sublattice substructure into a nonidedatructures match perfectly, producing a single coherent do-
2-sublattice structure like the simulated fragment shown irmain. But the contacts ...VHVH—«HVHV... or

Fig. 4. In such a crystal th€g rotation intrinsically enters ...-HVHV—«VHVH... produce a mismatch, so that the
the point symmetry group of a molecule. closest molecules to the boundary should be orientationally

Evidently, 4- or 2-sublattice structures admit the exis-adjusted to provide a continuous transition from one domain

tence of several equivalent arrangements with permutatel@ another. Evidently, far from the boundary such domains
sublattices separated by certain extended defects: domagie indistinguishable, and the boundary itself is just a conse-
walls or antiphase boundaries. These defects might effegiuence of the initial conditions of the growth. Moreover, no
tively contribute to the low-temperature thermal properties ofvisible thermodynamic mechanisms for domain structure for-
the system. Below we consider an example of such a defedpation (like those known, for instance, in 2-sublattice
in a 2-sublattice structure. antiferromagnet$®!® can be indicated in this system of ori-
entationally ordered hexagons.

To describe consistently the 2-sublattice structure, let us
redefine the orientation anglg, ; for an “averaged” mol-

The above-indicated structure of 2-sublattice ordering ofecule(possessing€ symmetry at theith site innth unit cell
hexagons in the sp lattice provides equal conditions for all oks the smallest positive angle between one of its vertices and
them, and the above-mentioned disorder does not result ithe y axis (see Fig. 1l Then for each unit cell we can
any characteristic isolated defects. This is also seen from Fighaturally define the two angles,

2, which shows the rather high barriers between the stable
and metastable minima. Hence, each hexagon, either in the ¢n=0n2= bn1s Yn=Onat Ona, ®)

4- or 2-sublattice structure, stays near an AIMI minimumwhich play the role of order parameters. For the two frag-
that defines its libration spectrum. ments of ordered structures shown in Fig. 5 the correspond-
However, this does not at all prevent defects in such ang values are uniform in spacep,=¢,=7/6, ,= i,

crystal. In particular, in the course of thermodynamic==/6 in domain |, ande,= ¢, = — @/6, ¥,= ¢, ==/6 in

4. DOMAIN WALL STRUCTURE



Low Temp. Phys. 27 (5), May 2001 Loktev et al. 401

FIG. 6. Domain wall(clear region between two domain&ark regions, |

and Il of Fig. 5. For convenience, the directors show the molecules’ orien-
tations tilted with respect to the related asymptotes. The dashed line corre-
sponds to the order parametgr=0.

FIG. 5. A schematic of the growth and approaching of two domains with
orientationally ordered subsystems of hexagons. In domaimpper righg ] . )
vertically oriented molecules (W=0) are located in the sites of the 1st where the domain wall widtdy=av4 /v, is of the order

sublattice and horizontally oriented molecules §H,7/6) in the 2nd sub-  of |attice constand. This is related to the fact that, unlike the
lattice, and vice versa in domain flower lefy. common situation in magnets where, as a rulg,(the ex-
change or stiffness constaris much greater tham, (the
relativistic anisotropy, in the present system both constants
domain Il. Thus the two domains are distinguished by inverhave the same origin in intermolecular interactions and
sion of the parametep, like 180° domains in a 2-sublattice hence the same order of magnitude. Although, strictly speak-
antiferromagnet. ing, Eqg.(8) in this situation is only valid far enough from the
One can build a boundary between these two domaingjomain boundary, the orientations of the discrete hexagons
located at the origin and characterized by the unit normalobtained from a certain infinite discrete set of equations
vectord, so thate,, changes when crosses the domain wall, will follow the “kink” solution ¢(&)=(1/3) arcsin tanh
reaching asymptotic valuesp,—¢, at é=n-d— —oo, (&/2dp ) with sufficient accuracy. The factor 1/3 here and in
on— @) at é—o, and providing a minimum of the energy Eq. (8) provides the correct asymptotic behavior for

functional: o(&€):o(+x)==*7/6. This also expresses the analogy of the
7/3 rotation between the domains under study with the
E[en, ¥n]= > Vil@n,tn), rotation between 180° domains in ferro- and antiferromag-
n nets.
Figure 6 presents an example of a relatively narrow do-
VAUIRVSEDS Vit p(0ns0nsp)- (6) main wall in the sp lattice of hexagons. A perceptible rota-
P

tion of the molecules with respect to their orientations in the
Using the above numerical simulation to estimate the AIMI,domains occurs within the stripe ef2—3 lattice parameters
we conclude that the functioW (¢, ,#,) is well approxi- (dpw~a), and hence the misorientations are localized only
mated by the sum of symmetric and antisymmetric partsin the domain wall. Notice that the 4-sublattice structure ad-
V() +VEo,). Then the antisymmetric part proves to Mits a richer systematics of domaifisp to 4 and domain
be the softest mode, so that the energy functional (Bgin  boundaries between them.
the continuum approximatiog,— ¢(£) can be written as To examine how the dynamics of misoriented molecules
differs from that of molecules in the domain, we estimated
do » |1 do

ZaZy, dé. (7) theantisymmetric part of the AIMVR) ¢pw). for the clos-
2 est unit cell to the center of the domain wall. The corre-
In this approximation the inhomogeneous reorientations ofPONding potential relief shown in Fig. 7 is noticeably
hexagons across the domain boundary can be described Bjno°ther, and its minima, ha\gsr;g the sami@ periodicity,
the sine-Gordon equation: are much flatter than those thf] (¢y). Therefore the “ori-
entational defect,” or molecules in the domain wall, should
display a softer libration spectrum, with increasing density to
(8) play p g y

lower energies. Besides, a specific low-energy excitation

2

1
E +3—6vzcos&p

(?2<p

(9_@‘:2—’_ §d55\,sm 6p=0,
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must also be noted that domains obtained in fact concern the

0.06 fullerite with doubled lattic&or 8-sublattice fcc crystal struc-
i ture observed experimentally*3.
— 0.04| V([;:I)(cpow) Certainly, a more detailed theoretical study of these is-
3c R sues demands more realistic models of the fullerene and ful-
= 0.02 lerite structures.
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mode can apopl)ear, correspondlnrg]]. tﬁ oscillations ?f thehant'c')f Refs. 11 and 13 where some of the above-mentioned ques-
symmetric order parametgfp,y Which propagate along the o (in particular, concerning AlMlare discussed.
wall (a “bending” mode of orientational, not translational,
origin).

The above-mentioned characteristics of a domain walt . L
. . E-mail: vioktev@bitp.kiev.ua

can be |mp0rtam for the |0W'temperature behavior of theithe collective character of crystalline modes should be also taken into
crystal. First of all, the collective defects should be stronger account. A well-known example is vibrational or magnetic spectra result-
scatterers for thermal phonons than any point defectS, espei.ng from single-particle levels with an excitation gap of the order of the

P P . interparticle interaction, which is considerably softe{éddwn to Gold-
Cla”y if the phonon Wavelength\T hvs/(kBT)’ where the stone gapless behavjaafter collectivization. Orientational modes are not
sound velocityv,~3X10°cm/s; Ref. 3 becomes compa- g exception in this sense.
rable with dp, . Besides, a weaker AIMI in the domain “Evidently, a number of thermal rotational excitations of thg @olecules
walls can permit the molecules there to remain almost freeare present aT>T{¥"”, all of them associated with certain multipole
rotators down to a much lower temperature than the temperadistortions. The lowest energiés- 10 cm; Ref. 10 relate to intramo-

ture of orientational freezing for the rest of the crystal. Iecul_ar quadrupole vibrations, |nc!|st|_ngU|_shabIe from rotations. The selfj
consistent admixture of these excitations into the molecular ground state in

the crystal field reducegbelow T{"9") the almost spherical symmetry

5. CONCLUSION down to axial, contributing to the total energy gain. One can therefore

The ab di . h h liar the d . __suppose that belo{"¥" the definite orientation of fullerenes alongCg
e above discussion shows how peculiar the ynamlcsaxis is fixed and long-ranged, corresponding to a common ordering of

of low-energy excitations can be in such a simple model quadrupoles. Otherwise, the sc lattice cannot be realized. By the way, the

system as that of hexagons on a square lattice. In particularguadrupole moment of the ¢& molecule in polymer phases of AC

for asymmetrical hexagoripossessing €3 axis) this lattice S)(A=K, Rb, C9 has been considered previously.

turns out to be frustrated, which does not exclude the pOSSI-S'nF:e the same threefold rotational symmetry holds for fullerene molecules
ili fi | havi he f latti projected on cube faces.

bility o "_[S_ 9 aS.Sy behavior. Bl_Jt even t_e rus”ateq atliceagych sort of modeling was earlier used by number of autkses, for

can be divided into two sublattices, leading to domain struc- example, Ref. 13 and references therémimprove the form of intermo-

ture and domain walls. The latter, being of orientational ori-_lecular potential. o

gin, are able to effectively scatter the excitations of other Strictly speaking, th€g-rotated molecule can change its distances to near-

. . ticul th h H the detailed est neighbors, but we ignore this practically small effect in view of the
orgins, In particular, thé phonons. However, the detailée average translational invariance of the lattice. At the same time, the AIMI

analysis of such scattering goes beyond the scope of thisinalysis shows that the orientational order is not perturbed even Ggder
work. rotations.
It seems that the above results could also be relevant for
fullerite. First of all, this relates to the possibility that thg C
rotation around the fixed orientation of eack,@olecule in
the sc phase could effectively become an element of theO. Gunnarsson, Rev. Mod. Phy9, 575(1997.

A . . ; .
oint symmetry aroup of the averaged crystal. Although the H. Kuzmany, B. Burger, and J. Kty, in Optical and Electronic Proper-

P y Y9 P L 9 Y . 9 ties of Fullerenes and Fullerene-Based Materja¢slited by J. Shinar,

energy degeneracy conditioned by the correspondlng randomz_ V. Vardeny, and Z. H. Kaffafi, Marsel Dekker, New Yo(R000.

“transverse” fullerene orientations also admits the existence3y. B. Efimov, L. P. Mezhov-Deglin, and R. K. Nikolaev, JETP L6,
of an orientational glass state of fullerite, the crystal as a 687(1997. . )
whole remains uniform, and no reasons can be found for any”- N- Aleksandrovskii, V. B. Esel'son, V. G. Manzhelii, A. V. Soldatov,
disti int def includi . . . yB. Sundquist, and B. G. Udovichenko, Fiz. Nizk. Ter@8, 1256(1997)

istinct point defects, including misorientations. However,. [Low Temp. Phys23, 943 (1997)]; 26, 100 (2000; 26, 75 (2000.
extended topological defects such as orientational domairir. C. Yu, N. Tea, M. B. Salamon, D. Lorents, and R. Malhotra, Phys. Rev.
walls (which should not disrupt the initial attribution ofgC  Lett 23, 2050(1992.

. ; © . 823(1999].

neous system and provide an effective channel for the dissi#y_ . Loktev, Fiz. Nizk. Temp18, 217(1992 [Sov. J. Low Temp. Phys.

pation of low-energy quasiparticles. At the same time, it 18, 149(1992].



Low Temp. Phys. 27 (5), May 2001

Loktev et al. 403
8A. P. Ramrez, Condens. Matter Nevd; 6 (1994. 1By, G. Bar'yakhtar, A. N. Bogdanov, and D. A. Yablonskii, Usp. Fiz. Nauk
9B. I. Verkin and A. F. Priknotko(Eds), Cryocrystals Naukova Dumka, 156, 47 (1988.

Kiev (1983 18E. V. Gomonaj and V. M. Loktev, Fiz. Nizk. Tem@5s, 699 (1999 [Low
10 ' Temp. Phys25, 520(1999]; cond-mat/00102582000.
P. J. Horoysky and M. L. W. Thewalt, Phys. Rev4B, 11446(1993.

G. Van Tendeloo, S. Amelinckx, M. A. Verheijen, P. H. M. van Loos-

K. H. Michel and A. V. Nikolaev, Phys. Rev. Let85, 3197(2000. drecht, and G. Meijer, Phys. Rev. Lef9, 1065(1992.

12R. M. Lynden-Bell and K. H. Michel, Rev. Mod. Phy86, 721 (1994. 18E. J.J. Groenen, O. G. Poluektov, M. Matsushita, J. Schmidt, J. H. van der

13p, Launois, S. Ravy, and R. Moret, Phys. Rev5® 2651(1997). Waals, and G. Mejer, Chem. Phys. Let@7, 314 (1992.

**M. David, R. Ibberson, T. Dennis, and K. Prassides, Europhys. 18{t.  Thjs article was published in English in the original Russian journal. Repro-
219(1992.

duced here with stylistic changes by AIP.



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 5 MAY 2001

LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Low-temperature « peak of the internal friction in niobium and its relation
to the relaxation of kinks in dislocations

V. D. Natsik, P. P. Pal-val',* L. N. Pal-val’, and Yu. A. Semerenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine

(Submitted November 3, 2000

Fiz. Nizk. Temp.27, 547-557(May 2001

The influence of impurities on the parameters of thpeak of the internal friction in single-

crystal and polycrystalline niobium is investigated; the internal friction is recorded in

the temperature range 200—250 K at a vibrational frequency & kHz. It is found that

increasing the purity of the samples leads to an increase of the peak location temperature and to
an increase of its width and amplitude. The structural sensitivity of this peak was observed
previously in a study of the influence on this peak of a preliminary plastic deformation,
thermocycling, and low-temperature recovery. A statistical description of the whole set of
experimental data is proposed, which takes into account the dependence of the activation energy
and attempt period on the impurity concentration and on the characteristic value and

statistical scatter of the internal stresses. A new algorithm is developed for analyzing the
experimental data to obtain empirical estimates for the values of the activation energy, its variance,
the attempt period, and relaxation strength for the different structural states of the samples.

It is shown that thex peak is a consequence of the resonant interaction of elastic vibrations with
the thermally activated nucleation of kink pairs on dislocation segments lying in the valleys

of the Peierls potential relief. Empirical estimates are obtained for the values of the main
parameters characterizing this process. It is found that the properties efpgbak in

niobium are in qualitative agreement with Engelke’s theory of the nucleation and relaxation of
dislocation kinks. ©2001 American Institute of Physic§DOI: 10.1063/1.1374728

1. INTRODUCTION relaxeﬂion peak is observed at temperatures of the order of
50 K.

In studying the temperature dependence of the internal In Refs. 13 and 14 it was shown that to a first approxi-
friction in niobium samples of different purity and structural mation the aforementioned internal friction peak corresponds
perfection at moderately low temperatures, different investito a certain thermally activated relaxation process with a re-
gators have repeatedly detected acoustic absorption peaksxation time depending exponentially on the temperaiure
having properties typical for the peaks in bcc metals. The
peak location temperatufg, varies from 90 to 200 K as the Uo
vibrational frequency is varied over a wide range, from in-  7(T)=7o exp{ ﬁ) 1)
frasonic frequencies of the order of 1DHz to ultrasonic

frequencies of the ordgr pf leiz.” 13. . whereUy is the activation energys, is the attempt period,
As a rule, a preliminary plastic deformation of the andk is Boltzmann’s constant. For the peak in niobium
samples or the action of thermoelastic stresses during the, : : : -
mocycling lead to an increase of the height and width of the{g e%ffioi/volplgosstlmates have been obtairiedlo~0.15 eV,
absorption peaks and to a shift of to higher temperatures. In Refs. 13 and 14 it was shown that the influence of
A subsequent long low-temperature annealing brings abOUtﬁlastic deformation on the shape and parameters ofathe
reverse change of these parameters of the absorption pegjeaks of mechanical relaxation can be explained by the sta-
These features of the behavior of the shape and parametersigftical character of the parameters of the elementary relax-
this absorption peak indicate that it is sensitive to the detailgtors responsible for the given peak together with the as-
of the defect structure of the samples—in particular, to thesumption that the plastic deformation affects the variance of
statistical ensemble of dislocations and the random internahe activation energies and the volume density of relaxators.
stress fields produced by them, which are introduced in th&he main features of the influence of plastic deformation
crystalline samples during plastic deformation. It should becorrespond to the assumption that the attempt petips
noted that such a relaxation resonance has also been obachanged and that a statistical distribution of the activation
served in a study of the internal friction of high-purity iron: energyU arises which is described by a probability density
at vibrational frequencies of the order of°8z an acoustic of the quasi-Gaussian type with variarié:
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1 U (U— Uo)2 TABLE |. Basic characteristics of the samples.
P(U)= ——|—|exg ————]|, —
V27D \Ug 2D2 Sample Orientation RRR
D<U (2 Nb-37 Single crysta{100 37
0 Nb-290 Coarse-grained polycrystal 290
In Refs. 13 and 14 it was also established that the correctmg'ggg goarse'gfa!“eg PO:YCWSta: ggg
; P ; ; ; _Nb- oarse-grained polycrystal
microscopic Interpretation of the relaxation process 1Is [I)OSNb_10 000 Single crystall00) 10000

sible only with the use of experimental data obtained under
identical conditions by identical methods of measurement of
the internal friction on samples with a controlled defect
structure. Various authors have proposed several possibtaan the grain siz€6—12 mn). The initial dislocation density
microscopic mechanisms for the relaxation processes respofir the samples was-10°—1° cm 2. A spectral analysis
sible for the peak. The most probable of them are thermallyshowed that the main substitutional impurity atoms were Mo,
activated nucleation of kink pairs on rectilinear dislocationTa, and Zr. The amount of interstitial impurities N, O, and H
segments lying in the valleys of the Peierls relief of the firstwas reduced to a minimum by a long high-temperature an-
order, and also thermally activated diffusion of single kinksneal, first in flowing oxygen at a pressure -ofl0” 3 Pa and
along dislocation lines through Peierls barriers of the seconehen in an ultrahigh vacuum of 10 8 Pa® As an integral
order. However, neither hypothesis has been confirmed bgheasure of the purity of the samples we used the reduced
the whole set of experimental data obtained in the systematigsistance ratilRRR=R30y/Ry; it is well known that for
study of samples of the same kind. It can be said that it is notnetallic solid solutions the values of the param@&&Rare
completely certain at present that all of the acoustic relaxinversely proportional to the impurity concentration. The
ation resonances described in the literatuf&or niobiumin  RRRwas determined by measuring the temperature depen-
the given temperature and frequency ranges correspond tfence of the resistance of the samples in the interval 2—300
the same relaxation process. Therefore an unambiguous k- and then extrapolating the experimental daig0tK and
croscopic interpretation of the given relaxation process willzero external magnetic field, an applied field having been
require additional experimental studies. In particular, itused to bring the samples to the normal state at temperatures
would be good to study how the peak is affected not only below the superconducting transition temperatilige=9.3
by plastic deformation but also by another factor that cark.!® The main characteristics of the samples are listed in
substantially alter the structure of the samples: the introductable I.
tion of impurities in them. Acoustical measurements were done by the double com-
Our goals for this paper were as follows: posite vibrator method’*® Resonance methods are suited
—to study experimentally the influence of variations of for the study of rather subtle dislocation effects because they
the structural state of the sampl@shanges of the impurity are capable of measuring the decrem@af the vibrations to
content, going from single crystals to polycrystalline rather good accuracy. Longitudinal standing waves with a
samples, the effects of thermoelastic strems the param- frequencyf of the order of 70—90 kHz were excited in the
eters of the relaxation resonance in niobium at moderatelgamples at a constant amplitude of the ultrasonic stgin

low temperatures, 150-300 K; ~10"7, which corresponded to the amplitude-independent
—to systematize the accumulated set of experimentalegion. The values of the vibrational frequencies for samples
data, with different structures are presented in Table Il. The tem-

—to develop further the theory of the relaxation reso-perature dependence of the decremg(t) of the vibrations
nance in the presence of a statistical distribution of activationvas measured in the temperature interval 150K
energies of the process with allowance for the possible struc<300 K. The measurements were done both on heating and

tural sensitivity of the attempt period,; on cooling. The rate of cooling and heating of the samples
—to discuss the possible microscopic mechanisms reduring the measurement of the temperature dependence of
sponsible for the observed relaxation resonance. the damping decrememtwas ~ 1 K/min.

We note that experience in making acoustic measure-
ments in the cooling—heating mode has led to the conclusion
that thermocycling provides an important means of altering

The samples were rectangular parallelepipeds with dithe structural state of a sampfet®
mensions of X 3X21 mm. They were cut out from single-
crystal and polycrystalline niobium of different purltles by 3. RESULTS OF THE MEASUREMENTS
an electrospark method, then ground on abrasive powders
until the desired shape and geometric parameters were ob- Figure 1 shows the temperature dependence of the dec-
tained, and finally subjected to a chemical polishing to rerements(T) for polycrystalline samples with different impu-
move the mechanically damaged surface layers. The crystatity concentrations: the results of the measurements during
lographic orientation of the longitudinal axis of the single- the first cooling from room temperature to 150(Kig. 13,
crystal samples was determined from the Laue pattern to aand the data obtained on the same samples during a subse-
accuracy oft1°. quent heating from 150 to 300 Krig. 1b). Figure 2 shows

The polycrystalline samples had a coarse-grained strughe temperature spectrum of the absorptii§it) for single-
ture of the “bamboo” type, i.e., the dimensions of the trans-crystal samples with different impurity concentrations during
verse cross section of the samples<(@mm) were smaller the first heating from 150 to 300 K after a preliminary cool-

2. EXPERIMENTAL PROCEDURE
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TABLE Il. Dependence of the parameters of the absorption peak on the structural state of the samples.

Measurement 1010,
4 ) +) 0 3
Sample cycle f, kHz 10 5;;9 r,, K TP KT R T K Kexp . d 10°C A,
Nb-970 83 1.4 79 234 204 260 1.61 11.0 0 1.8
1st
Nb-660 _ 87 1.4 78 221 192 242 1.56 6.7 0 1.2
cooling
Nb-290 79 1.4 55 198 180 222 1.48 3.0 0 0.35
Nb-970 83 0.9 — 275 221 — — 11.0 1.7 5.69
1st
Nb-660 heating 87 0.9 — 255 205 - - 6.7 2.0 3.38
Nb-290 79 0.9 — 251 204 - — 3.0 2.2 3.48
Nb-10 000 1st 73 1.9 - 265 215 — — 16.0 1.2 5.50
heating
Nb-37 83 1.9 86 226 191 243 1.39 0.8 2.3 0.74

ing to 6 K. In the all cases the temperature dependence of theibstantial shift of the peak locatior, to lower tempera-
decrements(T) exhibited pronounced peaks of the internal tures(see Fig. 3aand to a lowering of the peak amplitude
friction against a low background. Their location on the tem-(Fig. 3b. The shift of T, to higher temperatures and the
perature axis and their characteristic width depend substamroadening of the peak under the influence of thermoelastic
tially on the structural state of the samples, which was variedtresses during thermocycling are in agreement with the
both by varying the impurity concentration and by thermocy-trends described previousty*
cling. Increasing the impurity concentration, both for the  An important characteristic of the peaks is their width.
polycrystalline and for the single-crystal samples, leads to &s a quantitative characteristic of the absorption peaks in the
physics of internal friction, one very often encounters the
parameter

at @ Th=T" =T, 3

where T{"), T{") are the temperatures at whia¥(T{")
3L = 5(T§]_)) =(1/2)6max (heres denotes the values of the dec-
rement with the background subtracted)offhe values of
the background absorption, the temperatldig, and the
width T}, of the peak under discussion for various types of
structural states of the sample are given in Table II.

In analyzing the experimental data one often has to deal
with acoustic relaxation peaks observed under conditions of

10%5

10%6

2

2 :7 M RS S P
150 200 250 300
T,K 0

Al T
150 200
FIG. 1. Internal friction peaks in coarse-grained polycrystalline niobium of T,K

different purity: RRR=970 (1), 660 (2), 290 (3). The temperature depen-

dences of the decreme#(T) were obtained during the first cooling of the FIG. 2. Internal friction peaks in single-crystgl00) niobium of different
samples from room temperature to 150& and during a subsequent heat- purity: RRR=10 000(1), 37 (2). The curves were obtained during the first
ing from 150 to 300 K(b). A constant background,q=1.4x 10 *hasbeen heating from 150 to 300 K. A constant backgrousig= 1.9 10* has
subtracted from the experimental data. The solid lines show the theoreticdleen subtracted from the experimental data. The solid lines show the theo-
curves calculated according to formy® for the values of the parameters retical curves calculated according to formué for the values of the pa-
given in Table II. rameters given in Table II.
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The introduction of additional dislocations in the crystal,
changes of the internal stress under external loading or ther-
mocycling, changes in the impurity concentration in the crys-
tal, and other factors of a similar nature can have a very
substantial effect on all of the above-mentioned parameters
of the relaxation process and can lead to changes in the peak
temperatureT,, in the peak heigh®,,,,=C;A,, and in the
parameterd, and T, characterizing the width of the peak.

4.1. Influence of thermocycling and the impurity
concentration on the parameters of the relaxation process

The analysis in Refs. 13 and 14 showed that the shift of
the temperaturd , of the acoustic relaxation peak to higher
temperatures and the broadening of the peak due to ther-
mocycling can be interpreted as being due to the influence of
the thermoelastic stresses on the statistical distribution of
activation energies of the elementary relaxators. If the statis-
3 tical distribution forU is described by the functio(2) and
10 "RRR the statistical scatter for, is neglected, then Eq4) should
be replaced by the more complicated expression

FIG. 3. Temperature location, (a) and amplitudes,, (b) of the acoustic
absorption peaks versus the param&&Rcharacterizing the purity of the

samples: 1—polycrystalline samples, first cooling from 300 to 150 K; — 2062
2—polycrystalline samples, heating from 150 to 300 K after the first cool- o= CrAOFl( 9197d),F1:—\/—d InQ
ing; 3—single crystals, heating from 150 to 300 K after the first cooling. mdin
In x 0Inx—InQ

. “dx———exg — | ] |; 6)
rather large background absorption, and the use of the pa- 1 xX2+Q d
rameterT,, requires a correct subtraction of the background.
Moreover, if the background depends even slightly on tem- - T g v2D v2D nQ 7
perature over the width of the peak, then the correct proce- “~ 10" KT U, @)

p P

dure for subtracting the background becomes difficult. In our
opinion, a more convenient characteristics of the width of the ~ The functionF, can be calculated by numerical integra-
peak, with less dependence on the background absorptiotipn methods, which for different values of the dispersion
are the parametef&, , T{"), andT,=T{")—T{), where parameterd give a series of peaks of varying shape and
T(") are the inflection points on th&(T) curves, at which temperature locatiof? At small values ofd the function
9°5(T)/aT?=0. The values of the temperaturgs™~ for the  F1(6,Q,d) has a maximum with respect to temperature at
peak under discussion are also given in Table II. 0~1 and practically coincides with the Debye peak, while
increasing the value a leads to a broadening of the peak
and a shift of the peak to higher temperatures. As a result of
a numerical analysis for the peak temperatligeand peak

In Ref. 13 it was shown that the relaxation process undewidth T, in the cased<2 we obtain the simple analytical
discussion results from the interaction of the elastic vibra-approximations
tions of the sample with a system of a single type of relax-

4. ANALYSIS OF THE EXPERIMENTAL RESULTS

2
?t:vr: t(;]feassrlséor;zgi(\)/r;tir;antugsérwhlch in the perfect crystal Tp=T§)o) 142 Ii) } Th=T§1°)(1+d);
th and the same attempt n
periodry. In the absence of statistical scatter of the values of 0) (8)
these parameters, the temperature dependence of the decre- T(O) 2Tp
ment of the vibrations will exhibit a Debye peak nQ-
T Using this formula and the experimental data obtained
o(T,w)=2C Ao Tt i’ (4 for the first cooling on polycrystalline samples with different

impurity concentrationgTable 1), one can see that the in-
where 7(T) is the relaxation timg1), C, and A, are the fluence of impurities on the relaxation process under discus-
dimensionless concentration and the “power” of the el-sion does not reduce simply to a change in the variance of
ementary relaxators, respectively, ane 27 f is the angular  the activation energie§.e., in the dispersion parametdy.
frequency of the vibrations. The temperatfﬁﬁé) and width  From Eq.(8) in the case of two structural states differing by
Tho) for this peak are given by the relations the values of this parametél; andd,), we obtain
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FIG. 4. Dependence of the temperatures of the inflection p@fﬁt)sfor the .
high-temperature(a) and low-temperature(b) wings of the function FIG. 5. Dependence of the values of the extrema of the function

F,(6,Q,d) on the parametei® andd; the data were obtained by numerical ?F1(6,©,d)/d6 on the values of the parametefsand d; the data were
methods. obtained by numerical methods.

4.2. New method of obtaining empirical estimates for the

5 attempt period 7 in crystals with different defect structures

1 0
2 0

T _ 700 .
fz) ?o>: 9 A numerical analysis of expressiai) for 5(6,(,d)
T —Tp showed that there exists a possibility of obtaining empirical
estimates for the paramet®r=(wr,) ! at arbitrary values
of d. These estimates are based on the recording of the char-
For polycrystalline samples with a high concentration ofacteristic temperatureg” introduced at the end of Sec. 3,
impurities (Nb-60), one has, according to Ref. 13),  Which correspond to the inflection points on the temperature
~0.15eV andry~1x 10" 1%s, and therefore at a vibrational dependence of the decrement of vibrations.
frequencyf~80 kHz we haveT(°)~176 K andT{®'~35K. The dimensionless temperaturgs™) are maxima and
If we assume that the |mpur|ty does not affect the value ofminima of the derivative’F,(6,(2,d)/96, and in the pres-
To, then these Va|ues Shou'd be the same for Samp|es W|ch of scatter in the activation energ|es their values depend
other impurity concentrationéNb-970 and Nb-290 Then  ©n the dispersion parameter The use of numerical methods
during the first cooling for Nb-970 one has the differencesall(@;"’S one to determine both the values of the temperatures
T(l)—TfJO)%SS K and T(M—T{O~44K, while for Nb-200 ¢k’ and the values of _the extrema of the derivative
samples the corresponding differences %_T(O)sz K [9F1(6,Q,d)/96],- ) at different values of the parameters
and T2 —-T(9~20K. Itis easy to see that the ratio of these (2 andd (Figs. 4 and 5 As we see from these figures, those
dn‘ferences dewates very strongly from form®. Thus the characteristics of the peak have a very substantial depen-
shift of the peak temperature and the change of the pea#tence on the dispersion paramederAt the same time, as a
width caused by the change in impurity concentration cannotesult of a numerical analysis we have established an inter-
be interpreted as being a consequence of additional statistice$ting property of the functiofr,(6,€2,d) which we have
scatter of the activation energy of the relaxators. been unable to obtain analytically: the ratio of the extrema
The abovg conc;lusion cqmpel§ us to seek the. cause of maxdF ,( 6,0 d)/ae\
the observed impurity effect in an influence of the impurity K=
concentration on the parametgy. Such an influence is in-
herent to a number of mechanisms of dislocationwhich is formally a function of two parameters, has an ex-
relaxation'®~2>and it is therefore quite natural to make that tremely strong dependence on the frequency pararfiebert
conjecture. However, it is difficult to check this experimen-is practically independent of the dispersion parametéfig.
tally because of the need to take into account the impuritys). In experiments, as a rule, the inequalify=(wry) !
effect against the background of an appreciable statistica1 holds, which corresponds to the inequalityde2. For
scatter in the values df. such values of the frequency parameter the graph of the func-

min dF (6, (10
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K Having values for the vibrational frequenay=2#f and
Kexp fOr each of the samplesee Table I, we can easily use
the graph in Fig. 6 or formuléll) to obtain empirical esti-
mates ofry (Table Il). Using these estimates and a test value
of Uy, we can with the aid of numerical methods choose
values ofd and C,A, for the corresponding samples and
experimental conditiongcooling, heatinggand compare the
experimental dependence 6f,T)— &y with the tempera-

ture dependence of the functiaf=C,AyF(6,Q2,d). The
result of such a comparison is shown in Fig. 1a. It turned out
T that the peaks recorded during the first cooling of the poly-
> 56 7 8 9 10 11 crystalline samples correspond to a single value of the acti-
vation energylJ,=0.15 eV, with zero dispersion parameter,
and the attempt period, systematically decreases with in-
1} R S A S creasing impurity concentration.

0 S 10 15 20 25 Turning to an analysis of the absorption peaks recorded

In Q2 during the first heating of the polycrystalline samples and the

FIG. 6. Dependence of the dimensionless paramié(éd) characterizing ~ Single crystal Nb-10000, in the absence of experimental data
the shape of the acoustic relaxation péékon the inverse dimensionless on K({)) one can treatry together withd and C,A, as

frequency() (results of a numerical analygighe solid line shows the ana- adjustable parameters and, by varying them, try to fit the
lytical approximation(11). The inset shows a fragment of this graph, corre-

sponding to the interval of the actual values oflrfor the conditions of our function 6=C.AqF,(6,Q2,d) to the experimental points
experiment(see Table Ji; the dotted lines denoté values obtained in the  Jex(T) — dhg. Here it is natural to start with the values of
analysis of the experimental data. obtained from analysis of the peaks recorded during the first
cooling for the corresponding impurity concentrations. The
results for the case of the polycrystalline samples are shown
tion K=K({2) obtained by numerical methods admits thein Fig. 1b, and the empirical values ef, d, andC,A, for
following simple analytical approximation to an accuracy of these peaks are given in Table Il. It turns out that the idea
the order of 2%: that the value of-, remains the same on going from cooling
14 to heating is confirmed by the results of a computer analysis,
- - (11) but an extremely large statistical scatter appears in the values
0.4+ (InQ)5R of the activation energyd~2).
An analogous fitting procedure can also be done in an

Thus by recording the peak on th#,{T) curve and . . . '
performing a numerical differentiation, Wépf':lcquire the Capagnalyms of the absorption peak recorded during the first heat-

bility of finding the values oK () for the different struc- ing of the single crystal Nb-1000@ee Fig. 2 and Table)l
tural states. By comparing these values with the plot in Fig.

6 or with formula(11), we can easily estimate the empirical
value of rg.

We note that in the general case the attempt perpd Of all the acoustic relaxation mechanisms described in
can be a comparatively wegkower-law function of tem-  the literature, our experimental data corresponds best to a
perature and can, together with the activation enddgy = mechanism of thermally activated nucleation of pairs of
exhibit some statistical scatter. The method of determininginks on dislocation lines lying in the valleys of the Peierls
7o proposed in this Section neglects these circumstancesglief2°-2° Relaxation due to kink pairs was originally pro-
since their influence on the parameters of the low-posed by Seeger for interpreting the low-temperature peaks
temperature peaks of the internal friction can be treated asf the internal friction observed by Bordoni in a study of fcc
being relatively weak against the background of effects govmetals?®?% Later this mechanism was successfully applied to
erned by the argument of the exponential function in thean analysis of ther peaks in bcc metals as wéft?” For this
expression(1) for the relaxation timé3 mechanism the role of the activation energy is played by
Uo=2W,, the energy required for the formation of two
kinks of opposite sign, and with energi@g , on a disloca-
tion line. The energy characteristics of kinks on dislocations
lying in the preferred slip planes in typical bcc metals, of

In our experiments the data needed to carry out the prowhich niobium is one, have been studied in detail both in
cedure described above were obtained for the absorptiodifferent physical experiments and by the numerical methods
peaks in polycrystalline samples during the first cooling andf molecular dynamics. These studies have yielded the char-
in the single-crystal sample Nb-37 during the first heating;acteristic estimates ,=2W,~0.1-0.2 eV. The value found
the corresponding values Bf,, are given in Table Il. In the in the present studyJ,=0.15eV, falls in this interval and
other cases the large shift of the top of the peak and théhus provides the first serious justification for invoking the
broadening of the peak on the high-temperature side did nahechanism of nucleation of kink pairs for interpreting the
allow us to estimate the position of the inflection point on theinternal friction peak investigated in this paper.
high-temperature slope of the peak. Previously, in an analysis of this peak we called atten-

K(Q)=1.1+

4.4. Dislocation mechanism for the relaxation resonance

4.3. Quantitative comparison of the experimental data with
the theoretical dependences
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tion to two more features that are evidence of its connectioparameters of thex peak in niobium. In particular, the
with dislocation processés: method we have proposed here and in Refs. 13 and 14 for
—the high sensitivity of the temperature location andobtaining empirical estimates for the parameteysUg, d,
height of the peak to external influencéthermoelastic and C,A,, which determine the relaxation time and the
stresses, preliminary plastic deformation, etc. “strength” of the relaxation process responsible for the
—the anomalously large values of the attempt periodpeak, has allowed us to establish that the activation energy is
70~10"°-10 s, in comparison with the period of atomic insensitive to changes in the impurity concentration of the
vibrations. niobium samples at relatively low impurity concentrations
The present study of the influence of impurities on theand that the parameterg and dy,.,=CAo depend strongly
parameters of the: peak in niobium has provided additional on the impurity concentratiofirable Il, Fig. 3, in qualita-
arguments in support of the view that this peak is due tdive agreement with the predictions of the the&fy?
thermally activated processes of kink pair nucleation. It is ~ Thus the estimates obtained for the values of the activa-
known that impurities can influence this process in twotion energyU,~0.15eV and the characteristic values of the
ways. First, the elastic fields existing around impurity atomsattempt periodro~10~°-10"*%s, the previously established
should, generally speaking, give rise to certain statistical desensitivity ofd and C,A, to the thermoelastic stresses, and
viations of the activation energy from its valllg=2W, in  the dependence af, andC,A, on the impurity concentra-
the absence of impurities. This effect has a substantial influlon ovserved in the present study allow us to conclude with

ence on the kinetics of the motion of dislocations through? high degree of certainty that thepeak of acoustic relax-
Peierls barriers only if the impurity concentration is suffi- ation in niobium is due to a resonant interaction of the acous-

ciently high and the impurity atoms are sufficiently “power- tic_ vibrations With the process o_f thermally activated _nucle-
ful” force centers deforming the crystal lattice. In a study of ation of kink pairs on dislocation segments lying in the

the plastic flow of concentrated alloys based on a number ofalléys of the Peierls relief.

bce metal®—32and tin® such an influence of impurities was

manifested as an impurity softening effect. However, it is noto. CONCLUSION

necessary to invoke this effect for interpreting the results of |, this paper we have continued our detailed experimen-
our experiments on the influence of impurities on thpeak (5| study and theoretical analysis of thepeak of the internal

of acoustic relaxation, since the impurity concentration do€$yiction in niobium. an endeavor which was begun in Ref. 13.

not affect the empirical values of the paramedefsee the At the ~80kHz elastic vibrational frequencies realized in

first three rows in Table I o _ our experiments, this peak was observed at moderately low
~ Impurity atoms also act as pinning centers for dislocatemperatures, 200-250 K. This peak is characterized by a
tion lines, dividing them into segments of finite lendtffc),  high structural sensitivity: we have previously detected a

which depends substantially on the impurity concentration  gypstantial shift in the position of the peak on the tempera-
the characteristic length of the segments decreases with ifgre axis and a change in its height and width under ther-
creasing concentration. The pinning points of the segmentgpelastic stresses and also as a result of a preliminary plastic
limit the trip lengths of the kinks that arise on the dislocationgeformation and low-temperature recovétyin this study
lines and can thereby have a strong influence on the kineti(‘§na|ogous effects were recorded with changing impurity con-
of the movement of dislocations between neighboring valtcentrations in the samples.
leys of the Peierls relief. The kinetic theory of the nucleation  The theoretical interpretation of the properties of the
and relaxation of kink pairs on dislocation segments of finitepeak are based on the assumption that it is due to a thermally
length was developed by Engelke in a series of pafférs. activated relaxation process of a dislocation nature, with a
Unfortunately, these papers do not contain simple analyticadtatistical description of this process. The proposed theory
expressions giving the explicit dependence of the relaxatiofakes into account the dependence of the activation param-
time 7(T,L;) and the temperature locatidiy(L;) and height  eters(activation energy and attempt perjogh the impurity
dmadLi) of the corresponding internal friction peak on the concentration and on the characteristic value and statistical
mean length_; of the segmentgthe dependences are given scatter of the internal stresses, which are taken into account
only in the form of graphs The main qualitative results of by the choice of a special statistical distribution function for
those papers reduce to two conclusions: the activation energy. The proposed method and algorithm
—the attempt periody in the expressions for the relax- for numerical analysis of the experimental data make it pos-
ation time depends substantially on the lengfiof the seg-  sible to obtain empirical estimates of the values of the acti-
ment; it increases with increasing and has a typical value vation energy, its variance, the attempt period, and the

much larger than the periods of the atomic vibrations; strength of the relaxation for different structural states of the
—the internal friction peak increases and shifts to highersamples.
temperatures als; increases. A statistical analysis of the entire set of experimental

It follows from general arguments that the average chardata obtained in the study of thepeak in niobium has led to
acteristic length of a dislocation segment in a solid solutionthe conclusion that this peak is a consequence of the resonant
is related to the impurity concentration hs=ac™", where interaction of elastic vibrations with the process of thermally
a is the lattice parameter and<ly<<2 is a numerical param- activated nucleation of kink pairs on the dislocation seg-
eter. It can therefore be stated that the Engelke tfééfy ments lying in the valleys of the Peierls relief. We have
provides a qualitative explanation for all of the main featuresobtained empirical estimates of the parameters characterizing
(reflected in Table )l of the concentration dependence of thethis process. Qualitative agreement is found between the ex-
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The thermal conductivity of extended crystals of fullerite g with transverse dimensioris of

the order of a few millimeters is measured at low temperat(dewn to 0.6 K. It is

found that in the range from 7 to 0.6 K the temperature dependence of the thermal conductivity
of the better of the samples is close to cubi¢T)~ T3, and the effective phonon mean

free path estimated from the measured thermal conductivity and the published value of the specific
heat of fullerite[J. R. Olsoret al, Science259, 1145(1993] has a valuel(~0.6 um) that

is practically independent of temperature and much lesslthae., the phonon mean free path is
limited by strong scattering on defects in the bulk of the sample.20®1 American

Institute of Physics.[DOI: 10.1063/1.1374729

The results of measurements of the thermal conductivitf A). For illustration the temperature dependence of the ther-
of fullerite Cy, crystals below room temperature have beenmal conductivity«(T) of one of the crystals investigated in
discussed previously in Ref. @neasurements in the range Ref. 3 is also shown. The straight lines correspond to depen-
from ~290 to 30 K and 3(working interval 240-8 K It  dencesk(T)~T? and T3. We see that in the temperature
was found that the thermal conductivity of the crystal in theinterval 7-0.6 K the experimental data are better described
fcc phase below 300 K is practically independent of temperaby a dependence of the typéT) ~T2. By extrapolating the
ture and increases abruptly near 260 K in the region of théesults of these measurements to the higher-temperature re-
phase transition of fullerite to the simple cukfid) phase. dion, it is easy to see that the thermal conductivity of this
On further decrease of the temperature the thermal condu§@mple aff=10 K is an order of magnitude higher than that
tivity of the crystal in the sc phase increases, passes througH the samples studied previously. This may be due to both
a rather flat maximum &k~ 20—15 K, and then decreases in &n improvement in the degree of perfection and to a lowering
proportion to the change in specific heat of the samples. ©f the concentration of impurity fullerenez€in the initial

In this paper we present the results of measurements S@Mple, and also to purely technical causes — perfecting of
the thermal conductivity of fullerite § crystals at lower the technique for mounting the sample in the apparatus and,

temperaturesin the interval 7—0.6 K As in our previous as a consequence, Iowe_ring. of.the concentration of defects
study? the fullerite crystals were grown from the gas phase2/Sing in the sample, which is fixed on the cold finger, dur-
in vacuum. A preliminary triple distillation of the initial ing thermocycling. Unfortunately, the region of measure-
99.99% pure g powder in high vacuum made it possible to
remove traces of the solvents and to decrease théntpu-
rity content in the grown crystals. The thermal conductivity
measurements were made by the standard method of a steady E
heat flux in a refrigerator containing liquitHe. The initial .
samples were in the shape of polyhedra up to 10 mm long,
with a transverse cross-sectional area of several square mil-
limeters. The lower end of the sample was glued to a copper
cold finger connected to a vessel containittide. A resis-
tance heater was glued to the upper end of the sample. The
temperature distribution along the sample with the heater ¥
turned on was measured by two carbon resistance thermom- “
eters calibrated according to the vapor pressure of liquid he- 0.01¢ ¢
lium. Preliminary results of these studies were presented in a TN B
talk at the 32nd All-Russia Conference on Low Temperature 1 10
Physics(LT-32).% T.K

The results of the thermal _conductlwty measurements 0IZIG. 1. Thermal conductivity of fullerite crystalk — data of the present
the better of the samples, which was 6 mm long and had &ydy; + — measurements of Ref. 3. The solid lines correspond to the
transverse cross-sectional area of 6 are given in Fig. 1  dependences(T)~T2 andT3.

k, W/ (mK)
y

e
—
T

100
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ment of the thermal conductivity in thtHe refrigerator is  Xxgr~Xg(85K), is of the order of a few percent, i.e., one can
limited to temperature$<7 K, and to replace the thermom- speak of the formation of an orientational glass state in the
eters and move the fullerite sample to the flow-through cry-bulk of the crystal.
ostat used previously would be very difficult, since fullerite It should be noted that the question of the mechanisms of
is rather brittle at room temperatures and the indicated prorelaxation of the thermal perturbations in the orientational
cedures are usually accompanied by strong deformation alass and, accordingly, of the behavioral features of the ther-
cracking of the sample. mal conductivity of fullerite crystals at low temperatures re-
It was observed in Refs. 2 and 3 that the behavior of theuires a separate theoretical study. In comparing the predic-
thermal conductivity of fullerite crystals below room tem- tions of the theory with the experimente(T) curve it must
perature can be described in the framework of the standarble taken into account that under real conditions the phonon
phonon model of heat transfer in nonconducting crystalsmean free path can be limited by scattering not only on ori-
Therefore, by employing the simple gas-kinetic formula  entational defects but also on nonequilibrium defects such as
vacancies, dislocations, and grain boundaries, which can
1 arise in a rigidly clamped crystdglued to the cold finger
k(T) =§C(T)U|p(T), under the influence of the mechanical stresses that arise upon
cooling below the fcc—sc phase transiti@this transition is
- accompanied by ar-1% jump in the molar volume That
one can use the results of thermal condgct|V|ty Measul€ne gefects arising under mechanical stresses have a strong
ments to assess the behavior Of, the effectl_\{e phonon Me3ffluence on the thermal conductivity of fullerite can be in-
free pathl, in f’;lsample. Here(T) is the specm.c heat O,f th? ferred, for example, from the resultsf measurements of the
samplg, anad is the mean velocity of sound. It is seen in Fig. thermal conductivity of samples prepared by pressaun-
1 that in the interval 7—0..6 K the dependenc(é’) is close Ipacting of fine-grained powder of pure & at pressures
to cubic. From the experimental data reported in R_e_f. 1, f°P$3 kbar. Below 100 K the thermal conductivity of the
exa”?p'e- th_e temperature depe_ndence _Of the specific heat Q:Smples compacted from the powder was one or two orders
fu_”e”te Ceo '2 this temperature interval is _aIS(_) close to cu- ¢ magnitude lower than that of the crystals in Fig. 1. More-
p|c, C(T.)NT - However, the sample_s studied in Ref. 1 WETCover, their thermal conductivity is practically independent of
fine-grained am,j pf much lower pur!ty. Therefgre, at our re'temperature in the interval 90—15 K and decreases slowly for
quest, A. V. Pal'nichenko at the Institute of Solid State Phys~r_ ;¢ K, i.e., the temperature dependence of the thermal

ics of the R.u.ssmn Academy of S.C|ences made mea_suremer%nductivity of the compacted samples was close to the well
of the specnjc heat of £ crystals in the temperature '|nterval known behavior of the thermal conductivity of amorphous
30_,4. K, u5|r?g samples from thg same batch as in Ref. _%naterials or glasses below room temperatisee, e.g., the
Pal'nichenko’s results are practically the same as those Ithonograph by Berm&n Therefore, it would be extremely
REf'Ul'_ tor th ke of defini he d ¢ Réfha interesting to study the relative sizes of the contributions to
Deb sing, for the sa efo he |n|tene|ss_,t eh ata o hé the thermal resistance of fullerite from the scattering of
ebye temperature of the crystal in the sc phase Waﬁhonons on defects arising under the influence of mechanical

.N 80 K S0 t.hat the mean sound velocity was 10° cm), stresses and from scattering on orientational defects. The au-
it is easily estimated that in the temperature ramge7 —0.6 thors are grateful to Yu. A. Osip'yan for support of this

Kfthe effECtiVE mean free pa(tjh_ of the phclinqnj in thg S""m]E)l‘?esearch and to A. V. Pal'nicheko for providing the results of

of Fig. 1 reaches-0.6 um and is prac"uca y independent o specific heat measurements og, €rystals prior to their pub-
temperature. Consequently, t'he maximum values of the ph‘?fcation, and also to A. V. Lokhov and M. K. Makova for
non mean free paths_, even in the better of our sam_pl_es, Bssistance in making the measurements. This study was sup-
three orders of magnitude smaller than the characteristic dborted in part by the project “Deformation-2" of the GNTP
mensions of the s_ampIép<L~1 mm, and the main ro'? S of the Ministry of Industry, Science, and Technology of the
played by scattering of thermal phonons on defects in th??ussian Federation, “Topical Problems in Condensed-

bulk of the sample. . . . Matter Physics,” subtopic “Fullerenes and Atomic Clus-
In Refs. 2 and 3 it was pointed out that the maximum,, . »

phonon mean free path in the sc phase of the fullergg C
crystal can be limited by scattering on frozen-in orientational,
defects. Near the point of the fcc—sc phase transition at
T=<260 K the equilibrium concentration of orientational de-
fects, which arise because of thermal disturbances of the mu-

: ; : : 1J. R. Olson, K. A. Tropp, and R. O. Pohl, Scier@%9, 1145(1993.
tual orientation of the fullerene molecules located in neigh 2R. C. Yu, N. Tea, M. B. Salamoet al, Phys. Rev. Let68, 2050(1992.

boring sites of the sc crystal lattice, is closexje~0.5. AS 3y g Efimov, L. P. Mezhov-Deglin, and R. K. Nikolaev, JETP Leg,
the temperature is lowered, the timg required for estab-  687(1997.
lishing orientational equilibrium in the crystal increases ex- AXBB{ Eftlmofvt’hL.BPZ‘ Z'GAZ”h;V'D?g'(':nv Ff*- K. N'ko'afvy aT”d N. S-tS'd?DfﬁVv,

. . . . _ Stracts O e n -Russlia Conterence on Low Iemperature ySICS
ponentially. QUQg|ng from the obser.\?edcreaseI in the ther (LT-32)[in Russiaf, Kazan, October 3—6, 2000, p. 123.
mal conductivity of the sample W'_th annealing time at a sy, g, Efimov, L. P. Mezhov-Deglin, and R. K. Nikolaev, Mol. Materl,
constant temperaturé=385 K, the time rz reaches~ 300 17 (1998.
min. so that below 80 K at any reasonable rate of cooling OfGR. Berman, Thermal Conduction in SolidéClarendon Press, Oxford
the samplgof the order of 102 deg/min or fastérthe con- (1976; Mir, Moscow (1979,

centration of frozen-in orientational defects in the sampleTranslated by Steve Torstveit

E-mail: mezhov@issp.ac.ru
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On the nonmonotonic dependence of the critical temperature of the superconducting
transition on the carrier density in fullerite C 60

V. M. Loktev*
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ul. Tetrologicheskaya 14-b, 03143 Kiev, Ukraine
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Fiz. Nizk. Temp.27, 561-564(May 2001

A simple qualitative explanation for the bell-shaped form of the functibg(®;) in solid Gy is
proposed T is the critical temperature of the superconducting transition,rand the

number of carriergfermiong—electrons or holes—per molecl& his explanation is based on
the many-fold degeneracy of the initial fullerene molecular states from which the
conduction and valence bands are formed and the interaction of the carriers with Jahn—Teller
intramolecular vibrations. €001 American Institute of Physic$DOI: 10.1063/1.1374736

1. A recent experimental paper by SchoKloc, and 2. It is known (see Refs. 153that the conduction band
Battlogd' reported the observation of rather unexpected beef fullerite is formed from the threefold degeneraig states
havior of the critical temperatur€, of the superconducting of the G, molecule, while the valence band is formed from
transition in solid fullerite, specifically: the value af, of  the fivefold degenerate stakte . In a cubic crystalline field
fullerite with a hole ) type of conductivity was found to be they behave differentl§:the triplet state remains unchanged
52 K, significantly higher(see reviews®) than in AsCgo ful-  (if one ignores the shift of the tenmi.e., degenerate, while
lerides(A is an alkali or alkaline-earth mejahaving an elec- the h, state decomposes into a doubi&gt={e,,0,} and a
tronic (n) type of conductivity. Apparently the value af; triplet t,, (interestingly, the first of these is also unsplit by
achieved in Ref. 1 is the highest known to date for materialghe trigonal component of the crystalline field, which is ca-
not of the highT. superconductofHTSC) family. More-  pable of causing a weak distortion of the spherical shape of
over, the same samples of fullerite but witktype conduc- fullerene to a uniaxial ellipsojd This splitting in each mol-
tivity manifested superconducting properties below a differ-ecule may be appreciable, since it is due to the Coulomb
entT,~11 K, which is lower by almost a factor of 5. field of the molecules surrounding it, which on average have

The change of the sign of the carriers in Ref. 1 wasa charge of the same sign. In essence the situation is similar
achieved by a novel transistor technigubat permits the to the splitting of the(also fivefold degenerate3d state of
injection of charges of a given sign, thereby regulating thethe transition metal ions in the electric field of the ligands. In
type of conductivity depending on the direction of the elec-fullerite, however, the role of the ligands is played by the
tric field applied to the sample. Here the densityof “in- same ionized molecules, whose chafge contrast to the
jected” fermions was determined by the value of the appliedcharge of the ligandsis not constant but is determined by
electric field. The possibility of varying; led to a result that the electric field applied to the sample. In fields of different
is, at first glance, even stranger: the carrier-density deperdirection and strength the charge can vary fronfir0 the
denceT.(n;) in pure (i.e., undoped fullerite exhibited the absence of fieldto — 3 (complete filling of thet,,, state$ or
bell-shaped form that is typical for many HTSCs, both for +10 (completely emptying of thé, shel). Several cases of
ni=n, and for n;=n,. However, the difference from the occupation by holes of the ground stateih allowance
HTSCs is that in the latter, as a rule,~0.1-0.2(see, e.g., for Hund’s rule of ionized fullerene are shown in Fig. 1, in
the review), whereas in solid g the maximum ofT(n,) which, by analogy with transition metals, it is assumed that
occurs ah,~3 amd that ofT.(n;,) atn,~3.5—4 carriers per the lower of the split states in the crystal is the triSlet.
cell (or, equivalently, per fullerene molecule The gradual filling of the hole states corresponds to a

In analyzing their truly remarkable measurements, thecertain direction of the external electric field, which might be
authors of Ref. 1, working from the numerical results of called the “acceptor” direction. In the oppositely directed,
Refs. 6 and 7, tried to find possible causes of this surprisingdonor” field, the electrons occupy the conduction band.
and different behavior of conductingsgcrystals with oppo-  Both types of occupation take place, as we have said, with-
site signs of the carriers. Here the main factor, according tout the use of any sort of dopants.

Ref. 1, is the occupation of the respectivéegenerate 3. It should be mentioned that the analogy with the 3
bands—the conduction band in the fulleridesmefullerite  states is in general not complete. First, thelectrons ordi-

and the valence band mfullerite. Nevertheless, their inter- narily remain localizedin any case, for an integer valence
pretation left out certain essential facts which we call attenand the corresponding substances are magnetic nonmetals.
tion to in this paper. Their transition to the metallic state is accompanied by the

1063-777X/2001/27(5)/3/$20.00 414 © 2001 American Institute of Physics
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FIG. 1. Qualitative picture of the splitting of the molecular telqin the
cubic crystalline field of fullerite(@) and several states of fullerene corre-
sponding to its different valences: b—one hole in &)estate(orbital dou-
blet, configuratiorhﬁ); c—two holes(singlet,hﬁ); d—three holegdoublet,
h’y; e—four holes(singlet,h).
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Hubbard correlation in §, while possibly not small, does
not prevent the metallization of the fullerite for any, pro-
vided that the corresponding bands are not completely filled.
As shown in Fig. 1, the valence band will be formed
from the states of the, doublet as long a®,<4. Here
(under otherwise equal conditiong should be somewhat
narrower than the triplet state, and this in itself promotes the
enhancement of possible superconductivity in view of the
increase of the corresponding density of holes staféss is
not the most important factor, however. More importantly,
the singly (and positively charged statésee Fig. 1bis an
orbital doublet, subject to Jahn—Tell&IT) distortion. And
doublet states(such as, e.g., & in C#"), as is well
known? are the most strongly interacting with the symmetry-
lowering deformations of fullerene. For the hole states these
JT ions are G, and G , for which the dynamic JT effect
begins to appear; it is described by the Hamiltoflan

_ Mg, + M
Hyr=2 > X! Zam1 I U (1)
n,o Ni,\p o

and pertains to each molecule. In Ef) y, 12 is the matrix
element that mixes the different componenis# X\,
(=¢e,,6,) of thee, doublet;uz1x2 is the coordinate of the
normal JT oscillationgin principle there may be several of
these oscillatiorfs'®); a}, is the creation operator for a
hole in statex with spin o on moleculen. The use of1) as

the coupling operator of the carriers with the JT phonons is
justified in that the width of the electron bands in fullerite is
not very large, so that the constafﬁ“ou can be considered
small.

It should be mentioned that while the width and structure
of the conduction band of fullerite have been calculated and
are sufficiently well knowr(see Refs. 12—15there is as yet
no such information available about its valence band, if one
is asking about the presence of doublet—triplet splitting of
the initial h, multiplet. However, at a qualitative level it can
be stated that with increasing hole density, which is con-
trolled by the chemical potential, thegmolecule can be
self-consistently charged, transitioning from one valence
state to another. While the operatd) corresponds to the
intramolecular processes, the hopping operator corresponds
to an intermolecular one, and the strongest distortion of the
shape of the moleculéand, hence, the maximum value of
the constanb(f]ugu) should be expected when it transitions
from the JT(orbitally degenerajeto the non-JT state. This
conclusion has in essence been confirmed experimentally.

Indeed, in the samples withrtype conductivity the se-
quence from one- to five-electron occupation occurs via the
following chain of molecular valence states: triplet—triplet—
singlet—triplet—triplet, while in the-type samplegsee Fig.

1) the sequence is doublet—singlet—doublet—singfebne

addition of excess charges into the initial insulating state irhas only thee, doublet in mind. In other words, in the first
order to “avoid” the strong intra-atomic repulsion, which is case the strongest superconducting properties should be ex-
taken into account in the Hubbard model, for examplehibited by the samples with densities near=3, for which
Fullerene is not a point object, and several excess valenabe dynamic JT effect is operative, and in the second case

electrons(holeg in its shells (in the presence of the 60
“landing sites”) can occupyr states on different C atoms,

practically any densities will do: both,~1-2, when the
largest growth ofT(n,) occurs(and is observed and n,

avoiding direct contact with one another. Therefore, the=3—-4, when it reaches a maximum and begins to fall off on
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account of the filling of the band. Interestingly, in neither *E-mail: vioktev@bitp.kiev.ua

) 1 A . . . )
case doesT.(n;) follow the dependence of the density of Int_ere_stmgly, those same authors have used_th|s techn}que to achieve met
allization and to observe the superconducting state in many molecular

states of the quasiparticle bands, so the latter must not bystals of the aromatic series, which are classic objects in the physics of
mainly responsible for the behavior ®§(n;). A calculation Frenkel excitongRef. 4.

of the actual value of the critical temperature for differapt ~ Athough the "ligand” molecules in fullerite are positively charged and it
would seem that the splitting should have the opposite sign, the electronic

can be done using the theory developed in Ref. 10, whichfunctions of fullerene are many-particle and odd, and their matrix elements

takes into account the different mechanisms that incréase have not yet been calculated. Besides, the adopted arrangement of the
in fullerite terms more likely corresponds to the observed picteez below.

4. Of course, the arguments presented above cannot be——
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The 32nd Conference on Low Temperature Physics wainstitute, Grenoble, France and the University of Kanazawa,
held on October 3—6, 2000 in Kazan, Russia under the auslapan. In magnetic fields that are high enough that the energy
pices of the Scientific Council on Low Temperature Physicsof an ion in the external field is comparable to the splitting of
of the Russian Academy of Sciences, the Ministry of Scienceéhe Stark structure, the states of the electronic and nuclear
of the Russian Federation, the V. |. Ul'yanov Kazan Statesubsystems of a dielectric Van Vleck paramagnet at low tem-
University, and the Physicotechnical Institute of the Kazanperatures are strongly intermixed, and one can speak of a
Research Center of the Russian Academy of Sciences. Themupled electronic—nuclear subsystem. In that case the mag-
conference was supported by the Russian Foundation for Baretic properties of the Van Vleck ions acquire a number
sic Research, the NIOKR Foundation of the Tatarstan Acadef new features. As an example, data were presented on
emy of Sciences, and the Research—Education Center RE@ie influence of high magnetic fields on the properties of
007 of Kazan University. the dielectric Van Vleck paramagnets thulium ethylsulfate

For many years Kazan has been a world center of physifm(C,H5SO,),- 9H,O(TmES and thulium double fluoride
cal science, so it is not surprising that four of the 14 reportd.iTmF,.
scheduled for the plenary sessions by the conference Orga- Research on cooperative quantum phenomena and the
nizing Committee, chaired by A. F. Andreev, the Vice- peculiarities of the formation of the ground state in quasi-
President of the Russian Academy of Sciences, were thene-dimensional magnets of the CuGe&hd Na\LOs type
work of Kazan physicists. was the subject of a plenary report by A. I. Smirn@ L.

The participants in the conference included more tharKapitsa Institute of Physical Problems, Russian Academy of
200 scientists from Russia and the Commonwealth of IndeSciences, Moscopentitled, “Magnetic defects in quasi-one-
pendent States as well as a number of well-known physicistdimensional magnets with a gapped excitation spectrum.” In
from Great Britain, the USA, Slovakia, the Czech Republic,CuGeQ the copper ions form chains with a strong antifer-
Poland, Finland, and Japan. romagnetic exchange interaction. At the spin—Peierls transi-

In addition to the 14 plenary reports, 85 reports weretion the period of the chains doubles, a singlet ground state
read at the four sectional sessions, and 180 were presentedfatms, and a gap opens up in the spectrum of magnetic ex-
poster sessions. citations. The substitution of impurity ions for the copper or

The best-represented sections were “Superconductivgermanium leads to a decrease of the phase transition tem-
ity” (102 reportsand “Low Temperature Solid State Phys- perature, i.e., to the formation of long-range antiferromag-
ics” (92 report. Electronic phenomena at low temperaturesnetic order. The magnetic excitations in sodium divanadate
were discussed in the section “Nanostructures and Lowbehave in an analogous way.

Dimensional Systems,” and the results of theoretical and The phase transition in Ng®s, which is caused by a
experimental research on the physical properties of liquidedistribution of the charge between vanadium positions, was
helium and cryocrystals at the section “Quantum Liquidsobserved by A. N. Vasil'ev and M. M. Markinghysics
and Crystals.” Department, Moscow State University, Rugsi@gether

In the section “Low Temperature Solid State Physics” with J. Muller and M. Lang(Institute of Solid State Chemi-
attention was devoted mainly to the problems of low-cal Physics, Dresden, Germarmand M. Isobe and Y. Ueda
temperature magnetism. (Tokyo University, Japan Below the critical temperature of

The plenary report by M. S. Tagirov, “Dielectric Van NaV,0Og there are three inequivalent vanadium positions
Vleck paramagnets in high magnetic fields and at low temwith valences 4, 4.5, and 5. Besides the charge ordering, a
peratures” was devoted to the results of theoretical and exstructural transformation with a lowering of the symmetry
perimental research by Kazan physicists in collaboratioroccurs, and a gap opens up in the spectrum of magnetic
with the High Field Magnet Laboratory of the Max Planck excitations. In the majority of experiments these processes
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occur at the same temperature. However, the thermal expan- V. . Ivanshin, M. V. Eremin, R. M. Eremin&Kazan
sion data obtained by those authors implies that the phas&tate University and H-A. Krug von Nidda and A. Loid
transition takes place in two stages, since the curve of théAugsburg, Germanypresented the results of an EPR study
temperature dependence of the coefficient of thermal expammn La ,SrMnO; single crystals. The direction of the
sion exhibits two sharp peaksBf=33.5 Kandl,=33.8 K. = Dzyaloshinski-Moriya vector was determined from the
The redistribution of charge begins B, and the gap opens angle dependence of the EPR linewidth in the paraphase. At
up in the spectrum of magnetic excitations onlyTat values ofx in the interval 0.03—0.1 additional EPR lines
Degenerate antiferromagnetic semiconductors can urnwere observed, which were attributed to self-trapped states
dergo phase separation into a highly conductive ferromaggpolarons of the Mr?* —O'~ type. The acoustoelectronic ef-
netic phase, in which all of the conduction electrons are confect and the absorption of a surface acoustic WeBA&W) in
centrated, and an insulating antiferromagnetic pHasd.. monolithic layered structures of the piezodielectric LiINDO
Nagaev, JETP Let(1972]. Here there is a tendency toward and thin films of the lanthanum manganiteylggCay 39MNnO;
intermixing of the phases. This problem has again becomwere studied by Yu. V. llisayski A. V. Gol'tsev, K. V.
topical, since similar phenomena have also been observed 'yakonov, V. V. Popov, and EZ. Yakhkind (A. F. loffe
high-T. superconductingHTSC) materials and manganites. Physicotechnical Institute, Russian Academy of Sciences, St.
Substantial progress in the study of this problem has nowPetersburg and V. P. D'yakonov, A. Klimov, S. Levan-
been made by M. Yu. KagafP. L. Kapitsa Institute of dovski, and G. Shimchakinstitute of Physics, Warsaw, Po-
Physical Problems, Russian Academy of Sciences, Mogcowland). They detected an anomalous longitudinal acoustoelec-
K. I. Kugel' (Institute of Theoretical and Applied Electrody- tronic effect, which was even with respect to the wave vector
namics, Russian Academy of Sciences, Mosg@amd D. I.  of the acoustic wave. The observed frequency and tempera-
Khomski (Groningen University, Netherlangsand their re-  ture dependences of the SAW absorption are evidence of a
search results were presented in the plenary report of M. YHutson—White mechanism of sound damping and of the im-
Kagan entitled, “Phase separation in systems with chargeortance of the role of spin disorder in the transport proper-
ordering.” Extremely interesting original results for this ties of compounds possessing colossal magnetoresistance.
problem were also contained in the sectional reports.hy. E The physics of quantum liquids and crystals was repre-
Nagaev, “Magnetoelectronic phase separation: geometrgented at the conference by 5 plenary and 20 sectional re-
and geometric phase transitions,” and by N. A. Babushkinaports of experimental and theoretical studies of the superfluid
A. N. Taldenkov, L. M. Belova, and E. A. Chistotiri&ur-  phases ofHe and*He and their solutions, solid helium and
chatov Institute Russian Research Center, Mogc@&vYu.  other cryocrystals, helium films, various complexes in con-
Gorbenko, A. R. Kaul’, K. I. Kugel(Institute of Theoretical densed phases of helium, low-dimensional electronic sys-
and Applied Electrodynamics, Moscovand D. I. Khomski ~ tems over liquid helium, and other problems.
(Groningen University, Netherlangs‘Partial isotopic sub- The review presented by J. Pargi@ornell University,
stitution and phase separation in La—Pr manganites,” anéthaca, USA was devoted to an analysis of the various ex-
also in the report by I. F. Voloshin, A. V. Kalinov, S. E. perimental studies of the properties of superfitkte filling
Savel'ev, and L. M. Fishe(All-Russia Electrotechnical In- aerogel — a substance with an anomalously high porosity.
stitute, Moscow and N. A. Babushkina, L. M. Belova, E. I. Such a system affords a unique opportunity to study the in-
Khomski, and K. I. Kugel’, “Phase separation in La—Pr fluence of disordering on the properties of a superfluid liquid
manganites and its evolution in a magnetic field.” with triplet pairing. Experiments with a torsion generator
The interaction between ferromagnetic layers across ahowed that the presence of aerogel leads to a lowering of
nonferromagnetic spacer in Fe/Cr superlattices was investthe superfluid transition temperature, to a decrease in the
gated in the temperature range 2—400 K by the ferromagnetidensity of the superfluid component, and to suppression of
resonancéFMR) method at frequencies of 9.5—-37 GHz for superfluidity. The report also analyzed the phase diagram in
longitudinal and transverse excitation of the resonance in a magnetic field, the influence ®fle impurities on the prop-
study reported by A. B. Drovosekov, O. V. Zhitnikova, N. erties of He in aerogel, the role of anisotropy, and other
M. Kreines, D. I. Kholin, and S. O. DemokritoP. L.  factors. It was noted that the influence of the aerogel has a
Kapitsa Institute of Physical Problems, Russian Academy o€loser resemblance to the influence of impurities than to the
Sciences, Mosco Besides the acoustic branch, those au-4nfluence of a bounded geometry on the properties of a su-
thors detected a series of additional modes, which apparentlyerfluid liquid.
correspond to excitation of standing spin waves with wave  The density of the superfluid component %e filling
vectors orthogonal to the film plane. A comparison of thethe aerogel was also determined in acoustic experiments,
experimental data with the FMR spectrum calculated in thevhich were discussed in the report by A. Gol@yniversity
biguadratic exchange model yielded the values of the exef Manchester, EnglandUnlike a rigid porous medium, in
change constants. aerogel the normal component of the superfluid liquid moves
A report by M. V. Eremin, S. I. Nikitin, N. I. Silkin, S.  together with its walls, and in this case rapid and slow lon-
Yu. Prosvirin, and R. V. YusupoyKazan State Universily gitudinal modes and a mode of the fourth-sound type were
identified all of the observed optical absorption lines of thedetected. Experiments to observe the transverse sound mode
pair CP*—Cr~ in KZnF;. The parameters of the exchange in aerogel containing a superfluid liquid are now being pre-
interaction in the ground state and excited state were detepared at Manchester.
mined. The details of the transition region were described; The plenary report by J. Pickdttniversity of Lancaster,
the double exchange is superexchange. England was devoted to an account of recent experiments
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with superfluid®He to investigate quantum turbulence in the ®He and a dielectric Van Vleck paramagnet was the subject
B phase. In the experiment various vibrating wire resonatorsf a plenary report by D. A. Tayursk{Kazan State Univer-
were used, one of which operated in a supercritical regimesity). In it a new method was proposed for polarizing liquid
At high velocities the vibrating wire destroys Cooper pairs,®He by the transfer of a highly polarized state of the mag-
and that may lead to the creation of a large number of disnetic moments of the the solid to the nuclear spins of liquid
ordered quantum vortices. We note that this technique iSHe by means of a magnetic coupling. The role of a thin
promising as a sensitive instrument for studying the dynamsolid-state film of°He at the interface between liquitHe
ics of vortices at ultralow temperatures. and a solid during the transfer of magnetization was dis-
Among the other papers on superflultie we might cussed, and research results on the properties of Iitgdn
mention the theoretical paper by A. N. Taras@harkov  contact with several specific dielectric Van Vleck paramag-
Physicotechnical Institute National Research Centernets — thulium double fluoride and its diamagnetic analog
Ukraine on superfluid Fermi liquid with triplet pairing in a — were analyzed.
magnetic field and the experimental paper from Kosice, Slo-  One of the traditional topics in the physics of helium is
vakia, in which by A. Feger, EGazho, M. Kupka, L. the study of thin films ofHe, *He, and their solutions. New
Lokner, M. Medeova, R. Shcliteel, and P. SkibdShafarik  effects observed in dHe monolayer were reported at the
University and Institute of Experimental Physics, Slovakplenary session by J. SaundéRoyal Holloway, University
Academy of Sciencescontinued their research on the dy- of London, Englangd A two-dimensional system of strongly
namics of a uniformly precessing magnetic domairtlite-  correlated fermions formed in 3He layer adsorbed on a
B, devoting their main attention to the study of nonlinearsubstrate consisting of two layers of deuterated water placed
effects. on a graphoil surface. Specific heat and magnetization mea-
A study of superfluid*He was the subject of a joint surements in the temperature range 1-80 mK made it pos-
paper by theorists I. N. Adamenko, A. V. Zhukov, and K. E. sible to determine the dependence of the effective mass of
Nemchenko of the Kharkov National University, Ukraine the fermionic excitations on the coverage and to observe its
and the experimentalist A. F. White of the University of divergence at coating thicknesses greater than 5 nm. This
Exeter, England. The authors called attention to the fact thaffect was interpreted as a Mott—Hubbard transition from a
because of the unusual dispersion of phonons in superfluitivo-dimensional Fermi liquid to a magnetically ordered sys-
“He and the strong angle dependence of the phonon—phoneem, analogous to a metal—insulator transition. J. Nyeki of
interaction, the phonons in Hell are divided into two sub-the same laboratory reported another series of experiments
systems — low-energy and high-energy. This leads to pectinvestigating two-dimensionalHe adsorbed on the surface
liar kinetics of phonon beams in Hell. A theoretical analysisof superfluid film of*He. In those experiments a stepwise
made it possible to account for a number of the observegrowth of the specific heat with increasing coverage was
effects and to formulate conditions for observation of newobserved; this is due to the onset of surface excited states.
features. The topical problem of Bose—Einstein condensation was
Several papers were devoted to the propertieﬁl—ta‘— considered in the report by D. B. Baranov and V. S. Yarunin
“He liquid solutions. The report by V. K. Chagovets,¥a.  (Joint Institute for Nuclear Research, Dubna, RussTe
Rudavski, G. A. Sheshin, and T. V. Kal'kdInstitute for  authors investigated the influence of the gravitational field on
Low Temperature Physics and Engineering, National Acadthe critical temperature for Bose—Einstein condensation and
emy of Sciences of Ukraine, Kharkpwiscussed experi- calculated the shift of the condensation temperature of a gas
ments on the kinetics of phase separation of superfldg-  located in a magnetic trap as a result of the gravitational
“He solutions uner applied pressures. It was found that in thifield. It was predicted that by cyclically moving the trap from
case the attainable limiting supersaturation is almost an ordéfarth to space and back to Earth, three Bose condensation
of magnitude lower than the values predicted by the theorgould be observed.
of homogeneous nucleation. Taking the quantum vortices The reports of research on quantum crystals presented at
into account as possible centers of nucleation brings the réhe conference involved a diversity of experimental studies
sults closer to the experiment but does not give completelyn this area. The plenary report by A. Ya. Parsklimstitute
guantitative agreement. P. P. BezvefkN. G. Martynets, of Physical Problems, Russian Academy of Sciences, Mos-
E. V. Matizen (Institute of Inorganic Chemistry, Siberian cow) was devoted to the study of the morphology and
Branch of the Russian Academy of Sciences, Novosibirskgrowth kinetics of’He crystals below 1 mK. In experiments
reported measurements of the thermal conductivity and thedone at the Technical University in Helsinki, Finland, the
modiffusion ratio near the liquid—vapor critical point of the technique of optical interferometry was used to obtain a
3He—*He solutions and described an analysis of these datthree-dimensional image of a crystal growing from the su-
from the standpoint of the fluctuation theory of phase transiperfluid phase. The growth coefficients were determined for
tions and critical phenomena. A. R. Minullin and D. A. different faces of the crystal, and the period of the faceting,
Tayurski (Kazan State Universijycalled attention to the the anisotropy of the growth, and the effect of defects and
fact that by varying the concentration fRle—*He liquid so-  dissipation were investigated.
lutions, one can rather easily change the density of the num- In three reports presented by A. N. Gan’shin, V. N.
ber of states, and that should give rise to oscillations on th&rigor’ev, V. A. Maidanov, A. A. Penzev, EYa. Rudavski,
concentration dependence of the magnetic susceptibility aind A. S. Rybalka(Institute for Low Temperature Physics
the solutions in a bounded geometry. and Engineering, National Academy of Sciences of Ukraine,
The problem of the magnetic coupling between liquidKharkov), new results were presented from an experimental
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study of two-phase crystals 8He formed as a result of the temperature; this may be due to localization of the electrons
phase separation of these solid solutions. In particular, those a random potential. Data on the resistance and magnetore-
authors studied the dynamics of the growth and dissolutiosistance of a one-dimensional electron system were also pre-
of solid inclusions offHe in a“*He matrix, the kinetics of sented.
melting and recrystallization of these inclusions, and also the  An exotic system — a water condensate in superfluid
dynamics of liquid drops ofHe in a*He crystal. With the helium — was obtained by A. M. Kokotin and L. P.
aid of precision pressure measurements, the left branch of thdezhov—Deglin (Institute of Solid State Physics, Cher-
line of phase separation of solid solutions®efe in*He was  nogolovka, Russia Those authors introduced gasedite
also constructed and the influence of the crystal structure wasontaining impurity water vapor into a cell filled with Hell.
elucidated. The features of the spin—lattice relaxation iPAs a result, porous water complexéseberg$ permeated
crumbled solid solutions ofHe—*He were studied by N. P. with Hell formed, having a characteristic size of the order of
Mikhin, V. A. Maidanov, and V. A. Polevinstitute for Low a few millimeters. A water gel was observed in which the
Temperature Physics and Engineering, National Academy dlisperse phase consists of water clusters surrounded by a
Sciences of Ukraine, Kharkgvand they discussed possible layer of solidified helium and the dispersion medium is su-
mechanisms of magnetic relaxation in a finely dispefééel  perfluid “He.
phase. Recent years have seen a growing interest in the study of
The report by O. A. Korolyuk, B. Ya. Gorodilov, and physical phenomena in carbon nanotubes, work which was
A. . Krivchikov (Institute for Low Temperature Physics and begun back in 1991. At the present time this problem is
Engineering, National Academy of Sciences of Ukraine,attracting the attention of physicist in almost all world sci-
Kharkov) was devoted to a study of the effect of thermal ence centers.
shocks on the thermal conductivity of parahydrogen—  The Director of the Low Temperature Laboratory of the
orthodeuterium solid solutions. Attention was focused onTechnical University in Helsinki, Mikko Paalanen, in his re-
elucidating the mechanisms of phonon scattering on strugeort “Multiwalled carbon nanotubes as building blocks in
tural defects of the crystal. An interesting effect was dis-nanoelectronics” at the plenary session, illuminated the
cussed in the theoretical paper by V. A. Lykakh and E. Sprospects for the use of carbon nanotubes in electronics, and
Syrkin (Institute for Low Temperature Physics and Engineer-the technology of their fabrication was discussed in the re-
ing, National Academy of Sciences of Ukraine, Kharkov ports by S. V. Anonenko, S. N. Mal'tsev, and A. A. Timo-
The presence of localized carriefslectrons and holesn  feev(Moscow Engineering Physics Universignd their col-
molecular cryocrystals can lead to a reorientation of the axelmborators A. I. Romanenko, A. V. Okotrub, O. B. Anikeeva,
of the nearest-neighbor molecules along the electric field antd. G. Bulusheva, and N. F. YudinofNovosibirsk Institute
to the formation of rotational polarons. of Inorganic Chemistry, Siberian Branch of the Russian
The behavior of extraneous particles in quantum crystal®\cademy of Sciencesand Cheng Dong and Yongming Ni
and liquids was studied in other papers as well. S. G(Institute of Physics, Chinese Academy of Sciences, Beijing,
Kafanov, A. Ya. Parshin, I. A. Todoshchenkimstitute of  China.
Physical Problems, Russian Academy of Sciences, Moscow The plenary report by V. T. Dolgopoloyinstitute of
investigated the structure and dynamics of triplet metastabl&olid State Physics, Chernogoloylentitled “Manifestation
helium molecules in liquidHe and®He. An analysis of the of a canted antiferromagnetic phase in the transport proper-
absorption spectrum confirmed the conclusion that there is ies of quantum double wells” gave a review of the theoret-
microscopic bubble surrounding the molecule in liquid he-ical and experimental papers on the study of the spectrum
lium. The kinetics of the decomposition of triplet molecules and transport properties of charge carriers of a two-layer sys-
via their mutual recombination was also considered in detailtem in a parabolic well with a narrow tunneling barrier at the
It was noted that the results are in good agreement with theenter. In a quantizing magnetic field in the presence of the
theory of molecular-diffusion-limited recombination under asymmetric distribution of the electron density in this system
conditions of a strong van der Waals interaction. with two subbands and a gap between subbands, a deep
Electrons localized over the surface of liquid helium areminimum of the activation energy is observed in a tilted
another type of extraneous particle. The theory of the elecmagnetic field. The activation energy at the minimum is nev-
tron mobility in this sort of two-dimensional system was ertheless finite, attesting to a new insulator—insulator transi-
developed in a paper by I. N. Adamenko, A. V. Zhukov, andtion. The results are interpreted as predicting the existence of
K. E. Nemchenko(Kharkov National University in which  a canted antiferromagnetic phase.
the interactions of all type of quasiparticles were taken into  The report by B. P. Vodop’yanoiKazan Physicotech-
account; this led to an improvement of the agreement benical Institute, Russian Academy of Sciencesad L. R. Ta-
tween theory and experiment. The reports by Yu. Z. Kovdri,girov (Kazan State Universijypresented the results of theo-
V. A. Nikolaenko, S. P. Gladchenkanstitute for Low Tem-  retical studies of the conductivity and magnetoresistance of
perature Physics and Engineering, National Academy of Scinanosize point contacts. In the quasiclassical approximation
ences of Ukraine, Kharkgwiscussed the experimental study the conductance of the nanocontact was calculated for an
of even lower-dimensional systems — quasi-one-arbitrary ratio of its radius to the mean free path in the con-
dimensional and one-dimensional electron systems over liggacting metal. For ferromagnetic metals such as Fe, Co, and
uid helium, which were realized with the use of glass opticalNi, the calculated value of the magnetoresistance can reach
gratings. Measurement of the carrier mobility in such a sysseveral hundred percent; this can explain the recent experi-
tem showed that belo 1 K it is practically independent of ments of Garciat al. on point nanocontacts.
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In the section “Nanostructures and Low-Dimensionaland D. K. Maude and J-C. Portéfligh Field Magnet Labo-
Systems,” due attention was also paid to the study of physiratory, Grenoblg A high magnetic field applied parallel to
cal phenomena in heterostructures. the tunnel current caused the conductivity peak to split, as a

At the A. F. loffe Physicotechnical Institui&t. Peters- result of the appearance of a gap in the tunneling density of
burg, Russig Shubnikov—de Haas oscillations were ob- states.
served in a spatially separate electron—hole channel at a V. A. Demikhovski reported the extremely unexpected
p-GalnAsShp-InAs heterointerface in static magnetic fields finding that the de Haas—van Alphen effect can be observed
up to 16 T(V. A. Berezovets, M. P. Mikhiov, K. D. Moi- in ultrahigh magnetic fields of the order of 3000(V. Ya.
seev, R. V. Parfen’ev, V. | Nizhankovsgkiand an interpre- Demkhovski, A. A. Petrov, and D. V. Khomitski —
tation was proposed for the results of magnetoresistance aitizhnii Novgorod State Universily Such values of pulsed
Hall-effect measurements made by those authors at the Intemagnetic fields have already been obtained at the All-Russia
national Laboratory of High Magnetic Fields and Low Tem- Scientific-Research Institute of Experimental Physics, Sarov,
peratures at Wroclaw, Poland. Russia, and in this connection those authors investigated the

The paper by Yu. M. Gal'perin, I. L. Drichko, A. M. quantum states of Bloch electrons in fcc crystals. The char-
D'yakonov, A. V. Patsekin, and I. Yu. SmirndA. F. loffe  acter of the spectrum of these states depends substantially on
Physicotechnical Institute, St. Petersbuagd A. I. Toropov  the number of magnetic flux quanta per unit cell, and the
(Novosibirsk Institute of Semiconductor Physics, Russiarexistence of several series of oscillations of the magnetic
Academy of Sciencegresents the results of measurementssusceptibility is a possibility.
of the sound absorption coefficient and the propagation ve- A. A. Nikolaeva reported the observation of an anoma-
locity of a surface acoustic wave in GaAs/AlGaAs heter-lous maximum of the resistance of submicron whiskers of
structures in the quantum Hall effect regime. The possibilitybismuth 100—-300 nm thick when they were strained by 2.5%
of determining the localization length of the electrons fromunder tensiofA. A. Nikolaeva, D. V. Gitsu, P. P. Bodyul, F.
acoustic measurements was discussed. M. Burchakov — Institute of Applied Physics, Kishinev,

The conductivity of a two-dimensional electron gas at anMoldova).

Ing 54G& 47/INP heterointerface in the case of occupation of  The dependence of the Casimir force of attraction of
one subband or two subbands of the size quantization wasetallic films at low temperatures on the thickness of the
studied at the A. F. loffe Physicotechnical Institute, St.film, the state of its surface, the plasma frequency, the elec-
Petersburg by D. D. Bykanov, S. V. Novikov, T. A. Polyan- tron relaxation frequency, and the Fermi velocity was inves-
skaya, and I. G. Savel'ev. The electron concentration in theéigated by S. A. Dubrava and V. A. Yampol'sKinstitute of
sample was varied with the aid of frozen-in photoconductiv-Radio Electronics, National Academy of Sciences of
ity. The concentration dependence of the diffusion lengthdJkraine, Kharkoy. The Casimir attraction of bulk metals is
for phase disruption and the spin—orbit scattering of elecpractically independent of their physical characteristics, but
trons was determined at helium temperature. the interaction of thin films, which are transparent to electro-

Anomalous behavior of the Hall coefficient ip-Ge/  magnetic oscillations at the characteristic interaction fre-
Ge, _,Si, heterostructures in low magnetic fields was re-quencies, is extremely sensitive to their properties. Measure-
ported by A. T. Lonchakov, Yu. G. Arapov, V. N. Neverov, ment of the Casimir force under these conditions can become
and G. I. KharugInstitute of Metal Physics, Urals Branch of a new method for studying the physical properties of metallic
the Russian Academy of Sciences, Ekaterinpamgd O. A.  films.

KuznetsovaNizhnii Novgorod State University, Russia This was perhaps the first time that the physical proper-

The quantum Hall effect ip-GaAs/AlGaAs heterostruc- ties of quasicrystals had been reported at a cryogenic confer-
tures was investigated under uniaxial compression by E. Vence. A. A. Teplov presented the results of studies of the
Bogdanov, N. Ya. Minina, and A. M. SaviiPhysics Depart- specific heat, electrical resistance, and magnetic susceptibil-
ment, M. V. Lomonosov Moscow State Universitypintly ity of the alloy Al,gPdTcy at the Kurchatov Institute Rus-
with V. Kraak (Humboldt University, Berlin, Germanyand  sian Research Centé@vl. N. Mikheeva, G. K. Panova, A. A.

O. P. HanseriNiels Bohr Institute, Copenhagen University, Teplov, M. N. Klopkin, N. A. Chernoplekov, and A. A.
Denmark. Shikov), and some Ekaterinburg physicists reported the re-

Photoluminescence, frozen-in photoconductivity, andsults of a study of the electrical and magnetic properties of
hopping conductivity were investigated in InAs/GaAs struc-the quasicrystalline alloys ACu,sFe;, (A. F. Prekul, N. Yu.
tures with quantum dots grown on vicinal fadgs A. Lunin,  Kuz'min, N. I. Shchegolikhina, and S. Z. Nazargvand
V. A. Kul'bachinskii, V. G. Kytin, A. V. Golikov, A. V. Al7q P Mng s (A. A. Rempel’, A. V. Korolev, and A. I.
Demin, V. A. Rogozin, B. N. Zvonkov, and S. M. Nekorkin Gusey.

— Physics Department, M. V. Lomonosov Moscow State V. S. Egorov, F. V. Lykov, and O. A. Repin&urchatov
University). Near 3.2 K the temperature dependence of thdnstitute Russian Research Center, Moscowestigated the
resistance undergoes a transition from the Mott law to theliamagnetic Condon domains in beryllium. The instability of
Shklovski—Efros law. the homogeneous state of nhonmagnetic metals, which was

The results of a study of tunneling through an AlAs/ observed in bismuth by D. Shoenberg in the 1960s, is pos-
GaAs heterostructure with a thi2.5 nm AlAs barrier and  sible only at extremely low temperatures. Recently Condon
spacers were presented by Yu. N. Khanin, E. E. Vdovin, andlomains were observed in tin by V. S. Egorov in collabora-
Yu. V. Dubrovski (Institute of Problems of Microelectronics tion with G. Solt, C. Baines, D. Herlach, and U. Zimmer-
Technology, Russian Academy of Sciences, Chernogo)ovkanann (Villigen PSI, Switzerlangl Upon the formation of
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Condon domains the excitation of nonlinear waves of arbifor T=T,. The transition to ther state is also manifested in
trarily small amplitude becomes possibl®. Galbova —  a half-period shift of the magnetic-field dependence of the
University in Skopje, Macedonia; V. G. Peschansky — In-transport critical current of a triangular network ®F Scon-
stitute for Low Temperature Physics and Engineeringtacts. This shift is due to the onset of spontaneous currents in
National Academy of Sciences of Ukraine, Kharkov; D. I. the network even at zero external field; this state is degener-
Stepanenko — Kharkov National University ate with respect to the two possible directions of the sponta-

In the report by R. N. Gurzhilnstitute for Low Tem-  neous currents, and in ordinary Josephson networks it is ob-
perature Physics and Engineering, National Academy of Sciserved only when a “frustrating” magnetic field, equal to a
ences of Ukraine, Kharkoventitled “Spectroscopy of half-integer number of magnetic flux quanta per cell, is ap-
electron—electron interaction in two-dimensional degeneratgied.
conductors,” a novel method of studying the interaction of  “Internally frustrated” (or self-frustratefisuperconduct-
quasiparticles in two-dimensional degenerate conductinghg chains withs contacts can be used to implement a su-
systems was proposed, based on the magnetic-field sepaggerconducting qubit — the basic element of a hypothetical
tion of groups of quasiparticles scattered at different anglesquantum computer,” which would perform computations
with the use of narrow 2D electron beams. based on quantum algorithms. Originally proposed schemes

The magnetoresistance of antiferromagnetic chromiumtilizing superconducting “phase” qubits were based on
under magnetic breakdown conditions was calculated by Nmagnetically frustrated superconducting chains in which it is
Kh. Useinov(Kazan Pedagogical Universjtyith allowance  necessary to apply one-half magnetic flux quantum in order
for the spin degrees of freedom of the conduction electrongo create the degenerate two-level coherent quantum system

V. B. Efimov, L. P. Mezhov-Deglin, and N. S. Sidorov necessary for implementation a qubit. Such a qubit is not
(Institute of Solid State Physics, Chernogoloyvkaeasured isolated from the surrounding interacts with them and,
the thermal conductivity of fullerite at temperatures belowaccording to estimates, has a shorter coherence time in com-
10 K. The dissipative phonon relaxation length remainecparison with a qubit utilizing ar contact for creation of the
practically unchanged all the way downTe=0.5 K and in  degenerate two-level quantum system. Another possible ap-
different samples had a value in the range 70—100 nm. Thosglication of 7 contacts relates to the development of a su-
authors attributed this weakness of the temperature depeperconducting digital “complementary” electronics, in
dence to the scattering of phonons on frozen-in orientationalhich the = contact is used as an inverter of the supercon-
defects. ducting phase. i

Some topical problems of superconductivity were ad-  S. M. Ishikaev and EV. Matizen (Institute of Inorganic
dressed in plenary reports “Josephsercontacts and their Chemistry, Siberian Branch of the Russian Academy of Sci-
application for creating superconducting qubits,” by V. V. ences, Novosibirgkused a SQUID magnetometer to study
Ryazanov(Institute of Solid State Physics, Russian Acad-the field dependence of the magnetic moment of square
emy of Sciences, Chernogoloyk&EPR studies of the spin (100X 100) Josephson networks with Nb—NB&Pb tunnel
dynamics in cuprate superconductors,” by B. |. Kochelaevjunctions with small damping. A regular dependence of the
(Kazan State Universily and “Interaction of ferromag- magnetic moment on the field was found, having features at
netism and superconductivity in superconductor/ferromagnédnteger and half-integer numbers of magnetic flux quanta,
layered thin-film systems” by I. A. GarifulliifKazan Physi- and at a temperature below 5.8 K, jumps were observed on
cotechnical Institute, Russian Academy of Sciepcesid the magnetization curves due to the entry and exit of ava-
also in 21 reports read at the sectional sessions. Interestingnches of tens and hundreds of fluxons. It was shown that
results of research into diverse aspects of superconductivitthe probability distribution of these processes is in agreement
were also reported in the poster session. with the theory of self-organized criticality.

In cuprate superconductors the EPR signal from copper T. N. Baturina, Z. D. Kvon, A. E. Plotnikov, and M. N.
is not detected: either it is absent altogether or it is extremelKostrikin (Institute of Semiconductor Physics, Siberian
weakened. The causes for this unusual behavior of the EPBranch of the Russian Academy of Sciences, Novosibirsk
were discussed in the plenary report by B. I. Kochelaev. investigated experimentally the properties of a mesoscopic

Regular networks of Josephson junctions have become multiply connectedSN Ssystem based on a superconducting
subject of heightened interest in connection with the featurefim of platinum silicide 6 nm thick with structurally ideal
of the vortex dynamics in such structures and their possibiliSN interfaces.
ties for use as coherent millimeter radiation sources and el- The plenary report by I. A. Garifullin gave a review of
ements of logic devices. V. V. Ryazanov reported the resultshe results of experimental and theory research on the mutual
of experimental and theoretical studies of the features of thenfluence of ferromagnetism and superconductivity in artifi-
Josephson behavior of superconductor—ferromagneteially created layered ferromagnet/superconductbySj
superconductor sandwicheSK S junctiong and supercon- heterostructures. In such systems the temperafpref the
ducting two-dimensional networks based on them. It wagransition to the superconducting state is an oscillatory func-
found that thin-film Nb—Cy_,Ni,—Nb sandwiches, at a cer- tion of the ferromagnetic layer thickness However, the
tain nickel concentratioriclose to 50% in the Cu/Ni layer cause of this behavior df; can be different for differer/S
and a certain thicknesd: of the ferromagnetic layer, un- systems. That author gave an example of unusual behavior of
dergo a transition to the Josephsmrstate on cooling below T.(d). With increasingd in three-layer Fe/V/Fe filmsT,
T, . TheseSFSsandwiches have a reentrant oscillatory tem-decreases rapidly until the superconductivity vanishes com-
perature dependence of the critical current that goes to zeqgetely, and then adl=0.95 nm the superconductivity reap-



Low Temp. Phys. 27 (5), May 2001 Peschansky et al. 423

pears andT, increases withd, reaching a valuefo2 K at  trapped waves'(A. S. Malishevski, V. P. Silin, and S. A.
saturation. This behavior of the superconductivity may beJryupin), the approximation of weakly nonlocal Josephson
due to the interference of the wave functions of Cooper pairglectrodynamics in the Auby—Volkov model was used to de-
reflected by the surface of the film and théS interfaces. A scribe the induced motion of vortices carrying several mag-
comparison of L. R. Tagirov’s theory with the experimental netic flux quanta and to investigate ther€nkov interaction
data on the suppression of superconductivity by ferromagof vortices with Swihart waves.
netism for the systems Pb/Fe and V/Fe shows that the pas- Experiments were done on the suppression of the mag-
sage of Cooper pairs through &1S interface is strongly netic moment of textured samples of YBCO by an alternat-
limited. The ferromagnetic resonance data also indicate thang magnetic field. At sufficiently large amplitudes of the
a modulation of the ferromagnetic order occurs under thealternating field, which was able to “transilluminate” the
influence of superconductivity, and, hence, the saturatioentire sample, the dc currents vanis— a collapse of the
magnetization of the Fe layers decreases. static moment of the sample sets(in V. Voloshin, A. V.
The problem of coexistence of superconductivity andKalinov, S. E. Savel'ev, L. M. Fisher — All-Russia Electri-
ferromagnetism was the subject of a report by Yu. A.cal Engineering Institute, Moscow; V. A. Yampolskii — In-
Izyumov (Institute of Metal Physics, Urals Branch of the stitute of Radio Electronics, National Academy of Sciences
Russian Academy of Sciences, Ekaterinburq’u. N.  of Ukraine, Kharkov; F. Perez Rodriguez — Institute of
Proshin (Kazan State Universily and M. G. Khusainov Physics, Autonomous University, Puebla, Mexico; M. A. R.
(Chistopol Branch of Kazan State Technical University |eblanc — University of Ottawa, Canada
New Or and wm Larkin—Ovchinnikov—-Fulde—Ferrel The influence of the structural relaxation on the super-
(LOFF) states, having a higher critical temperature of theconductivity of amorphous thin films of beryllium containing
transition to the superconducting state than the previously few atomic percent hydrogen was studied by V. M.
known 00 and70 LOFF states, were predicted F'S su-  kyzmenko and B. G. LazareKharkov Physicotechnical In-
perlattices. On this basis they developed an original theory of;it;te National Research Cenjter
the proximity effect, taking into account the competition be-  thg mechanisms of hysteresis of the magnetic properties
tyveen the one-dimensional .an'd three-dimensional rea!lzadf superconducting single crystals of ,Bi,CaCy0, were
tions of LOFF states. Quantitative agreement was Obta'negtudied by Yu. V. Vashakidze, Yu. N. Talanov, and T. S.

with the known phase diagrams KIS systems E: Fe,_ Gd ShaposhnikovaKazan Physicotechnical Institute, Russian
Co; S Nb, V, Ph. It was shown that superconductivity in Academy of Sciences

F/S multilayers is a consequence of the pairing of electrons The influence of cerium doping on the transport proper-

b;irti:e E’ CtshemLec():lrzllian:g::rlgntiZ?nlﬁqy(tar%;oge?;her with the ties of N,Ce CuQ,,, was discussed by M. I. Ponomarev,
P VgNyZavaritsk'r (Institute of Ph sica)I/ Pr(.:JbIems RUs- A. N. Ignatenkov, N. G. Shelushin, T. B. Charikova, L. D.
N y . Sabirzyanova, and G. |. Khargmstitute of Metal Physics,

sian Academy of Smenc_es,. Moscbmvgshgated the.lnflu- Lgrals Branch of the Russian Academy of Sciences, Ekater-
ence of a pulsed magnetic field on the interlayer resistance Onburg)

BSCCO-2212 single crystals having a critical temperaturé . .
g y g P As a complement the poster session for the section “Su-

T.=93 K. The longitudinal magnetoresistance of the ductivity” . held. devoted t di
samples in the normal state turned out to be negative, whilgéreonductivity = a seminar was held, devoted 1o a discus-
sion of the recent interesting theoretical paper by A. A. Abri-

for T<T, its field dependence has a maximum. K : ial . ional
I. A. Fomin (Institute of Physical Problems, Russian osov (Department o Matena; Science, Argonne Nguona
Argonne, USAentitled, “Theory of the high-

Academy of Sciences, Moscowstudied the broadening of Laboratory,

the jump in specific heat of a superconductor near the criticaleMPerature superconductivity of cuprates, based on experi-

temperaturel, when large-scale and small-scale inhomoge-mental results,” which was presented at the seminar by Ya.

neities are taken into account. For determining the temperd2- PonomarevPhysics Department, Moscow State Univer-
ture dependence of the specific heat it is sufficient to knowsiYY)- _ o
the correlation function of the random component of the tem- ~ On October 6, 2000 an open session of the Scientific
perature and the density of states for the linear part of th&ouncil of the Russian Academy of Sciences on the topic
Ginzburg—Landau equation with this random component. Low Temperature Physics” was held, under the chairman-
In the reports by the representatives of the P. N. Lebedeship of Vice-President A. F. Andreev of the Russian Acad-
Physics Institute, Russian Academy of Sciences, MoscoweMy of Sciences, to summarize the work of the 32nd Con-
“Cerenkov resonance interaction of Swihart waves withference. The next, 33rd Conference on Low Temperature
Josephson vortices(V. P. Silin and A. V. Studengvand ~ Physics is planned for the year 2002.
“Cerenkov scaling of Josephson vortices by resonantlyiranslated by Steve Torstveit



	333_1.pdf
	339_1.pdf
	345_1.pdf
	353_1.pdf
	358_1.pdf
	362_1.pdf
	366_1.pdf
	372_1.pdf
	380_1.pdf
	384_1.pdf
	391_1.pdf
	397_1.pdf
	404_1.pdf
	412_1.pdf
	414_1.pdf
	417_1.pdf

