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We analyze the interplay between charge ordering, magnetic ordering, and the tendency toward
phase separation and its importance for the physics of manganites. A simple model of

charge ordering is considered. It takes into account both the Coulomb repulsion at neighboring
sites responsible for charge ordering and the essential magnetic interactions. It is shown
explicitly that at any deviation from half-fillingrn(# 1/2) the system is unstable with respect to
phase separation into charge-ordered regions mitti/2 and metallic regions with

smaller electron or hole density. A possible structure of this phase-separatetrsttalic

droplets in a charge-ordered majrig discussed. We construct the phase diagram reproducing the
main features observed in real manganites. Based on the same physical picture, we also
derive explicit expressions for the dc conductivity and noise power in the phase-separated state.
It is shown that the noise spectrum has a nearfyfd/m in the low-frequency range.

© 2001 American Institute of Physic§DOI: 10.1063/1.1399195

1. INTRODUCTION =1/2? To answer this question, the experimentalists intro-
duced the concept of an incipient charge-ordered state corre-
The problem of charge ordering in magnetic oxides hasponding to the distortion of long-range charge ordering by
attracted the attention of theorists since the discovery of thenicroscopic metallic clustefsin fact, the existence of such
Verwey transition in magnetite at the end of thirtesRe-  a state implies a kind of phase separation. Note that the
cently this problem has been reexamined in a number ophase separation scenario in manganites is very popular
papers in connection with the colossal magnetoresistance imow.’~1° Nowadays, there is a growing evidence suggesting
manganites; see, e.g., Refs. 2—4. The mechanisms stabilizitigat an interplay between the charge ordering and the ten-
the charge-ordere(CO) state may be different: the Coulomb dency toward phase separation plays an essential role in the
repulsion of charge carriers or the electron—Ilattice interactiophysics of materials with colossal magnetoresistance.
leading to the effective repulsion of electrons at the nearest- In this paper we consider a simple model which allows
neighbor sites. In all cases, charge ordering can arise in sysss to clarify the situation at arbitrary doping. We include in
tems with mixed valence if the electron bandwidth is suffi-this model both the Coulomb repulsion of electrons on
ciently small-large electron kinetic energy stabilizes theneighboring sites and the magnetic interactions responsible
homogeneous metallic state. In the simplest bipartite latticefor the spin ordering of manganites. After demonstrating the
the class which includes the colossal-magnetoresistandastability of the system toward phase separation in certain
manganites of the type,;R,A,MnO; (R=La, Pr; A=Ca, S}  ranges of doping, we consider the simplest form of the phase
or layered manganites ,R,A,MNO,, R,_5 A1, 2,Mn,05, separation-the formation of metallic droplets in an insulating
the optimum conditions for the formation of the CO statematrix, and we estimate the parameters of such droplets and
exist for dopingx= 1/2. At this value ofx the concentrations construct the phase diagram illustrating the interplay be-
of Mn®" and Mrf" are equal, and a simple checkerboardtween charge ordering, magnetic ordering, and phase separa-
arrangement is possible. The most remarkable experimenttbn.
fact here is that even at# 1/2 (in the underdoped mangan- Based on this model, we also calculate the conductivity
ites, x<<1/2) only the simplest version of charge ordering is and noise spectral power of the system in the phase-
experimentally observed, with an alternating checkerboardeparated state, taking into account the electron jumps from
structure of occupied and empty sites in the basal plane. one droplet to another. The concentration range not too close
Then the natural question arises: how could we redistribto the percolation transition to the metallic state is consid-
ute the extra or missing electrons in the case of arbitrarered. The relation of these results to the giaritridise ob-
doping level, keeping the superstructure the same as for served in the phase-separated mangatitesiiscussed.
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2. A SIMPLE MODEL FOR CHARGE ORDERING E+p=Vnzt ’(Vm-z)2+tE:Vnzi wi. (3)

~ Let us consider a simple lattice model for charge order-  The spectrum defined k) resembles the spectrum of a
Ing. superconductor, and hence the first term under the square
root is analogous to the square of the superconducting gap.
A=-t> cfc+VY ninj—uX ni, (1)  In other words, we can introduce the charge-ordering gap by

(i) .0 ! the formulaA =Vnrz. It depends upon density not only ex-

wheret is the hopping integralV is the nearest-neighbor plicitly, but also via the density dependencerof
Coulomb interaction(similar nn repulsion can be also ob- Hence, we get
tai_ned via inte_raction wit_h breathing-type optical phonons W = \/m (4)
w is the chemical potential, ang” and c; are one-electron
creation and annihilation operatons,=c; c;. The symbol Note that there is one substantial difference between the
(i,j) denotes the summation over the nearest-neighbor sitegpectrum of the charge ordered steteand superconducting
Here, for S|mp||c|ty, we omit the Spin indices. We also as-State, namely, here far+ 1/2 the chemical potential does not
sume the absence of double occupancy in this model due ®Ppear under the square root(#), in contrast to the spec-
the strong on-site repulsion between electrons. trum of a superconductor, where=[(t,— u)?+A%]*2
Models of the type(1) with the nn repulsion being re- Thus, the problem of the uniform CO state is reduced to a
sponsible for the charge ordering are the most popular onesglf-consistent determination of the gapand chemical po-
for describing this phenomenon; see, e.g., Refs. 2, 4, 12—1ntial « as functions of charge densityand temperature:
and references therein. Hamiltonidh) captures the main 3
physical effects; if necessary, one can add to it some extra 2n= f Q—[fF(sk_)+fF(3k+)],
terms, which we will also do below. BZ
In the main part of our paper we will always speak about Vz [ d3k 1
electrons. However, in application to real manganites we will 1= > | oo —[fr(ex.) —feler)], 5)
mostly have in mind less-than-half-dopathderdopegsys- BZ ¥k
tems of the type R ,A,MnO; with x<1/2. Thus, for a real where f(&.)=1/(exgey. /T}+1) are the Fermi distribu-
system one has to substitutelesfor our electrons All the  tion functions, and g is the volume of the first Brillouin
theoretical treatment definitely remains the saffnem the  zone. The first equation if6) determines the chemical po-
very beginning we could define operatarandc™ in (1) as  tential and the second one gives the dag-or low tempera-
the operators for hol¢gswe hope that it will not lead to any turesT—0 andn<1/2 it is reasonable to assume that

misunderstanding. —Vnz is negative. Hencef(wy—p+Vn2 =0, and f
We consider below the simplest case of squ&®) or  (—w,—u+Vn2)=6(—w—un+Vn2) is the step function.
cubic (3D) lattices, where forx=1/2 the simple two- It is easy to see that far=1/2 the system of equations

sublattice ordering would take place. As mentioned in theg(5) yields identical results for alFA<u—Vnz<A. From

Introduction, this is the case in layered manganites, whereahis point of view,n=1/2 is a point of indifferent equilib-

the ordering in 3D perovskite manganites is like this only inrium. For infinitely small deviations from=1/2, that is, for

the basal plane, the ordering being “in-phase” in théirec-  densitiesn=1/2—0, the chemical potential should be defined

tion. To account for this behavior, apparently a more compli-as u=—A+Vz/2=Vz2(1— 7). If we consider the strong-

cated model would be necessary. coupling cas&/>2t and assume a constant density of states
For the casen=1/2, model(1) has been analyzed in inside the band, then for a simple cubic lattice we have

many papers; we follow the treatment of Ref. (e also r=1—(2W?3V?z?), and hence

Ref. 10. As mentioned above, the Coulomb repulsjoine >

second term irfl)] stabilizes the charge ordering in the form _ ﬂ (6)

of a checkerboard arrangement of occupied and empty sites, 3vz'

whereas the first terrtband energyopposes this tendency. where W= 2zt is the bandwidth. Note that for density

At ar_bltrary values of electron den_sny, we shall at first —1/2 a charge-ordering gab appears for an arbitrary inter-
°°“S'def a homogeneous CO solution and use the same aktion strengthVv. This is due to the existence of nesting in
safz as in Ref. 12, namely our simple model. In the weak coupling cag&2t and with
n=n[1+(—1) 7. ) perfe_ct nesting, we havA~Wexp{—W/_Vz}, and 7 is expo-
nentially small. ForzV=>W or, accordingly, forv>2t: A
Such an expression implies doubling of the lattice peri-~Vz/2 andr— 1. As mentioned above, for a general form of
odicity, with local densities\;=n(1+7) andn,=n(1—17) electron dispersion without nesting, charge ordering exists
at neighboring sites. Note thatmat 1/2 for a general form of only if the interaction strengtiv exceeds a certain critical
electron dispersion without nesting, the CO state exists onlyalue of the order of the bandwidtW.'?> Further on, we
at sufficiently strong repulsiol’>2t.? For finite values of restrict ourselves only to the physically more instructive case
V/2t the order parameter<1, and the ordering in general is of strong couplingv> 2t.
not complete, i.e., the average electron densitiggliffer Now let us consider the case=1/2— §, whereé<1 is
from zero or one even &t=0. a deviation of the density froom=1/2. For this caseu
We use the same coupled Green function approach as i u(68,7), and we have two coupled equations foland 7.
Ref. 12, which leads to the following spectrum: As a result,
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8)~Vnz1- 4Wz52 we 4W5 O(6°
p(B)=VNZAL—17)= 7 8~ o+ 5y 6+ 0(89).
(7
Correspondingly, the energy of a charge-ordered state is as
follows:
Eco(8)=Eco(0 Wza 2Wz52053 8
col9)=Eco(0)~ 5y 8= 3y, & +0(8), (8)
2A=Vz

whereEo(0)=—W?/6Vz is the energy of charge order for
density n precisely equal to 1/2 anfEcg(0)|<W. At the
same time, the charge-ordering gaps given by:

A Vz Y 2W2
T2 3v272

(1+49) . 9

For n>1/2 the energy of the charge-ordered state starts

to increase rapidly due to the large contribution from the
Coulomb repulsiorithe upper Verwey band is partially filled
for n>1/2). Contrary to the case<1/2, for n>1/2 each

extra electron put into the checkerboard CO state will neces-

sarily have occupied nearest-neighbor sites, increasin
the total energy bwz §|. As a result, we have fors|=n
—-1/2>0

W2 2W?
Eco(8)=Eco(0)+|Vz— o0~ |5|— 339 +0(6%).

(10)
Accordingly, the chemical potential has the form
2 2
m(8)=Vz= - 3VZ|5I+O(52) (11

It undergoes a jump equal ¥z for 7— 1. Note that the gap
A is symmetric forn>1/2 and is given by

Vz 2w2
A~— 1-2|8|— (1+4|5|

We could make the whole picture symmetric with respect to

n=1/2 by shifting all the one-electron energy levels and the

chemical potential byz/2, i.e., definingu’=©—VZ/2. In
terms ofu’, relations(7), and(11) can be written as:

- Vz+W2+4W25 Y
#= vz 3vz? "T2

Vz W2 4W?2 1

Similar to the situation in semiconductors, heré=0
precisely at the poimi=1/2, i.e., the chemical potential lies
in the middle of the band gafsee Fig. 1 At densitiesn
=1/2-0, the chemical potentigk’ = —Vz2 coincides with
the upper edge of the filled Verwey band.

3. PHASE SEPARATION

Let us now check the stability of the charge-ordered
state. At densities close to=1/2, the dependence of the
energy on charge density will have the form illustrated in
Fig. 2.

This figure is clearly indicative of possible instability of
the charge-ordered state. Indeed, the most remarkable imp

g

FIG. 1. Band structure of the modél) at n=1/2. The lower Verwey band
is completely filled. The upper Verwey band is empty. The chemical poten-
tial u'=0 lies in the middle of the band gap of widtiA2

cation of (7)—(11) is that the compressibility of the homo-
geneous charge-ordered system is negative for densities dif-
ferent from 1/2,

1 du dp dE 4W2<0
kodn_do d&? 3vz

where §=1/2—n. This is a manifestation of the tendency
toward phase separation characteristic of the charge-ordered
system withé#0. The presence of a kink iEcg(8) [cf.
Egs.(8), (10)] implies that one of the states into which the
system might separate would correspond to the checkerboard
CO state withn=1/2, whereas the other would have a cer-
tain densityn’ smaller or larger than 1/2. This conclusion
resembles that of Ref. Gee also Refs. 9 and JL&lthough
the detailed physical mechanism is different. The possibility
of phase separation in the modd) away from half-filling
was also reported earlférfor the infinite-dimensional case.
Below we concentrate our attention on the situation with
n<1/2 (underdoped manganiteshe casen>1/2 apparently
has certain special properties—the existence of stripe phases
tc.2® the detailed origin of which is not yet clear.

(12

Sy

1/2

FIG. 2. Energy of the charge-ordered state versus charge density at
h—1/2.
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It is easy to understand the physics of phase separatiomould also be reduced for a “soft” droplet boundary. It is
in our case. As follows front9), the CO gap decreases lin- easy to show that even in the worst case of a small droplet
early with the deviation from half-filling. Correspondingly, (of the order of several lattice constamgth a sharp bound-
the energy of the homogeneous CO state increases rapidiry, R/a acquires a factor 4 0.2(t/2V)Y® related to the sur-
and it is more favorable to “extract” extra holes from the CO face contribution. Thus the corrections related to the surface
state, putting them into one part of the sample, while creatingvould not exceed about 20% of the bulk value. That is why
the “pure” checkerboard CO state in the other part of it. Thewe will ignore this term below.
energy cost of such a redistribution of holes is overcompen- By comparing(8) with (13), we see that for deviations
sated by the energy benefit provided by the better chargigom half-filing 0<é<6.=1/2—ny., the energy of the
ordering. phase-separated state is always lower than the energy of the
The long-range Coulomb forces would, however, pre-homogeneous charge-ordered state. Thus the energy of a
vent the full phase separation into large regions containingphase-separated state with droplets corresponds to global
all the extra holes and the pure=1/2 charge-ordered re- minima of the energy for all & 6<4.. This justifies our
gion. This energy cost can be avoided by forming finite me-conclusion about phase separation into a charge-ordered state
tallic clusters with a smaller number of electrons instead ofvith n=1/2 and a metallic state with small spherical drop-
one bhig metallic phase with many electrons. The limitinglets.
case would be a set of spherical droplets, each containing Note also that forn>1/2 the compressibility of the

one electron. This state is similar to magnetic polan¢fes- charge-ordered state is again negativex=1d°E/ds?
rons”) considered in the problem of phase separation in=—4W2/3Vz<0, and has the same value as for the case
doped magnetic insulatofg?*° n<1/2. As a result, it is again more favorable to create a

We present below an estimation of the characteristic paphase-separated state for these densities. However, as we
rameters of these droplets. The main aim of this treatment ibave said, the nature of the second phase wit/2 is not
to demonstrate that the state constructed in such a way witjuite clear at present, and we shall therefore not consider this
have lower energy than the homogeneous state, even if wease here.
treat these droplets rather crudely and do not optimize all
their properties. In particular, we will make the simplest as-
sumption that the droplets have sharp boundaries and that theaN EXTENDED MODEL
charge-ordered state outside these droplets is not modified in _ . .
their vicinity. This state can be treated as a variational one: if ~Now we can extend the model discussed in the previous
we optimize the structure of the droplet boundary, its energ)Sectlons by taking into account the essential magnetic inter-
would only decrease. actions. In manganites, besides the conduction electrons in
The energy(per unit volume of the droplet state with a €g bands, there exist also practically localizgg electrons,
concentratiomy of the droplets can be written in total anal- Which we now include in our consideration. The correspond-
ogy with the ferron energy in the double-exchange modeind Hamiltonian has the form
(see Refs. 10 and 15This yields

H=—t cici,+ VY, nini—J o
77_2a2 W2 4 R 3 <i%0 [Koad| (IZ]} it Hzi Si i
Edmmet:—tnd Z_F _WZ l—nd §’7T E .
(13) +J<Z> SS—uX n. (16)
i, i

Herea is the lattice constant aridis the droplet radius. The ] N

first term in(13) corresponds to the kinetic energy benefit of I comparison ta1), the additional terms here corresponds
electron delocalization inside the metallic droplets, and thd® the strong Hund-rule on-site couplidg between the lo-
second term describes the charge ordering energy in the r&&lized spinsS and the spins of conduction electromsand
maining insulating part of the sample. to the relatively weak Heisenberg antiferromagnété&M)

Minimization of the energy in(13) with respect toR exchange) between neighboring local spins. In real manga-
nites, the AFM ordering of the CE type in the CO phase is

ives
J determined not only by the exchange of localizgg elec-
EN 2_V s 14 trons but to a large extent by the charge- and orbitally or-
a |t ' (14 deredey electrons themselves. For simplicity, we ignore this

h itical . q h factor here and assume that the superexchange interaction is
f. T e crlt;]ca conce”r_ltrztlonrlldc corréspon SI to the cor?- the same both in the CO and in the metallic phases.
iguration where metallic droplets start to overiap, 1.e., Where 4 iq physically reasonable to consider this model in the
the volume of the CO phagéhe second term i(13)] tends

limit
to zero. Hence,
3 (413 (1|3 JuS>V>W>JS
ndc=ﬂ R~ V) . (15 In the absence of the Coulomb term, this is exactly the con-

ventional double-exchange modske, e.g., Refs. 7 and )15
Actually, one should include the surface energy contri-The large Hund’s term favors the metallicity in the system,
bution to the total energy of the droplet. The surface energgince the effective bandwidth in our problem depends upon
should be of the order dV?R?/V. For large droplets, this the magnetic order. Therefore, the estimate for the critical
contribution is small compared to the teraR® in (13); it concentration here is different frofd5). As in Ref. 15 the
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metallic droplets will be ferromagneti¢FM) due to the
double exchange. The energy of this state has the form:

. mla?\ W2 L 4 [R)\3
=t Z= Rz | "Gz 13 g N
4 [R)\3 R\3
+ — | =| Ng— —om = .
st?3 w(a) ng—zJ3S$| 1 37 a) Ny (17

The last two terms in(17) describe, respectively, the
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carriers introduced by doping. Neglecting the conductivity of
the insulating phase, we assume that charge carriers are lo-
cated only within the droplets. Charge transfer can thus occur
either due to the motion of droplets or due to electron tun-
neling. The former mechanism is less effective because of
the large effective mass of magnetic polarons and their pos-
sible pinning by crystal lattice defects. We therefore neglect
the contribution of polaron motion.

A magnetic polaron in the ground state contains one

energy cost of the Heisenberg AFM exchange inside the FMlectron. As a result of a tunneling process, droplets with
metallic droplets and the energy benefit from it in the AFM more than one electron are created, and some droplets be-
insulating part of the sample. Minimization with respect to come empty. If the energy of an empty droig0) is taken

the droplet radiugas in(13)] yields:
R [t JSZ) —15

a ” \% * t

Note that fort/V<JS/t, formula (18) gives just the
same estimate for the radius of a FM metallic drogéa
~(t13)Y® as in Refs. 7 and 15.

In the opposite limit, when/V>JS/t, we recover the
same resulR/a~ (V/t)® as in(14). Finally, the critical con-
centrationn,, is estimated as follows
t J82 3/5

—
\% t

(18

(19

neo

to be zero, the energy of a droplet with one electron can be
estimated a€£(1)~t(a/R)2. This is essentially the kinetic
energy of an electron localized in a sphere of radtuk the
same way, the energy of two-electron magnetic polaron
E(2)~2E(1)+U, with U being the interaction energy of
the two electrons. In all these estimates, we have disregarded
the surface energy, which is expected to be srs@ke the
previous Section Thus,E(2)+E(0)>2E(1), and thecre-
ation of two-electron droplets is associated with an energy
barrier of the order oA=E(2)—2E(1)~U. Itis clear that

the interaction energy) of two electrons in one droplet is
determined mainly by the Coulomb repulsion of these elec-
trons, and hencA~e?/ea, wheree is the static dielectric

As a result, taking into account also the tendency towardonstant, which in real manganites can be rather laege (

phase separation at very small valueséf%*®we come to
the following phase diagram for the extended mgdélRef.
10):

~20). We assume below that the mean distance between the
droplets isn~¥*>R (the droplets do not overlapThenA is
larger than the average Coulomb eneejn®?/¢. Since the

1. At 0<n<(JS¥t)3 it corresponds to phase separa- characteristic value of the droplet radiss of the order of
tion into a FM metal embedded in an AFM insulating matrix. 10 A, we haveA/kg~1000K, andA>kgT in the case under

To minimize the Coulomb energy, it may be again favorableStudy. In the following, we assume that the temperature is
to split this metallic region into droplets with an average!oW, A>kgT, and we do not consider the possibility of the

radius given by(18) with t/V=0, each droplet containing
one electron and kept apart from one another.

2. At (JS1)3P<n< (t/V+IS1)3P<1/2, the system is
a FM metal.

formation of droplets with three or more electrons.

Let us denote the numbers of single-electron, two-
electron, and empty droplets &, N,, and N3, respec-
tively. According to our modelN,=N3, N;+2N,=N, and

Of course, we need a window of parameters to satisfyN IS constant. Before turning to the conductivity, we evaluate
the inequality on the right-hand side. In actual manganiteghe thermal averages &f; andN,. To this end, we note that

wheret/V~1/2—1/3 and) $*/t~0.1, these conditions upan

the numbempy] of possible states witm two-electron drop-

are not necessarily satisfied. Experiments suggest that thigts andm empty droplets is equal t6{Cy_,, whereCy

window is present for La ,CaMnOs, but it is definitely
absent for Pr_,CaMnO; (Ref. 10.
3. Finally, at ¢/V+JS/t)¥®<n<1/2, we have phase

separation in the form of FM metallic droplets inside an

AFM charge-ordered matrix.

This phase diagram is in good qualitative agreement
real

with  many available experimental results for
manganites/?%in particular with the observation of small-
scale phase separation close to 0.5 dopingote also that

are the binomial coefficients. Since the created pairs of drop-
lets are independent, we write the partition function in the
form

N/2

zZ= 20 Plexp(—mp), B=AlkgT. (20)

Approximating the sum by an integral and using Stirling’s
formula for the factorials, we get

our phase diagram has certain similarities with the phase

diagram obtained in Refs. 22 and 23 for the problem of spon-

taneous ferromagnetism in doped excitonic insulators.

5. CONDUCTIVITY OF THE PHASE-SEPARATED STATE

Let us consider an insulating antiferromagnetic sample

of volume Vg in an electric fieldE. The total number of
magnetic polarons in the volume i and thus their spatial

N/2 2m
Z=f dmex —mﬁ—NIn(l——)
0 N

|

CalculatingZ in the saddle-point approximation, and subse-

N
+2m|n(——2
m

density isn=N/Vg. As was mentioned before, the number quently evaluating the statistical averageNsf in the same
of polarons is assumed to be equal to the number of chargsay, i.e.,
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- N/2 1 Ar',8") are characteristic times associated with the tunnel-
N,=2"1 Z mPy exp—mpB)=— — In Z, (21 ing processes. The relation betwesjir, #) and,(r,6) can
m=0 B be found from the following considerations. Near equilib-

we easily obtain rium, the number of two-electron droplets excited per unit

_ time is equal to the number of decaying two-electron drop-

N2=N exp(—A/2kgT), lets. We thus have the detailed-balance relation,

No,=N—-2N,=N[1-2 expg —A/2kgT)]. (22 N% ﬁg 5

2

Within the framework of the proposed model, the elec- m(r,0)  7(r,6)’
tron tunneling occurs via one of the following four processe
illustrated in Fig. 3:

(i) In the initial state we have two droplets in the ground
state, and after tunneling in the final state we have an emp
droplet and a droplet with two electrons;

Swhere we have taken into account that the probability of
formation of a two-electron droplet is proportional to the
total numberN; of single-electron states multiplied by the
tP{umber of available hopping destinations, which also equals

N . larly, th lity of f I
(i) an empty droplet and a two-electron droplet in the Similarly, the probability o decay of a two-electron

I . ) droplet is proportional tdN,Nz= N2 Relation(25) implies
initial state transform into two droplets in the ground state _
(two droplets with one electron that 7,(r,0) = 7,(r,0)exp(—Alkg T). Then we can write the

. conventional expression for the tunneling tirfféa the form
(iii) a two-electron droplet and a single-electron droplet P 9

exchange their positions by transferring an electron from one A eErcoséd
droplet to the other; LA, 0) = 0y " ex T 2kaT  KeT )’

(iv) an empty droplet and a single-electron droplet ex-

change their positions by transferring an electron from onéNherel and w, are the characteristic tu.nnelmg length and
droplet to the other. magnon frequency, and we have taken into account the con-

In the linear regime, all these processes contribute to thglbutlon of the external electric field to the tunneling prob-

o ST R ability.
current density independentlyj=j,;+j,+]j3+]j4. The con- .
tributions of the first two processes are To perform the averaging, we assume that the centers of

the magnetic polarons are randomly positioned in space, and
iL=en 2< E Uil 2> ’ 23) the average distanae ® between them is much larger than

(26)

the droplet radiusk. Both assumptions seem to be perfectly
justified far below the percolation threshold. Then the aver-
aged sum in23) is essentially the space averagevf mul-
tiplied by the number of droplets available for hoppifidy

for process(i) and N, for process(ii)). Expanding in the
small parametee El/kgT<<1, we obtain

wheren; ;=N ,/V, are the densities of the single- and two-
electron droplets, and..) stands for statistical and time av-
erages. Factors, , correspond to electron tunneling from a
single-electron droplefprocesdi)) or two-electron(ii) drop-
let. The summation ii23) is performed over all of the mag-
netic polarons on which the electron can tunnel—one- S > _ €Ewg
electron droplets for proces§) and empty droplets for V12 T keT
processii). Finally, the components of the average electron

velocity (v along the direction of the electric field are _y-1 3

obV|ousI§/ fi)zlznd agt (o v=Vs jd r @

vazefA/2k3T<r2 0052 eefrll>vy

: r' cosé' In (27) the electric field is outside the averaging. Rigor-
E V12 Z W . (24 ously speaking, this means that the characteristic hopping
, ’ 1/3

_ ‘ lengthl is larger than the interdroplet distance~">, and our
wherer' and ¢' are the electron tunneling lengtthe dis-  approach is valid only when the droplet concentration is not
tance between the droplg¢tand the angle between the elec- too small. Substituting27) into (23) and performing the in-
tric field and the direction of motion, respectively, and tegration, we find

327e?Ewl°n?
——————exp(FA/2kgT). (28)

j1,2: keT
M @ + @ — O + @ In processesii) and(iv) the free energy of the system is

not changed after the tunneling, and we write the character-
istic times as:

T3.41,0)=wqy Lexp(r/l—eErcos6/kgT). (29

(i) +

D
(D)
O

——

_|_

elcle
560

The contribution of these two processes to the current is
calculated similarly to that ofi) and(ii). For processiii ) the
number of magnetic polarons from which the electron may
tunnel isN,, whereas the number of accepting droplets is
N;. In the same way, for procesty) these numbers and;
andNz;=N,, respectively. Consequently, the factcm%2 in

FIG. 3. Elementary tunneling processes. (28) are replaced by n,,

(i)

/

_|._

+

clele
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~ 327we®Ewyl®nin, 5 ) 27(r')
Jaa= KaT : (30) (on3),=(on3)t Z 70220
From (28) and (30) we now obtain the dc conductivity . 5 o 7(r) )
O'Zj/E, =87rn2<5n2>Tf0 ml‘ dr, (36)

32me2wl®
kT

where(8n3)+ is the thermal average of the variation rof,
and the summation is performed over the “empty droplet—

) ) ) ) two-electron droplet” pairs, withr; being the distance be-
In this Section, we are only interested in the averagg, aen the sites in a pair.

conductivity; fluctuations give rise to noise and are consid-  \yis are interested below in the frequency range
ered in Sec. 6. Usin@22), we find that all the four processes ~ B

illustrated in Fig. 3 give identical contributions to the con- ~ @o XN —Ls/l)<w<wy,

ductlvm_/; for A> kB_T the average conductivityfor which Bo=wo X AI2KsT), 37)
we retain the notatiowr) reads

o= [2n;n,+n2e AT 4 n2gM2eT]  (31)

where L is the smallest of the sample sizes. In this case,
with logarithmic accuracy we obtain feéx>kgT
2 <5n§>'|' 4’7T2|3
dc n-

2

_ 1287e’n*wl®

o= exp(—A/2kgT). (32
kT -
In?| — (39)

2y
We see that the conductivity increases with temperature (6U%,=U

aso(T)xT texp(—A2kg T), which is typical for tunneling
systemg(see, e.g., Ref. 24

w w

Thus, in a wide range of sufficiently low frequenci&3) the
noise power spectrum for our system has almostfdrim.

The variation(sn3)r=V >(N3—N3) is easily found in
the same way as if22),
6. 1/f NOISE POWER o

ny

Recently, Podzoroet al ! reported the observation of a <5”§>T:2—VS-
giant 1f noise in perovskite manganites in the phase- o o ) i )
separated regime. Generally, systems with distributed hog=CmMbining this with(38), we write the final expression for
ping lengths are standard objects which exhibitridise(for ~ (he spectral density of noise féekgT in the form

(39

review, see Refs. 25 and R6he purpose of this Section is (8U?) Vew e

to study low-frequency noise within the framework of the =~ @=——j7—— =27 Ay (X) (40)
model used to calculate the conductivity in Sec. 5 and to de

show that it indeed has afiform. It is remarkable that the noise spectrum in our model has

Starting from Ohm’s lawJ =IL/o'S (whereL andSare  a 1f form down to very low frequencies. This is due to the
the sample length and cross section, respectivaig assum- fluctuations in the occupation numbers of droplets, associ-
ing that the measuring circuit is stabilizeldconst), we can ated with the creation and annihilation of extra electron—hole
express the voltage noise at the frequengywhich we de-  pairs. This mechanism of flhoise is specific to our model
note(5U?),,, in the following way: and is not present in standard hopping conducifon.

5 Let us estimate the numerical value of the parameter

(8U2),=U?2 (60%)0 (33) which is the standard measure of the strength 6fribise.

@ Tde 52 This parameter is proportional to the third powet.dsimple
. . n estimates reveal that, in genetais of the order of or higher
whereUg is the tlmg-gveraged _voltage, ando”), is the than R. Assuming again that the excitation energy is of the
spectrum O.f conductmty.fluctuatlons.. order of the Coulomb energi~ e?/Re, taking g to be of
. If we disregard possible fluctuations o_f the'temperature[he order of the Fermi energy inside the droplétgich
in the system, the only sources of fluctuations in our mOdelneanshwo~300 K forn<ny), and estimating the tunneling
are those_of the occupation numhef andn,. Using the lengthl as beingl=2R~20A, we arrive to the conclusion
conservation law; +2n,=n, we find from(31): that the parametet is of the ordera~10~17— 10~ S cn for

T<A/kg and w~1 Hz—1 MHz. This value ofx is several

on
So= an—2[1—2 exp —A/2kgT)]. (34 orders of magnitude higher than in ordinary semiconducting
2 materials(see Refs. 25 and 26Such a large magnitude of
Now we need to find the fluctuation spectry@n3),,.  the noise can be attributed to the relatively low height of the

Taking into account that two-electron droplets decay via profotential barrieA and to the relatively large tunneling length

cess(ii), we can write the relaxation equation in the usuall- Formally, it is also related to the large value of the loga-
form?’ rithm squared in(40).

. 5n2 -1
5n2——m, T(r)=wq ~exp(r/l —A/2kgT), (35 7 CONCLUSIONS

where we have neglected the effect of the electric field. The Summarizing, we have shown that the narrow-band sys-
fluctuation spectrum then redds tem, which has the checkerboard charge ordering=al/2
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Hall-probe and magnetoresistance studies of trapped magnetic fields are carried out on Bi-
containing high¥. superconducting films obtained by magnetron sputtering. It is shown that the
trapped magnetic fields are alternating in sign in the plane of the film on a characteristic

scale of less than 5am. The temperature dependence of the frozen magnetoresistance and trapped
magnetic fields is investigated. It is found that heating the films causes the trapped magnetic
fields and frozen magnetoresistance to decrease to zero at a temperature substantially lower than
the temperature at which the magnetoresistance vanishes, and for trapping after cooling in

zero field a maximum appears on the curve of the trapped magnetic fields versus the trapping
temperature. The experimental data are discussed and compared with the results of

calculations in the model of superconducting loops, making it possible to determine the form and
parameters of the distribution function of the loops over critical fields and the temperature
dependence of the critical fields. @001 American Institute of Physics.
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INTRODUCTION els and compare them with the results of calculations in the

_ _ _ superconducting loopgings) model®’
In the study of the hysteretic magnetic properties of

granulated highF. superconductor§HTSCsg, which are
Josephson media with a large dispersion of the parameters
the weak links: measurements of the trapped magnetic fields Measurements were made on Bi-HTSC films w80
(TMFs) by means of Josephson interferometers and Halthick, obtained by magnetron sputtering of a ceramic target
probes are widely used? of nominal composition BBr,CaCu;0;9, on Polikor
However, in the region of the superconducting transition(Al,O;) substrates with a subsequent bi@f5 min anneal-
these granulated HTSCs contain not only superconductingng in air atT=820-860 °C.
regions but also normal regions and a normal simply con-  The resistive superconducting transition in the resulting
nected cluster, as a consequence of which the magnetic fielfidms begins at a temperatuiig,= 83 K, which attests to the
trapped in the superconducting regions, being closed througbresence of an appreciable fraction of the 2-2-1-2 phase in
the normal regions of the sample, should be of alternatinghem.
sign in this plane and cannot be observed by the usual meth- Measurements of the trapped magnetic fields in these
ods. At the same time, these sign-varying trapped magnetiims by means of Hall probes with dimensions of the work-
fields, by destroying the superconductivity of the weak linksing region 0.1% 0.45 mm on an apparatus with a sensitivity
of the percolation channels, must give rise to an additionabf 0.1 Oe showed that the trapped fields averaged over the
resistance. area of the probéi.e., the measured valuewere less than
Therefore, investigation of the magnetoresistance due t6.1 Oe in the temperature interval 4—80 K for inducing fields
the trapped magnetic fields, or frozen magnetoresistance, k<500 Oe.
phenomenon which is well known to experimentgis, an At the same time, the magnetron-sputtered Bi-HTSC
efficient method of obtaining information about the trappedfilms exhibited a rather large frozen magnetoresistance, and
magnetic fields in the region of the superconducting transithat was used to study the trapped magnetic fields.
tion in granulated HTSCs and in microscopically inhomoge-  The most suitable films for studying the temperature de-
neous HTSC samples with an extended superconductingendence of the trapped magnetic fields and frozen magne-
transition. toresistance turned out to be those having an extended resis-
In this study we have used Hall probes and measuretive transition, with a temperatur&; at completion of the
ments of the frozen magnetoresistance to investigate the fetransition equal to 5—40 K. The largest values of the trapped
tures of the magnetic flux trapping in Bi-HTSC films ob- magnetic fields and frozen magnetoresistance were obtained
tained by magnetron sputtering, and here we discuss thehen the plane of the films was perpendicular to the mag-
experimental data in the framework of various trapping mod-etic field.

E%(PERIMENT
(9]

1063-777X/2001/27(8)/4/$20.00 609 © 2001 American Institute of Physics
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FIG. 1. Typical temperature dependence of the resistance of a Bi-HTSG g 2 Temperature dependence of the effective values of the trapped mag-
magnetron film 3um thick, 3 mm wide and 8 mm lond, is the resistance  petic fields. The symbols represent the experimental data, and the solid lines
in zero field(1), Ry(T,H) is the resistance in external magnetic fields of the curves calculated in the superconducting-loops model. The functions
40 Oe(2) and 95 Oe(3); R(T,H;,T) is the resistance in the trapped [Z(T) on heating from different trapping temperatufs[K]: 10 (1), 25
magnetic field forH;=200 Oe andT;=5 K in the FC(4) and ZFC(5) (2), 30(3), and 40(4). The dependence of the trapped magnetic fields on the
regimes. trapping temperaturés) (ZFC regime. The functionH (T) obtained in the

case of trapping by cooling in a fiel®) (the FC regimg H;=200 Oe.

Figure 1 shows the typical temperature dependence Qhyoduce the concept of an effective value of the frozen
the resistanc®, of a 3um-thick Bi-HTSC film in zero field i agnetoresistance. We shall assume that the effective value
(curvel), the resistanceRy(H) in external magnetic fields ot 4 nonuniform trapped magnetic field is equal to the exter-

of 40 and 95 Oe(curves 2 and 3), and the resistances nj field that would have the same effect on the resistance of
Ri(H;,Ty) in a trapped magnetic fieldcurves4 and 5).  the sample as do the frozen magnetic fields.
These last two curves were obtained as the film was heated By measuring the temperature dependence of the frozen

after trapping aff;=5K in the field cooling(FC) regime  magnetoresistance and the field dependence of the magne-

(cooling in a fieldH;=200 Og and in the zero-field cooling  (oresistance at different temperatures and using the condition
(ZFC) regime (applying a field pulse of amplitude

H;= 200 Oe after cooling in zero field R(T,Hi, T)=Ru(T,Hy),

A characteristic feature of the curves shown in Fig. 1 iswe determine how the effective values of the frozen magne-
that the temperature at which the trapped magnetic ﬁeld%resistance{t(T,Hi ,T,) depend on the temperature, induc-
and, hence, the frozen magnetoresistance vanfigh, is  ing field, and trapping temperature.
considerably lower than the limiting temperatute, at Figure 2 shows the temperature dependence of the effec-
which the magnetoresistance vanishes. For the films studigg/e values of the trapped magnetic fields in the case of trap-
here these temperatures have the valligs=62-64K and  ping by a field pulséd;= 200 Oe(the ZFC regimgat differ-
Tm=72-78K. ent trapping temperatured; (curves 1-4) and in the

The curves of}(T,H;,T,) andRy(T,H) cross attem- EC regime for trapping by cooling to 10 K in a field
peratures where the decaying trapped fields have the samg =200 Oe(curve6). Curve5 is the envelope of the family
effect on the resistance as do external fields of 40 and 95 Og¢ curves1—4, i.e., the dependence of the trapped magnetic

This means that in these magnetron films the locakie|ds on the trapping temperature for the ZFC regime.
trapped fields that govern the magnetoresistance are at least The curves shown in Fig. 2 have the following charac-
2-3 orders of magnitude greater than the mean fields, th@yistic features: the presence of a maximum on the curve of
highest possible value of which is set by the sensitivity of thehe effective trapped field as a function of trapping tempera-
Hall measurement.1 Os. ture for the ZFC regime, a slow decline of the trapped mag-

This leads to what we think is an important conclusion:petic fields with decreasing temperature in the low-
the trapped magnetic fields in the Bi-HTSC films studiedtemperature region, vanishing of the trapped magnetic fields
here are not only highly nonuniform but also vary in sign.in a|| cases at a single temperatdig,= 63 K which is lower

The characteristic scales of the nonuniformities here must bgyan the temperature at which the magnetoresistance appears
much smaller than the size of the probe (0x4515mm) (T _=72K).

and clearly cannot exceed %0m.
The fact that the frozen magnetoresistance and trappe
magnetic fields did not change when the width of the filmsISjISCUSSION OF RESULTS
was decreased to 1Qm confirms the given upper limit on The results presented above cannot be explained in terms
the size of the nonuniformity of the trapped magnetic fields.of the trapping models ordinarily used — the critical-state
As a characteristic of the sign-varying trapped fields we(Bean model® and the model of pinned Abrikosov vortices.
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Indeed, the Bean model describes the magnetic proper- In the FC regime, when trapping is effected by cooling
ties of the samples only after a complete transition to theén a magnetic field and its removal &, trapping occurs in
superconducting state, when their resistance has already goak the rings, but in those withl ;<H; the trapped fields are
to zero. According to the model of pinned Abrikosov vorti- equal toH., while in those withH >H; they are equal to
ces, on the other hand, the magnetic flux trapping shouldH; ; consequently, the average trapped fields are givén by
occur at temperatures higher than the temperafiyseat y
which magnetoresistance appears, when a considerable fracs _ i “
tion of the granules have already undergone transition to the* (H;. Ty 'T)_A{ fo Hf(Ho)dHc+H; inf(HC)dHC}
superconducting state, and therefore, contrary to experiment, (2

the temperature regions in which the frozen magnetoresis- ) o .
tance and magnetoresistance exist should coincide. As we see from Fig. 2, the magnetic fields trapped in the

At the same time, our results can be explained consisZFC regime at low inducing fields decrease with decreasing
tently in the model of superconducting loofrings),” ac- trapping temperaturg; . It fpllo_ws _from this_ and an analysis
cording to which the trapped magnetic fields in granulated®’ expressior(1) that the distribution functiori(H) should
HTSCs are due to magnetic flux trapping in a system ohave a prono.unced maximum which shifts to largeras the
superconducting loops formed by the superconducting grarf€mperature is lowered. .
ules and the Josephson weak links connecting them. Such a 10 describe the(T) curves obtained, we used a great
system is characterized by a wide set of weak links andq'Y?rS'tY of d|str|but.|on funct_lons of the rings with respect to
hence, a dispersion of the superconducting loops with respeéfitical fields and different kinds of temperature dependence
to critical fields and temperatures. of the critical fields. However, good agreement with the ex-

On the basis of the superconducting-loops model, OmQerlmental data could be achieved only for a norf@duss-

can give the following picture of the change in the state of 4&" distribution
granulated film as the temperature is lowered. In the tem- P 2
perature intervall ,<T<T,, individual granules with high f(He)ocexpl— (He—Hem) 72AHE) (€
T¢'s undergo transition to the superconducting state. Accordy g the following form of temperature dependence of the
ingly, and in agreement with the curves of Fig. 1, the resisyitical fields of the fings:
tance of the film decreases, and magnetoresistance and mag-
netic flux trapping are essentially nonexistent. At lower T\2
temperatures Josephson weak links sensitive to magnetic Hcm(T):H:m[l_(T_) }
fields ~1—100 Oe arise between granules. Besides the addi- m
tional drop in resistance due to the formation of supercon-  We note that the functiof4) gives a good description of
ducting channels, this gives rise to magnetoresistance. As thhe temperature dependence of the critical currents of Jo-
temperature is lowered further, closed superconducting loopsephson contacts that act as superconducting Shamsl
are formed. In these loop®r “rings”) a trapping of mag- bridges of variable thickness and a length that is small or
netic flux occurs, leading to the onset of frozen magnetoreeomparable to the effective correlation length?The distri-
sistance due to the destruction of the weak links of the subution function of the critical currents of a system of such
perconducting channels. Josephson contacts is determined by the dispersion relation

The superconducting-loops model gives not only a quali-of the parameters of the bridges or shorts.
tative explanation of the experimental results but also a good The calculated curves are shown by the solid lines in
quantitative description of the temperature dependence of theig. 2. The adjustable parameters used to fit the family of 6
trapped magnetic fields. curves in Fig. 2 are the mean value of the critical fielg,

We shall assume that the effective values of the trappeend the standard deviatiohH., which equalled 215 and
magnetic fields are proportional to the averagéth respect  74.5 Oe, respectively, dt— 0.
to modulug magnetic fields produced by the system of su-  Thus the observed features of the trapping of magnetic
perconducting ringséthe effective-medium approximation  fields in  Bi-HTSC films obtained by magnetron

In the case of trapping by a pulse of amplitude (the  sputtering—in particular, the appearance of sign-varying
ZFC regime, trapping occurs, according to the trapped magnetic fields and a narrower temperature existence
superconducting-loops model, only in rings whose criticalregion of the frozen magnetoresistance and trapped magnetic
fieldsH are less tham;, and the value of the field trapped fields as compared to that in which magnetoresistance is
in each of the rings is equal to the critical field; thus theobserved—find a consistent explanation in the

4

average trapped fields are described by the intégral superconducting-loops model, which also gives good quanti-
. tative agreement for the temperature dependence of the ef-
HZ(H;,T,,T) :AJHC (T)Hcf(Hc)de (1) fective 'trapped field;. We.have shown that the dis.trib.utio.n of
0 weak links over critical fields obeys a normal distribution

law, and the temperature dependence of the critical fields is

whereTBTt, f(H?)_ is the distribution fun_ctipn of the_ rings described approximately by a quadratic expression close to
with respect to critical fields, the upper limit of the integral 4,4 typical dependence for short Josephson bridges.
in (1) is determined by the temperature dependence of the

critical fields and the conditior} (T,)=H;, and the coef- We thank V. B. Sandomirskii for helpful discussions and
ficient A takes into account the geometric factors and theA. V. Tuzhikov for assistance in preparing the magnetron
demagnetizing factor. films.
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The superconducting gap in a CeRingle crystal is investigated by point contacts. BCS-like
behavior of the gap in the temperature range belol§ (T <T., whereT, is the

critical temperatureis established, indicating the presence of a gapless superconductivity region
(betweenT? andT,.). The pair-breaking effect of paramagnetic impurities, supposedly Ce

ions, is taken into consideration using the Scalski—Betbeder—Matibet—Weiss approach based on
Abrikosov—Gorkov theory. It allows us to recalculate the superconducting order parameter

A% (in the presence of paramagnetic impuritiaad the gap\P (in the pure casefor the single
crystal and for the previously studied polycrystalline CeRthe value AP(0)~2 meV,

with 2AP(0)/kgT.~3.75, is found in both cases, indicating that CeRua “moderate” strong-
coupling superconductor. @001 American Institute of Physic$DOI: 10.1063/1.1399197

INTRODUCTION tics presented were obtained on cleaved surface of C&ERu

) . .
The superconducting gapof CeRuy has been evaluated POth samples. r;l’he samples were c(:jlebaved 'E ar r?t roo][n
by point-contact Shottky tunnelingPCT) 2 break-junction temPerature. The PCs were prepared by touching this surface

tunneling (BJT),2 point contact spectroscopeCS,® and with the edge of an Ag or Cu counterelectrode, which were

scanning tunneling microscog8TM) experimenté. The ne- cleaned by chemical polishing. The experimental c.eII with
cessity of new PCS experiments is due to the discrepanc he sample and counterelectrode was immersed directly in
iquid “He to ensure good thermal coupling. The measure-

between the results obtained by different experimental met
ods. From the PCT measurements(R)/ksT, is estimated ments were carried out in the temperature range 1.7—6.7 K.
as 6.6:0.6, while the BJT experiments yielded The differential resistancdV/dl of the PCs was recorded
2A(0)/kgT.=4.4. These values are remarkably larger than versus the bias voltage using a standard lock-in amplifier
our previous PCS result 3:10.12 which is more consistent t:chnlque modultatmg the direct currdnwith a small 480
with the recent tunneling dataAZ0)/kgT.=3.3* The mea- Z ac component. . )
surements of the superconducting gap were performed b The Blonder, kaham: and KIapwukBTK) theory’ is
different methods and on samples of different quality. In thiscommonly used to describe the behavior of the current-
paper we present a comparison of the superconducting gaY Itf_;lge charact_erlstlcs of_ Cle_a&—c—N m|cr0constr|ct|ons._
behavior of samples with different quality studied by a single”S ' OUl' Previous publicatiod,here we have used this
method. We also propose a procedureatorrection based model, which takes into account the Andreev reflection on

on taking pair-breaking effects into account, which results in the S—N interface? to fit thg?measuredV/dl(V) curves of
almost equal gap values for both samples. PCs. According to the theotya maximum at zero bias volt-

age and a double-minimum structure arowid +A/e on
the dV/dl curves manifests the Andreev reflection process
EXPERIMENT AND RESULTS with a finite barrier strength paramet@: This structure
follows from the equations for the current-voltage character-

We have studied the superconducting gap in single crys: stics

tal CeRy samples by measurirdjv/d| for S—-c—N (hereSis
a superconductorg is a constriction, andN is a normal
meta) point contacts. The single crystal was grown by the (V) ~ fm T(
Czochralski pulling method in a tetra-arc furnace. Its residual
resistivity ratio(RRR is 120, residual resistivitpg=1 w{)
-cm, andT;,=6.3K. The polycrystalline CeRustudied in 5
Ref. 3 had?RR—14 po=31.5uQ-cm, andT.=6.2K, that T(E)= 2A
is, it had much lower quality. The point-contact characteris- E2+(A°—E?)(2Z°+1)%’

BE)[f(E-eV)—f(E)]dE, ()

|E|<A,

1063-777X/2001/27(8)/3/$20.00 613 © 2001 American Institute of Physics
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2|E| crystal is higher and the gapless region is smaller than in the
T(E)= ., |E|>A, polycrystalline samplé.The gap valugaveraged for 5 PCs
|E|+VE*-A%(2Z2+1) as wel) grew from (0.51-0.07) meV for the polycrystal to

wheref(E) is the Fermi distribution function. The broaden- the value indicated above for the single crystal of CeRu
ing of the quasiparticle density of stath§E,I') in the su-  This has a natural explanation considering the difference in
perconductor was taken into account according to Dyneéhe quality of the samples. The contacts made on the more

et al:® perfect single-crystal CeRuexhibited better superconduct-
_ ing properties than those with the polycrystal.
N(E.I')=R E-il’ @) In our previous papérthe presence of a region of gap-
' JE=iT)2—AZ)’ less superconductivity in CeRibetweenT? and T, was

. ) proposed to explain why; #T.. The gap was assumed to
wherel is the broadening parameter. be suppressed by the local magnetic moments, presumably
In Fig. 1a a series of experimen@V/dI(V) curves of ¢ gistributed randomly in the contact region. That is, be-

PCs based on the CeRsingle crystal are presented along ¢5,se of the lower puritjquality) of the polycrystal some of
with the fitted ones for different temperatures. The goodyo ce ions could be impurities.

agreement between experimental and theoretical curves al- The well-known Abrikosov—GorkoAG) theory of a
lowed us precisely to determirzbalong vyith its temperature superconductor containing paramagnetiM) impuritied
dependences from calculations accordinglio (2). The av- a5 peen considered for explaining a gapless state in CeRu
erage value of the gap of the CeRy single crystal €x-  rpe theory describes a situation when in the presence of PM
tracted from the fit for 5 PCs is (0.8D.07) meV, With 5 rities the gaps in the excitation energy spectrum drops
2A(0)/kgT¢ =3.23+0.23 anch*z (5.9£02) K. Trle_maX|— to zero at a transition temperatufg although the material is
mum A(0) was 0.95 meV andc =6.1K, whereT; is the &) o superconductor in the sense of having pair correla-
extrapolated temperature at which the gap drops t0 @& jjos The transition temperatufé is lower than the critical
Fig. 1b. The temperature dependence of the SUperCO”ducfémperatureTc, and a range of temperatures betweg

ing gap extracted from the curves in Fig. 1a is presented i'%md T. whereA is zero for any value of the impurity con-

Fig. 1b and has a BCS-like behavior as in the pOchrySt""”im?:entration exists. The Scalski—Betbeder-Matibet—\Weiss

(SBMW) approach based on AG theory allows us to take

into account a pair breaking caused by spin-exchange scat
tering. As a measure of this effect produced by PM impuri-
ties the inverse collision time for exchange scattering

g _ggﬁ oe il was used. The advantage of the SBMW approach

sample® The extrapolated critical temperatufg for single

is the natural way in which the distinction between the en-
ergy gapA and the order parametar* arises when the effect
of PM impurities on the density of states is taken into ac-
count. The SBMW theory allows us to calculate the order
parameterA® of a superconductor with PM impurities by
transformation of the original expressioh.8) from Ref. 8:

dvrdl, Q

r 2131312
A(T,a)IA“(T,a)_l— (m) }

into the following form:

32
A¥T,a)=A(T,a)| 1+

()

o |23
A(T,a))

In (3) the pair-breaking parameteris unknown. It was de-
termined from theT;/TY and A(0)/AP(0) versusa/AP(0)
curves(the superscripp indicates a pure superconductor; we
also suppose thatt=T.) shown in Fig. 2. The value of}
was taken from the experimental temperature dependence of
A as the value extrapolated according to the BCS theoretical
T T T T curve (see Fig. 1b Then a/AP(0)= g corresponding to
0 0.2 0.4 0.6 0.8 1.0 T%/TP was determined for the particular point contact, and
T/T: A(0)/AP(0)=1vy at the value ofa/AP(0)=p determined
was specified. Thé\(0) value was taken from a fit of the
FIG. 1. Temperature dependence of the experimedialdl(V) curves  experimental curve. Thus we obtainAd(0)=A(0)/y and,
(squares for a CeRy—Ag point contact withRy=>5 Q) along with the fit hence,a=AP(0)B=A(0)B/y. The order parametex“(0)

using Egs(1), (2) with I'=0.13 meV andZ=0.43(solid lineg. The curves .
are shifted vertically for claritya). Temperature dependence of the super- was found from(3) to be (0.99-0.05) meV for the single

conducting gapA extracted from the fit in Fig. 1aA(0)=0.79meV and  Crystal and (0.8Z0.1) meV for the polycrystal. Figure 3
T*=6.1K, with 2A(0)/kgT* =3.05. The solid line is the BCS cur\b). shows the results of the calculations&f(T) from (3). The

AIA(0)
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FIG. 2. TheT%/T? and A(0)/AP(0) versusa/AP(0) curves from Ref. 8.
The dashed vertical lines indicatg AP(0)= 8=0.03 for the single crystal
from Fig. 1 andB=0.11 for the polycrystal from Fig. 1 in Ref. 3 as deter-
mined using the experimental valuesTdf/ TP (dotted horizontal linés The
dashed horizontal lines show t&0)/AP(0)= y determined values.

temperature dependences of the paramatéboth for the

purer sample and for the less perfect one have behavior clo

to the BCS curve.

The order parametekP(0) of the pure superconductor
can be determined from Fig. 2 using the valueyobr cal-
culated from the expressidl), (5) of Ref. 8:

(A“(O,a))
In —AP(O)

v a

= 350w

which transforms into

0 0.2 0.4 0.6

*
/T,

0.8 1.0

FIG. 3. Temperature dependences of the order paramet€F) for the
single-crystal sample from Fig. (bpen squargsand for the polycrystalline
sample from Fig. 1 in Ref. 8riangles.

S
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o

(0,0))
The value of AP(0) has less scatter in comparison with
A%(0) and is about (1.020.05) meV with 22P(0)/kgT,
=3.8+0.2 for the single crystal andAP(0)=(0.99
+0.13) meV with 2AP(0)/kgT.=3.7+0.5 for the polycrys-
tal.

ar
AP(0)=A“(0, a)exp{z Aa

DISCUSSION AND CONCLUSIONS

As was shown earliéf* and in this paper the temperature
dependence af in CeRy has a BCS-like behavior, but with
a lower critical temperatur€; . Because of the difference in
T% for the samples of different quality we can conclude that
in the cleaner one the influence of impurities on the super-
conductivity is also weaker. Pair-breaking effects in the con-
tact area can be caused by the randomly distributed local
magnetic moments. It was noted by Joseplal® that a Ce-
rich solid solution is present as a second phase in g@&Ru
an amount up to 10% in the samples of low quality. This
means that pair-breaking effects and gapless superconductiv-
ity in the compound more probably are connected with the
influence of Ce impurities. Calculations based on the SBMW
approach gave very close values/df(0) and 2AP(0)/kgT,
for poly- and single crystals. This supports our assumptions
a%out the influence of paramagnetic impurities on supercon-
ductivity in CeRy and gives a method af correction. This
method of recovering the superconducting parameters from
point-contactdV/dI(V) characteristics can theoretically be
improved by including in the BTK fit a density of states
modified by the pair-breaking effect.

The investigations were carried out in part with the help
of equipment donated by Alexander von Humboldt Stiftung
(Germany.

*E-mail: amoskalenko@ilt.khakov.ua
UThe sample size was aboukl X5 mm.
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We investigate nonlocal coherent transport in ballistic four-terminal Josephson struatures

which bulk superconductorderminalg are connected through a clean normal layer, e.g., a two-
dimensional electron gasCoherent anisotropic superposition of macroscopic wave

functions of the superconductors in the normal region produces phase sligdDesalogs to
phase-slip centerand time-reversal symmetry breaking 2D vortex states in it, as well as

such effects as phase dragging and magnetic flux transfer. The tunneling density of local Andreev
states in the normal layer is shown to contain peaks at the positions controlled by the phase
differences between the terminals. We obtain the general dependence of these effects on the
controlling supercurrent/phase differences between the terminals of the ballistic mesoscopic
four-terminal SQUID. ©2001 American Institute of Physic§DOI: 10.1063/1.1399198

1. INTRODUCTION superconducting order parameter at all points of the mesos-
) ) ) _ ) copic weak-link region. The coherent current flow is carried
Multiterminal Josephson Ju_nct|oh§generallze the usual py the Andreev statédformed inside the weak link. A non-
(two-termina) Josephson junctiofo the case of weak cou- |5cal nature of mesoscopic supercurrents was demonstrated
pling between several massive superconducting baeks by Heidaet al,'® who investigated mesoscopic S-2DEG-S

minalg. Compared with two-terminal junctions, such sys- . ,
. superconductor—two-dimensional electron gas—super-con-
tems have additional degrees of freedom and th

corresponding set of control parameters, preset transport Cuq_uctor) Josephson junctions. They measure,Jeriodicity

rents, and(or) applied magnetic fluxes. As a result, the Of the critical current instead of the standar®,
current- or voltage-biased and the magnetic flux-driven re{®o=Nhc/2e is the magnetic flux quantumA theory of this
gimes can be combined in one multiterminal microstructure€ffect was developed in Refs. 14 and 15.

One of the implementations of multiterminal coupling is ~ The present-day level of nanofabrication technology has
a system of short, dirty microbridges going from a commonmade it possible to realize multiterminal mesoscopic Joseph-
center to separate massive superconductors. The theory s6n junctions, similar to the 2-terminal junction studied in
this kind of multiterminals was derived in Refs. 4 and 5Ref. 13. A microscopic theory of the mesoscopic ballistic
within the phenomenological Ginzburg—Landau schemelosephson multiterminals was derived in Ref. 16. It is valid
(Aslamazov and Larkin mod¥l This approach is valid for for arbitrary temperatures<0T<T, and describes the non-
temperatured near the critical temperaturg; and for the |ocal coherent current states in the system. The effects of

local case, when the characteristic spatial scale is larger thgfyniocal coupling, such as phase dragging and magnetic flux
the coherence lengtf,~#Av /T, . The stationary states and transfer. were obtained in Ref. 17.

the dynamical behavior of the microbridge-type multitermi- In the present paper we continue the study of quantum

nals have been siudied for different microstructures, a fouri'nterference effects, which are related to the nonlocality of
terminal SQUID controlled by the transport current, and ’ Y

weakly coupled superconducting ringsee the review of weak. coupling, in mesospopic mu!titerminals. The paper
theoretical and experimental results in Refs. 7 and 8 consists of twg pqrts. In first pafArUgIe I).the effects of
The Josephson effect in mesoscopic weak links with di_nonlpcal coupling in mesosco_plc multiterminal struc?ures_are
rect conductivity(S—N—Sjunctions, ballistic point contacts Studied. The general properties of Josephson multiterminals
exhibits specific featur3°which are absent in conventional are described in Sec. 2. Section 3 gives the results concern-
dirty microconstrictions neaF, (Ref. 6. As in normal metal ing the current distribution and density of states inside a
mesoscopic structuré$,the electrodynamics of supercur- weak link. In Sec. 3 we study properties of four-terminal
rents in mesoscopic Josephson junctions is nonlocal. The s®QUID which are specific to the mesoscopic case. In the
percurrent density depends on the spatial distribution of theecond partArticle 1) a superconducting phase qubit based

1063-777X/2001/27(8)/8/$20.00 616 © 2001 American Institute of Physics
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Inside this mesoscopic, fully phase-coherent weak link, the
T J supercurrent density(p) at point p dependshonlocally on
S, the values of the induced order parameteat all pointsp’.
In turn, the order parametdr(p) depends on the phases.
i, The total current; flowing into theith terminal depends on
A0e the phasegp; of all the banks and has the forfh:

s ] Bocos(@i=¢p)/2)
e & 2T '

Qi @j
2

@

In the case of two terminals Eql) reduces to the for-
mula for ballistic point contact8 with y,, equal to the Shar-
vin conductance.

Expression(1) corresponds to the case of a small junc-
tion, when the linear dimensions of the N layer are smaller
than the coherence lengé-#iv: /A, (for the case of arbi-
trary junction dimensions see Ref.)18Ve are focusing here

on the small junction case because the effects of nonlocality
tl are most pronounced in this situation. The geometry depen-
dent coefficientsy;; denote the coupling between the partial

FIG. 1. Mesoscopic four-terminal Josephson junction with “parallel”imple- Josephson currents in ballistic two-termingl—S; weak
mentation of the supercurrents. The four bulk superconducting regiongjnks.

S, ...S, are weakly coupled through the thin layer of normal m&aEG), . L e » e
represented by the shaded area. Equation(1) is simplified whenT~0, or whenT~T,.
In the T=0 limit, it becomes

4
on a mesoscopic multiterminal junction is proposed and in- = mA0(0) 2 i sin( i~ ¢j)sigr{cos( ‘Pi_‘Pi”_
vestigated. e =7 2 2

2
2. MESOSCOPIC FOUR-TERMINAL JUNCTION Near T, on the other hand, the order parameter is small,
System description Ap—0, and one can write
. o . 2 4
In a mesoscopic 4-terminal junction, bulk superconduct- | _ mAu(T) S o sinte— o) @
ors (terminalg are weakly coupled to each other through a " 4eT, = Yij SiIn(@i— @)

clean two-dimensional normal metal lay@D electron gas . o . e
as is shown in Fig. 1. The pairs of terminals can be incorpoEduations(2) and (3) are qualitatively similar, differing in

rated in bulk superconducting rings or in circuits with presettn® magnitude of critical currents and in the shape of the
transport currents. In Fig. 2 we show two such configuracurrent-phase relatior{sin ¢/2) sign[cos(/2)] and sing).
tions. The first ongFig. 2a presents two superconducting For definiteness, in the following we will consider the case
rings, each interrupted by a Josephson junction, which are dt~ Tc: k€eping in mind that the results hold qualitatively at
the same time weakly coupled to each other. The secon@V temperatures as well. ,
configuration(Fig. 2b), combines a currentor voltage) bi- _For the Josephson coupling energy of the junctisy,
ased junction and a flux-driven junction in the ring. We callWhich is related to the supercurrents (3) through
this configuration the four-terminal SQUID controlled by the |1 = (2€/7)9E,/d¢;, we have
transport current. - ' ' ' . A wAX(T)

The state of theth terminal $(i=1,...,4) is determined Ej(¢)= %6 4e—T2 Yik[1—cogoj— @) ]. (4)
by the phaseg; of the complex off-diagonal potential o J=k
Agexpl¢;). The superconducting banks induce an order pa-  Expression(1) for the supercurrents; looks similar to
rameter? in the normal metal regiofshaded area in Fig)1  Buttiker's multiprobe formul&

Ii:e; Tij (mi— 1), ®

- \ / which relates the currents to the voltage drops between ter-
0 ' minals in a mesoscopic normal metal multiterminal system.
\ The similarity reflects the above-mentioned nonlocality of

mesoscopic transport on a scaleéef-%ivg /T (in the ballis-
tic limit we are considering The essential difference be-
a b tween (1) and (5) is that, unlike the Josephson currents of

FIG. 2. Superconducting microstructures based on mesoscopic four—terming')' t_he normal currents o) can ﬂO.W Only. out O.f e.qu”lb-
Josephson junctioné). Two weakly coupled superconducting rings). rium; while the current—phase relation () is periodic, the

Mesoscopic four-terminal SQUID. current-bias dependence @) certainly is not.
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Circuit implementations of four-terminal junction. Nonlocal o gf
weak coupling

The current-phase relatior{8) determine the behavior 5t
of the system in the presence of transport currents and/or the
diamagnetic currents induced by the magnetic fluxes through ‘,
the closed superconducting rings. It is necessary to distin- Y =T’
guish two types of circuit implementation of the mesoscopic v

s

4-terminal junction” The first one, is the “crossed” or i ~ A=t

“transverse” implementation, when the total current in one

circuit goes in and out through one pair of opposite banks in 2r ’ x=m |
Fig. 1, and in the second circuit-through the other pair. In the x=0

“parallel” implementation, shown in Fig. 1, the currents 1r 7
and J flow through pairs of adjacent banks. In this case,

nonlocal coupling of currents inside the mesoscopic N layer 0 1 5 3 o 2 5 6

results in the peculiar effect of “dragging” of the phase dif-
ference between one pair of terminals by the phase differeig. 3. Phase diagram for the phase differegca the (6, ¢) plane. The
ence between another pair of terminHign the following, solid curve separates the regions witk-0 and y= . The hatched region
we consider the “parallel” implementation and study the 'S @bsent in the case of local coupling.
manifestations of the phase dragging effect.

The coefficientsy;; in (3), (4) depend on the geometry
of the weak link(the shape of the N laypand on the trans-  current—phase relations. The phase dragging effect
parency of S—N interfaces. In general we haye=y;; and

vy =0. For the case of parallel implementation, the elements -6t US introduce the new variables:

12 and ys, are related to the critical currents of the indi- 02— ©1=0, @3— @4=0,
vidual subjunctions S-S, and S—S,, respectively. The ma- 1
trix s(e1ter)=a, 5(@s+3)=8,
Y13 VYia
A?’couplz ( ) (6) a—B=x, atp=y. 9
Y23 Vo4

Without loss of generality, we can choose the phassgual
describes the coupling between these two junctions. Theo zero &;¢;=0). For the circuit implementation shown in
properties of the systeliin particular, the existence of phase Fig. 1, we have
dragging qualitatively depends on whether dgi(,,) is I=l.=—| J= o= —| (10)
equal to zero or notsee Appendix In the case of a conven- 2 o 3 4
tional nonmesoscopic 4-terminal Josephson junction the cdn terms of the phase difference® the currents andJ have
efficients y;; factorize, y;;~(1/R;)(1/R;), whereR; are the the form
normal resistances of the dirty m|crobr|dde§h|s yields
det(ycoupp 0, which we call local coupling. On the other |=sing+
hand, in a mesoscopic system, even in the completely sym-
metric case of am X a square N layer and ideal transparency
(D 1) of the N-Sinterfaces, the coefficientg; are given

by:*’

0 ¢ 0 ¢
(p+q)sm cos—+(p q)coszsmg}cosx,
(11

J=ksing+

s ¢ 0 N ¢ 0
(p q)smgcosi (p q)cosgsmz COSY.
(12
(7)  Allthe y's (8) are normalized byy,,, and the currentsand
J are measured in units o= 7y;,A5(T)/4eT,.

) From the equation of current conservatitt0), it fol-
€"pra ( 1 ) lows that the phasg in Egs.(11) and(12) can take only two

X V21
Y12= Y34= Y0:  Ycoupl— Y0 1 val’

YT snza2\ T s values, 0 orr. Minimization of E; (4) with respect toy also

V2
gives =0 or m, depending on the equilibrium values 6f
with det(yeop) #0. In @ more general case than the com-and ¢ (see Appendix
pletely symmetric on€Eg. (7)), we can writey;; in the form

- r{ ¢ 0 ¢ ¢
cosy=sign (p+q)cos- cos; —(p—q)sin5sin|.
P q 2 2 2 2
) tS) (13

q P The current—phase relatio$l) and(12) with the con-
This corresponds to a square N layer with different transpardition (13) are invariant under the transformatioft— 6
encies for junctions S-S, and S-S, and/or with different +2wn, and¢— ¢+2wk. The 27 periodicity of observable
widths of the superconductor banks connected to the normajuantities is sustained by the “hidden” variable phasdn
layer. In our numerical calculations we will use the simpleFig. 3 the phase diagram for in the (6, ¢) plane is pre-
form (7), i.e., k=1, p=v2, q=1. sented. The solid line separates the regions with0 and

Y34= KY12s 'ycoupl
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FIG. 4. Current—phase relatiohgor different values ofg. FIG. 5. The dragged phas between terminals;SS,, at zero transport
currentl, as a function of the phase differengebetween the other pair of
terminals S-S,

x=m. When the state of the syste(®, ¢) crosses this line,
a jump in xy occurs. Corresponding jumps take place in )
current-phase relationd1) and (12). The current (6) (11) $4—$3 breaks the time reversal symmetry for.the Josephson
is shown in Fig. 4 for several values of the phaseNote ~ 1UNction §—S,. It also follows from expressiorill) that
that the functionl (#) has jumps, which forp#0, are not I_( ¢) is not only a function Oﬂ¢|’_ as in conventional junc-
located at 6=+, as they would be in conventional tions, but also fjepends on the signfThe phgse drz_iggm_g
4-terminal junctions. The jump iy means slippage of the has an analog in the normal metal mesoscoplc_mulntermmals
phased (or ¢). In the case of two-terminal or conventional d€Scribed by formulé); the normal current flowing through
4-terminal junction the phase-slip events occur at phase dione pair of ter8m|nals induces a voltage difference between
ference equal tom(2n+1), n=0,+1+2,.. In one- (e other ones’
dimensional structures slippage of the phase occurs at phase-
slip centers(PSQ, i.e., points where the order parameter
equals zero. In our case of a 2D mesoscopic 4-terminal wea
link, the analog of the PSC are phase-slip lines in the norma
metal region. They appear when the stede¢) of the sys- The coupling through the normal layer determines the
tem belongs to the hatched region in Fig. 3. This regionpehavior of the Josephson weak linksS$, and $—S;. On
which is absent in the local coupling ca§eactually coin-  the other hand, the properties of the normal layer itself de-
cides with the linesy=m, ¢=m), we call the “frustrated”  pend on the phase differencésand ¢ across the junctions.
region for phase® and ¢. For states inside this region, the The phase® and ¢ can be controlled by external magnetic
distribution of the supercurrent in the weak link contains 2Dfluxes through the ringéFig. 2a. In this Section we present
vortex stategsee below. the results of numerical calculations for the current density
Nonlocal weak coupling leads to the phase draggindiistribution j(p) and density of local Andreev level(e)
effect!’” One notices that ip#q then puttingé=0 in (11)  inside the mesoscopic 4-terminal weak link. The expressions

CURRENT DISTRIBUTION AND LOCAL DENSITY OF
TATES INSIDE THE MESOSCOPIC WEAK LINK

results in a nonzero value of the currént for j(p) andN(e) as functionals of ¢;,¢,,¢3,¢4} Were
b b obtained in Ref. 16 by solving the Eilenberger equatins.
I=(p— q)sinE sigr( cosE) . (14 Figure 6 illustrates the effect of phase dragging. Two sets

of phases(f=—0.42, ¢=m) and (§=0.42, =) corre-
This current is absent in conventional 4-terminal junctions orspond to zero value of the curreht(11) (see Fig. 4 and
mesoscopic four-terminal junctions with crossed implemen-opposite directions of the currefit12). In the absence of the

tation at whichp=q (i.e., det (/coup) =0). current from terminal Sto terminal S, a phase difference
Similarly, if we setl =0 in (11), we find a nonzero so- across the junction;S S, exists.
lution for 6, which again vanishes whey=q. This solution When the phase8 and ¢ lie in the “frustrated” region

(=46y) is a function of¢$ and is plotted versug in Fig. 5.  of the diagram of Fig. 3hatched areathe current distribu-
The influence of the phase of one side of the mesoscopition j(p) contains 2D vortex states. They are shown in Fig. 7
4-terminal junction on the phase of the other side is what wdor states(6=7—0.2, ¢=7—0.2) and (d=7+0.2, o=
call the phase dragging effect. This effect is one of the im-+0.2). In both cases, the order parametfp) vanishes
portant characteristics of the junction with parallel imple-along the diagonak=y, and its phase drops by when
mentation. crossing this 2D phase-slip line.

In general the current-phase relations are asymmetric, The Andreev scattering processes on the I$ inter-
I(—6)#—1(0), unlike in conventional cases. In another faces lead to the appearance of energy levels with ene¢gies
words, the presence of a phase differegoen the terminals  inside the gap\y, |e|<Ag, in the normal metal. The local
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0.8 N, IR , , o
A A A
06l ~ . " 2 s s e 4. MESOSCOPIC FOUR-TERMINAL SQUID
~. T, 5oy P '
T A In this section we consider the four-terminal SQUID
. I . - 1 i i I i
04r~ o LT R A configuration(Fig. 2b. The conventional 4-terminal SQUID
R P has been studied in detail in Ref. 5, wherein the steady-state
Y e e 4 4w s s s H H 1
o DA A e domain and dynamical properties of the system were calcu-
e e e e e e PN lated. Here we are interested in the specific features of the
Of~ =~ ~ = = = = < = - ol mesoscopic case reflected in the current-phase relatldhs
0 02 04 _ 08 08 10

(12). As we have seen in the previous Section, the nonlocal
FIG. 6. Distribution of the current density inside the normal layer for phaseCOUpIing (p#q) leads to the phase dragging effect. This
== and two values of the phageat which the current=0 (Fig. 4. dragged phase can induce in the ring a transferred magnetic
flux which depends on the transport current. Conversely the
magnetic flux state in the ring influences the behavior of the
density of electron states in the normal layer is given by thelosephson junction in the current circuit.
formula When the terminals 3 and 4 are short-circuited by a su-
. perconducting ring with self-inductande the phase¢ is
Me,p)=N(0)(Reg(w=—i€p,V))y,. (15 related to an observable quantity, the magnetic dusread-
(g(w,p,ve) is the Eilenberger Green’s functipriVe have ing the ring ¢=(2e/2)®. The current] circulating in the
studied the dependence of the density of states, averagé#ld is given byJ=(d°—®)/L, where®® is the external
over area of the N layeN(e), on the phase$ and ¢. This magnetic flux threading the ring. Frofhl) and(12) we have
tunneling density of states can be measured by a scanning
tunneling microscope. It contains the spikes whose intensity ) 0 @
and position on the energy axes are controlled by the phasés Sin+| (p+q)sinz cosz+(p—(Q)cos; sin—-|Cosy,
0 and ¢. The results are shown in Fig. @he &function (16)
singularities inN(e) are smeared by introducing a small
dampingl’=0.01A).

-0 o1 D¢
=sin®+ —| (p+q)sin=cosz
c | (PT@)sin cos;
y 6=¢=m-02 y 0=¢=m+0.2 o 0
10 [7 7 - s s 7] 10 [oToiTo i 7 +(p—q)cos§sm§ cosy, (17)
0.8 1 IIiIIIII T o ot ol
0.6 :iijj;;':f';’:iif 0.6 ES:::’.',,‘,,’,C,’::;: where the fluxesb,®® are measured in units/2e, and £
04 Cillierean il R E Ve =(2el/h)LIyk is the dimensionless self-inductance. The pa-
I SIS ADRE] R DA AOEAINR rameterx = ys,4/ v, is the ratio of the critical currents of the
.. [ e et N I . . .
02y 1 rm i il 02 PSS EERER subjunctions 3—4 and 1-2. The limiting cases«ef e and
of - nLiiiiiiiiiL N NN x—0 correspond to the autonomous SQUID and the current-
0 0204 0608 1.0 0 0204060810 biased Josephson junction, respectively.
X X The transport currentand the external fluxb€ are the

FIG. 7. The vortexlike distributions of the current inside the weak link when e.XtemaI control pgrameters. The corresponding Gibbs poten-
6 and ¢ are inside the frustrated region. tial for the 4-terminal SQUID takes the form
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FIG. 9. The steady-state domain for a mesoscopic four-terminal SQUID in
the plane [,®°®) of the control parametersolid curve. The dashed curve . . . . . . .
corresponds to conventional four-terminal SQUIDSs. 0 0.2 0.4 I 06 0.8 1.0
FIG. 10. The critical current. between the superconductorsa®d S as a
k(D —D®)? function of £ for ®*=0 and.
U(d,;1,0%= T—Ia—cosa—xcosd)—z
o6 O (17) in the framework of the heavily damped resistively
X (p+q)cos§ 0055 shunted junctionRSJ modef leads to equationgsee Ref.
7):
( )si 0 sine (18 de 0 @
—(p—q)sinz sin—|cosy.
Pa)sing sin |cosx gt = —sinf—|(p+a)sin; cos~
The last three terms in E@18) are the Josephson coupling
energy(4) in terms of the variableg, ®, andy. The mini- X (p— )cosfsinE cos (19
mization ofU with respect toy gives the expressiofi3) for P=q 272 X
cos x, with ¢ replaced byd. At given values of the control 4D D— o
parameters and ®°, relations(16) and (17) [together with " &ind- 1 (p+q)sin—cos€
Eq. (13)] determine the set of possible states of the system  dt L K 2 2
{6, ®}, among which we should choose those that correspond o 8
to the local minima of the potenti&J, Eq. (18). +(p—q)cos=sin= |cosy, (20)
Let us consider the effect of the magnetic flux state of 22
the ring on the behavior of the current-driven junction. The g, d 9 d 0
critical currentl. of the junction depends on the applied = —siny| (p+q)cos5 cos;—(p—q)sin-; sin .

magnetic flux ®¢. In the simplest case of small self- (21)
inductanceL<1, we can neglect the difference betweén )
and®® in expression(16). The maximal value of the super- 1hey can also be presented in the form
currentl (16) (with @ replaced byd®) as a function ofb®, _ au . au . 19U
| ma{®9), is shown in Fig. 9. This curve determines the — 0=——,, ®=——2, x=-5-—, (22
i X

boundary of the steady-state domain in thgl(®) plane. The
function | ,,(®®) is 27 periodic, but due to the terms pro- Where the potential is defined in Eq(18). The voltages
portional top—q in Eq. (16), it is not invariant under the between different terminals are related to the time derivatives
transformation®®— ®®. The symmetry is restored if we si- Of the phase differences
multaneously chang®® to —®°€ and| to —1. Note that in _ 1
the conventional casep&q) the boundary of the steady- V=0, Vau=0, E(V13+V24)=)'(- (23
state domair ,,,,(®®) is symmetric with respect to the axes
(1,®°®) (dashed line in Fig. P Thus the critical currenit, in ~ The time and the voltage are measured in unitg/df and
the transport current circuit, for a given direction of the cur-#1,/2e?, respectively. Note that, in spite of the equilibrium
rent, depends on the sign of the magnetic flux in the ring. Fostate, the dynamical variabjerelates to an observable quan-
finite values of the self-inductaneg equationg16) and(17) tity. Its time derivative determines the voltage between the
must be treated self-consistently. The critical currens  ring and the transport circuit. The features of the dynamical
function of £ is shown in Fig. 10 for two values of the behavior of the mesoscopic 4-terminal SQUID are again af-
external flux,0¢=0 and®®= 1. fected by the terms proportional tp{-q), i.e., by nonlocal

Outside the steady-state domain, the stationary solutionsoupling. The current—voltage characteristics in the transport
for (6, @) are absent and the system goes to the nonstatiorthannel,V(I) [the time-averaged voltagé,; (23)], can be
ary resistive regime. The simple generalization of E@§),  obtained by numerical solution of the coupled system of non-
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@ 0 behavior of S—N-S junctions with unconventional
superconductors: It has indeed the same origin in the
—0.02 direction-dependent phase of the superconducting order pa-
004t rameter induced in the normal part of the system, though not
' due to the intrinsic phase difference between different direc-
—0.06¢ tions in a superconductor. This actually allows us more free-
dom in controlling the behavior of the junction, which will
-0.08} be exploited in the qubit design based on such a junction in
the following paper. The time-reversal symmetry breaking
-0.10¢ can be also used for direction-sensitive detection of weak
magnetic fluxes.
-0.12; It will be instructive to investigate the role played by
~0.14 . ‘ . ‘ ‘ finite elastic scattering in the system and look for the analogs
0 0.5 1.0 1.5 20 25 3.0 of zero bound states, found at surfaces/interfaces of uncon-
I ventional superconductof(for a review see Ref. 32This, as
FIG. 11. The flux induced inside the ring as a function of the transportweII as the vortex dynamics in the system, will be the subject
currentl. £=1, ®¢=0. of our further research.

We thank R. de. Bruyn Ouboter for his stimulating inter-

linear differential equation&0)—(22). As well as the critical €St In this work. One of the authors, A. N. O., would .“ke to
currentl ., the voltageV(l) in an applied magnetic flusbe ~ acknowledge D-Wave Systems Irfgancouvey for hospital-
depends on the sign @°®, i.e., on the direction of the ex- 1Y and support of this research.

ternal magnetic field. A full dynamical description of the

mesoscopic four-terminal SQUID requires a more rigorous

approach than the RSJ model and will be the subject of aPPENDIX

separate investigation.

. . . Junction with arbitrar S
In accordance with the stationafy6), (17) or dynamical anetion wi rary ¥

equationg19)—(21) for # and®, the opposite effect for the The Josephson energy of the mesoscopic four-terminal
influence of transport current circuit on the flux states in thgunction, normalized to
ring takes place. In particular, a currdnproduces a fluxp (h/2€) rrAg(T)/4eTC,

in the ring even in stationary case and in the absence of
external flux®®. This effect is proportional tof—q) and is  is expressed by
absent in the conventional case. In Fig. 11 we plot the mag-
netic flux® induced in the ring as a function of the transport
current! in the caseb®=0. with the coupling energ¥ oy given by

A special interest is the existence of bistable states in the —0—¢ — 0+
system described by the potentiaB). We emphasize that, in Ecoup™= — y13cos( 5 +X) — 714COS< 5 +x
contrast to the usual SQUID, bistable states occur for any
inductanceZ, even for £<1> We will analyze the depen- 0— ¢ 0+ ¢

~ Y23 CO{ +Xx ) ~ Y2 005<

Ej= — 712€0860— y34C0S$+ Eoupi, (A1)

dence of these states on the control parametersd ®° in 2 — tx

2
Article 1l, when the design of the four-terminal qubit will be _
studied. =—(Acosy+Bsiny), (A2)

where
5. CONCLUSIONS

6+ ¢ 6
We have demonstrated that in ballistic four-terminal Jo- A= (v1a*+ 724)00‘5( — | T (yaat 723)005< — |
sephson junctions the coherent anisotropic superposition of (A3)
the macroscopic wave functions of the superconductors in
the normal region produces the formation of phase-slip lines + _ [0—¢
: . (714 v23)sin > |
(2D analogs of phase-slip centeend time-reversal symme-
try breaking _2D vortex states.ln it, as well as such effects aR4inimizing with respect toy, we find the minimum to be
phase dragging and magnetic flux transfer. We have calcu-
lated the phase-dependent tunneling density of Andreev
states in this region as well. coup= — VA*+B?,  y=cos*
The degree to which the nonlocality of the mesoscopic
transport is manifested depends on the characteristics of thefter some manipulations we find
system and is most pronounced in the ballistic ¢dsehe £ 2. 2. 2. 2.,
ballistic four-terminal junctions considered here demonstrate ~ coup™ ~ [ 13T Y25t ¥1a% ¥24 2(v13v14F ¥23724)
several specific effects absent in the diffusive lifnit:phase X COS¢h+ 2( Y1303+ Y14Y24)COSO+2( Y1324
dragging, time-reversal symmetry breakit(#) #1(— 6)),
Eq. (14)], and the vortex formation. The latter can mimic the + ¥14Y23)COSH COSP—2( y13Y24

[0+
B=(y13— y24)SiN 5

A

JAZ+ B2/

(A4)
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The 3D— 2D dimensional crossover in the superconducting state of quasi-two-dimensional high-
T. superconductors is investigated. The consistent pattern of the superconducting state of

2D and 3D systems is used to find a universal temperature dependence of the ratio of the squares
of the penetration depths of a magnetic field directed along thés, i.e.,\2(0)/\3(T/T,),

from which one can obtain a relation between the superconducting transition tempdiaaé

A "2(0). This yields the temperaturg,, of the dimensional crossover as the boundary of

the region of “two-dimensionality” of the superconducting state, whereTorT,, the results of
measurements of the penetration depth begin to deviate from the universal dependence

found. It is shown that the size of the region of three-dimensional superconducting fluctuations
can be determined from measurementa. 6f/T;) and the resistance along theaxis and

turns out to be finite, attesting to the 2D character of the superconducting transition in quasi-2D
HTSCs. © 2001 American Institute of Physic§DOI: 10.1063/1.1399199

1. INTRODUCTION fluctuations. The question of the large difference between the

Quasi-2D highT, superconductoréHTSCS, i.e., under- temperature3s, Teo, andTer will, of course, be answered
o . once the mechanism of high-temperature superconductivity
doped compounds, have such distinctive properties as a

semiconductor trend of the resistance along thexis, iS understood. For example, the spin-fluctuation model of

. . . pairing, for whichT.~J. and T,p~J,p, the anisotropy of
ZC(T)’Ta Ie;rr?de 'tﬂteergzlpg;riacseu%?rgozggﬁﬂggggm:;;m;’the exchange interactions of the quasi-2D HTSCs in the
2D e

<T*. This has led to the conjecture that the superconductinéj"e(g3 dl?setr(;'lf) )Z?_enari]lgrlil? I,a?nedvilall(ljj negotfrl?]:ea}zltse’rjzf‘]akl)r;
transition in these compounds is due to a Berezinski c= 0 9 D

X - Refs. 10 and 11 it was shown that the two-dimensionality of
Kosterlitz—Thouless (BKT) transition at a temperature the superconducting fluctuations in the normal state is also
Tekr<Teo, WhereTy, is the temperature of the supercon- Pe 9 : .

BKT =~ c0» T == Tc ) , responsible for such properties of quasi-2D HTSCs as the
ducting transition in the CuQplanes in mean field theory .
(see the review and the references cited thergirEven temperature dependence of_the probabtlé(yl_') for the tun-
. : .neling of charge along theaxis and the semiconductor trend
though a two-dimensional character of the superconductln%f the resistivityp.(T). As the temperature is lowereg(T)
fluctuations and the hallmarks of the BKT transition have Pt i)

been observed in the majority of quasi-2D HTSEst is as decreases rapidly, and @t~ T; the dimensional crossover

L : D— 3D occurs before the BKT transition. The temperature
yet unclear whether such a transition can be observed in bulkq : L L
at which the resistivityp,(T) stops growing is of the

superconductors when the finite value of the interaction . .
. : . same order as the temperature of the superconducting transi-
along thet axis is taken into accouft The most convincing

tton in a bulk sample€in mean field theory This attests to

evidence comes from measurements of the resistance for . . .
. s . . L{ e 3D character of the superconducting transition with a
trathin YBCO films; from which one can determine the tem- . . . ) . .
finite region of three-dimensionality of the superconducting

perature of the BKT transition: as the number of layers in- o : "
. ) fluctuations; in a layered system this transition occurs ac-

creases] gkt increases from 30 Kfor a film one monolayer ding to the Kat p

thick) to 80 K for a 10-layer film. Because of this difference cording to the Rats scenario

betweenT,, Too<T*, andTEK_T and al_so b_ecguse of dou_bts T2/8F>tc(T8)v )

about whether a BKT transition can in principle be realized

in a bulk sample, the character of the superconducting trar@t sufficiently small values of(T¢) (s¢ is the Fermi en-

sition in quasi-2D HTSCs remains an open questidn. ergy). Measurements of the temperature dependence of the
Taking the finite interactions along tieaxis into ac- resistivity p.(T) make it possible to determine the region of

count can lead to a dimensional crossover bothTorT, 3D superconducting fluctuations in the normal statg:

and in the superconducting state at temperatures clo$g to AN —TO_ T < AN @)

(see, e.g., Refs. 436There is a well-known theoretical e

model of such a superconducting transition in layered It is knowrf!? that as the temperature is lowered in the

structures’at a sufficiently low probability for charge hops superconducting state, the reverse crossover2D occurs

between layers the system behaves as two-dimensional witit a temperaturé& ., whose value depends on the correlation

a finite regionAjy of three-dimensional superconducting length £.(T) along the€ axis. The goal of this paper is to

1063-777X/2001/27(8)/4/$20.00 624 © 2001 American Institute of Physics
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investigate the superconducting state of quasi-2D HTSCs 15
and to determine the region of 3D superconducting fluctua-
tions, A3y=(T.—Tg), for T<T.. A universal temperature
dependence is found for the ratio of the squares of the pen-
etration depths for a magnetic field directed alongitais,
N2(0)/\N%(T/T.). The temperaturél, of the dimensional
crossover is determined as the boundary of the region of
“two-dimensionality” of the superconducting state, where
for T>T, the results of measurements of the magnetic-field
penetration depth begin to deviate from the universal depen-
dence(6) found above.

R(0) /23T /T,)
>

i
&

2. ON THE UNIVERSAL DEPENDENCE OF T, ON A™2(0)

The magnetic-field penetration depti{T) is given by
the London formula(T)~ng3/4T), wherengs(T) is the a . !
three-dimensional superfluid density, which is related in an 0 0.5
obvious way to the 2D densitpg(T): ngs(T)=ng(T)v/l, T/Te
wherewv is the number of I"_iyers a_r1d|s the. lattice period. It ¢ 4 Temperature dependencexgD)?/\?(T/T.). The dashed line is the
was shown by Pokrovsk? that in quasi-2D HTSCs the Bcs dependence, and the solid curve is the universal depent@ndée
magnetic-field penetration dept{T) and the densitng(T) results of measurements for @Sk ;sCu0, (Ref. 19 () and

of the 2D superfluid component are related by YB2;CuOg 66 (Ref. 14 (M).
N2(0)/NZ(T)=ns4(T)/Nns5(0) = ng(T)/ng(0). )
It can be shown that for quasi-2D HTSCs with less than h2e 1
optimal doping concentration this relation leads to a univer- 1. =_——__n0), (9)
sal dependencB,(\ ~?(0)) (Uemura plo}, which was found 3Kgmm
in measurements of the muon relaxation rdte. wherekg is Boltzmann’s constant. An analogous relation was

For a 2D degenerate system equati@ can be ex- obtained in a different form in Refs. 17 and 18. In a 2D
pressed in terms of the ratio of the values of the dimensionsyperconductor the role of the effective penetration depth is

less stiffness ps(T/Tc)/ps(0)=ns(T/T)/Ns(0), where  played by the magnetic screening length
p«(T/T,) satisfies the universal relatibh @
m

Te* LT =————.,
pS(T/TC) ZGXI{ - m} (4) 27rnS(T)e
The solution of this equation givep,(0)=1, and for which is related to the London penetration depth as
T=T, Ls=2\%/d. (11

pS(T/TC)|T:TC= e, (5)  Hered is the thickness of the Cuylane, anck is the charge

. : . . - of the electron.
which was obtained in Ref. 15 and is plotted in Fig. 1. Equa- It is seen from expression@)—(11) that the supercon-

tions (3) and(4) imply a universal character of the tempera- ducting transition temperature is proportional\o2(0),
ture dependence of the ratio of the squares of the penetration

(10

depths of the magnetic field: T.=kn"%(0), (12
N2(0)/N2TIT) =p(TIT)/ps(0) where the coefficient of proportionality
Te ]\A(T/T c*h’e 'd
- exp[ _Te M| (6) k= 2 13
TeA(0) 64kg e
and also a simple relation between the valuea dfT) and  depends only on universal constants and the thickness of the
ng(T) atT=T. andT=0: CuG; plane, which is the same for all cuprate HTSCs.
N2(0)/NY(To)=ny(T.)/ng0)=e 1. @) Thus relation(12), which was found in measurements of

_ . the muon relaxation raté for quasi-2D HTSCs, is in fact
Using (7) aGnd the well-known Kosterlitz—Thouless— universal and is a consequence of the general relatiéns
Nelson formula,® which relates the density of the 2D super- and(8) for the superconducting state of 2D systems. Relation

fluid componeni(T) with the transition temperaturg;,  (12) should hold for superconductors in which the supercon-
2 ducting state is two-dimensional &<T,, i.e., for super-
kBTC:%nS(TC), (8)  conductors with a 2D character of the transition. Unfortu-

nately, to compare expressi¢h?) with the relation obtained
we obtain a universal relation between the densiff0) at in Ref. 14 it is necessary to know the coefficient relating the
T=0 and the transition temperatufe: muon relaxation rate with the quantity 2(0).
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3. DETERMINATION OF THE DIMENSIONAL CROSSOVER function T,(\ ~2(0)) either contain an adjustable parameter
TEMPERATURE T for fitting or some quantity that characterizes the supercon-
ductor (e.g., the correlation length;

It is known'” that as the temperature is lowered in the 2) of the superconducting transition taking place accord-

superconducting state, the coherenge length along s, ing to the Kats scenarfawith a finite region of 3D supercon-
¢(TIT,), decreases, and on reaching the temperatyre ducting fluctuations
where &.(T.,/T.) becomes less than the interlayer distance '

s, a 3D— 2D dimensional crossover occurs: Agp=A%+A3H=T— T, (16)
1 .12 is of a 2D character. The value afyy is independent of the
E(TelTo)= 5 ( 1- T &:(0)<s. (14)  accuracy with whichT; is determined and can be found from
Cc

measurements gb.(T) and A(T). From measurements of
As we see from this equation, the dimensional crossoveth€ resistivity along th&€ axis one can determine the tem-
temperatureTcr depends on the rati@c(o)/s and on the peratureTg of the 2D—3D dimensional crossover in the
number of copper—oxygen layers in the cell. It is clear thaormal staté) and measurements af,(T), as was shown
crossover to the 2D superconducting state can occur in thaPove, can be used to find the temperailyieof the reverse
region of temperatures where the 3D density of the supercrossover in the superconducting state. For example, for
fluid component becomes comparable to the 2D density-a1855%.14CUO; single crystals resistive measureméhts
ng(T) multiplied by the ratio of the number of layers to the give T¢~41.5K, and measuremenisof \(T) give T
lattice period:® The temperatur@&., can be determined as the ~26 K and, with allowance for Eq16), Agp~15.5K.
boundary of the region of “two-dimensionality” of the su- The fact thafTgr<T. and lies in the 3D superconduct-
perconducting state, where the results of measurements B9 fluctuation regioft A3, gives the superconducting prop-
the magnetic-field penetration depth begin to deviate fronfrties of quasi-2D HTSCs a specific feature that is apparently
the universal dependenc8). one of the reasons for the continuing discussion as to the
Near the superconducting transition temperature;Tfor character of the superconducting transition in these com-
>T>T,, Where the temperature dependence\gfT) is pounds. In the normal state the superconducting fluctuations

determined by the 3D superconducting fluctuations, the BC@re two-dimensional in a large temperature interigh
microscopic theory gives ~T., and there the temperature dependence of the correla-

) , tion length in the copper—oxygen plane and also tha(ar)

AN (O)NA(TITe)=2(1=TIT). (15 and p(T) are determined by the superconducting transition
A plot of N2(0)/\2(T/T,) is shown in Fig. 1[the solid line ~ temperature in the plan&gy. In this case the probability of
corresponds to the universal depende(@eand the dashed charge tunneling along theaxis decreases as the tempera-
line to expressior(15)], along with the results of measure- ture is lowered, until the 2B-3D dimensional crossover oc-
ments of the penetration depth of a magnetic field directegurs atT¢. In the superconducting state the reverse dimen-
along thet axis for La gt 1:CUO, with T,=37K!® and  Sional crossover 32D atT.~0.7T leads to the situation
YBa,Cus0g 65 With T,~53 K.1* We see that the 3D density that for T<T the superconductor is a 2D system with a
of the superfluid component becomes comparabte() at ~ transition temperaturd; and a universal dependence of
T~0.7T. In processing the results of the measurements, thd “(0)/A*(T/T¢) (Eq. (6)).
quantity A2(0) was determined from expressi¢tb) as the
average for the experimental points B{T/T.) for T/T,
>0.7. The measured valuesfT) for La; gsSry 1:Cu0, and
T>25K are well described by relatiofl5), while for T
<20K they agree within the measurement error with the.
universal dependend®). This simple calculation allows us
to estimate a valueT,~26K for the compound

Ly 65510.15CUC, and to determine the temperature interval in 1S. L. Cooper and K. E. Gray, iRhysical Properties of High Temperature
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important comments.
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The resonance properties of nonequilibrium regions of phase-slip centers arising in tin films of
different thicknesses under the influence of a dc transport current are investigated
experimentally for films which are uniform over their width. It is confirmed that an important
role in the mechanism of excitation of the non-Josephson oscill@ide) is played by

the inelastic electron—phonon relaxation timeof the charge imbalance. It is shown that two
intercoupled resonance systems exist in samples containing phase-slip centers in the NJO
regime. The change in shape of the amplitude—frequency characteristics of the NJO signal as the
sample thickness is changed is explained by the influence of the transport electric current

on the rate of relative tuning of the NJO frequenay and the relaxation frequenay, of the
nonequilibrium region of the phase-slip center. 2001 American Institute of Physics.

[DOI: 10.1063/1.1399200

Dedicated to the memory of G. E. Churilov the radiation of bremsstrahlung photons. The energy (
—A) released in this relaxation excites a collective mode of
weakly damped plasma oscillations of superconducting elec-
trons at a frequencwy~(e,—A)/% (Ref. 8 in a nonequi-

In long quasi-one-dimensional superconductors withlibrium region of size 2z(T) in the PSC. Since only a small
transverse dimensions smaller than the coherence lengthaction, proportional to the ratioe —A)/A, of the quasi-
&(T) in the supercritical current regime, when the transporiyarticles injected into thel2(T) region take part in the for-
current density through the sample is greater than the criti- y;ation of the NJO, the amplitude of the plasma oscillations
cal current density ., a dynamic resistive state arises, with jg gmall.
the formation of phase-slip centef®8SC3$.1> Under certain According to Ref. 9, the frequencies of the plasma
conditions the electric potential becomes nonstationary—SQsggilations of superconductors with a small transverse
called non-Josephson oscillatiofidJOs appear. In Ref. 3 sq section lie in the interval from zero to a certain damp-
the nonequilibrium spatial structure of a PSC was analyzegng frequencywy, which can be several orders of magni-

in detail, and the basic properties of |ts_ individual regions iny 4 |ower than the plasma frequeney in a normal metal
direct current(dc) and the effect of various relaxation pro- , > 5
wp=4mne’/m, wherem, e andn are the electron mass,

cesses on them were investigated. The present study is dC arge, and densily The frequencyw, decreases with
voted to investigation of the resonance properties of nonEj " densi fC 7d i :
equilibrium regions of the PSCs with allowance for various ecreasing ensitys Of ~-00per parrs or V.V't Increasing
mechanisms of quasiparticle relaxation in the presence of th%uasmartlc!e co_nductlwtyr a_md Increasing inelastic impu-
field of the NJO. rity scattering timer,,. It is for this reason thatwg is

It has been shown previously that a NJO arises in gomparatively low in the purer samples, for whiefy,, is
quasinormal region of sizedd(T) =2[ £(T)! (T)]“4where larger, and als_o at temperqtures close to the .crl|t|cal tempera-
Ne(T) is the penetration depth of a weak longitudinal tUré, whereo is close in size to the conductivity of the
electric field into the superconducidn a PSC, and its fre- normal metal. Within the nonequilibrium region this mode
guency is much less than the frequency of oscillation of thePropagates like an electromagnetic wave in a long line. Be-
energy gap\(T) in the core of the PS&® This is evidence cause of its weak damping, it can form a standing wave. In
of the special nonequilibrium-quasiparticle relaxation pro-that case a resonance of the plasma oscillations arises in a
cesses in the PSC that lead to excitation of the NJO. Accordonequilibrium superconductor, the characteristics of this
ing to the model of Refs. 6 and 7, the nonstationarity arisesesonance depending on the electrophysical properties of the
because excess quasiparticles that have acquired an eneggmple.
£1>A as a result of multiple Andreev reflection inside a The nonequilibrium state arising upon the injection of
quasinormal region of sized®(T) in the PSC undergo re- quasiparticles into the superconductor is due to an imbalance
laxation to the level of the energy gadp accompanied by of the branches of the excitation spectrum. By analyzing the

INTRODUCTION
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TABLE I. Physical parameters of superconducting tin films.

sa,mf_"e d, nm w, um L,pm T ,K Ry @ | Ry, Q &0), om | 1,(0), ym Ly nm
1 58 1.4 47 3.822 82 7.50 101 4.7 94.4
2 76 1.8 51 3.810 53 4.30 105 5 107.6
3 174 1.5 34 3.779 17.5 0.72 127 7.2 221.4
4 294 1.8 43 3.802 11 0.41 130 7.4 245.4
5 698 1.8 84 3.767 8.9 0.173 146 10.6 479.2

Note d, w, andL are the thickness, width, and length of the samg(®;) andlg(0) are the coherence length and the penetration depth of a
weak longitudinal electric field into the superconductor at temperaturel@zKs the effective mean free path of the electron.

processes that occur here, one can obtain information abo@t DISCUSSION OF THE RESULTS

the mechanisms fo_r relaxation of a charge Imbalance_ in thg.l. Influence of the supercurrent and external fields on the
superconductor.  Since the_ conditions  for prop_ag_atlon 0Felaxation time for the quasiparticle charge imbalance
plasma waves are determined by the characteristics of thg yniform superconducting films

sample, such an analysis can yield the interrelationship be-

tween the relaxation and nonstationary processes in a non- | he resonance properties of superconducting films of
equilibrium superconductor small transverse cross section are governed by their total

impedance, comprised of their active resistaRceapacitive
reactanceXs, and inductive reactanc¥, . The absolute
value of these components depends on the state of the
sample. In the equilibrium state of the superconductor the
The goal of the present study is to elucidate how theresistangeR is due solely to completely normal quasjparti-
propagation of an electromagnetic field, the frequengyof cles, which apsorb energy from the eIectromagr_1et|c field,
the NJO signal generated by a film, and the resonance frénd the reactive componentg and X, are determined by
quencyw, of the PSC are influenced by the characteristics oftS capacitanc& and inductancé. o
a nonequilibrium superconductor and the relaxation pro- 1h€ capacitance of a narrow superconducting film under
cesses occurring in it. We investigated nonequilibrium re.conditions such the_lt_ the electric c_:urrent flowing along it is
gions of PSCs arising in uniforrtover width tin films of much less than critical and nonlinear effects need not be
different thicknesses under the influence of a dc transport
current in the presence of the alternating current of a NJO.
The details of the experimental layout and techniques for
creating PSCs in the superconducting film and measuring
their main parameters with the dc and ac circuits decoupled
are described in Ref. 10. The resistive state of the samples
with a dc current flowing through them was studied by the
conventional four-probe method with analog recording of the
current—voltage(I-V) characteristics. The results of the
measurements were used to determine the electrical charac-

1. EXPERIMENTAL PROCEDURES AND RESULTS

200

teristics of the sample&ee Table)l E
The films were deposited in a vacuum of the order 0 -

of 108 torr with oil-free pumping and can therefore be <

assumed to be quite pure. We therefore attribute the change

in resistivity of the samples mainly to a change in the mean 50

free path of the electrons on account of the size effect.
We measured the |-V characteristics of these uniform super-
conducting films (channels at different temperatures. A

Tektronix 2710 spectrum analyzer was used to obtain L L 4 L L 0
the frequency and amplitude of the ac electric potergtteg 0 10 20 30 0 1020 30
NJO signal as functions of the transport current and tem- fo, MHz

perature. The curves obtained were used to construct the

amplitude—frequencyA—F) and frequency—current charac- EIG. 1 Amplitude—frequency charact'eristics 01_‘ the non-Josephson oscilla-
teristics of the NJO signal. The experimental A—F Charact(_:‘ryon signal generated by samples of different thicknesls@90 nm(sample

L. . . .No. 5 (a); 300 nm(sample No. %#(b); 170 nm(sample No. 3(c); 58 nm
istics for samples of different thicknesses are presented i@ample No. 1(d) at various temperatures nefy. The temperature of the

Fig. 1. measurements decreases with increasing number of the curve.
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taken into account is determined solely by its surface areagent, which depends on the momentyrg of the Cooper
i.e., its geometric dimensions. The inductance of a lineapairs, and the time for elastic scattering on anisotropies of
conductor such as any of the films investigated here can athe gap,
ways be represented as a geometric inductdngend a AT
kinetic inductance., connected in series. The first of these is o= B (E) )
determined by the transverse cross section and length of the mA \ 2T
conductor, and the second characterizes the internal inertigh,.o 1= 1rs+ 1/2r, + DI2 (p¥h2— (LIA) 32A/or2)
properties of the charge carriers. Ordinarily the conditiony iy,  the radius vector. The films under study contained no
Ly> L is satisfied, and itis only in superconductors of small, g netic impurities. In addition, the contribution of the an-
transverse cross section that the situation can change to ”i?otropy of the gap to the relaxation of the imbalance of
reverse and the kinetic inductance become larger than thg asinarticle excitations can be neglected, since changes in
geometic. . A(T) occur over distances of the order &fT), which is

A nonequilibrium situation can arise in asuperconductormuch less tharl¢(T). Then the most important electron-
under the |anuenq(e_ of such factors as thg passage Ofa}curre&}attering mechanisms remaining are inelastic scattering
larger than the critical current, the injection or extraction Ofwith a relaxation timer, and elastic scattering of quasipar-

L . ! .
qua}5|?alrtlcles, and thhe ac_tlon c;f elec;[romaghnetlc and MaGicles under conditions such that a supercurrent close to the
netic fie dﬁ. Itxvas s ISwn in Ref. 11 that in t el temperaturejica| value is flowing through the sample. The contribution
region whereA(T)<kgT¢, a one-dimensional SUPercon- ¢ aach of these mechanisms to the scattering of quasiparti-
ductor found in a nonequilibrium state can be represented byjoq gepends on the temperature. The contributions of the
the equivalent circuit of a long line with the following dis- 1, mechanisms are equal, i.e., a sort of crossover occurs,
tributed parameters per unit length: normal resistaRcel- ,qer the conditiorr, =37, (Ref. 13. In the neighborhood
netic inductancd., conductances, which determines the ¢ g «crossover” temperature one cannot neglect the con-
dampmg of the. charge |mba_lance, and noneqU|I|br|u_m C@fribution of either of the relaxation times, sineg will be
pacnanceC, which c_:haracterlzes t.he energy store.d. n thedetermined by both processes. In tin films the crossover oc-
field of the nonequilibrium potential. These quantities are. s att.  =T/T.=0 9923 and experiments on the study of
. . Cross c . ’

expressed in terms of the physical parameters of the SUPesgcs are usually done in the temperature interval 0.950

conductor: <T/T.<0.999. Thus in this temperature interval a transition
occurs from relaxation governed mainly by an elastic mecha-
mVe 1 m 7o nism (7.,> 7g) to the case of predominantly inelastic relax-
R:T:_S’ > :—S, ation (TS<7'G|_).
nefleg 75 nge’s @ In Ref. 3 a study was made of how the resistive proper-
(1) ties of superconducting channels are influenced by the vari-
ous mechanisms for relaxation of a quasiparticle charge im-
= ) balance. Let us consider the influence of external
mMVeTq |§ perturbations and the relaxation mechanisms on the reso-
nance properties of PSCs. At a temperafl#eT . the param-
eters of the superconductor can depend on the value of the
electric current flowing through the filifor, in other words,
on the velocity of the condensatéhe magnetic fieldd, and
of the supercurrent to an external influenngjs the density ~ the powerP of the electromagnetic field. If these perturba-
k tions are small and have only a weak effect on the demsjty

of Cooper pairs, andlz is the penetration depth of a weal X ; . .
longitudinal electric field into the superconductor at an effecCf COOPer pairs, then this regime for the superconductor will

tive relaxation time of the charge imbalance equalrtp be linear. If the densityg of Cooper pairs in the sample is
Sometimes instead of, it is more convenient to use the considerably different in the presence and absence of the

Ginzburg—Landau relaxation timerg, = (m#/8Kg)(T perturbing influences, then the sample will be in the nonlin-
—T)~%, which differs from, in the “dirti”LIimit onIbeyaf ear regime. Let us take into account the influence of the

numerical coefficientrg, =5.797, (Ref. 1. perturbations 0""32- For this we use ghe follogving relations:
In expressiong1) the conductanc& and the nonequi- nS(VS)/Q“(A/Ag) (Ref. 14, (A/Ag)°=(1—h) (Ref. 15,
librium capacitanceC depend primarily on the penetration (A/40)°(1—p 9 (Ref. 16, whereA, is the equilibrium
depth of a weak longitudinal electric field into the supercon-v&lue of the energy gap at some temperaflyess is the
ductor, | = [_DTQ, whereD =1.V¢/3 is the diffusion coef- velocity of the condensate at a temperatlirenear T, t
ficient of normal quasiparticles with a mean free plath In :TéTC’ h=H/H;, and pO: szspc‘ Then (ns(h)/n)oc(l_
other words, these parameters depend on the effective relax." ) @hd Ois(p)/n)=(1—p )% We also use the equation
ation time of the charge imbalance. According to the theor! the depairing curve:
of Ref. 12, which takes into account all the relaxation pro- 3
cesses in a nonequilibrium superconductor, the effective re- j=26¢§<m) f2(1—12)1?, 3)
laxation time of the charge imbalance is determined by the
time 7, for the inelastic scattering of electrons on phononswhere, is the unperturbed value of the electron wave func-
the time 7 for scattering on magnetic impurities with a spin tion andf=||/,. Since forT<T, the density of Cooper
flip, the elastic scattering time in the presence of supercurpairsng(vs)=|#|?, Ngy= /2 (Ng is the density of the con-

3ne’s  os 3ne’sr, osT,

B mVFTQ_ |é ’

Here V¢ is the velocity of an electron on the Fermi surface,
s is the cross-sectional area of the sampids the conduc-
tivity of the film in the normal stater, is the response time
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densate in the absence of current at the given tempeyafure at several values of the electromagnetic poweand mag-

Eq. (3) can be reduced to the more convenient form netic field h (curves3-6). We see that taking the elastic
N B - scattering into account leads to a decrease in the relaxation
Ns(vs) nNs(vs) 4 Js(vs) _ (4y time 7q in comparison with the values calculated without
nd n2 27 2 ' taking the influence of the su t on the relaxation int
. % iz g percurrent on the relaxation into

account(straight line 1). The action of the fields on the
sample leads to an increase in the relaxation time with in-
creasing electromagnetic and magnetic fields.

This equation has three real roots. Choosing the physi
cally meaningful root and taking into account the functional
dependence aig on the magnetic field and the rf powet®
we obtain an expression forg(j,h,p):

ns ns(j,h, 1 1 2
—S=M=— 1+ 2 cos zarcco 1—21_—S
Ngo Ngo 3 3 Jg

X (1—h?)(1—p®5)22 ) A theoretical model explaining the NJO effect has been
proposed in Refs. 4, 6, and 7, according to which the gov-
This equation is conveniently used for analyzing the ex-erning mechanism leading to the NJO is relaxation of the
perimental results in a study of the properties of superconnonequilibrium distribution of quasiparticles having an en-
ducting films in the nonequilibrium state. ergy e,>A acquired as a result of multiple Andreev reflec-
Near T, when our expressiof5) for the density of tion within a region 2\(T). These quasiparticles are effi-
Cooper pairs and temperature dependence of the energy gajgntly scattered by weak oscillations of the order parameter

account, expressiof2) for the effective relaxation time of a

2.2. Influence of the relaxation mechanisms on the
frequency of the non-Josephson oscillation

. . . : , —A~|A|. Herey=#/27,A is the depairing factor, andl is
charge imbalance in the nonlinear regime can be written a3he energy gap at temperatdFend depends on the value of

i AkgT [ 7, the supercurrent flowing through the sample. Upon relax-
7o=Tq(j.t,h,p)= W_A(f) ation the quasiparticles go from an energy lewglto the
level of the energy gap. Relaxation is accompanied by the
1.25r, 3rgL Y2 transfer of momentum from the quasiparticle to the conden-
= A[(1—1)(ne/ngp) ]2 Ta+STGL) (6) sate of Cooper pairs by the radiation of a bremsstrahlung

photon with energyi wy=(e,—A), since at low values of

Figure 2 shows the relaxation timg calculated accord- the energy to be lost the inelastic quasiparticle scattering
ing to formula(6) for one of the samples at a temperatureprocesses involving phonon emission are unimportant. Qua-
equal to the crossover temperatiiggss=0.992, plotted as a  sjparticles with energy; — A>|A| do not transfer momen-
function of the time-averaged supercurrent denggynor-  tum to the condensate, and bremsstrahlung emission is im-
malized toj) in the absence of external fieldsurve2) and  possible for them on account of the energy and momentum
conservation laws.

Thus the NJO effect is observed in a PSC under the
conditionsiwy=e;—A and Awo=aAy*? wherea is a
factor of the order of unity. In this case the NJO signal gen-

1.81 erated by the sample can be written
32
_ ay
6 hwozgl—slz. (7)
1+ay
o 1.5}
P The energye, of the quasilevel is determined by the param-
T - 1 // eters of the superconductor and the sizg &f the quasinor-
o —_—_// mal region?
3L 5
1.3  mhVe .
81_2(2dN) . ( )

The values ofs; and y depend on the value of the electric

current, temperature, and the presence of magnetic and elec-
1 L tromagnetic  fields, i.e., e;=¢4(j,t,h,p) and vy,

0 0.25 0.50 0.75 1.00 =y,(j,t,h,p). Taking this into account, we can express the

is/ic NJO frequencyw, in terms of the characteristics of the su-

perconductor as

FIG. 2. Dependence of the relaxation timg on the time-averaged super-

current densityj s normalized toj ; the curves were calculated according to a,y3/2 1Lt T 1/8 Ng 1/8
formula (6) for different values of the electromagnetic poweand mag- wo=o(j,t,h,p)=7A i (_) .
netic fieldh: 1—relaxation timerq calculated without taking the influence 1+ oz'ygl2 37'GL Nsp

of the supercurrent on the relaxation into accodat:p=0, h=0; 3—p (9

=0, h=0.3; 4—p=0.3, h=0; 5—p=0, h=0.6; 6—p=0.6, h=0. The
temperaturel/T,=0.992. Here
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V§’2(1 +0_76§O/|eﬁ)1/2( 1—t)3’4 12 volved in the NJO effect are scattered with a transfer of
A= 7 momentum to the condensate.
4.313 | ef7,) 60 One can estimate the NJO frequency in superconducting

: - films with a shorter timer, than in tin, e.g., in films of lead
is a coefficient that depends on the parameters of the SUPEL: 4 the highF,, superconductor YBCO. The NJO frequency

conductor, and the ratins/ns, is given by Eq.(5). for lead films T,=7.2 K, Ve =4.3x10"cm/s, £,=82.2 nm
Itis of interest to compare the NJO frequenayfor tin |~ _ 54" C:o 2% 1’0710 9 is of the o’rder of a fe\;v
and aluminum films. On tin films of various thicknesses thehelfjfndred meé]a;erti For YBCO filmd (=90 K, Ve=1.7

NJO is observed, as arule, at frequencies of the order of tens ; 7 /s £0=1.8 nm,ls=7 nm, 7,=5.58< 10" 4 ) we

of megahertz in an interval of reduced temperatures 0.97Q, ..~ NjO frequenc;/eof the or(,jesr of a few hundred giga-
<T/T.<0.997. For them both the inelastic and elastic reIax-hertz

ation mechanisms are operative. For the aluminum samples Let us consider the influence of the value of the super-

the NJO signal is. observed_ at frequencies of the order of Burrent flowing through the PSC on the NJO frequency. Ac-
few meggahertz n gpproxmately the same tempgratur%ording to the microscopic theory of the current-induced re-
interval® as for the tin films. However, for them the influ- sistive stat€ in a quasinormal region of the PSC of size

ence of the supercurrent is expected to come into play aidN(T) the supercurrent oscillates at the Josephson fre-

Leross~0.9995. uenc from zero toj.). The linear parts of the |-V
Let us consider how the NJO frequency is influenced byq yo, ( Je)- P

h of th i g in f The factorA characteristic, which are multiples of the dynamic resistance
ee:(f 0 he((jquan 'd'es appfirlngjno ;)rm(w. € aﬁ o. of the PSC and are continued to the intercept with the current
re e.CtSt € dependence o the : requency on the geomeés(is, determine the so-called cutoff current. The value of the
ric dimensions of the sample, since the mean free hatts

determined by the film thickness An estimate of the fact cutoff current on the |-V characteristic at zero voltage is, in
etermined by the Tim thickne n estimate ot e 1actor e 7eoth approximation, equal to the time-averaged super-
A for tin and aluminum films shows that its value does not

current flowing in the nonequilibrium region of the PSC. In
depend very strongly oh.;. For example, at=t. for

sample No. 1 lz=94 nm the factor A=6.2x10'% ! real tin samples the time-averaged supercurrent deﬁgity
while for sémpleﬁNo 5 I(4=479 nm A=3 71>< 10105_1’ can vary from 0.4, to 0.§ .. Figure 3 shows the curve cal-
For aluminum films ;[he f;ctoA is of the s;ame order .of culated according to formul®), which reflects the influence

magnitude 10 s 1). The ratio of these factors for the of the supercurrent on the NJO frequency. In the calculation
ghe parameters of sample No. 4 were used, and the value of

in the existence region of the NJO, even tholighin the Al the coefficienta was taken equal to 0.7. As we see from Fig.
3, the value of the averaged supercurrent flowing through the

and Sn films differs by an order of magnitude. Thus, it turns fibr ) fthe PSC d th bstantial
out thatl . is not the parameter that governs the frequencynoneqUII flum region ot the 0€s not have a substantia

range of the NJO signal. The ratio of the factors containin effect on the NJO frequency. The calculated values of the

the depairing factory for the tin and aluminum films turns gN‘]O frequency are in good agreement with the experimental

out to be of the order of several tens. An estimate of theda'[a obtained for this sample. As the temperature of the

value of the third cofactor i1t9), which reflects the relation sample is lowered, the_caICL_JIate_d values of the N‘JQ fre-
of the NJO frequency to the relaxation times and g, , guency decreagsee the inset in Fig.)3Analogous behavior

shows that they are also close in magnitude for the two meﬂ-s also characteristic for the real amplitude—frequency char-
als: their ratio varies from 0.741 &/T.=0.970 to 0.83 at acteristics of the NJO signal: as the temperature is lowered,
T/T,=0.997. This factor contains thce temperature depen'Ehe Aq(f) curves for all the samples gradually shift to ever

dence of the NJO frequency: the ratio betwegrand g, is lower frequenciegsee Fig. ]
determined by the temperature of the sample. According to
calculations using the parameters of the real tin and alumi- 18
num samples, the NJO frequencies for the tin films are of the

order of tens of megahertz, while for the aluminum films

they are of the order of a few megahertz, in complete corre-
spondence with the experimental data. Thus it is established 17+
that it is the second term that describes the experimentally
observed factor-of-tens difference between the NJO frequen-
cies in tin and aluminum films. We recall that the depairing
factor y that enters into this cofactor is equal to the ratio 16}
nl27,A. Since the values of the energy gap n€aiare very
small in both tin and aluminum, the difference pffor Al

and Sn superconductors is due to the different inelastic re-

fo, MHz

i 1 L ‘15
0.970.98 0.99

T/Te

fy, MHz

laxation timesr, in these materials. These times in tin and 15 L ! L
aluminum differ by two orders of magnitude. Our analysis 0.4 05 06 0.7 0.8
shows that the inelastic electron—phonon relaxation of the is/ic

guasiparticle charge imbalance plays an important role in the _
NJO effect. The inelastic electron—phonon relaxation time FIG. 3. Dependence of the NJO frequerfgy wy/27 on the time-averaged

. . . supercurrent density_S normalized toj.. The temperaturd/T.=0.970.
determines the v~alue of the nonstationary perturbation of thg, ", cet shows the dependence of the NJO frequégan the reduced
order parameterA «A %2

, on which the quasiparticles in- temperaturel/T,.
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Thus it has been shown that the NJO frequency in sueven forT/T.=0.999 the timery becomes of the order of
perconducting films depends strongly on the inelasticl0™1°s (we note that at this temperature the NJO is observed
electron—phonon relaxation time, of the quasiparticle experimentally for tin and aluminum sample$his value of
charge imbalance. A change in the fraction of the time-7y, taken together with the standard valuerpiin (11), gives
averaged supercurreft flowing through the PSC will lead @ value of the order of 76-10° Hz for the resonance fre-

to a change in the NJO frequency of only a few percent. quency of the nonequilibrium region. This agrees with the
experimentally observed values of the NJO signal frequency.

2.3 Influence of the relaxation mechanisms on the Thus at certain temperatures of the sample the values of
resonance frequency of a PSC the frequencyw, of the NJO field and the resonance fre-
o ) ) quencyw, of the PSC turn out to be quite close. As a result,

As we said in the Introduction, the NJO is governed byyg gjectromagnetic field of the NJO excites low-frequency

processes occurring in a quasinormal region of sd@(Z),  plasma oscillations of the density of Cooper pairs at the NJO

while the resonance of the plasma oscillations is governed b%equencywo in a nonequilibrium region of sizel2(T) in
the processes and characteristics of a region of diz€T3.2 the PSC.

One can regard a part of the PSC of sizi @l as a sort of
self-excited oscillator, generating oscillations of the electro-
magnetic field with frequency,, and the remaining part of 2-4. Influence of the sample thickness on the
the PSC as an external circuit with a resonance frequency"Plituide—frequency characteristics of the NJO signal
w, .2 When the values ofs, and w, are close enough, the We see from expressiofill) that the resonance fre-
action of this electromagnetic field in a regioh:€T) excites  quencyw, is independent of the value of the transverse cross
low-frequency oscillationgwith frequencyw,) of the den-  sections of the film. To a first approximation this is due to
sity of Cooper pairs. the fact that the nonequilibrium capacitan€eaccording to

In Ref. 8 the conditions for resonance of the low- (1), is directly proportional to the transverse cross section of
frequency plasma oscillations of the condensate were detethe sample, while the kinetic inductankg is inversely pro-
mined from an analysis of an equivalent electrical circuit forportional to it. Therefore, decreasirgjleads to a simulta-
the PSC: neous decrease of the capacitance and increase of the induc-

) tance, leaving the resonance frequeney=(1/(LC)%?),
21 ,_ 2 [, (1+RG?C hanged. Thi lain why th is al
= 1— (100  unchanged. This can explain why the resonance is always
L.C LC\ oL, G2

w =
2 observed in approximately the same frequency range for tin
After using the relation€ =G, andL,=R7q from Ref. 11,

samples of different cross sections. It follows from the A—F
we obtained the resonance frequency of the PSC in the forrﬁ]haraCte”St.'(.: s.hown n F'g.' L that7the resonance frequency of
the nonequilibrium region is,~ 10" Hz for all the samples,
1 , 1 _ 257, and only the shape of the A—F characteristic changes with
wr1_47'87'0' wr2_27'870 87

the thickness of the film: the thicker the sample, the closer

) I the form of the A—F characteristic to the resonance curve of
At fixed values of the current and temperatuse,will differ
from the value calculated according to Efjl) only for film

a low-Q oscillator circuit.
L As we have said, in samples containing PSCs in the NJO
Itzg; iaiihgg%o n:r?s;eg tgg—t) 'olff :Eg lﬁggg‘uﬁifbt:;:ll;m regime there exist two coupled resonance systems: a quasi-
’ R y normal layer of size &y(T) with the electromagnetic field
pen:_tr:i\tsesair((:)g: dti?]e ?srécz{v:\{ 1§h?hn£?é;r(])tr?alrt1iek:‘?erlkjénc of of the NJO at frequency, and a region of sizel2(T) with
a PSC is' determingd by the i’nelastic relaxation (tqmean}(; a resonance frequency, z_;md plasma oscillations at the fre-
_ guencywg. The frequencies, and w, depend on tempera-
the response time, of the supercurrent to an external per-
turbation. The timer, in the dirty limit was determined in

2
®ry

. (12)

ture and on the value of the transport current. The rate and
direction of the relative tuning ab, andw, upon changes in

Ref. 11. these parameters determine the shape of the amplitude—
2kg Tl frequency characteristic of the experimentally observed NJO
7o(T) = (12)  signal. It is convenient to represent these processes with the

mA¥(T) aid of an analogy with the passage of a signal from a sweep
In formulas (11) only 7, depends on the temperature andgenerator(with a signal frequency varying periodically in
current. Therefore, its variation upon changes in these paime) through a parametric oscillatory circuit. The response
rameters will also determine the behavior of the resonanceignal of the circuit will depend on the sweep rate and on the
frequency of the PSC. When this dependence is taken inttange of variation of the resonance frequency of the circuit
account, the expression fap becomes under study. For example, at a fixed resonance frequency of
the circuit and complete overlap of the passband of the cir-

To= 0.2 cuit and sweep range, the A—F characteristic of the circuit
7Kg Te(1—T/Te)(Ns/Ngp) will have the standard bell-shaped form. If the sweep does
5x 1013 [S]-[K] not overlap the entire passband of the circuit or if the reso-

%(T “Tns/ngy) K] (13 nance frequency of the circuit changes simultaneously. with

¢ STHS0 the sweep and at close to the sweep rate, then one will ob-
At temperatures near the crossover poiftT.=0.992) the serve only fragments of the resonance curve of the circuit or
time 7, comes out to be of the order of 18 s. However, an A—F characteristic of complex shape.
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Ig.mA having the shape of ordinary resonance curves for a low-Q
circuit for samples around Am thick to a shape correspond-
ing to a resonance circuit with inductance and capacitance

a gg b 148 that depend on the electric current for samples several hun-

5 dred microns thick.
1 Thus studies of the rf characteristics of superconducting
i films containing phase-slip centers in the non-Josephson os-
2 § cillation regime have shown that they are mainly determined
3 -6 = by their dynamic properties that depend on the relaxation

time in the nonequilibrium region, on the density of Cooper

pairs, and on the electron mean free path.

1
% 5194
2 % CONCLUSION

14 In this study we have established experimentally that
6 4 7 elastic and inelastic scattering processes leading to a de-

. . 5 .|:7| . . . 1 crease in the effective relaxation time of a charge imbalance
03 04 05 0.090 0.120 to the equilibrium state play an important role in phase-slip
centers. We have confirmed that an important role in the

Iy, mA mechanism of excitation of non-Josephson oscillations is

FIG. 4. Dependence of the NJO frequerfgyon the generation curret played by meIas.tlc eIec_tron—phonon relaxation of ,the (_:harge
for samples of different thicknesses 700 nm(sample No. 5(a); 300 nm |mba|arl‘ce- The inelastic electron.—pholnon relaxation time
(sample No. #(b); 170 nm(sample No. 3(c); 58 nm(sample No. 1(d)at ~ determines the frequency range in which the NJO effect ex-
various temperatures nedy,. The temperature of the measurements de-jsts. The time-averaged supercurrent flowing in the nonequi-
creases with increasing number of the curve. librium regions of the PSCs has a small effect on the fre-
quency of the NJO signal. It is shown that in samples

Our experiments have shown that in thick samples, irf:ontaining PSCs found in the NJO reg?me ther_e exist two
which the mean free pathy is comparatively large, the reso- intercoupled resonance systems. The first, of sidg(Z),
nance frequencyn, of the circuit remains practically un- 9overns the mechanism of excitation of the NJO. The sec-
changed under variation of the current, and only the NJ@®nd. which is a nonequilibrium region of sizég£T) in the
frequency w, undergoes tuning. Therefore the family of PS_C, acts as a load circuit for the first system and is the
amplitude—frequency characteristics measured at variof§9ion of excitation and existence of a low-frequency collec-
temperatures on samples aboutfh thick (Fig. 19 has an  tive pIa;ma mode. Th.e. resonance frequency calculated on
arrangement such that the maxima of the curves are found Hi€ basis of a nonequilibrium superconductor model of this
approximately the same frequency. Cunke2, and3 are  region (_:0|nC|de_s with the frequency of the NJO signal ob-
taken at temperatures for which the frequency range of th&erved in experiment. _

NJO completely overlaps the passband of the nonequilibrium ~ The dependence of the shape of the amplitude—
region 2(T). Plasma oscillations of the condensate are ex{réquency characteristics on the thickness of the samples is
cited under the influence of the NJO field in the entire range®XPlained by the different influence of the transport electric
and therefore the shape of the amplitude—frequency curves fa/rent on the relative tuning rate of the frequengyof the
close to conventional. The remaining curvédss, are only ~ NJO field and the resonance frequengyof the nonequilib-
fragments of the resonance curve of the nonequilibrium retium region 2g(T) of the PSC.
gion 2 g(T). Similar A—F characteristics are also shown in
Fig. 1b. As the thickness of the samples decreases, the rest=mail: dmitriev@ilt kharkov.ua
nance frequencyw, and the NJO frequencyw, become
stronger functions of current. This confirms the frequency—
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The spectra of coupled magnetoelastic waves in a ferromagnet with an inclined easy axis are
determined. Analysis of the spectra obtained shows that such a system can have one

more phase in addition to the ferromagnetic and canted phases. This phase can be interpreted as
inhomogeneous. The region of fields and magnetoelastic coupling parameters in which this

phase can be realized is determined. 2801 American Institute of Physics.
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1. INTRODUCTION coupled ME waves—in the system and also has a substantial
influence on the dynamics of the system in the neighborhood

It is well known that in the microscopic description of of phase transitions.

magnetically ordered insulators the spin Hamiltonian con-

tains terms of the forn$, 3;; S}, corresponding to the one-ion > piSPERSION RELATION AND POLARIZATION STATES OF

anisotropy(OA) due to the spin—orbit interactioi®,, is the  THE SYSTEM

ith component of the spin operator at sit¢® Analogous

terms for the magnetic dipole energy can be singled out, but

in real crystals their contribution is always much smaller 1 , -

than that of the OA. H==52 J(n-n )Sn'sw—ﬁlg (Sh)
It is interesting to consider the case when the only non- nn

zero components arg,,= B4 and B,,= B,x=B>. Such a

model describes the inclined anisotropy in tK8Z plane

containing the axis of easy magnetizatithe “easy axis’,

which is oriented at an an to the & axis. This model i i A+ 7p
gley +vr;j S'nSJnuij(n)JrJ dr{ El: uﬁ+77;j uj

The Hamiltonian of the system can be written as

252 (SIS +SS)HX S

is of interest because it gives a completely adequate descrip- 2

tion of the anisotropy energy of disoriented films of iron

garnets. For example, it was shown in Ref. 2 that in the S uug 1)
framework of the two-parameter modein inclined orienta- Ea

e e e e {E12(1-1)=0 i he exhange i <0, =0
T - ) 2 >~ are the OA constantd is the external magnetic field ex-
d|spr|entat|0n. In Ref. 2_th|s plane \(vasl((l). The magr_1et|-_ pressed in energy units; is the ME coupling constant,
zation rever_sal of112 fllms [_a particular case of a d_|sor|— ui; (n) = 1/2L (au; /9x;) + (du; /9x;)] is the symmetric part of
ented(11]) film] was studied in Ref. 4. It was shown in that \he components of the strain tensor, andnd 7 are elastic
paper that if the external magnetic field is applied in the, quii.
plane (110), then the magnetization vector will also lie in. The first three terms in Hamiltoniafl) describe the
that plane. Thus, if coordinatésandZ are introduced in the  magnetic subsystem. The OA energy operator is chosen such
(110) plane, it can be shown that the anisotropy enésgg that for H=0 the equilibrium magnetization direction lies
Ref. 4 will be described by two constantg; and B, . out of the “easy plane” at a small anglg,<1 determined
Theoretical studies of magnetically ordered systems wittby the relation tan@,=—483,/8;. Here it is assumed that
inclined anisotropy have up till now been limited to a phe-|8;|> 8, and 8;<J,, wherel, is the zeroth Fourier com-
nomenological description of homogeneous phases and thgionent of the exchange interaction. A phenomenological
existence conditions. It is therefore of interest to study theanalysis shows that in this case the equilibrium magnetic
spectra of elementary excitations in such systems and of pogaoment lies in theZOX plane. Because of this behavior of
sible phase transitions in them. In addition to the magneti¢he equilibrium magnetic moment, this system can be called
subsystem we shall also take into account the elastic sula ferromagnet with an inclined easy axis.
system, i.e., the magnetoelastME) interaction. This is pri- Let us investigate the spectra of coupled ME waves of
marily for the reason that taking the ME coupling into ac-the system described by Hamiltonigh). For this we must
count gives rise to hybridized elementary excitations—take into account the influence of the OA and ME interac-

1063-777X/2001/27(8)/4/$20.00 636 © 2001 American Institute of Physics
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tion. This can be done most accurately by using the Hubbard The spontaneous stra|m§°) are determined from the
operator techniqu&The Hubbard operators are constructedminimum free energy densny and in the low-temperature
on the basis of eigenfunctions of the one-site Hamiltonian otase under consideration hefe<€T.) have the form

the system and describe the transition of a magnetic ion from (0)

a state with magnetic quantum numbdr to a state with ul®—= (0):uZZ __ v

magnetic quantum numbéf’. The Hubbard operator tech- eI 2 279’

nique is applicable for systems wits=1, and to simplify )
the calculations we shall henceforth assume ®matl. We u(og& u®=y®=q

shall also assume that the magnetic field is high enough that ({4 g,) =

the magnetization vector is directed along the field.

Separating out the mean field in the exchange pattof The eigenfunctiong4) of the one-site Hamiltoniaii2)

we obtain the one-site Hamiltonian of the system: are used for constructing the Hubbard operat’$™
. =|T(M")}¥(M)|, which are related to the spin operators
Ho(n)=—HS?— B1(S?)?+ 2B8,( S+ S*S?) by the expressions
+vS9uy, ) S"=2{[pH'+(p+P)(H+X* "1 +PH 1]
whereH =H+J(S?). V2 (2p2— FA) XL+ (2p2—-TA)X 19

Solving the one-ion problem with Hamiltonia®), we

_ 72 n_TR)\2 10 0-1
determine the energy levels of the magnetic ion: V21 (PP DXTH X,

2 S =(s")",
__ 2 UQ+u+2u) 2| B+ o <0>)
Bi—x (U Uyy +2U,;) =2 B+ 35U S=HI-H 1272 p?H1— (p2—PY)HO—P2H 1]
y X+ (v/2)(ug)—uld) (-T2 (XA L X1 4 ya (X104 XY
X[X+,81+(U/2)(Uxx +uyy 2U )] —\/ig“r)(X‘1°+ XO—l)_ (6)
2 . .
In relations(6) HM=XMM are the diagonal Hubbard opera-
Eo=v (Ui +uy) +4( B+ 2u<0)) tors.
Let us write the components of the strain tensor in the
Brto(uld—u?) form u;; =u?+ul?, whereu{" is the dynamic part of the

O_ (0 o2’ strain tensor describing the V|brations of the magnetic ion
[,31+U(U — Uz J[B1tv(Uyy —Uzz)]—H about its equilibrium position. Quantizing the dynamic part

3 Ul in the standard way,we obtain the Hamiltonian of
transformation of magnons into phonons and vice versa:

E =—p +X+—(u +u +2u ) .
' . Hy=2 | 3 PuHy'+ 2 PuXq .
2
2| Bt = u(O)) Here Pywy=LWN g, (by+b* )TN (kN),  where
bkx (bg,) are the creation(annihilation operators of
X~ (0/2)(uQ —u0) \-polarized phononsTM(@(k,\) are the amplitudes of

transformation of magnons into phonons and vice ve\sia,

— R, — (0) (0) _o,(0)
XX = Br= (I2) (U + Uy =205, )] the number of sites of the crystal lattice, amdare the root

and the eigenfunctions of the operat@y: vectors determined by the Hubbard operator algebra.
- beo The dispersion relation for coupled ME waves is con-
W(1)=(1—-¢%p)[1)+v2¢p|0)— 7% - 1), structed from an equation of the Larkin type for the total
W(0)=vZLp|1)+[1— (P2 +T2)]|0) +vaLp| - 1), ﬁrteheenfsorl:nnctlon of the systefiiThis equation can be written

W(-1)=—%f1)+v2p|0)+ (1-¢*P)|-1).  (4) de{ s +x;;| =0, (7
In expressions3) and(4) we have introduced the following where

22 (0)_4(0)2. ,(0) -
notation:x“=H*+ (v/4) (uy,’ —uy)%; Uy’ are the spontane = G(w)b(a)cij(@) + Bo(k\ A ) GE(w)b(a)

ous stralns
XT~%k,\)GH(w)b(B)TA(—k,\')Cij(a, B);
. B, H(H-B ’ ’
¢ TN p H+— BO(K A\ Dy(k,w)
( _Bl) Bl ( IEA] )_ 1—Q>\)\rD)\(k,wn)'
5o H(H+,31) 2 H B, TPt By Qv =T*(—KkN)Gg(w,) T *(k,\");
H B1 2wy (k)

b(a)=(a-H)y; Dy(kw,)=—7—>—
M) are the eigenvectors of the opera@r (e Hio MR wi— ol (k)
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is the Green’s function of a freex-polarized phonon, v
Gi(w)={w+(a-E)} !is the zeroth Green’s function, and TOK,t)=—T%%k,t)= — Tk, t)ek;
Cij(«,B) are interaction matrix elements whose explicit form 2v2
is given in Ref. 9. Equatiof¥7) is valid for arbitrary tempera-
tures and arbitrary relationships among the values of the ma-
terial constants.
Let us investigate the spectra of coupled ME waves of
this system. We shall assume that the wave vekts par-
allel to the (& axis. In this case the nonzero components of
the polarization unit vector ar&, €/, ande{, and the non- It follows from Eq.(7) that the magnetic subsystem actively
zero transformation amplitudes can be written in the form interacts witht- and ~polarized quasiphonons but does not
interact with longitudinally polarized acoustic excitations.
Tk, 7) =Tk, 7) =i LTO(k, 7ek; The spectrum of the and r-polarized quasiphonons, respec-
2 tively, have the forms

eik-n

V2ma, (k)

TO(k,\)=

E; 1[Esot I(K)+ag]+2J(K) {7[E1g(p+P)*+Ey 1(2p° =P +2pp—1?)]
E1-1[E1ot I(K)]+23(K) FIEs(p+P)°+Ey-1(2p* =P+ 2pp—f9)]

w2(k) = w?(k)

- - - 8
WA — ok EAL B0t 300 0]+ 2000 P E 1o+ )°~ By 1(4p”+ B~ 25D 1] ©
2 ! E1—1[E1o+J(K)]+2J(K){*[Eqo(p+P)*— E1_1(4p*+P°—2pP—9)]
|
and the spectrum of quasimagnons can be written 2(0) [a +24:3§(J0+|,31|)2+B§IE1IJO'
e -
£2(K)=(E;ot+ J(K)) ! 077 Jo(Io+[B1N)(Io+2[B4) |
2
4)(K)—E_1o(p—TD)? B2(730+8[B1])[ B4
X + + 2 X|ag+2 ) 12
Eio+ J(k)+4J(k)¢ E_1;0tJ(k) 0" % 3530+ 81 (J0+2]B4)) (12
© 2(0)—| 2y FEI 1B1D2+ B2l aldo
In formulas (8) and (9) we have introduced the following 2 O % Jo(Jot 181N (I +2[B4]) |
notation:E;;=E;—E;, anday= v?I27 is the magnetoelastic 2 n
coupling parameter. «|ag-2 B2(730+8| 81| B4l . 13
From Eq.(8) we obtain the spectra of quasiphonon ex- Jo(Jo+B11)(Jo+2|B4)
citations as a function of the external field and material con-
stants of the system: CONCLUSION
5 5 2Joak®+H—H Analysis of the spectra of coupled magnetoelastic waves
w1(k)= w7(k) T : (100 |eads to the following conclusions about the phase states and
2Joak?+H—Hq + 203 _ : o< Pre .
dynamic properties of a ferromagnet with inclined anisot-
5 5 2Joak®+H—H, ropy. At fieldsH>H,; the system is found in the ferromag-
w3(K) = of(k) 239akZ T H—Hoyt 2002y (1) netic phase. When the field is decreasedtg the system

undergoes a phase transition, as follows from the “soften-
In expression$10) and(11) we havea=JoR3, Ry is the  ing” of the ~polarized quasiphonon mode. Further decrease
interaction radius, and the fieldt$.; andH., have the form  of the magnetic field to the valué., again leads to a phase
632 032 transition, this time occurring via thé-polarized qua-
Hc1:|,31|+ﬁ1 ch:|,31|—ﬁ- S|pho_n_0n mode. At f_|eld$-I<Hc2_ the syst_em undergoe_s a
Jo Jo transition to an elastic phase with a continuous variation of

These fields can be interpreted as the fields of reorientation%‘1e magnetization direction from zero to tag,245,/|5
e

phase transitions, since the state of the system becomes uat H=0). Thus analysis of the spectra of coupled magneto-

stable, and the specira bfand ~polarized quasiphonor@ astic waves attests to the realization of three phases in the
the long-wavelength limitrk?<ay) “soften” at H=H; and

system: a ferromagnetic phader H>H,,), an elastic phase
_ . (for H<H,), and an additional phase in the field interval
H=H_,, respectively, and have the form Hq,,<H<H,. Unfortunately, the mathematical formalism
X , 2 ) , 2 used in the present study does not permit description of the
01(K)=wi(k) 7=, wx(k)=wi(k) ——. state of the system in that phase. However, a comparison of
0 0 our data with the experimental resdit$*! suggests that it
In addition, at these fields ME gaps appear in the quasimagsupports the existence ¢for examplg a domain structure,
non spectrum: the existence region of which is determined by the relation
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A theoretical study is made of the spin excitations in two-dimensional three-sublattice
Heisenberg antiferromagnets containing an impurity atom in one of the sublattices. It is assumed
that the coupling parameter between the impurity and matrix is positive, so that the

impurity atom and the atom of the sublattice containing the impurity have the same spin
directions in the ground state. In the Green’s function method those functions are chosen that
consist of combinations of sums and differences of the spin deviation operators. From

the poles of these functions expressions are obtained for the étatd®,, E;, andE, of the
groupDgy, and these expressions are used to determine their energie200®American

Institute of Physics.[DOI: 10.1063/1.1399202

Research on the magnetic properties of low-dimensionahddress the role of impurity atoms in the process of elemen-
magnetic systems has been attracting a lot of attentiotary excitation in these compounds.
recently:=* In particular, this is true of studies of the role of In structures of the LiCr@and AgCrQ type the spins of
magnetic and nonmagnetic impurities in magnetic systems dghe sublattices lie in the—(xy) plane at angles of 120°. The
this kind and also the role of magnetic impurities in nonmag-Situating of the spins of the sublattices in some plane or other
netic crystals in various temperature ranges. This is becaud® related to the anisotropy field relative to toaxis.
the influence of impurity atoms on the various properties !N this study we consider a one-impurity perturbation in
(magnetic, thermodynamic, superconducting, Jet. the a two-dimensional three-sublattice hexagonal antiferromag-

host crystal in the low-dimensional case is considerably dit"et The spin of the Impurity atom is in the direction OT the
ferent from that in the three-dimensional case. spin of the atom for which the impurity has been substituted

The impurity problem in three-dimensional magneticm one of the sublattices. We also investigate the appearance

; . . of discrete levels and determine their energy.
systems has been studied on the basis of the spin-wave ap- 9y

proximation, in which the coupling between the impurity and
host matrix is assumed weak. It is well known that the intro-4AMILTONIAN OF THE SYSTEM AND THE EQUATIONS
duction of an impurity atom in a crystal lattice gives rise to OF MOTION
discrete energy levels. A characteristic property of these lev- ) . . -
els is their location in the continuum of band excitations. A_tngngular _He|senberg annfgrromagnet containing an
(virtual state$ or outside the continuurflocal states impurity is described by the Hamiltonian

This problem has been studied by many authbrfer S >
both nonmagnetic and magnetic crystals. The main object'é'ex_z'lyAl S S+, — 2 < S1°S1+a,
chosen for investigation in the magnetic studies have been
one- and two-sublattice cublc.crystals. _ +21 '2 51.51+A1+ 2l 2 S- S,+A2

In the case of weak coupling between the atomic layers, Ay 4,
ferromagnetic and antiferromagnetic crystals can be treated
as two-dimensional systems. The impurity problem in a two- —21, S-S +21"> S-Siia
dimensional antiferromagnet has been studied on the basis of A2 ? A2 ?
the spin-wave approximatiéior T=0 and on the basis of a
consistent spin-wave thedrjor T+0. +2|I+A2+A Siia, S,

There is another low-dimensional magnetic structure for e
which the introduction of an impurity atom will lead, for
example, to a shift of the point of transition between differ-
ent ordered statésGood examples of such compounds are
the three-sublattice antiferromagnets X =Cl, Br, I). In +D(S)*-D'(8?, @
them the spins of the individual sublattices in theeNstate wherel, |” andD, D’ are the parameters of the exchange
lie in the ac plane at angles of 120°. The change in theand anisotropy fields, respectively, for the host and impurity
spectrum of these crystals under the influence ofatoms. The symmetry of the system under studig.
spin—nucled® and spin—phonon interactions has been stud-  In order to express the Hamiltonidf) in terms of the
ied in an ideal cas#- In the course of such studies one mustspin deviation operators, it is necessary to transform from the

Han=—D| 20 (S)+ > (Sfys)?+ 2 (Sha)?

1063-777X/2001/27(8)/5/$20.00 640 © 2001 American Institute of Physics
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FIG. 1. @ 120° Neel structure on a three-sublattice struct&®C; shown
are the local coordinate systerfsf{) for each site and the global coordinate
system ky2); 6 and ¢ are the angles of deviation of the global coordinate
system from the site system BtandC, respectively. bThe chemical and
magnetic unit cells are represented by equilateral triangles with aidesl
d=av3, respectively. In the chemicaABC) cell the corners are occupied
by atoms of different sublattices, and in the magnefie\@) cell by atoms

of the same sublattice. The six nearest neighbors of the impurity atom 1 are

denoted by 2, 3, ..., 7.

global coordinate system to a site system. According to Fig.
1, which shows the arrangement of the atomic spins, the

relations between them are as follows:
S s, =S s, COSO— S 4, SN0
SIX+A2:SI§+A2 COSQD—S§+A2 sing;
SIZ+A1: SI{+A1 cos6+ SI§+A1 sing;
S'ia,= s, CO80+ Sy, sinG, v

where the angle® and ¢ are the deviation of the magneti-
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We introduce the Green’s functions in matrix form:
R O R RO A RO T
(AGEZ IR ORH (D ((y,_(t);Z;(t')»
(O (GO (BN

11 12 13

G G5 G
21 22 23
-G, 6% G
31 32 33
Gl G, 6

Q>

EAOE A NI EH RSN I EH M)
Ly ;@XM Ky @y (Y @iz
A R H AN I EH R (N IREH M

13
HpS

23
LI Hl;l’
33
Hl;l’

11 12
Hl;l’ Hl;l'

-H, @

wherex; =ay*xa,", y/ =b=b/, z7=c,=¢/.

We note that the indices in the subscriptsxgf, vy, ,
andz~ run over the first, second, and third sublattices, re-
spectively, in the first coordination sphere. Each Green’s
function matrix in(4) has dimensions of X 7. Each column
of the first and second matrices form pairwise closed systems
of equations of motion, from the solutions of which one can
determine them.

The Green’s functions if4) and the functions conjugate
to them satisfy equations in matrix form and comprise a

zation of the first sublattice from the second and third subseparate system:

lattices, respectively.
The direction of the coordinate axiy®s chosen perpen-

dicular to the plane of the figure. Also shown in Fig. 1 are the

chemical and magnetic cells.
Using the Holstein—Primakoff transformation, we can

express the spin operators in terms of the Bose operators for

each site:
S=S-a/a; S§+A1:S_bl++Albl+A1;
SI§+A2:S_ CI++A2CI+A2-
Si=\si2(a+a;"); S§+A1: @(bHAl"'bltrAl);
SI£+A2: \/JZ(CHAZJF CI++A2)1
S7=—iVsl2(a—a’);

S a, _i\/gz(bHAl_bﬂAl)?

n+A2:_i\/§2(CI+A2_C|++A2)v 3

With the aid of transformation&) and (3) we can ex-
press Hamiltoniar{l) in terms of the spin deviations.

E O 0 Gll G12 G13
0O E O GZl G22 GZ3
0 0 E G31 G32 G33
HY H'? HP 100
PPN 1
—(W+Vy| H® H? HZ®|=Z|0 1 0],
H3 H32 H% 0 01
E 0 0\ /H" H? HY
0 E 0| H* H# HZ
0 0 E/ \H¥ H¥* H¥
Gll G12 G13
_(\"/(2)+\"/2) GZl GZZ GZ3 :0, (5)
G31 G32 G33
E O 0 H+11 H+12 H+13
0 E O H+21 H+22 H+23
0 0 E H+31 H+32 H+33
G+11 G+12 G+13
_(\"/2+\"/1) G+21 G+22 G+23 :O,
G+31 G+32 G+33



642 Low Temp. Phys. 27 (8), August 2001
E 0 O G +11 G +12 G +13
0 E O G +21 G +22 G +23
0 0 E G+3l G+32 G+33
H +11 H +12 H +13

_(\A/g"_\A/Z) H+21 H+22 H+23

H+3l H+32 H+33
. 1 0 O
=——(0 1 O
o
0 0 1

The Green's function&* andH™ contained in(6) are
also determined by expressiof¥) in which the plus and

minus signs are interchanged.

(6)

M. N. Abdullaev

g’ 1/2|/
[EIEa.

r g 1/2|/ 1
Po= (—) ——1|cose,

whereZ,; andZ, are the numbers of nearest neighbors.

The angle indices of the matrix elements arise because
of the horizontal componentS’*, S'%, and the index zero
because of the perpendicular compon®Htof the spin vec-
tor of the impurity atom relative to thac plane.

Combining the two systems into one equation, we can

write them in symbolic form as

E -V 0 -V ](G -A*
AO ~ - ~ ~ ~
-V B v, 0 /]\f -6
E(1 O
_7T 0 j‘- ,
where
& Ag A¢ Ag A¢ Ag X¢
Ny -p, O O 0O 0 O
N O —p, 0 0
Vi=2IS| Ay O 0 -py O 0
N, 0 0 0 —p, 0
Ag 0 0 0 —Po 0
N, 0 0 O 0 —p,
& AO AO AO AO xo AO
N —-py O O 0
AO O _'p¢ O
V,=2I1S| A¢ O 0  —py 0
No O 0 0 —p, 0
N O O 0 -p, O
e O O 0 —p,

In the case of a one-impurity substituent atom differing from
the host atom both in the exchange coupling with the nearest
neighbors and in spin, the matrices of the perturbation will
be of seventh ordefin the case under consideratjoheir
general form is presented in E(), and their elements are

given by the following relations:

8=—(L—1)(210080+22C05(p)+E E—1
I U\ DS
g’ 1/2|/ g/ l/2|/
)\OZ(E) I——l, 7\02[(5) I——l cosé,
g l/2|r
Ny= (§> I——l cosep, Z1=27,=3,

@)

SPECTRUM OF IMPURITY LEVELS

The spectrum of elementary excitations in a two-
dimensional three-sublattice antiferromagnet is determined
by the poles of the Green'’s function {i), i.e.,

0 Vv,

VvV, O

GO _|:|0+

go  _@o+ =0. ®)

de{ i—

To simplify the calculations of this determinant, let us
reduce it to quasidiagonal form. This procedure is performed
with the aid of a unitary matrix constructed on the principles
of group theory. Using symmetrized combinations of atomic
wave functions, one can construct the corresponding unitary
matrix:?

1 0 0 0 0 0 0
1 1 t 1
0 — — —_ 0 0 -—
V6 6 V3 V3
L e L R S
V6 N6 23 2 2 3
o 1 1 11
U V6 V6 N3 2 2 T
= 1 { 1 {
0 — -—— —-—— 0 0 -—
V6 6 V3 V3
L T T O N S
V6 N6 23 2 2 T3
0 1 1 t ot 1
V6 V6 28 2 2 3
A1 B1 El EZ

(€)

In obtaining this matrix we chose the plane in which the
impurity atom and its neighbors are located to be perpen-
dicular to the sixfold axis.

Using the unitary matriXx9), one can separate the deter-
minant (8) into a product of factors having the following
form:
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HY  VBHY;

1
D (E)=de -2IS
wE ’o I NG
‘ \/E)\O s Hgl \/EHEZ
: +
VBNo  —py VEH3, EI Ho"
V6
€ 7()\0—’_)\@)
X
V6
7()\0+)\¢) _pé’
G) 6G)
(219)2 11 \/— 12
E |V/6GY, 2 Go'
T
V6 ‘\/—7\0 —pol| |’
7()\94-)\“0) P
(10
DBl(E)=1—2IS(ng—H85+2Hg4—2Hg3—H22+
0+ 0+ 0+ (219)?
+Hzs —2Hg4 +2H3s | py— —— (G2,
+GY,— G~ G p?, (12)

1—21S(H9,— H9,+ HS—HY;

De (BE)=a X az=
0 0
—H3;, +HY, —

(2|S)2

0 0
Hos +Hos )py

(G5 G5~ G4~ G p5| X s,
(12
_ . 0 _ 140 0 _ 40
De,(E)=Db11Xbgp=| 1-2IS(H3—Hast Hys—Has

—HY +H +HS —HX)p,
(2IS)2

(G~ G35~ G4+ Gl p5| X by

13
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FIG. 2. Brillouin zone constructed with respect to the direct magnetic unit
cell, which is represented by equilateral triangl&A@) with sideav3.

We see from Eqgs(10)—(13) that states of thé\; type
depend on four parametefs, Ao, N, py); E; andE, de-
pend on two(py, p,), andB; on one p,). Therefore, we
begin by solving the equation for an irreducible representa-
tion of theB, type. To demonstrate the clarity of the graphic
solution of this equation, we consider the simple case

0=¢=2muI3; k=(k,;0;0).

Numbering the atoms of the first coordination sphere as
in Fig. 1, we obtain the following equation:

1— N 1/32

Moo= Lo tMoz—Log
(E/21S)?— Ayt Ang

v
1+2 cos ak,

V3
1+2 cos7ak

13
N 2 (EI21S)7—Agyt Ay (14
where
3D
Maz—Laot Mag=Lag=7| 7+ 6% |,
D 1 D
Ago—Agz=Z% 1— JFasl\ e )

1
Y, = E(1+ 2 cosak,).

In these expressions the wave vedtgtakes on all val-
ues from the first Brillouin zone, which is constructed for an
equilateral triangle of the direct unit cebee Fig. 2. As we
see from Fig. 1, this primitive cell has a side of length
=av3. It can be shown by a straightforward calculafion
that the Brillouin zone for a two-dimensional three-sublattice
antiferromagnet has the shape of a plane hexagon. &lere

To obtain the second diagonal element in the determithe |attice constant.

nantsDg andDg, it is necessary to replags, by p,, in (12)
and(13).

When the Green’s function matrix i(8) is set into the

The graphical solution of the quadratic equation with
respect to Id in (14) for the irreducible representatidy, is
shown in Fig. 3. Plotted on the vertical axis is the quantity

unit cell, coincident elements appear. Because of this, thé&/p, which lies in the domain- «,—2) or 0g0). The latter is
number of elements contracts, and the elements that remagetermined from expressidi) for p,, at p=4x/3. Itis seen

are those which are contained ({H0)—(13). Since the upper

in Fig. 3 that Eqg.(14) can have solutions only for positive

and lower indices of these coincide, we shall keep only onevalues of 1. Among the latter are certain values for which

of them.

solutions of equatioil4) do not exist, since the wave vector
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a 9 b
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0.06 E/2IS 2.8 0.13 E/2IS 2.8

FIG. 3. Roots of the quadratic equation with respect wid/(14) as func-
tions of the dimensionless quantiy/2|S.

corresponding to them “falls out” of the first Brillouin zone.
In particular, fork,—4/3v3 the solution of the equation

goes to zero, i.e., p/~0. Therefore, the summation {i4)
is done within the limits 8<k,<4/3v3. The density of the
B, state is determined by the crossing of the lide with the
curves shown in Fig. 3.

Let us now consider thd, states. The energy of th,

M. N. Abdullaev

where
D 1 5D
Aoot Anxz= Z_E Z+E +§ Z—H Zyg
3 D

+t5@v% Lu=—{z= 7/,

1 9 ,
2AAn=7 2| 2= 77, (Z7)

D ) 1
XN 2 7)2M00= (@n)7) L= = 5 2%,

D\? ) 1 D
An=|z— 57| —(Zw) " An=52Zw | 2+ 2w |
21 X 2 X | X
(15
Only in one particular case, fd,=0, D'>D, |~D,
can the approximation solution of this equation be obtained
in analytical form:E, ~1Sy37—3(s'/2—1)"*, from which
it follows that the IeveIEAl falls into a spectral band of
width E~21S/10.

state is determined analogously, by equating the real part of

expression10) to zero. Since this equation is of the fourth

degree with respect to the various combinations of the fourg_maii; physic@lan.ab.az

perturbation parameters contained ifdf o, Ny, py), its

solution in graphical form involves a lot of work, and its

analytical solution is an awkward expression. Therefore, it is

necessary to find an approximate approach for solving thisiy g umoto and A. Oguchi, 3. Phys. Soc. Jp6, 3665(1999.
equation. FoiIS’#S, |'=1 the number of parameters of the 2yu. A. Fridman and D. V. Spirin, Fiz. Nizk. Temj26, 374 (2000 [Low

perturbation decreases to threg A\, py), and forS' =S,

I"#1 to two (g, py), but the equation remains one of fourth

degree with respect to their combinations. BO=S, |'=|

Temp. Phys26, 273 (2000].

3J. Stolze and M. Vogel, Phys. Rev.@®, 4026(2000.

4J. A. Simpson, R. A. Cowlegt al, J. Phys.: Condens. Matt& 8693
(1999.

the equation reduces to a quadratic equation for a single perA. A. Maradudin, E. W. Montroll, and G. H. Weiss, Bolid State Physi¢s

turbation parameted/I (D'/D —1)=¢":
1 12

1B
X% E\? E\? )
1S 1|57 —Ap—Po3| —2A1A2;
E 2
(m) —Axp— Ay
x> = =0,

Suppl. 3, Academic Press, New Yorkl963 [Russian translation:
Dynamic Theory of the Crystal Lattice in the Harmonic Approximation
Mir, Moscow (1965].

5Yu. A. Izyumov and M. V. MedvedevIheory of Magnetically Ordered
Crystals Containing Impuritiefin Russian, Nauka, Moscow(1970.

’N. Bulut, D. Hone, and D. I. Scalapina, Phys. Rev. L&, 2192(1989.

8V. Yu. Irkhin, A. A. Katanin, and M. |. Katsnelson, Phys. Rev6B, 14779
(1999.

9M. W. Moore, P. Day, C. Wilkinson, and K. R. A. Ziebeck, Solid State
Commun.53, 1009(1985.

10T, Suzuki and Y. Natsume, J. Phys. Soc. J8).1577(1987).

M. N. Abdullayev, Fizika3, 19 (1997.

12y Heine,Group Theory in Quantum MechanifBergamon Press, London
(1960; IL, Moscow (1963)].

V. V. Eremenko/ntroduction to Optical Spectroscopy of Magnits Rus-
sian], Naukova Dumka, Kie\1975.

Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 8 AUGUST 2001

Magnetostriction during field transformation of the domain structure of an easy-plane
antiferromagnet in the case of a magnetoelastic mechanism for the multidomain
state

V. M. Kalita and A. F. Lozenko*
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The features of the transformation of the multidomain state of an easy-plane antiferromagnet in
an external magnetic field are investigated in the case of a magnetoelastic origin of the
multidomain state. Experimental data are presented on the field dependence of the induced
magnetostriction of the easy-plane two-sublattice antiferromagnet,Go@ifferent temperatures.

In the discussion of the experiments and in the theoretical description we use the
approximation of a continuous distribution of domains in the easy plane. It is shown that the
orientational distribution of the domains upon the introduction of a magnetic field

depends only on the magnitude and direction of the field and is independent of temperature.
These features of the distribution of domains can be explained by a matching of their equilibrium
magnetostriction with the elasticity of defects wherein the elasticity of the domains
compensates the elasticity of the defects. 2@01 American Institute of Physics.

[DOI: 10.1063/1.1399203

The antiferromagnetic phase of many antiferromagnetstresses between domains. The mechanism giving rise to a
(AFMs) is realized in the form of a multidomain state that multidomain state based on the matching of the magneto-
satisfies the given symmetry of the crystalhe question of  striction of the domains is called magnetoela&tic.
the thermodynamic favorability or equilibrium nature of the An example of matching of the magnetostriction of do-
domain structure is of a fundamental character, unlike thenains is considered in Ref. 9. In the case of two domains one
case of ferromagnetsin an AFM there are no magnetostatic can achieve a between them. In the case of a hexagonal
fields. AFM, around the point at which three domains lying in the

An equilibrium multidomain state in an AFM can occur easy plane come together, with a 120° rotatiorLofthere
because of the higher entropy in the multidomain situationwill be a region of dilatation or compression, giving rise to
The entropy mechanism is temperature-dependent and opdocal stresse$These stresses can be compensated by placing
ates in a finite temperature interval near theNemperature in that region a defect which compresses or expands the lat-
Ty (Ref. 1). At the same time, in many AFMs a multidomain tice.
state is observed dt— 0, when the entropy mechanism loses  An external magnetic field can cause an AFM to go from
its effectiveness. a multidomain to a homogeneo(sngle-domaii state. Res-

The formation of a multidomain state in an AFM can toration of the homogeneous state of the crystal in a mag-
result from “metallurgical” defects of the crystal lattice, netic field is accompanied by straining of the crystal. By
which, by creating local anisotropy fields, orient the antifer-measuring the magnetostriction of the crystal as a function of
romagnetic vectoL. Even in perfect crystals there are al- H, one can study the process of transformation of the multi-
ways intrinsic defects. However, the effect of defects in adomain structur&?®
perfect crystal will be different. For example, linear defects  In this paper we analyze the results of magnetostriction
give rise to inhomogeneity of the antiferromagnetic stdte. measurements at different temperatures during the restructur-
the case of a screw dislocation, in going around it one findsng of the multidomain state brought on in the two-sublattice
that the spin of one sublattice will be transformed into theeasy-plane AFM CoGlby the introduction of a fieldH .10
spin of the other sublattice. If the anisotrdpyis taken into  The value of the induced magnetostriction in Co@
account, the influence of a dislocation will lead to the forma-~10"2, and the multidomain state is of a magnetoelastic
tion of domains with uniformi. nature® Restructuring of the domains and the tilting of the

An important role in the formation of the domain struc- spins towardH in the homogeneous state in Cg®kcur at
ture in an AFM is played by the magnetoelastic forces,experimentally accessible fields. The fidid; at which the
which, like the magnetic anisotropy forces, tend to hold thespins of the sublattices collapsgte spin-flip field is equal
spins in certain directiofsMagnetoelasticity is particularly to 32 kOe aff =4.2 K. The restructuring of the multidomain
important in an AFM*® with very large values of the aniso- state and the tilting of the spins after a homogeneous state is
tropic magnetostriction. The value of the anisotropic magneestablished are separated with respect to field. The transition
tostriction depends on the direction lof For different direc-  to the homogeneous state at different temperatures occurs in
tions of L in the domains their magnetostriction will also fields ~0.3H;(T).*2
have different directions, which can lead to mechanical The formation of domains in Cog&lis confirmed by

1063-777X/2001/27(8)/5/$20.00 645 © 2001 American Institute of Physics
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neutron-diffraction studie$ According to Refs. 1, 6, and
13-15, the existence of the multidomain state in GoCl
should be attributed to the presence of two sets of three two-
fold axes in the easy plane of the crystal. Directions along
one of these sets of axes can turn out to be energetically
favorable, which would bring about a symmetry-related re-
alization of the multidomain stafe? and the transition in a
magnetic field from a multidomain state to the homogeneous
state with allowance for this crystallographic anisotropy oc-
curs by reorientation of the spind.In a study of antiferro-
magnetic resonance it was noted that the in-plane anisotropy
in CoCl, is extremely small, and in a description of the field
dependence of the low-frequency branch of the antiferro-
magnetic resonance it does not need to be taken into
account. The in-plane anisotropy in CoChas not been ob-
served experimentally because of its small size; this makes it
difficult to analyze the restructuring of the multidomain state
taking place through the spin-reorientation process.

In Refs. 15 and 16 a mechanism was proposed to explain
the influence of the surface on the formation of thermody-

V. M. Kalita and A. F. Lozenko
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namically favorable eq“"'b”“m antlferromggnenc domam_SFIG. 1. Relative longitudinal elongation of the CgQrystal versus the
through allowance for their magnetoelasticity. In Ref. 16 itsquare of the magnetic field for different temperatures.
was asserted that the stresses on the surface due to the ho-

mogeneous magnetostriction of an AFM act like the appear-

ance of surface charges, as in ferromagnets. The elastic ehig. 2 we also show the dependenceTonf the normalized
ergy of these charges counteracts the uniform strain of thepontaneous
AFM and thereby leads to the formation of a multidomainK)].*?

Taking into account the similarity of the temperature de-
15 and 16 was obtained through the elastic matching of thgendence ok andz, we can write the relative elongation of

magnetostriction of the whole crystal and the elasticity of itsthe CoC}, crystal in the multidomain state upon introduction
surface. In Ref. 16 the magnetic-field dependence of thef a magnetic field as

state. The multidomain state described theoretically in Refs.

magnetostriction of the crystal during the transition from a
multidomain to a homogeneous state was obtained theoreti-
cally. The applicability of that surface mechaniSrif of cre-
ation of the multidomain state to the case of Co€n be
judged from the similarity of the theoretical dependence of
the magnetostriction and the experimentally observed mag-
netostriction.

THE EXPERIMENT AND ITS STATISTICAL ANALYSIS

On the basis of data obtained by a dilatometric method
for the induced magnetostriction of CgQdingle crystals it
was shown in Ref. 8 that foF =4.2 K the dependence of the
relative elongatiore = Al/l of the crystal is directly propor-
tional to the square off. Figure 1 shows the field depen-
dence of the longitudinal elongation of CgGit different
temperatures as a function of the squareHoét the begin-
ning of the restructuring of the domain structure. This depen-
dence can be written in the form

e(T,H)=k(T)H?, )

wherek(T) is a temperature-dependent coefficient. Relation
(1) holds in a large interval of from 0 to 0.2%4, whereeg
is the spontaneous anisotropy of the magnetostriction of the
homogeneous state &t=01? which is determined by ex-
trapolatinge (H?) for the homogeneous state ltb— 0.

The slope of the lines in Fig. 1 depends on the tempera-

magnetostrictioreg(T) =e4(T)/[es(T=4.2

H2
S(TIH):SS(T) H_! (2)
d
1.0 9,4
o}
0.8 o
o
Q
0.6 -
4 .
l_\aﬂ O/gx
0.4 & ~
/k
S
0.2 =
0+ T i T v T v T
5 10 15 20 25

T.K

ture. Figure 2 shows the temperature dependence of the CEI-G. 2. Temperature dependence of the spontaneous magnetost#gtion

efficient of proportionality in Eq(1), normalized to its value
atT=4.2K, k(T)=k(T)/[k(T=4.2K)]. For comparison in k.

normalized to the value dt=4.2 K and of the coefficient of proportionality
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whereHS is a temperature-independe(d within the error p(@)=1+a(coS ¢—1/2), (6)

of this experimentparameter having a value 9.5 kO€. ) o
The mechanism of formation of the multidomain stateWherea is a small parameter. Substitutiitg) into (5), cal-

involving the elasticity of the surface should lead to a tem-culating the value ok, and equatingS) with (2), we find
perature dependence of the parambtﬁ:in (2) similar to the that in order for relation$4)—(6) to agree with experiment it

temperature dependence of the fourth power of the sublattid§ Necessary thai(¢) have the form

magnetization. If such a temperature dependence had held H2 1
over the temperature interval shown in Fig. 1, thenTat p(¢)=1+4—| cos QD—_)- (7
~24K the parametdﬂﬁ would have decreased by more than Hg 2

an order of magnitude relative tq its value at 4.2 K. Thus, on Thus for satisfactory agreement with experiment it is
thg pasg of the te.mpergture—.ﬁeld curves of the magnetqﬁecessary that the distribution of the orientations of the do-
striction in the multidomain region, we can conclude that themains inH be independent of temperature.
multidomain state in CoGlis of a different nature than that
proposed in Refs. 15 and 16.

Using the experimental results reported here, let us dis-
cuss the features of the domain distribution in GoGh  DISCUSSION

analyzing the experimental data from the study of the mag- Distribution (7) introduced ph logicall d
netostriction in CoGlwe shall proceed from the degeneracy Istribution /) was introduced phehomenaologically an
meets the requirements of symmetry and conformity to the

of the directions of the spins of the sublattices in the easy . . :
xperimental dependence ofH) in the region of restruc-

plane. We shall also assume that the domains with different

orientations oL in the easy plane are equivalent and that theUr'ng of the multidomain state. Let us determine the theo-

distribution of domains as a function of the directionlLofs retically expected f(_)rm ?J this distribution in the case of Fhe
continuous. entropy  mechanish?’ and the magnetoelastic

B89
It was shown in Ref. 13 that the elongation of CeCl mechanisnf: . : .

along the fieldH in the single-domain region, when the mul- We shall a”‘?"-‘/ze the restructurlng. Of. the'multldomaln

tidomain state is destroyed by a magnetic field and the vecto%tate under the influence of a magnetic field in accordance

. . e with the principle of minimum free energy of the crystal,
:;]';gi@i?;Iciilzre?ct:;)iénsg?ﬁgi;ﬂgﬂ_‘) everywhere elaborated in Ref. 2, which states that the equilibrium distri-

bution of domains should correspond to the minimum free
energy of the crystal. We determine the expression for the
H2 . . .. .
3 free energy with allowance for the continuous distribution of
H2.(T) ' ) domain orientations.

f The energy of an isotropic AFM in a magnetic figt

. . . can be determined using the Hamiltonian
where ¢ is a field- and temperature-independent parameter

determined experimentally in Ref. 13. The relative longitu- ~ 1
dinal elongatiore of a domain withL not perpendicular téf H= E%j o Sai~Spi—H- % Sai » ®)
in the multidomain state is

s(T,H)=sS(T)( 1-¢

where the indicesy,3=1,2 indicate the sublattice aridj

H2 cog ¢ enumerate the positions of the ion in them. The energy per
e=eg(T)| 1— 5—2) (cog o—sir? o), (4) unit cell of the AFM as a function ofl whenL L H is given
ff by
2
where ¢ is the angle between the vectdrand the perpen- e=—27l,,82— H 9)

dicular to the direction specified by the vectorBy averag- 2zlyp’
ing (4) over all orientations of the domains, we obtain the

- “ : i wherez is the number of nearest neighbosss the average
magnetostriction of the multidomain crystal as

spin of an ion, and,, is the intersublattice exchange param-
eter. The term in(9) that is independent ofl will not be

1 (= H2cog ¢ considered further.
= fo &s(T) 1_§—H2 If the in-plane anisotropy is small, we shall assume that
ff the domains can be oriented arbitrarily in the plane. In the
X (cog ¢—sir? ¢)p(¢)de, (5) field H the domains with. L H will be energetically favor-

able. In terms of the angle betweerH and the perpendicu-
¢ lar to L the exchange energy in a domain in whigh0,
when the spins in it are tilted towatd, the energy per unit
cell becomes

wherep(¢) is the probability density of the distribution o
domains as a function ap for the specified direction dfl.
At H=0 all of the directions of orientation of the do-

mains are equiprobable, and the probability density is equal H2cod ¢

to a ¢-independent constant. The introduction of a field &= (10
destroys the equiprobability of the distribution. Since the dis- 12

tribution is symmetric with respect tg for small variations The exchange energy of the AFM in the multidomain

of the probability density, it can be written in the form state is equal to the sum
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V HZ2 cod © ume goes to zero ab—0. Thus we can state that the mul-
E=-— V_Z pi—Zlez ' (1) tidomain state in CoGlis not of an entropic nature.
0 Let us determine the distribution of domains in the case

whereV andV,, are the volumes of the crystal and of the unit of @ magnetoelastic mechani$mccording to Ref. 9, at the
cell, ¢; is the angle of orientation of the domains with prob- places where three domains lying in the easy plane and hav-
ability P;, andP;=V,/V, whereV; is the volume of such ing different directions ol. come together there arise local
domains. The sunll) for the exchange energy of the mul- compressive or dilatative stresses, while the rest of the do-

tidomain AFM can be written in the form of an integral over mains are nearly unstressed. These local stresses can be com-
@ pensated by defects that locally expand or compress the lat-

tice. It was shown in Ref. 9 that when the strains at places
1V (= H?cog ¢ where domains with different orientations &af come to-
E=-— Vo o P(e) T|12d"" (12) gether are compensated by the strains of a defect, the elastic
strains of the defect will be localized. The lattice deforma-
In the free energy of the multidomain state upon thetions created by a defect become “screened” by equilibrium
formation of identical domains it is necessary to take intodeformations of domains. Here it is necessary to distinguish
account their permutations, which leads to an additional conthe interaction of a defect with the domains surrounding it
tribution to the free energy: and the interaction between deféétwith allowance for the
domains surrounding them. The interaction of a defect and
the domains surrounding it is energetically favorable, but it is
temperature dependehfThe temperature dependence of the
corresponding energy benefit is determined by the depen-
WherENi(QDi ,Vi) is the number of identical domains of vol- dence of the antiferromagnetic vectoron T.
umeV; and orientation angle; . If the domains with differ- When the elasticity of the defects is localized by do-
ent ¢; have the same shape and volume, théV  mains, there will be no interactions between defects. In the
=N;/N, whereN=V/V, is the total number of domains, homogeneous state the energy of interaction between defects
andVy is the volume of an individual domain &=0. In wjl| be almost the same as in the paramagnetic phase. Since
this approximation the entropy contribution to the free en-he interaction between defects in the paramagnetic phase

AF=T2 InNi(¢;,V)!, (13)

ergy can be written in the form of an integral: increases the energy of the crystal, while no interaction be-
tween defects occurs in the multidomain state because of the

AF= — — f p(@)Inp(e)de. (14)  screening of the elasticity of the defects by domains, we find

T Vg o that the multidomain state will be favored by an amount

o equal to the energy of interaction between defects in the
When the contributions to the free energy of the crystal,, ., magnetic state. The temperature dependence of this en-
from the exchange enerd{?2) and from the entropy correc- ergy benefit is not due to the dependence 6F). Assuming
tion (14) are both taken into account, the equilibrium statey,a; this energy benefit is decisive in the formation of the
when a fieldH is introduced is determined from the mini- o, \iidomain state and is independentTofthe restructuring
mum of the free energy, which we write in the form of the multidomain state in a magnetic fiettl will be de-

1 (= V H2cod ¢ scribed by minimizing the function
F =E+AF=—f [—— —_—
1 T Jo Vop((P) 2zly, . 1 fﬂ H?cog ¢ ; d 18
v =7/, _p((P)Tllz+ (p(¢)) [de, (18)
+Tv—d|0(qo)ln P(e)|de. (19

wheref specifies the contribution to the free energy due to
the operation of the mechanism whereby the multidomain
state arises due to localization of the elasticity of defects by
domains surrounding them. In small fields, considering the

Minimizing F, in the case of smal, we find an expression
for p(¢) in the form

1Vy1 H? 1 second term in(6) as a small deviation in the distribution,
ple)=1+35 Vo T i,z cos ¢— 5] (16)  which we denote byAp(¢), we write the functiona(18) in
the form
Comparing(16) and(7), we find that the parametéfﬁ is . H2 cog L
i i . w cos ¢
directly proportional toT: Fzz—f —Ap(e) +Z p(Ap(e))?lde,
a Jo 22'12 2
V
H2=8-21,,2T. 17) (19
Va

where 7 is a positive, temperature-independent parameter
The value ofH4 in (17) decreases with increasing domain equal to the second derivativg=d?f/dp? determined ap
volume Vg4 and increases with increasing antiferromagnetic=1. By minimizingF, we obtain an expression for the den-
exchangel,. The temperature independence Idﬁ for  sity of the distribution in the form
CoCl, could be explained by assuming that the domain vol-
umeVy is directly proportional tor. However, such an as-
sumption is incorrect, since it implies that the domain vol-

H2

ple)=1+

cos ¢— E) . (20)

27]'122 2
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From (20) and(7) we find that, as is required by experi- The authors thank Prof. S. M. Ryabchenko for comments
ment, the parameteﬂg is independent of and is given by made in a discussion of this study.

Hi=87l,,2. (21)  "E-mail: lozenko@iop.kiev.ua
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Bilayer films Fe/Tb(Tb on Fe having a sharp interface and Th/Hee on Tbh having a rough
interface are prepared by molecular beam epitaxy to study the interlayer magnetic
coupling. The magnetic properties of these bilayers are characterizsiuusing ferromagnetic
resonancéFMR). The polar magnetooptical Kerr effect, and a SQUID magnetometer. The
resulting perpendicular magnetic anisotrof®MA) is discussed as an effect of the interlayer
magnetic coupling. PMA is observed at rough as well as at sharp interfaces, and the
anisotropy energies are estimated. When a monolayer of Au is interposed at either kind of
interface, the PMA is observed to disappear and the overall magnetic moment increases. It is also
shown that in ultrathin films the demagnetizing factor depends on the substrate roughness
and should be taken into account in the FMR data. 2@1 American Institute of Physics.
[DOI: 10.1063/1.1399204

INTRODUCTION schematically in Fig. 1. The magnetic properties of both

. . inds of interfaces have been studied on regard to PMA, and
Coupling between ferromagnetic metal layers separate

by nonmagnetic metal interlayefirst reported by Graber It was shown that the rough interface is a stronger source of
y nonmag . Y P y 9 PMA at room temperature than the sharp &Hé!
et al. in Fe/Cr multilayerg has been observed in many sys- .
) o 3 24-7 3 89 1 1 However, so far most of the studies reported on Th/Fe,
tems: Fe/Al; FelAg; FelAu;*~" Fe/Pd] Fe/Cu®” Indirect . : _
; even those regarding rough and sharp interfate4 have
exchange coupling between a ferromagnéfie layer and a . . .
: . been done on multilayers, which are usually characterized as
rare-earth metalTh) separated by nonmagnetic metal inter- o ) .
follows: (i) both kinds of interface, sharp and rough, are
layers (Cu, Au, Pt, Ta has also been founid. The authors > ) .
) ) . : present together and it is impossible to have a clear picture as
concluded that perpendicular magnetic anisotr@pylA) in ; : .
. . . . to each kind of interfaceii) some thickness spread of the
Fe/Tb multilayers is due to a short-range interaction between . .
. . . .~ “same layers is always presefij) conclusions are drawn
the nearest neighbor&e-Th at the interface. Besides this ™. . . . . )
) . - . with allowance for the integral picture of interactions in the
interaction, a long-range indirect exchange via a nonmag ultilayer, though it is clear that the coupling there is a sum
netic metal interlayer was also observed. Although this first yer, 9 pling

and the only work on Fe/M/Tb structur&Swhere M is a of couplings at two kinds of interfaces plus a collective in-

. . X . . tgraction of all the layers in the structure. All these aspects
nonmagnetic metal, showed interesting results, it also raise .
make the overall picture unclear and can affect the results.

many questhns. It. be_came clear that the coupling modes Therefore to clarify the obscure points concerning mag-
need further investigation. o : o . T
It is important to note that magnetic properties of amor_netlc interactions it is necessary to investigsiregle Th/Fe
and Fe/Tb interfaces. If the real thickness of the films par-

phous rare-earth—transition-metal alloy films and multilayers. .~ .~ L .
. . . 24 icipating in the coupling is taken into account, the problem
have been studied extensively in the past?Among them _
can be formulated as follows: to use modern technology for

the Tb—Fe system, which shows significant PMA and is al- ) o . .
o N : the preparation of ultrathin films of high quality and to mea-
ready finding application as magnetooptic data storage me- : .
. . . . ure them with the corresponding accuracy.
dia, has been investigated more. Th/Fe multilayers show bet- : .
) . . ) The present work is undertaken to systematically study
ter promise for this purpose than do alloy films, and their,, . . ! L .
. . . e the interlayer interactions in single Th/Fe bilayers by care-
magnetic properties have been also well investig&tetf. . > .
: . . . fully preparing samples under the cleanest conditions with
Antiferromagnetic coupling of Th and Fe magnetic moments

at the interface has been establisfet? similar to antiferro- either a sharp or a rough interface. Also the effect of an Au
monolayer introduced at the interface is investigated.

magnetic interactions in amorphous alloys. It was also no-
ticed that when the thickness of the individual layers is
small, a few monolayergMLs), then the roughness of the
interface and its effect on the interfacial magnetic interac-  Two sets of samples, Fe/Tb bilayers and Fe/Au/Tb trilay-
tions cannot be neglected. ers on quartz substrate were prepared by electron-beam
As a consequence of the different atomic raiand  evaporation in an MBE system with a background pressure
surface energies of Th and Fe, different structures can bef (1—5)x10 °Torr and a pressure of (3)
expected for Tb grown on R&e/Tb, sharper interfager Fe X 10~ ° Torr maintained during the film growth. To minimize
grown on Th(Tb/Fe, rougher interfagé® This is shown interdiffusion of layers the substrate temperature during

EXPERIMENTAL DETAILS
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Sharp interface Rough interface

FIG. 1. Schematic picture of sharp and rough structural interfaces in Th/Fe bilayers.

evaporation was kept no higher than 0°C. The rates ORESULTS AND DISCUSSION

evaporation did not exceed 0.4A/s and were independently. .ol fims

controlled with quartz crystal monitors. All the samples were o . o _

protected with a 100 A thick layer of ADs. Ind|v_|dual magnetic Iayerg were initially studied. The
The very small amounts of magnetic material in thehysteresis loop form8 A Fe film at 295 and 77 Kshows

present ultrathin films make for difficult measurements. Wed00d saturation as well as low coercivity with in-plane mag-

used a SQUID magnetometer, ferromagnetic resonanc%etization(':ig' 23. For 200 A Tb and 12 A Tb films the

. temperature dependence of the magnetization, measured with
;Erlvlc?a,lrzzge:ig?ngcllﬁé m;gsnritgggggi‘;@e” effdBMOKE) an applied field of 250 mT, are shown in Fig. 2b. To avoid

. distortion of the curves, substrate correction was not done.
SQUID (Quantum Design MPMS-5Sneasurements of The thicker film shows the typical behavior for metallic Th

the films were done with the magnetic field applied e|therover the temperature range from 4 to 300 K—ferromagnetic

perpendicular or parallel to the sample plane and at temperg |, 218 K and paramagnetic above 233%yhereas the
tures 77 to 300 K. The FMR was measured at room temperap, & T, ilim shows paramagnetic behavior in the entire tem-
ture by means of conventional modulation rf spectrometer aherature range. The ferromagnetic resonance field was mea-
9.41 GHz, with an applied magnetic fieldp to 0.7 Tinthe  gyred to be 49 mT for a 200 A Fe film, in good agreement
film plane. The PMOKE was measured at room temperaturgyith published data of 50 mTfor the same frequengy™>?

using a 630 nm laser in an applied field up to 1.8 T perpenwyhereas th 8 A Fe fimshowed a magnetic resonance line at
dicular to the film plane. These measurements allowed us to

infer the effect of substrate roughness and film surface on
shape anisotropy.

The thicknesses of the individual layeids, and dyp, 3 Fe film - —a—g
were chosen on the basis of our previous experimiérts 2 o d=8A VVgey
and published dat¥, where ferrimagnetic ordering of Fe/Tbh 2 1L —"—295K
multilayers has been shown. This is caused by the interface o v 77K
properties, where the contact of ferromagnetic Fe and para- ; 0 a

_1 -

magnetic Th causes a magnetic moment to be induced in the
Tb layer. The coupling is not restricted to the first Tb ML. It ol
was described by a “magnetic interface” of finite volume,

spread into both layers close to the interface, where Fe and

. . . -2 -1 0 1 2
Tb atoms are antiparallel-coupled, showing PMA. The ratio H,T
of MLs, Nq,/Nge, participating in the completed “magnetic AF
interface” is usually in the range of 1 to 2, whek&y, and q d=200A Tb film

Nge are the numbers of corresponding MLs involved in the g 3r

coupling. In this range, the anisotropy energy is constant and g

has an approximate valle =5x 1 erg/cn? (Ref. 29. It o 2r b

was also shown that the radius of pair interaction in this .

system is 7—-15 &”?° Hence it follows that magnetic inter- = r H, =250 mT

actions at Th/Fe interfaces begin when each of the lagegs, 0 _'Aoooooooo&ooooooo

anddy,, reaches 3 MLs. p
Taking into account that the atomic radii amge (') I 5;0 ' 160' 15;0 ' 2(')0' 250 ' 3'00

=1.27A andRy,=1.78A, we chosedr,=8 A and d, T,K
=12A to obtain 3 MLs of Fe and 3 MLs of Tb. Samples FIG. 2. Magnetization data for control filmsl versusH for 8 A Fe (a) and

with dTb: 40A were also prepared to StUdy interfaces WithM versus T for 12 A Th(b) control films, measured withl;=250 mT by
an excess of Th. SQUID. In(b) a Tb film 200 A thick is also shown.
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38- Fe| X0 12ATb |a
30-d>1oA 8AFe ~|
0 50 100 150 200 250 300
307 8 Fe/12 Tb—>8|0._ _.5|Q_ b
2] 0 1 Sharpint. | | Magnetic
:‘é -30 r T T r T r T . interface
S 0 50 100 150 200 250 300
g 30 250 c
5 12Th/8 Fe =
E Diffuse int.
’% -304— —r— —— 7
§ .~0 50 100 150 200 250 300
k= 60 20 g
0 /_\ﬂ‘—
1 8Fe/3Au/12Ttr)\/ FIG. 4. Model of interlayer interaction at an Fe/Tb interface.
_60 i T T i Y T T T
50 100 150 200 250 300
15 50
::i . e
0 .
T 40Th/3Au/8 Fle change of demagnetizing factofd; andN; were calculated
15 0 ) 5'0 ) 160 ) 1%0 ) 260 ) 2‘1:-)0 ) 300 using M= 1760G and HHZ 150 mT: Nl=6.56 and NH

Coming back to the magnetic properties of the control
FIG. 3. FMR data for bilayers and trilayers. PositionsHfare shown for films, our above data show thatt!3 A Fe film isferromag-

three control films: thick Fe, thin Fe, and thin Tb filn@); bilayer with : . . _
sharp interfacéb); bilayer with rough interfacéc); trilayer with Au intro- netic at room temperature whereas the 12 A Tb film is para

duced into shargd) and rough(e) interfaces. magnetic even down to 5 K.

150 mT. In the case of a 12 A Tb film the electron paramag-Bilayers—the interlayer interaction at the Fe  /Tb interface
netic resonance occurred at 220 mT. These are shown in Fig.
3a.

It is well known that FMR for an in-plane magnetized
film is described by the equation

It has been shown that when thin Fe and Tb films are
layered on one another, a small magnetic moment is induced
in the thin Tb film by the Ruderman—Kittel-Kasuda—Yosida
(RKKY) interaction®?® Moreover, antiferromagnetic cou-
2_ _ pling of Th and Fe magnetic moments at the interface has

(fy)"=HilHi+ NetMs= 2k, /M), @ also been establishéd? similar to the antiferromagnetic
wherew=2f; f is the microwave frequencyy is the gy- interactions in amorphous alloys. Hence, three kinds of in-
romagnetic ratioH, is the external magnetic fields is the  teractions are to be discussed at Fe/Tb interfagebetween
saturation magnetizatioMes=(N, —N,), whereN, and N Fe—Tb atoms with antiparallel orientation, which gives the
are the demagnetizing factors in-plane and perpendicular tmain contribution to the PMA. The RKKY interaction is
film andk, is the PMA energy. An additional condition for evaluated for this case asDg,_7=—2.152<10 14
the demagnetizing factors i( +2N,)=4. The influence ergh3, ;, whereD is an interaction constant antke_t,
of internal stresses caused by the difference in thermal ex= 3.03 A8 (ii) the ferromagnetic interaction between Fe —
pansion of the film and substrate are taken into account in thEe atoms, which is one order of magnitude smal®f,
value of Ng. =—4.805< 10 erghd, r, Whererg,_r=2.5A; (iii) the

It is also known that for the thick Fe filll, =47 and interaction between Th atoms which are magnetized at the
thereforeN;=0. However for the ultrathin film, when the interface. It is also ferromagnetic, wittD,_t,=3.47
film thickness is comparable to the substrate roughness anx 10*16erg/r$b_Tb, wherer 1,_1,=3.5 A. The interaction be-
the film becomes wavy\, # 4. Hence, for the thinner Fe tween Fe atoms gives a magnetization component in the
film the shape anisotropy changes compared to a perfectlylane of the film, while the Fe—Tb interaction results in a
flat film.3® It has been shown that in the limit of few atomic perpendicular magnetization componéfig. 4). In bare out-
layers the average demagnetizing fadsor for a film con-  lines this model was first discussed by Yamauehal,?®
taining n atomic layers is reduced t®l, =4 (1—A/n) where they described four regions in the magnetic structure
(whereA is a constant, having definite values for layers withof artificially layered Th—Fe films: ferrimagnetically coupled
different structurg®* while the magnetization changes much Th—Fe, ferromagnetic Fe, ferromagnetic Tb, and magneti-
more slowly® It has also been shown by Reigethat ultra-  cally compensated Tb regions. Later this magnetic structure
thin epitaxial Fe films show the full bulk atomic magnetic was improved by Shan and Sellmyémvho emphasized that
moment even for the first Fe ML. nanoscale layer thicknesses should be used to show large

The roughness of the quartz substrate used in the curre®MA. Hoffmann and Scherschlicitconfirmed this simple
work was measured by an AFM and was estimated as 5—1Model of the multilayer system: ferromagnetic fe-plane
A, which is comparable to the thickness o&tB A Fe. The anisotropy/ferrimagnetic Fe/Th(perpendicular anisotroply
FMR line for the 8 A Fe film wasshifted to highetH com-  paramagnetic ~ Tb/ferrimagnetic ~ Fe/Th(perpendicular
pared to the thick Fe film. This shift can be attributed to theanisotropy/.... In Fig. 4 we show the detailed magnetic
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TABLE I. Polar magnetooptical Kerr effect data. 1 I 8Fe/40 To —_Ja

0 1 Sharpint. /*//l& o
Sample O, ,min He,mT O s, min 7% -_ﬁl__{_J/ Ng8Fe/12Th
8 Fe 11.0 £ pl0___05 05 1.0
12Tb >9 = T e e aua0 b
8 Fe/12 Tb 12.1 30 0.75 o o] °TeEA /
8 Fel40 Th 11.8 240 0.80 =y _//
12 Th/8 Fe 9.4 150 0.12 ;—1 0 T T T T T T
40 Tb/8 Fe 113 15 1.0 g 10 -05 0 05 10
8 Fe/3 Au/12 Tb 13.6 550 7.3 5 071 20Tb/8Fe c
8 Fe/3 Au/40 Th 11.8 520 55 S 19 Roughint. f
12 Th/3 Au/8 Fe 11.8 590 5.5 o _Q:m‘J
40 Th/3 Au/8 Fe 11.7 590 53 1(_)1 0 ~ 015 0 0"5 10
O is the PMOKE angle ati=1.7 T (high-field component -4 40 Tb/3 Au/8 Fe / d
Hs is the saturation magnetic fieltbwer-field component 04
O, is the PMOKE angle of saturatiaiower field component -//

-10 T T
-1.0 -0.5 0 0.5 1.0

H, T

structure of one interface. On.e (_:an see thdﬂfajnddTb are FIG. 5. PMOKE loops for bilayer¢a and ¢ and trilayers(b and d. Only
chosen equal to the “magnetic interface,” the in-plane com-the low-field component is shown here.

ponent will tend to a minimum.
Magnetic resonance signals for two samples, one for
each of two pairs of bilayers which were preparéd,8  almost one order wider field rang@40 mT as against 30
Fe/12 Tb and 8 Fe/40 Tkwith sharp interfaceand (i) 12  mT). This can be interpreted as due to Tb layers with in-
Th/8 Fe and 40 Th/8 Fawith rough interfacg are shown in  plane magnetization in addition to the “magnetic interface”
Fig. 3b, 3c.(Henceforth the number proceeding the chemical(Fig. 4). For the case of 12 Th/8 F@ough interfacg the
symbol refers to the layer thickness in)Mata for 8 Fe/12 PMOKE angle is only 0.12 min. This is connected with a
Tb show two resonance lines close to that for the controfreat variety of angles between Fe and Tb magnetic mo-
films 8 Fe and 12 Th. The magnetic resonance signal for thenents, due to interface roughness, also resulting in the ex-
rough 12 Tbh/8 Fe interface is significantly different from tension of the field range, where this interaction oc¢t&0
those of 8 Fe/12 Tb. The Fe signal is absent, and the Tb linenT as compared to 30 mT for 8 Fe/12)T@here is a sig-
is shifted 5 times as much as in Fig. 3b. nificant decrease of the Fe signal, and no FMR signal was
Table | shows PMOKE data for:) ontrol films, 2 bi-  observedFig. 39. For the bilayers with rough interfaces the
layers without Au, and Btrilayers with Au. The in-plane ultrathin Fe film can be in the superparamagnetic state, lead-
magnetization component, which is always present in théng to disappearance of the FMR signal. With more Tb at-
natural state and characterizes the Fe—Fe interactions, is ussms, for the 40 Th/8 Fe bilayer, the perpendicular rotation
ally observed at high fields>1 T) and was well seen for all increases significantlgto 1.0 min from 0.12 min for 12 Th/8
the samples. The PMOKE signals were not saturated in oufe) and also the range of Fe—Tb interaction becomes nar-
experiment up to the maximal field. That is why the PMOKE rower (15 mT against 150 mT for 12 Th/8 Fe; see Table |
angles aH=1.7 T are given for all the samples for compari- This means that the sharp and rough interfaces, having a
son. different distribution of atoms, need different ratios of Fe and
Besides the high-field component, other important fea-Tb monolayers participating in the completed “magnetic in-
tures could be seen in the PMOKE data for the bilayers anderface.” In other words, the sharp and rough interfaces with
trilayers as well. For the bilayers we could see two directionghe same respective layer thicknesses have different effective
of magnetization. The perpendicular magnetization compointerface compositions, making direct correlation to the PMA
nent was always observed at low fields, usually up to 100ess straightforward.
mT. This follows from the perpendicular geometry that is
used in the PMOKE method. We present the saturation ma
netic fields and saturated PMOKE angles for bilayers.
The shift ofH, for both lines to higher fields compared To further understand the extent of coupling in the Fe-Tb
with the control films in the FMR experiment indicates the system, we introduced one ML of Au at the interface. FMR
appearance of PMA in the bilayers due to the Fe—Tb intersignals for the trilayers are shown in Fig. 3d and 3e, only one
action. The magnetization now is out of the plane. TheFMR signal was observed. It is easily seen that the introduc-
PMOKE data(Fig. 5a and 5k support this conclusion. In tion of Au at the interface causes a significant decrease in the
other words, the PMA energy is a measure of the Fe—Tliesonance field as compared to the field for the 8 Fe/12 Tb
interaction at the interface. Calculation of the anisotropy enbilayer. NowH, is even smaller than that for the 8 Fe film.
ergy based on Eq1) for the sharp 8 Fe/12 Tb interface gives This means that only one Au ML interposed between Fe and
the valuek, =0.7x 10° erg/cnt. The PMOKE data show a Tb layers was enough to shield the short-range magnetic in-
rotation angle of 0.75 min caused by this perpendicular magteractions which resulted in PMA. This is further illustrated
netic component. in the PMOKE datdFig. 5). It is natural to suppose that all
Having an excess of Th, the 8 Fe/40 Th sample producethe magnetic moments in such trilayers are already in the
almost the same rotatiof®.8 min which besides occurs in film plane. Though the same PMOKE data for the trilayers,

qﬁteraction in Fe /Au/Tb trilayers
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163 5Fe/3 AU/ 12 To/A2 03 ing the shor_t-range interactior_L Inst_ead a long-range indirect

12 \ exchange via the nonmagnetic Au interlayer appears.
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The magnetization reversal of a multilayered Fe/Si film having cubic magnetocrystalline
anisotropy is investigated in the temperature interval 25—-300 K by magnetooptical methods. It is
found that the growth of the biquadratic exchange interaction as the temperature is lowered
causes a spontaneous second-order phase transition from a collinear antiferromagnetic state to a
noncollinear state. The presence of cubic anisotropy in the film gives rise to spontaneous

and magnetic-field-induced first-order phase transitions between noncollinear states.
Magnetooptical studies permit constructing the T magnetic phase diagram of the multilayered
Fe/Si film for an orientation of the external field along the hard magnetization Bk} A

calculation of theH—T phase diagram in the framework of a model taking into account the bilinear
exchange and cubic anisotropy, with constdptandK that are assumed to be independent

of temperature, and also the biquadratic exchange with a linearly temperature-dependent constant
I,. Satisfactory agreement is obtained between the experimental and calculated phase

diagrams. ©2001 American Institute of Physic§DOI: 10.1063/1.1399205

INTRODUCTION film prepared by dc magnetron sputtering. A single-crystal

. . . GaAs wafer was used as the substrate. The investigation was
The magnetic properties of Fe/Si layered structures havg . -
one using the meridional Kerr effect. The sample was

been investigated quite intensively in recent yéaPsPar- ) . : o
glaced in an optical helium cryostat, permitting measure-

ticular interest has been devoted to the spin configuration s tob de in the t ture int | 25-300 K. Th
that are stable in this structure and to the study of their peMents 1o be made in the temperature intérval 25— - 1he

havior as a function of temperature and external magneti@!@3netic field was imposed parallel to the plane of the film.
field, from which one can judge the character of the ex-The experimental appargtus is described in greater detail in
change interaction between iron layers. As the temperature R€f- 9, @nd the preparation of the sample, in Ref. 5.
changed one observes a transformation of the magnetization Magnetic resonance studies showed that the Fe/Si mul-
curves of Fe/Si film:3 a phenomenon that finds explana- fulayered film has Cl_,IbIC anisotropy and an easy axis orlsented
tion in the framework of a theory which takes into account!N the plane of the film along the00] and[010] directions?
the competition of the bilinear and biquadratic exchange beMagnetooptical studies at room temperature lead to the con-
tween layers of a ferromagnetic metdl. It has been clusion that collinear and noncollinear stable spin structures
established® that the changing relationship between the en£Xist in an Fe/Si multilayered film, and these structure can be
ergies of the bilinear and biquadratic exchange interactionfPund in a stable or in a metastable state. the present
with changing temperature leads to a change in the equi"bstudy the magnetization reversal process was investigated in
rium spin configuration of the ground state of the system andhe temperature interval 25-300 K. From the experimental
affects the spin configurations that are stable in the magneti€sults thed—T magnetic phase diagram of the Fe/Si multi-
field. Up till now, however, theH—T phase diagram of an layered structure is constructed in the case when the mag-
Fe/Si layered structure has not been constructed. The goal Bftic field is directed along the hard axisl0].
the present study was to investigate the magnetization rever- Figure 1 shows typical curves of the field dependence of
sal process in a multilayered Fe/Si film over a wide range othe angle of rotatio of the plane of polarization measured
temperatures, to analyze the experimental results in thtor three temperatures in various magnetic field intervals.
framework of a model that takes into account the differentThe experimental curves are normalizedltg, the value of
temperature dependence of the bilinear and biquadratic exhe angle of rotation of the plane of polarization in the satu-
change interaction constants, and to construcHthd mag- rated state. The characteristic features ond{&l) curves
netic phase diagram. due to various phase transitions are demonstrated in Fig.
la-e.

The curves shown in Fig. 1a, 1b, 1c were obtained at a
temperature of 300 K. As we see in Fig. 1a, the magnetiza-

We present the results of a study of the magnetizatiortion process begins from a state in which the Kerr rotation is
reversal process in an (Fe30A/Si15A)1 multilayered zero. In a certain interval of fields the magnetization reversal

EXPERIMENT

1063-777X/2001/27(8)/7/$20.00 655 © 2001 American Institute of Physics
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tion angle is observed, after which, as the field is decreased,
the system returns to a state with a nonzero valu® ait
H=0. As the field is increased furthéFig. 10 a smooth
growth of the rotation angle is observed, going to saturation
at H~1500 Oe. Decreasing the magnetic field to zero after
the film has been in the saturated state returns the system to
a state with a nonzero value df.

As the temperature is lowered one observes the follow-
ing changes in the field dependence of the Kerr effect:

—In the temperature interval 195-300 K néedre=0
(Fig. 18 a monotonic nonhysteretic variation of the rotation
angle occurs. At temperatures of 170—195 KdhgH) curve
in low fields exhibit a jump, and magnetization reversal in
the neighborhood dfi =0 is accompanied by hysteresis. The
®(H) curve measured at=190K in low fields is shown in
Fig. 1d.

—The feature near the fielti~700e on the room-
temperatureb (H) curves(Fig. 1b persists in the tempera-
ture interval 170—300 K. The value of the magnetic field that
must be reached before the system returns to a state with
nonzero® at H=0 decreases with decreasing temperature.

—At temperatures below 170 K the shape of the
magnetization-reversal curve changes. Figure le shows the
field dependence of the Kerr effect measured at100 K.

This curve has none of the features observed in low fields at
T>170K. The magnetization reversal is accompanied by
hysteresis forH <500 Oe. In higher fields one observes a
monotonic nonhysteretic growth of the Kerr rotation with
increasing field, just as at high temperatures.

—With decreasing temperature the value of the field at
which saturation is observed on tdgH) curve increases.

In addition to the field curve$(H) we also measured
the temperature dependence of the Kerr effect in the absence
of magnetic fieldFig. 2). At T=300K a state with zero Kerr
rotation atH =0 was created in the Fe/Si film under study by
means of magnetization reversal in low fields. Then the tem-
perature was lowered and tdg(T) curve was measured. In
the temperature interval 195-300 K the valuedofequals
zero. At T<195K a smooth increase in the rotation angle
with decreasing temperature is observed, and at a tempera-

0.4r T

e:l)
5 0.2}

0.1+

ot _
140 160 180 200
TK

has a re\_/erSible nonh_ySteretiC Chf'iraCter- Ir_‘ a field of arounFfiIG. 2. Temperature dependence of the angle of rotation of the plane of
70 Oe(Fig. 1b a relatively sharp increase in the Kerr rota- polarization of reflected light, measured in zero magnetic field.
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ture of around 170 K theb(T) curve has a jump. As the
temperature is lowered further, the Kerr rotation angle again 80
increases smoothly.

CALCULATION OF THE PHASE DIAGRAM

The phase diagram was calculated in the framework of a
theoretical model taking into account the bilinear and biqua-
dratic exchange interaction between two magnetic layers of
iron separated by nonmagnetic spacer layers and the cubic
anisotropy in the iron layers® It was assumed that the mag-
netic moments inside the iron layer are ordered ferromagneti-
cally and that the magnetization in the first and second iron

layers lies at angles of; and 6, to the easy axigthe [100] 80l ' ' " '
direction.
The expression for the energy of this system has the
form 40+
E=1,cog6,—60,)+1,cos2A6,—6,) §’ oL
+Kd(co 6, sir? 6, + cog 6, sir? 6,) — HMd s T
X [cog 6, ¢) +cos ,— )], (1) 80r
wherel; andl, are the bilinear and biguadratic exchange -100+
interaction constants, respectively,is the cubic anisotropy
constantH is the external magnetic field) is the saturation -120+
magnetizationd is the thickness of the Fe layer, agds the 0.6

angle between thgl00] direction and the direction of the
magnetic field.

To determine the stable spin configurations, which in the
magnetic system under study can exist as stable or meta- 04}
stable, we did a numerical analysis of Efj) under the con- s’
dition H=0. As was shown in Refs. 1 and 6, the bilinear =
exchange constant and cubic anisotropy constant in a multi-
layered Fe/Si system depend on temperature to a consider- 0.2
ably smaller degree than does the biquadratic exchange con-
stant. In view of this, we took only the temperature
dependence of the biquadratic exchange into account in the

T

i
investigated model. Thus the change in spin configuration of 0.0r ) ) lell . [Iz_ . ) ¢
the system upon a change in temperature is determined by 0.3 0.4 0.5 0.6
the constant,. We had previously obtained the values of the »
constantd ;= 0.6 erg/cm and K =2.4x 10° erg/cnt at room l,, erg/em

temperatur@.From the r?SUHS.Of the numerical calculations FIG. 3. Calculated curves of the anglés and 6, for stable(a) and meta-

we constructed three-dimensional plots B¢, ,6,), from stable (b) configurations and of the projection of the total magnetization

which we established the values of the pairs of angleand  m/M, on the[110] direction (c) as functions of the biquadratic exchange

0, for the stable spin configurations. The calculated func-nteraction parametdr,. A, B, andC are the existence regions of the spin

tions 6,(1,) and 6,(1,) are presented in Fig. 3. In Fig. 3a configurations shown in Fig. 4.

these functions are shown for spin configurations corre-

sponding to the absolute minimum of the energy, i.e., for

stable states. Figure 3b shows the functiohgl,) and 2) for 0.37 erg/lcri<I,<0.43 erg/cri the noncollinear

0,(1,) for spin configurations that correspond to local configurationsC are stable, and the noncollinear configura-

minima on the energy surfadé(6,,6,) and can exist as tionsB can exist as metastable;

metastable states. 3) for 1,>0.43 erg/crf the noncollinear configurations
These calculations showed that the following spin con-B are stable, and the noncollinear configurati@nsan exist

figurations, corresponding to different values of the biquain a metastable state.

dratic exchange constahj, can exist in the system under For comparison with the experimental results we calcu-
study in the absence of an external magnetic fighé form lated the projection of the total magnetization on f@a&0]
of the spin configurations is shown in Fig\: 4 direction as a function of the constant. Figure 3c shows

1) for 1,<0.37 erg/cri the collinear antiferromagnetic the M(l,) curve normalized to the saturation magnetization
configurationA is stable, and the noncollinear configurationsM,. The choice of thd110] direction is motivated by the
B can exist in a metastable state; fact that the value of the Kerr rotation angle in the experi-
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[100] growth of the magnetization on account of a change in the
N P degree of noncollinearity of the staBe and then the system
N ; undergoes a second-order phase transition to the saturated
~ L7 collinear stateD.
—1 2.1,=0.38 erg/cr (Fig. 5b. In the absence of field the
, N noncollinear spin configuratio is stable. Magnetization
7 N reversal is accompanied by a jump in magnetization, corre-
A sponding to a first-order phase transition between two non-
collinear state<C. Increasing the field initially leads, as in
N it AN P the first case, to a smooth increase in the magnetization in
AN o, AN e the stateC, and then there is a first-order phase transition
X0, N\, from this state to statB and a subsequent smooth increase in
4 21N the magnetization in this state, and finally a second-order
e AN pid N phase transition to the saturated collinear skate
1 N /% “IB 3.1,=0.47 erg/crf (Fig. 50. In the absence of field the
noncollinear spin configuratioB is stable. Magnetization
\ y N ; reversal is accompanied by a jump in the magnetization cor-
N 4 ~ s responding to a first-order phase transition between two non-
AN 4 N P/ collinear state®. An increase in magnetic field is accompa-
2R 2 nied by a smooth increase in the magnetization,
, N ’ N corresponding to a decrease in the angle between the mag-
¢ AN % N netic moments of the iron layers in the noncollinear spin
configurationB with a subsequent second-order transition to
7 the saturated collinear stale.
N Pid N ;7 From the results of these calculations we constructed the
N ~ s phase diagram in the coordinatels-1, (Fig. 6). The solid
— A ¥ lines represent lines of first-order phase transitions between
// AN A the noncollinear stateB and C and also between noncol-
27 7 AN linear states of the same tygg/pe B or C). The line of
71 N L2 D first-order phase transitions between states of the same type
) ) ) ) ) ) corresponds tél =0 on the phase diagram. On this line there
FIG. 4. Stable spin configurationsh—the collinear configuration; exist two singular points. Poithf, corresponds to a first-order
B,C—noncollinear configuration§)—the collinear configuration in a mag- I 3
netic field. phase transition between the noncollinear st&eand C.
The pointl’ corresponds to a second-order phase transition

) o _ between collinear antiferromagnetic st@teand the noncol-
ments was proportional to the projection of the magnetizajinear stateC. We note that this point is simultaneously a

[010]

tion on this axis. _ . critical point terminating a line of phase transitions between
We also did a calculation of the field dependence of theiates of typec.
magnetization of the system. The values of the angleand Lines of second-order phase transitions from the noncol-

0, in the stable configurations were calculated for differentjinear state B to a collinear saturated statare shown by a
values ofH at fixedl,. Then, knowing¢, and 6,, we de-  yoited line on the phase diagraffig. 6).

termined the projection of the magnetization on {i40]
direction, along which the external field was oriented. FigureDISCUSSION
5 shows the three characteristit(H) curves in different

magnetic-field scales; the curves were calculated for three Let us compare our experimental data with the results of
different initial spin configurations that are stable in zeroa calculation. We first compare the temperature dependence
field (these curves are also normalized to the saturation magf the Kerr rotation angléFig. 2) with the calculated depen-

netizationMy): dence of the magnetizatiox (I1,) shown in Fig. 3c. Since
1.1,=0.27 erg/crf (Fig. 5. In the absence of field the the biquadratic exchange interaction increases with decreas-
initial antiferromagnetic collinear spin configuratiénis re-  ing temperature, one can conclude that these curves are in

alized. In a magnetic field the spin structure becomes nongood qualitative agreement. After analyzing the experimental
collinear (state C), and the magnetization is nonzero. We dependence(T) and comparing it to the calculated depen-
note that in theC configuration in a magnetic field||[ 110] denceM(I,), we may conclude that at~195K the Fe/Si

the relationd,=90°+ 0, ceases to hold, i.e., the magnetic multilayered film undergoes a spontaneous second-order
configurationC becomes asymmetric with respect to the di- phase transition between the collinear antiferromagnetic state
rection of the external field. Increasing the field leads to @A and the noncollinear statg, and atT~170K there is a
smooth increase in the magnetization on account of a changgontaneous first-order phase transition between the noncol-
in the angle between the magnetic moments of the iron laylinear configuration8 and C, which is accompanied by a
ers in the stat€ and then to a first-order phase transition tojump on the®(T) curve.

the stateB, which is accompanied by a jump on thM(H) Lowering the temperature leads to a decrease in the
curve. On further increase in field one observes a smoothAngle between the magnetic moments of the iron layers in
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FIG. 5. Calculated field dependence of the projection of the total magnetization ¢hlBiedirection for different values of;, .

the noncollinear configuratior® andC and, accordingly, to served the®(H) curve becomes irreversible. As is clearly
growth of the spontaneous magnetization and the Kerr rotaseen in Fig. 1b, thé (H) curve has appreciable hysteresis,
tion angle(Fig. 2). Thus in the absence of magnetic field the and the value of does not return to zero when the magnetic
possible stable structures afe B, and C, which succeed field is removed. This feature on the(H) curve (Fig. 1b
one another as the temperature is lowered. can be juxtaposed with the jump accompanying the first-
Let us now compare the field dependence of the Keriorder phase transition between staBeandC on theM (H)
rotation (Fig. 1) with the calculated dependence of the mag-curve (Fig. 5al. Then the behavior ofP(H) can be ex-
netization(Fig. 5. The monotonic nonhysteretic variation of plained as follows. Upon reaching the field of the transition
the Kerr rotation in small fieldgFig. 18, which is observed from stateC to stateB, the curve of the Kerr rotation angle
in the temperature interval 195-300 K, is due to the formaincreases sharply. The absence of a clear jump on the experi-
tion of the noncollinear spin configuratidhin the magnetic mental curve ofb(H) may be due to inhomogeneity of the
field and to the change in its degree of noncollinearity as thsample. As the magnetic field is removed, the reverse transi-
field increases. The reversibility of this process accounts fotion from the stateB to the stateC does not occur, and state
the absence of hysteresis. B exists in the film as metastable eventat 0. The possi-
In this same temperature interval the experimentability of existence of a metastable configurati@in the
curves of ®(H) have a feature as the magnetic field in- absence of field is confirmed by the calculation.
creases: the Kerr rotation angle increases slowly at first and Further increase in the field leads to an increase in the
then more sharplyFig. 1b), and after reaching the field at angle between the magnetic moments of the iron layers in
which the sharp increase in the Kerr rotation angle is obihe noncollinear configuratioB; this is accompanied by an
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FIG. 6. CalculatedH -1, phase diagram. The existence regions of different jm with cubic anisotropy in the case when the external field is oriented

magnetic phaseee Fig. 4 are indicated. AH=0 andl,<I5 the antifer-  ajong the hard magnetization a{@&L0]. The points represent experimental

romagnetic statd is realized. The solid lines on the diagram represent linesregyits, and the lines show the results of the calculafigrand T, are the
of first-order phase transitions, and the dashed lines are lines of secongsmperatures of spontaneous phase transitions.

order phase transitions.

In order to construct the calculated phase diagram in the
increase in the total magnetic momdifig. 5a2 and, ac- H-T plane it is necessary to determine the temperature de-
cordingly, in the Kerr rotation angléFig. 10 and by a sub- pendence of the biquadratic exchange constanfFirst we
sequent transition to the saturated collinear siate established a relation betweenandT for several tempera-

In the temperature interval 170—-195 K, where in zerotures. In this step we chose four temperatures, viz., the maxi-
field the noncollinear configuratiof® is stable, thed(H) mum and minimum temperatures of the investigated range
curves lack the nonhysteretic segment observed in low field&25 and 300 K and the two singular pointf=170K and
at higher temperatures. Magnetization reversal of the sample= 195K at which we observed spontaneous phase transi-
in low fields occurs by means of a first-order phase transitiortions between spin configurations. For the temperatures 170
between state of the same typ@,~C,). The transition is and 195 K, corresponding to singular points on the phase
accompanied by appreciable hystergsigy. 1d. This tran-  diagram, the relation betwedp andT is easily established.
sition corresponds to the jump on the calculaté¢H) curve To determine the relation betweénpandT for the tem-
at H=0 (Fig. 5b. The behavior of the Fe/Si multilayered peratures 25 and 300 K we compared the experimental val-
film in high fields in this temperature interval is similar to its ues of®/® with the calculated value d1/Mg (Fig. 3) in
behavior for 195 KKT<300K. On further increase in the zero magnetic field. In determining at the temperature 25
field one observes a first-order transition to the noncollineaK it was assumed that after the magnetic field is removed,
stateB and then a second-order transition to the saturatethe film does not break up into domains but remains homo-
collinear stateD. geneous. The magnetization reversal process, i.e., the forma-

At T<170K in the absence of field the thermodynamiction of domains with the opposite orientation of the magnetic
equilibrium staté is the noncollinear configuratioB. In a  moment, begins when the field is turned on in the opposite
magnetic field the Fe/Si multilayered film undergoes magnedirection (Fig. 18. Then on the basis of the experimentally
tization reversal accompanied by hysterds§ig. 19, which  determined value of/®4 we could establish the values of
corresponds to a first-order phase transition between twthe anglesd; and 6,. At T=25K and H=0 we have
states of typd3 (B« B,). This transition corresponds to the ®/®,=0.52, and the angles are found to Be=14° and
jump on the calculated1(H) curve atH=0 (Fig. 50. As 6,=104°. Using the calculated functiorg(l,) and 65(1,)
the field is increased, the film undergoes a second-order trashown in Fig. 3a, we find that &=25K the value of, is
sition to the saturated collinear stdde as at higher tempera- 0.58 erg/cri. The value ofl, at T=300K was found in an
tures. analogous way. In that case the constigntvas determined

Our experimental investigations and calculations enableising the experimental value df/®, measured not in the
us to construct theH—T magnetic phase diagram of a thermodynamic equilibrium configuratioA, where ®/dg
(Fe30 A/Si15A) 11 multilayered film in the case when the =0 at H=0, but in the metastable configurati@ that is
magnetic field is oriented along the hard magnetization ditealized in the film after the magnetic field is removed. At
rection[110]. The resulting diagram is presented in Fig. 7.T=300K andH=0 we measured/®,=0.2 in the meta-
The points represent the results of the experimental investstable stateB. This corresponds to the anglés=33° and
gations, and the lines are the results of the calculation. 0,=123° for the magnetic layers of iron. Using the functions
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spin configuration of an Fe/Si multilayered film and the
transformation of the magnetization-reversal curves as the
temperature is changed.

0.6

0.5

T

CONCLUSION

The bilinear exchange is known to stimulate collinear
ordering of the spins, and the bigquadratic exchange, 90° or-
dering. The fact that the biquadratic exchange interaction and
cubic anisotropy are comparable to the bilinear exchange in-
teraction in Fe/Si multilayered films leads to the formation of
0.3; different collinear and noncollinear magnetic configurations
and to phase transitions between these states. At room tem-

0.4

l,, erg/lcm?

: * + perature, when the bilinear exchange dominates the biqua-
0 100 200 300 dratic exchange, the collinear configuration, with antiferro-
T, K magnetic ordering of the magnetic moments of the iron

FIG. 8. T wre d g  the biquadrati o teract layers, is the thermodynamic equilibrium state. The growth

- 8. Temperature dependence of the biquadralic exchange Interaclionye the biquadratic exchange with decreasing temperature
causes a transformation of the spin configuration to a non-
: . . ' collinear state. An important role is also played by the cubic
0.(1,) and 65(I,) given in Fig. 3b, we find I, . h P £ which | P yh fy . ;
— 0.27 era/cr at T— 300 K anisotropy, the presence of whic gads 'Fo the ormatlon 0

.I ; ”9 ¢ Ref. 3 .h h q q two types of noncollinear configurations in an Fe/Si multi-

. ht t())' OWZ rom eh. that the temperatur/e \ ep?nl €NCYayered film, and spontaneous and magnetic-field-induced
?I the |th)Ja ratic exc angebconslt_ant mfan F_e Si mrl: ti aylere rst-order phase transitions between the noncollinear states
ilm can be approximated by a linear function. The values,ica in the system.
found forl, for the four temperatured =25, 170, 195, and
300 K) are also described well by a linear dependeff6g.  *g_mai: chizhik@ilt.kharkov.ua
8). The linear dependendg(T) was used to go from the
phase diagram calculated in the coordinaied , (Fig. 6) to
the calculatedH-T phase diagran(Fig. 7). E. E. Fullerton and S. D. Bader, Phys. Rev58 5112(1996.

As we see from Fig. 7, the experimental and calculatesz- Saito, K. Inomata, and K. Yusu, Jpn. J. Appl. PhgS, L100 (1996.
phase diagrams are in completely satisfactory agreement.j- ,\‘;gh'nhe'\‘jlg* : ljl-a tAe- ﬂg‘;” 45;‘2‘;33% M. Valker, and A. van der Graaf,
This der.nonstrates.that qll of the possible spin configurations g zl?bérek,g K. Fronc, R. Szymczak, M. Baran, E. Mosiniewicz-
formed in an Fe/Si multilayered film can be adequately de- sSzablewska, S. L. Gnatchenko, A. B. Chizhik, F. Stobiecki, and H. Szym-
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The temperature dependence and concentration dependence of the heat €paditgurface
resistanceRs are measured in the compounds ¥NjCu, (x=0, 0.1, 0.2, 0.25, 0.6, and

1.25. The measured values 6f(x) andR4(x) are used to determine the concentration dependence
of the density of statehl(E,x). A maximum is observed oN(E,x) atx=0.2. The results
constitute direct experimental confirmation of the nonmonotonic dependend¢€=ok) that has
previously been predicted theoretically. It is found that at certain valuestloé¢ low-

temperature heat capacity of the compoundssYNCu, increases with decreasing temperature,
and the temperature dependence of the electrical resistance has a minimemM@K.

Below 10 K the temperature dependence of the resistance obeys a logarithmic 122010
American Institute of Physics[DOI: 10.1063/1.1399206

INTRODUCTION mometer and a heater. The heating was carried out by a
stepped method. The error of measurement did not exceed
1%.

The samples had a complex surface geometry with a
nonidentical transverse cross-sectional area, and this was true
of samples with different concentratiors This made it dif-
ficult to determine precisely the absolute value of their resis-
tivity p(x,T) from the resistanc® measured in dc current.
Therefore, for determining the concentration dependence of
N(E) from the Ohmic lossesRs was investigated at a fre-

3 quency of 2 MHz, where the classical skin effect was fully
8perative. In the temperature interval 4.2—300 K the resis-
tanceR; was measured by a resonator method, with a copper

With the goal of obtaining more-reliable data on the de_sample as the s_tangla‘l’cﬂi.or these _measuremgnts we built an
oscillatory circuit without using tin solder, since the transi-

f th ity of st E th tent . .
pendence of the density of staldeE) on the copper conten tion of tin to the superconducting state at5-6 K would

in the compounds YNi ,Cu,, in the present study we have

investigated experimentally the electronic heat capacit)?Iecrease the accuracy of tlﬁg mea_lsurements and WOUld.

C.(x) and the surface resistandey(x) for a series of a}lso make it hard_to determine the influence of the .magnetlc

YNis_,Cu, samples with different values of field on the Ohmic I_osses of the compound at helium tem-
peratures. We took into account tHf«p (n=2) for both

diamagnets and for magnetic materials.

It has been shown theoreticdifythat in the pseudobin-
ary alloy YNis_,Cu,, which is a typical Pauli paramagnet,
the density of state®N(E) at the Fermi level varies non-
monotonically with increasing copper concentratwrand
reaches a maximum at=0.2.

The experimental study dfi(E) is often done with the
aid of measurements of the electronic heat capaCity
magnetic susceptibilityy, and surface electrical resistance
Rs.

The experimental dependencexdix) obtained in Ref.
corresponds qualitatively to the calculated averages of th
magnetic momenM (x) determined from Refs. 1 and 2.

SAMPLES AND MEASUREMENT PROCEDURES

The samples were polycrystalline YNi,Cu,, with x
taking the values 0, 0.1, 0.2, 0.25, 0.6, and 1.25.

The temperature dependence of the heat cap@cityas Figure 1 shows the experimental dependence of the heat
measured by absolute calorimetry in the temperature intervalapacity in the temperature interval 1.5-10 K in the coordi-
1.5-20 K. A sample of mass 2—3 g was placed in a sealableatesC/T versusT?. It has been established experimentally
copper container equipped with a germanium resistance thethat at temperatures ab®v K the temperature dependence

EXPERIMENTAL RESULTS

1063-777X/2001/27(8)/4/$20.00 662 © 2001 American Institute of Physics
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of the heat capacity of the compounds under study is well
described by the expression
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FIG. 1. C/T versusT? for YNis_,Cu,
compounds with different values af
0(1),0.1(2), 0.3(3), 0.25(4), 0.6(5),
and 1.256). The inset shows the same
dependences foF2~60—-100 K.

From theC(T) data we determined the coefficienis

andgin Eq. (1) for all the samples studied. It is seen in Fig.

1 that the coefficienB (the slope of the straight lingsdliffers

C(T)=yT+BTS (1)

The first term on the right-hand side of this expression rep-
resents the electronic heat capacity, and the second term
the lattice heat capacity. It is seen in the figure that for
T<4 K, for all of the samples except the compounds with
x=0 and x=1.25, the heat capacity increases differently
with decreasing temperature for samples with different
Therefore, to determing in Eq. (1) by extrapolation of the
ratio C/T as a function off2 to T=0 we used the values of
the heat capacity in the range 4-10 K.

Figure 2a shows the temperature dependend@,dbr
the compound YNj measured at a frequency of 2 MHz in
the temperature interval 4.2—300 K. TRg(T) curves of the
alloys YNis_,Cu, are similar to that shown in Fig. 2a and
are therefore not shown in the figure. As we see from Fig. 2a,
in the temperature interval 50—-300 K th(T) curve is
close to linear, and fof <50 the surface resistance depends
weakly on temperature.

It should be pointed out that tHe,(T) curves for all the
samples studied have an anomalyTat(270=5) K in the
form a slight deviation from the straight trend. In the
YNis_,Cu, samples withx=0 andx=0.2 there is also a
slight minimum ofRy in the temperature interval 35—45 K
(not shown in the figune

It is observed in the experiments that a slight
(~0.5-1%) negative magnetoresistance exists in the tem-
perature interval 4.2—300 K for the YNi,Cu, samples with
x=0 andx=1.25. In the compounds witk=0.1, 0.25, and
0.6 the influence of a static magnetic field on the Ohmic
losses is extremely weak<(0.5%) and appears only at
T<100K, and in the systems witlk=0.2 it is absent
altogether.

It is found that for all of the samples studied, with their
different values ok, the temperature dependenceRythas a
minimum atT=10K (see Fig. 2b, 2c The dashed curve in
Fig. 2b, 2c shows the calculated temperature dependence
Re (In T-1°2, which confirms the logarithmic growth of the
measured resistivity, according to the Iavp(T)ocRg(T), as
the temperature is lowered below 10 K.
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FIG. 2. Temperature dependenceRyffor YNis at a frequency of 2 MHz
(8. TheR4(T) curve in the temperature interval 4.2—16 K for ¥Nb) and
YNi, ¢Cly, (©). The dashed curve BZo(In 1/T).
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little for samples with different copper concentrations, and salifference of the surface resistances measured at tempera-
the Debye temperature, which is 389 K for the sample withtures of 4.2 and 10 K, relative to the valRg(10) (curve?2).
x=0, varies only slightly(5%) with increasingx. At the It follows from Fig. 3a, 3b that the curves of(x) and
same time, the coefficieny varies substantially and non- [(C—C,)/C,](x) practically coincide, and a correlationj is
monotonically. Figure 3a shows the measured concentratioobserved between the curves @f(Ry(4.2)—Rg(10))/
dependence of (pointg, from which we see thay is maxi-  Rg(10)](x) andRg(X).
mum forx=0.2.

Also shown in Flg 3a is the relative concentration de_DlSCUSSION OF THE RESULTS
pendence of the difference in heat capacities measured at

T=2K and the regular dependen€ (i.e., the extrapola- _The high values of thel Debye tempgrature of all the
tion from the high-temperature region; it is shown by the YNis-xCl compounds studied cause the linear par€6t
dashed lines in Fig.)1 versusT? to continue for a long wayto 10 K), and this

In Fig. 3b, curvel showsR4(x) at 10 K. It is seen that Permits a reliable determi[]?tion 9{(1—)- For YNis we ob-
for x=0.2 the surface resistance has a minimum value. Als¢@ined a valuey=28mJ K~“mole". The calculated value

T ; . — -2 - ined i
shown in this figure is the concentration dependence of thg=20mJ K~“mole ' was determined in Ref. 2. In Ref. 6
the valuey=37mJ K ?mole ! was obtained experimen-

tally, although the value of the lattice contribution to the heat
capacity agrees with the value obtained in the present study.
The fact that the experimental valuesyére larger than the
calculated value indicates that there is a substantial contribu-

N tion from the exchange and electron—phonon interactions
o 4 and also from spin fluctuatiod€ They determine the en-
© &) hancement factor that must be taken into account when cal-
£ = culatingN(E) from the experimental data foy, y, or p.”®
- (&) Since we are interested in the concentration dependence of
C 2 (') N(E) and not the absolute values Bf(E), in Fig. 3¢ we
) S give the concentration dependence of the relative density of
‘_ A statesN(E,x)/N(E,1.25) calculated with allowance for the
0 experimental values of (curvel) and the resistivit;pocRg
(curve 2) by the standard formula given in Refs. 9 and 10.
6 =) Here we also give the concentration dependence obtained
1 = from measurements of the magnetic susceptiBilicurve 3)
| -<— 0\: and the dependence calculated theoretically from Refs. 1 and
C} 4 'g' 2 (curve4).
] - We see from Fig. 3c thaN(E,x)/N(E, 1.25) is non-
-~ A4F o monotonic, and ak=0.2 a maximum ofN(E) is observed
w . .

o 2 413 regardless of which of the measured parameters is used to
"'o — 2_’- calculate the density of states—the heat capacity, the resis-
— 12 = tivity, or the magnetic susceptibility. This circumstance, to-
ol o gether with the similarity of curve$—4 in Fig. 3c, supports

b | 1 S the assertion that the theoretical results presented in Refs. 1

and 2 are in agreement with the experimental results.

2r c The curves in Fig. 3c were constructed on the assump-
tion that the enhancement factors given above are indepen-
- dent ofx. If such a dependence actually does exist it would
- more likely affect the sharpness of the maximum rather than
i its position on thex axis.

15k 4 The nonmonotonic concentration dependenceN(E)

) may be explained as follows: for the binary alloy ¥Nhe
theoreticalN(E) curve has a small local maximum some-
what above the Fermi lev@iAs Ni is replaced by Cu a filling

of the 3 band occurs, since copper has mork édectrons

- than nickel does. As a result, the Fermi level in the
1F 1 YNis_,Cu, system shifts to higher energies and passes
T T through a maximum, and this is what causes the nonmono-
tonic character of the change M(E) with changing copper

X concentration.

G 3. G ration devend fpaints, (C—C.)/C, (circled @ Our results for YN§_,Cu, compounds essentially agree
. 3. Concentration dependence pfpointg, (C—C,)/C, (circles (a); :
R(10) (1), (Ru(4.2)—R(10))/Ry(10) (2) (b): N(E.x)/N(E.125) deter- with the results of Ref. 7 for the systems(Qo, ,Ga,), and

mined from the heat capacityt), Ohmic losse$2), magnetic susceptibility Lu(col—xsrk)Z- Forx=0 no anomalies of the heat.capacity
(3), and theoretically from Refs. 1 and(@) (c). are observed, and a valug=24.6 mJ K 2mole ! is ob-

N(E,x)/N(E,1.25)

o_
o
()]
—
o
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tained for LuCg; this value is close to our value foyin ~ CONCLUSION

YNi5. However, even small admixtures of Cu, Ga, or SN From the experimentally measured concentration depen-
have an appreciable effect on the parameters of the systefence of the heat capacity and surface resistance of the com-
In particular, the value ofy increases, and at temperatures poynd YNi_,Cu, we have established that its density of
belov 4 K one observes appreciable growth of the rélid.  states varies nonmonotonically with increasing copper con-
At the same time, large amounts of the dopant have practisentration and passes through a maximure=a0.2. This is
cally no effect on the properties of the compound. At certaingirect experimental confirmation of previous theoretical pre-
values ofx both in YNis_,Cu, and LUCo, ,Sn), the val-  gictions about the concentration dependencel(E,x) for

ues of y and y pass through maxima, and the ratios YNis_,Cu, compounds.

Y(X) max/ N0) @ndx(X) max/x(0) are not equal. We have observed and investigated the low-temperature

Our results and our analysis of the results presented i,omalies of the heat capacitigs increase with decreasing
Refs. 1-3 and 7 indicate that the nonmonotonic Conce”tr%mperatur)a

tion dependence of, x, andp in a number of paramagnetic We have observed a feature on the temperature depen-
pseudobinary alloys is due to features of the electronic strucjence of the surface resistance in the form of a minimum at
ture of these alloys. Two factors are important here: the inT—19Kk. As the copper content in the compound is varied

fluence of doping on the width of thitband, and the relative  {he temperature at which the minimum is observed remains

displacement of the Fermi level and the local density Ofunchanged, while the depth of the minimum is lowest at
states of the substituted and substituent elements. A compagj-— o
son of y(x) andR(x) indicates that it is the actual density of
states at the Fermi level that is decisive. Thus we assume that This study was supported by the Ministry of Education
the increase iny on doping is due to an increase N(Eg) and Science of Ukraine, Contract No. 2M/75-2000, and also
against the background of strong spin fluctuations of théby the Russian Foundation for Basic Research, project P2001
electron—phonon and other interactions. — Ural No. 01-02-96420.

It is interesting to note that the growth of the ra@aéT
for different x at T<4 K coincides with the concentration "E-mail: dmitriev@ilt.kharkov.ua
dependence of(x), as is seen in Fig. 3a. This means that
those interactions in the system which cause the nonmono-
tonic character of the concentration dependence(a) are M. Simizu, J. Inoue, and S. Nagasava, J. Phys. F: Met. Ph4s2673
also responsible for the low-temperature anomalie_s of thezﬁég?rhizu’ M. Miyaraki, and J. Inoue, J. Magn. Magn. Mat@d, 309
heat capacity. However, at low temperatures the resistance 0f19gg,
the samples increases with decreasingThus, while the  3A. G. Kuchin, A. S. Ermolenko, V. J. Khrabrov, G. M. Makarova, and
growth of y upon doping is accompanied by a decrease in the“\li. ;\]/I BI,DerIrcl)ifr?er?/V,l\}ll l’ilﬂagrf]i.ts'\g?c?vn.a’\rﬁgtﬁs?\l Li?:rftls?:l?.lntercolle iate
rESISta,ansee Cur_vel in Fig. 3), the increase ,m the ratio S-cier.1tific—Tech,nicél éollection é)n Radi-o E.ngineerirﬁ'g; Russian, g</ol.
C/T with decreasing temperature occurs against the back-g7 (1993, p. 91.
ground of a growing resistand&igs. 1 and 2b, 2c Such V. L. Gurevich, Zh. Tekh. Fiz28, 2352(1958 [sic].

behavior of the system may be due to the charge carrier§':- Kayzel,Magnetic and Thermodynamic PropertiesRifli; Compounds
becoming heavier. Thesis, Amsterdanil997).

. K. Murata, K. Fukamichi, T. Sakakibara, T. Goto, and K. Suzuki, J. Phys.:
The minimum observed on the temperature dependencecongens. Mattes, 1525(1993.

of the resistancéFigs. 2b, 2¢ is also interesting. The depth L. Nordstran, M. S. S. Brooks, and B. Johansson, Phys. Re46B3459
of the resistance minimum depends on the copper concentra911993- N o

tion and reaches an extremal value for 0.2. At the same P. G. de Gennesuperconductivity of Metals and AllgyBenjamin, New
. . L o . York (1966; Mir, Moscow (1968.

time, the temperature at which the resistance minimum isoy, G, Livshits,Physical Properties of Metals and Allofis Russiafl, Gos.
observed is independent ®f When the temperature is low-  Nauch.-Tekhn. Izd. Mashinostr. Lit., Mosco@959.

ered below that at which the minimum of the Ohmic losses isllA. A. Abrikosov, Fundamentals of the Theory of Metallorth-Holland,
observed, the resistance increases by a logarithmic law, \™Sterdam1988; Nauka, Moscow1987].

which is characteristic of the Kondo effelt. Translated by Steve Torstveit
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

Dimers of phenol in argon and neon matrices
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The IR absorption spectra of phenol molecules in solid rare gas matrices of @@eh2 K and
neon(4.5-5 K) are investigated at molar ratios of phenol:matrix of 1:1000 to 1:30 in the
frequency range 400—4000 crh Bands of dimers and larger complexes of phenol molecules are
observed in the absorption spectrum of both matrices as the matrix ratio decreases. The first
additional bands to appear in the spectral region of the stretching vibrations of the O—H group as
the phenol concentration increases are two bands attributed to dimers with one and two
hydrogen bonds. The absorption coefficients are determined for the bands of stretching vibrations
of the O—H and C-0O groups, O—H planar bending vibrations of monomers, and the

stretching vibrations of the hydrogen-bonded O—H groups of the phenol molecules. The features
of the formation of H-bonded complexes in low-temperature matrices are discussed. A

model is proposed which permits calculation of the number of monomers, dimers, and larger
complexes in argon and neon matrices for molecules which are close in size to the phenol
molecule. ©2001 American Institute of Physic§DOI: 10.1063/1.13992Q7

INTRODUCTION lem. At the same time, knowledge of the quantitative param-
eters of the complexes is important in the study of complexes
The study of weakly bound molecular complexes hascontaining hydrogen bonds, since the change of the intensity
remained an active field of research for many yéatsthe  of the hydrogen-bond band in comparison with the monomer
intermolecular interaction plays a key role in such extremelypands can be used, together with the value of the spectral
important topics in biophysics as molecular recognitifie  shift, to determine the binding energy of the molecules in the
ability of many biomolecules to form strictly specified mo- complex.
lecular complexes or the formation of the structure of For certain molecules a low-temperature matrix can sta-
biopolymers. Furthermore, a large number of chemical reacpilize less stable forms of complexes in much larger quanti-
tions begin with the formation of weakly bound complexes.ties than in systems in thermodynamic equilibrium, and in
Another related question concerns the Working mechanism§ome cases this can make them easier to observe.
of catalysts, including enzymes. Phenol molecules have repeatédfy attracted interest
In studying molecular complexes, in which two or more as objects in which to study H-bonded complefies, com-
molecules are bound by relatively weak intermolecularmexes in which the molecules are bound by a hydrogen
forces, one often uses the method of low-temperature matrigong in view of the rather simple molecular structufe
isolation in combination with infrare(]R) absorption Spec- penzene ring and one O—H gr()uﬁhend dimers have been
troscopy. The samples are obtained by the joint deposition odtudied in the gas phaeand in cooled beams!? by the
a matrix gas and the substance to be investigated on a cojflethods of rotational coherent spectroscopy and Raman
substrate. In addition to the isolated molecules, moleculagcattering. In those studies a type of dimer with the phenol
complexes of various sizes and composition can form in thenolecules in almost perpendicular planes has been observed.
matrix. The presence of molecular complexes in @ matrix  The goal of the present study was to investigate the IR
sample can be judged from the appearance of additionglbsorption spectrum of phenol molecules in matrices of ar-
spectral bands, not present in the spectrum of the isolategon and neon, to determine the possible structures of the

molecules, as the concentration is increased; these are ofimers of phenol molecules, and to estimate their number at
tained at sufficiently large matrix ratidd—the number of  different matrix ratios.

atoms of the matrix per molecule of the substance under

investigation. S!nce_ the pands of monomers in the matrix IREXPERIMENT

spectra are ordinarily quite narroftheir half-widths usually

lie in the range from 0.001 cit to several cm?; Refs. The phenol samples in an argon matrix were prepared in
4-6), the absorption bands of the molecular complexes caa helium immersion cryostat by the joint cooling of gaseous
easily be observed even if they are only 1-2 ¢maway flows of argon and phenol on a Csl substrate cooled to
from the monomer bands. Determination of the number ofl5-16 K* To achieve the lower temperatures needed for
such complexes in this type of study is a complicated probpreparing samples of phenol in a neon matrix, the cryostat

1063-777X/2001/27(8)/10/$20.00 666 © 2001 American Institute of Physics
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was equipped with an additional cooling valve to permit the
admission of liquid helium into the heat exchanger of the
sample holder. This refinement made it possible to maintain a M = 1000
stable sample temperature in the range 3—5 K with an open
cold valve and 7-30 K with it closed. As the substrates for
the neon samples we used copper mirrors. The samples were
annealed for 30 min at 30 K for the argon matrices and at
7-8 K for the neon. To prevent evaporation of the matrix gas
from the surface of the sample during annealing, the samples
were coated beforehand with a heavier rare gas—krypton for
the argon matrix and argon for the neon matrix. The thick-
ness of the protective film was around L®n. The rate of
cooling the substance to be studied was regulated by the
temperature of its evaporation from the Knudsen @allthe
range 30-45°C) and for the different samples was chosen
within the range (0.5-1.53 10 8 mole{cn?min). The re-
quired rate of deposition of the matrix gas was set by a
needle valve within the range (0.5-810 ¢ mole/
(cmPmin). The sample preparation time varied from 50 to
120 min for obtaining a value of the product of the phenol M =30
concentration times the thickness of the sample in the range
0.6—1.2 umole/cnt. The thickness of the matrix varied I T I T I T
from 10 to 150um. To reduce the possible influence on the 3600 3400 3200 3000
structure of the sample due to the heat released in the con- »
densation of the matrix gas, the matrix gas was cooled to v, cm
liquid nitrogen temperature at the entrance to the vacuung 1. IR absorption spectra of phenol in the region of the proton stretching
chamber. The rates of deposition of the matrix gas and phesbrations in the argon matrix for different matrix ratiosTat 11 K (before
nol were measured by quartz microbalances which were a@nnealing: m indicates monomersi{=3635 cm*), d1 andd2 dimers (
the same temperature as the sample holder. This made T3490 and 3555 cn), andt trimers (v=3430 cn'*) of phenol.
possible to prepare samples with specified matrix ratios with
an accuracy of 10% or better. The absolute quantities of the 1 .
substances in the sample were determined from the rate SgTOW band at-=3490 cm = (d1 dimerg and also by a
deposition and the sample preparation time to the same a¥ey weak band at=3555 cm* (d2 dimers. As the con-
curacy. centration is mcreaseq, another two add|t|o.nal wide bands
Before the phenol was loaded into the Knudsen cell it@Ppear: first a band in the frequency region 3500-3350
was purified by recrystallization from the gas phase. In adtMm ', with a maximum neaw=3430 cm ! (rimers and
dition, immediately before the sample was prepared from théhen @ band of larger complexes in the frequency range
substance found in the Knudsen cell the volatile impurities3380—3180 cm® with a maximum at aroundr=3300
were driven off in a process monitored by quartz microbaI-Cm_l- We note that the intensity of the band of vibrations of
ances. the free O—H groupi=3635 cm 1) decreases with increas-
The IR spectra were recorded with a resolution of 1ing phenol concentration, while the bands of C—H stretching
cm L in the range 1700—400 ¢ and with a resolution of vibrations (=3048 cm ') remains practically unchanged.
3 cm ! in the range 3800—2800 cr on a Specord IR-75 Figure 2 shows the results of an annealing of the matrix
double-beam grating spectrometer connected to a persondi @ temperature of 30 K for a matrix rati =250. Upon
computer. In the recording of the spectra the temperature ginhealing of the sample the intensities of the bands at

the samples was maintained at a level of 10-12 K for the= 3490, 3430, and 3300 cm increase, while that of the
argon matrix and 4.5-5 K for the neon. =3555 cm'* band decreases. The intensity of the band of

vibrations of the free O—H group also decreases slightly.
Since the bands at=3490 and 3555 cm' appear first
RESULTS AND DISCUSSION as the phenol concentration increases, they should be attrib-
uted to H-bonded dimers of phenol. Possible types of these
dimers with one and two hydrogen bonds are shown in Fig.
Figure 1 shows the absorption spectrum of phenol in ar8. In addition to these two, another type of dimer with the
argon matrix aff=11 K in the region of the stretching vi- so-called T-shaped structure has been discussed in the
brations of the protons at different matrix ratios. The band atiterature’=° In that structure the role of the acceptor of the
v=3635 cm ! corresponds to stretching vibrations of the hydrogen bond is played by the-electron system of the
O-H groups of the isolated moleculémonomers’'® As  benzene ring. However, receab initio calculations of the
the concentration of the phenol molecules increases, bands efiergy and vibrational spectra of the surface structures of
stretching vibrations of the O—H groups—proton donors inphenol dimers, the results of which are in good agreement
the H-bonded complexes—appear. At low concentrationsvith experimental dat&-? have shown that the spectral
these complexes are represented mainly by a comparativeshift of the band of O—H stretching vibrations in the donor
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IR absorption spectra of phenol in an argon matrix
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dimers in experiments with cooling in supersonic beatts:
this confirms the attribution of this band to the dimers
Dim. 1.

The band atv=3555 cmi ' may correspond either to
i dimers of the Dim. 2 type, which are shown in Fig(tBese

t dimers are discussed, e.g., in Ref) b8 of the Dim. 1 type,

‘ with a highly distorted hydrogen bond. The dimers Dim. 2
were not observed in Refs. 10 and 11, but they can arise in a
low-temperature matrix, since the matrix cell can preserve
them in a metastable state. Then the annealing of the matrix
can convert Dim. 2 into dimers with one hydrogen bond, and
this would lead to a decrease in the intensity of this band, as
occurs in experiment. In a dimer of the Dim. 2 type the O—H
-- -0 chains are strongly bent, and that should be accompa-
nied by a decrease in the spectral shift. In addition, in such a
dimer both phenol molecules should lie in the same plane,

| : anq that dgcregses the probapility of their formation in com-
3200 3000 parison with dimers of the Dlm. 1 type ar'ld, as a result,
should lead to a lower intensity of the band in the spectrum.
We note that thes=3555 cm ! band in the absorption spec-
FIG. 2. IR absorption spectra of phenol in the region of the proton stretching}ra has a lower intensity than the=3490 cm * band. How-
vibrations in an argon matrix at a matrix rafib=250 andT =11 K: before  €ver, such effects can arise in dimers of the Dim. 1 type in
annealing(upper curvg and after annealing for 30 min at 30 Hower  which the hydrogen bond is strongly distorted by the matrix.
curve. The notation is the same as in Fig. 1. To elucidate the question of whether the 3555 cni ! band
should be attributed to Dim. 2 or to distorted dimers of the

molecule of the hydrogen bond of the T-shaped dimer iiM- 1 type, we employed the usual tool in such cases—a
around 10 cm®, which is much smaller than the shift ob- change of matrix. For this purpose we used a neon matrix,

served in the experimental spectra. For this reason we wiffiNC& Neon atoms are considerably smaller than argon atoms

not consider the T-shaped dimer structure further. In Ref, 1@"d therefore the packing of the dimers in the neon and ar-
the rotational constants of the phenol dimers were deteldOn matrices should be very different. If dimers of the Dim.
mined by the method of rotational coherent spectroscopyt tYP€ With an appreciably distorted geometry are present in
from these constants the structure of the H-bonded conmt’® sample, then packing in different matrices will most
plexes in the gas phase was reconstructed. The energetica||§e|y stabilize the structures with a different degree of dis-

most favorable structure was attributed to the type Dim. 1{ortion. This should lead to different values of the shifts of
(see Fig. 3with the molecules lying in nearly perpendicular the @bsorption bands of the distorted dimers, relative to the
planes. In the matrix this geometry may break down. It ismonemer bands, in different matrices. We shall return to this

knowr?316that the energy of a hydrogen bond and the shifguestion in more detail in discussing the spectra of phenol in
a neon matrix.

of the O—H stretching vibrations depend strongly on the _ ) . _
0-0 distance and the O—H- O angle in the chain of atoms The band with the maximum near=3430 cm , which
@ppears in the spectrum on decreasing matrix ratio immedi-

forming the hydrogen bond. The largest binding energy an o : ;
the largest shift of the band to low frequencies are observefite!Y after thev=3490 and 3555 cmr bands, is most likely

when the atoms are arranged in a straight line. Therefore, §fu€ t© phenol trimers. The broad band with a maximum at

the two spectral bands of dimers the band at3490 cni ! around»=23300 cm !, which is observed in the spectra of
for which the shift is larger, should be attributed to the Dim. the most concentrated samples, is apparently due to the ap-

1 structure. This band may correspond to dimers with differPéarance of larger hydrogen-bonded completas com-

ent angles of rotation around the hydrogen bond, whicHP@red to dimers and trimersThese band are much wider
are indistinguishable in the IR spectra. The spectral shiff’@n the dimer bands, indicating the presence of large com-
of the band atr=3490 cm! relative to the monomer plexes in the sample which are distorted to different degrees
band, which is 145 cmt, is close to the value 126 cmh DY the matrix.

which is observed in the Raman scattering spectra for phenol 1 n€ bands of the free and bound O-H groups are well
separated from one another in the spectrum and one can eas-

ily determine their integrated intensities, which are given in

PR Table | as the values reduced to the same>1fholes of
ﬁ @ %@2_0//04@} phenol per square centimeter of area of the sample. Since the
number of O—H groups does not change upon the formation
Dim. 1 Dim. 2 of hydrogen bonds, the following relations should hold at all
a b concentrations:
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FIG. 3. Possible types of H-bonded dimers of phenol: a—dimer with one

hydrogen bondseveral structures can exist, differing by rotation of one of I'm Ih
the molecules around the hydrogen bpr@—planar dimer with two hydro- —+ —=N
gen bonds. Km  Kp
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TABLE I. Integrated intensities of the monomer components of the bands of C—O stretstrifg—Q and O—H planar bendingend. O—H
vibrations and the bands of the stretching vibrations of the O—H groups of the phenols in tlstrfré-H (m)) and H-bondedO—-H- - - O
(d1)—dimers of type Dim. 1, O—H -O (d2) — Dim. 2, and O—H- - O — all complexekin Ar and Ne matrices, given as the values reduced
to 10" ° moles per square centimeter of area of the sample, for different values of the matridrdtar the argon matrix two values—before
and after annealing—are given.

Integrated intensity, cm™'
M str. C-0O bend.0-H str. O-H (m) O-H--0 (d1) O-H--0 (d2) O-H--O
Ar Ne Ar Ne Ar Ne Ar Ne Ar Ne Ar Ne
1260 1176 3635 3650 3490 3507 3555 3563 3600-3150
1000 | 26,26 22 30,729 24 48 /47 40 12/15 21 0/0 11 12/15 | 20-40
500 | 25,23 13 29,26 21 43/45 33 11,20 20 2/0 9 12,23 | 68-80
250 | 23/19 6 28 /22 10 45/39 15 20,32 16 3/1 5 43/63 | 150-200
125 | 15/12 0 19/14 0 35,/29 0 19/31 0 5/2 0 65,98 |250-300
60 | 11/5 - 14/6 - 26,17 - 19/21 - 7/3 - [120200] —
30 [3/<2 — i/ <1 — 12/ <10 — 12/12 — 6/2 - |250/260f —
or ) trations, the dependence Kf, on the size of the complex is
not strong, and the range of variation of this quantity most
I+ I—h:NKm:IO, likely lies within the s'gated error limits. KnowJ?dge &y
C enables us to use the intensity of the 3490 cm - band to
wherel , andl,, are the integrated intensities of the bands Ofdetermine the number of H-bonded dimers of phenol. Since

only one of the molecules in dimer Dim. 1 is a proton donor,

free and bound O—H groupkK,,, andK;, are the correspond- _ ) )
grouip=an n P the fractionNy of molecules that are part of a dimer is

ing molar integral absorption coefficients,is the number of
moles of the substance per unit cross-sectional area of the
light beam,C=K}/K,, is the coefficient of the enhancement
of the intensity of the band upon the formation of a hydrogen
bond, and , is the intensity of the band of free O—H groups where |4 is the integrated intensity of the=3490 cm?
in the absence of complexes in the sample, i.e., in the limit oflimer band.
low concentrations. The results of calculations dfiy(M) are presented in
From relations(1) for any two concentrations one can Table Il. Ther=3355 cm * band was not taken into account
find K, andK,,. Their averaged values, which satigfy) to in these calculations, since in the majority of spectra its in-
experimental accuracy at all concentrations, @re5, K,,  tensity is less than the error to which the intensities of the
=(52+5)x10° cm/mole and K,,=(260+30)x10° cm/  other bands are determined.
mole. As the size of the complex increases, the maximum of  The intensity of thev=3635 cm * band is determined
the band of the hydrogen bond shifts to lower frequenciesnot only by free O—H groups but also by O—H groups which
and it is expected tha, will also increase. Therefore, the are acceptors of the hydrogen bond in the phenol complexes.
value ofK,, given above should be regarded as averaged oveks was shown in Refs. 11 and 12, the frequencies of these
the different complexegdimers, trimers, etf. However, vibrations differ by only 2 cm?, and in our spectra they
since this averaged value satisfies relatibnat all concen- merge into a single band. For this reason the intensity of the

21
Ng=2l g

(KoN)” &

TABLE Il. Fractions(%) of the phenol in the form of monomer&lf), dimers (Ng), and other(largey complexes of phenol in Ar and Ne
matrices and the monomer fraction for hydroquindhig) in an Ar matrix, at different matrix ratiodl. For phenol in an Ar matrix two
values—before and after annealing—are given, and also the monomer and dimer fractions calculated for a random distribution of molecules in

the sample.
Monomers Dimers Other complexes Mong)fmers Monomers Dimers
M N, N, Hq (Ref.18) (calculation) (calculation)
Ar Ne Ar Ne Ar Ne Ar Ar Ne Ar Ne
1000 95,/90 75 5/10 20 0/0 ) 90 94 91 6 8
500 90,81 56 10/16 18 0/3 26 — 89 83 10 14
250 80,69 26 16 /24 14 4/7 60 66 80 70 16 20
125 53/40 0 15/23 0 32/37 100 40 63 49 22 22
60 | 40,18 | - 5,17 | — | ass65 | - 18 39 - 22 -
30 12/ <5 — 10,/5-10 — 80,/ > 85 — — 17 — 11 —
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FIG. 4. IR absorption spectra of phenol in the region of the C-O stretching v, Cm_1

vibrations and the O—H planar bending vibrations in an argon matrix at ] ) ) )
matrix ratiosM = 1000(a) and 125(b). Curves b1 and b2 are the result of a FIG. 5. IR absorption spectra of phenol in the region of the proton stretching

separation of curve b into components with narrow and wide bands, respe(yjbrations in a neon matrix for different matrix ratiosTat 5 K: mindicates
tively. monomers {=3650 cn 1), d1 andd2 dimers ¢=3507 and 3563 cimt'),

andt trimers (v=3430 cm'!) of phenol.

v=3635 cm ! band cannot directly serve as a measure of

the number of monomers. More-reliable data on the nUMbeR, apsorption spectra of phenol in a neon matrix

of monomers can be obtained from the concentration depen- ) o
dence of the intensity of the bands of C—O stretching vibra- ~ Flgure 5 shows the spectra of p_henql in a neon matrix in
tions (v=1260 cn %) and the O—H planar bending vibration the region of the proton stretching vibrations for the different
(v=1176 cm ¥) ® since the formation of the hydrogen bond concentrations, and Fig. 6 shows the spectrum in the region

perturbs these vibrations both in the proton-donor and
proton-acceptor molecules. Figure 4 shows a portion of the
spectrum containing these bands for two concentratibvhs,
=1000 and 125. FoM = 1000 the spectrum essentially con- C-0
tains only narrow monomer bands. Msdecreases, much the O-H
wider bands of complexes appear, overlapping with the
monomer bands, and Bkt =125, as can be seen in the figure,
the spectrum is a superposition of narrow and wide bands.
For a more precise determination of the integrated intensities
of the narromcorresponding to monomerspectral band we
used a special program to separate the spectrum into two
components, having narro(Fig. 4bl) and wide(Fig. 4b2
bands. The integrated intensities of the monomer bands at
v=1260 and 1176 cm' are given in Table | for the different
phenol concentrations. Calculations of the number of dimers
from the intensities of the O—H stretching bands at low con-
centrations show that @ =1000 the unannealed sample
contains about 5% dimers of phenol. Taking this into account
and using the values of the integrated intensities of ithe
=1260 and 1176 cm' bands, we determine the absorption 140()' '13'00'
coefficients for the vibrationsK ,5=(28+3)x10° cm/
mole andK ;7= (32+3)X 10° cm/mole. v, cm
Table Il gives the monomer fractiond, found as the FIG. 6. IR absorption spectra of phenol in the region of the C-O stretching

averages of the values ofl;56{M)/NKizo and yiprations and O—H planar bending vibrations in a neon matrix at matrix
[ 117 M)/NK;17¢ for these two bands. ratios M = 1000 (upper curvg and 250(lower curve.
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of the C-0 stretching and O—H bending vibrations. Annealnents into which the spectral band is split or the value of the
ing of the samples at 7—8 K did not cause any substantiaplitting will differ strongly, making it possible to distinguish
changes in the spectra. matrix splitting from other effects. The van der Waals diam-
As in the case of the argon matrix, the absorption spectraters of the argon and neon ator{s376 and 0.316 nm,
of phenol in a neon matrix in the region of the proton stretchrespectively'’ are quite different, and so the hypothesis that
ing vibrations have five bands of stretching vibrations of thethere exist only two types of spectrally distinguishable ma-
O—H group which are shifted somewhat to higher frequentrix cells in which the phenol dimers can be fixed in the two
cies: a monomer band at=3650 cnmi !, dimer bands av  matrices, with identical degrees of distortion of the hydrogen
=3563 and 3507 cit' (the spectral shifts relative to the bond, is improbable, and most likely the=3563 cni * band
monomer bands are 87 and 143 cinrespectively, a trimer  (v=3555 cm " in the argon matrixshould be attributed to
band aty=3430 cm !, and a band of larger complexes at the dimers Dim. 2.
»=3300 Cn']_l_ The bands were assigned to the various com- Table | giveS the integrated intensities of the abSOfption
plexes on the basis of their order of appearance in the athands of the phenol molecules in the neon matrix: monomers
sorption spectrum with increasing phenol concentration.  (»=1260 and 1176 cm') and stretching vibrations of the
Starting from the spectral shift of 143 cthand working ~ free O—H group ¢=3650 cm ), dimers with stretching
by analogy with the argon matrix, the bandwat 3507 cni vibrations of the O—H groupy= 3563 and 3507 cm'), and
should be attributed to the hydrogen-bonded dimers Dim. 10ther complexes ¥=3600-3150 cm?). The number of
The band atr=3563 cmi corresponds to the/=3555 MONomers, dimers, and larger complexes of phenol, calcu-
cm ! band in the argon matrix and belongs either to thelated on fthe basis of_these data_, are presented in Table Il. In
dimers Dim. 2 or to dimers with a single, but highly dis- determining the fractions comprised of monomers and com-

torted, hydrogen bond. As we have said, the value of th@lexes it was assumed that the integral absorption coeffi-

spectral shift of the band of the hydrogen bond is very Senglgnts in the neon and argon matrices are the same. Since in
sitive to the relative position of the molecules in the DiM- 2 both O—H groups form hydrogen bonds, the total

dimer237:16 Therefore, even small variations of the dimer "Umber of dimers should be given by the formula

structures due to the inhomogeneity of the matrix environ-  Ny=(l4,+ 21 41)/(KyN), (3
ment willlead to appremaple broader_nng of_the O-H StretCh'where 41 and ly4, are the integrated intensities of the
ing bands of the dimers in comparison with the monomer_ 3507 and 3563 cmt bands, respectively
bands. In liquids, where the inhomogeneity of the environ- As expected, the moIeClear complexés in the neon ma-
ment and, hence, the variations of the structure of the comp.o. '

_ . turn out to be much larger than in the argon matrix at the
plexes are large, the width of the absorption band due to thgame matrix ratios. The molar volume of solid neon is ap-

" " ) C;Sroximately 1.7 times smaller than that of argon, and there-
tral shift” In our spectra the width of the absorption band of ) " " J1iain the same volume concentration of the mol-

dimers W't.h a hydrogen bond is approm_mately the same fOIécules to be investigated the matrix ratio for the neon sample
both matncesland for bOth, types Of d_'mer,s and does nof, ¢t pe the same number of times larger. However, as we
exceed 20 cm- (at half maximum. This is evidence of the see from Table II, the number of monomers in the neon ma-

small dispersion of SL_JCh geometric parameters of_the COMix becomes the same as in the argon matrix only at a matrix
plexes as the O—-0O distance and the O-HD angle in the ratio that is approximately three times larger.

chain of atoms forming the hydrogen bond in the dimers of

each of the two types. The dlfference_ of the_ spectral shifts of 5\ 16 TER SIMULATION OF THE FORMATION OF
the O—H stretching bands of_the _d|mers in _the argdd  \OLECULAR COMPLEXES IN A MATRIX

cm™ 1) and neon87 cni ') matrices is several times smaller S

than the width of these bands. This means that the differendgysical justification of the model

of the structures of the dimers of each type in the different  |n the joint deposition of molecular streams of the sub-
matrices is less than the variation of these structures within gtance to be studied and a matrix gas on a cold substrate, the
given matrix, and we can state that the 3563 cni* band  matrix sample forms as a polycrystalline film. The sizes of
in the neon matrix and the= 3555 cm ! band in the argon  the crystallites in a thin argon film lie in the range 0.1xm
matrix correspond to practically the same structure. for samples grown at a temperature of 15—17%"Kt such

The size of a phenol dimer is of the same order of maggrain sizes one can neglect the volume of the grain bound-
nitude as that of an atom of the matrix. It can therefore not beries and assume that the sample is a single crystal of the
ruled out that there is only a small numkiieay, ten of types  matrix substance with a random distribution of impurity mol-
of cavities with substantially different geometries which canecules over its volume.
accommodate phenol dimers with a single hydrogen bond. The ratio of the molar volumes of phenol and argon in
These phenol dimermatrix complexes can differ spectrally the solid phase is equal to 3.9, and we shall therefore assume
and each give a band in the IR spectrum. Such a phenonthat the phenol molecule occupies four sites of the argon
enon, which is called matrix splitting, is very often lattice. The distance between close-packed planes in the ar-
observed:® In rare-gas matrices the value of this splitting for gon crystal is 0.307 nrit, which is somewhat smaller than
isolated molecules is usually not more than 10 éniRef.  the size of the phenol molecule in the direction perpendicular
5), but for the O—H stretching vibrations in hydrogen-bondedto the plane of the benzene ring. We shall assume that in the
complexes much larger values of the splitting cannot beargon crystal the impurity molecule substitutes for four at-
ruled out. In different matrices either the number of compo-oms of the matrix, as is shown in Fig. 7a, and does not cause
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twelve possible directions, and then the third site in one of
the three close-packed planes, etc., taking into account the
dependence of the indices of the array on the position of the
sites for the fcc lattice. To eliminate the effect of the bound-
aries of the “sample,” periodic boundary conditions were
introduced, i.e., for a molecule found at the face of the cube
a molecule located on the opposite face was regarded as
neighboring. The size of the cube was varied from 120 to 48
sites on a side for low and high impurity concentrations,
FIG. 7. Proposed arrangement of the phenol molecule in the dgyamd ~ espectively.
neon(b) matrices. After the array was completely filled the number of
monomers and complexes consisting of two, three, etc. mol-
ecules was counted up. Since the process of “sample prepa-
substantial distortions to the crystal structure. The ratio of theation” in this model is determined by random processes and
molar volumes of phenol and neon is 6.6, and we shall asthe samples are of small size, the results of the calculation
sume that the impurity molecule substitutes for six neon atcan have significant fluctuations. Therefore, depending on
oms, as is shown in Fig. 7b. The distance between closahe number of molecules in the “sample” the calculation was
packed planes in the neon crystal is approximately 20%epeated many times for each concentration until the stan-

smaller than in the argon crystal, and therefore the phenalard deviation of the number of monomers and dimers be-
molecule most likely cannot be incorporated into the neorcame less than 2%.

lattice without distorting it, but the lattice distortions were
not taken into account in the model. ) .
. . Cpmparison of the results of the calculation and
Based on these considerations we constructed a modef "
. experiment
on the assumptions that:

1) the sample is a single crystal of the matrix substance  The results of the calculations are presented in Table II.
with a face-centered cubiécc) structure in which the impu- The experimental values of the numbers of monomers and
rity molecules substitute for some atoms of the matrix and dgomplexes of phenol in the argon matrix are given in pairs,
not introduce distortions to the overall structure of the lattice;for before and after annealing of the matrix. The influence of

2) the impurity molecule lies in one of the close-packedannealing at temperatures of 25-30 K on the number of
planes of the matrix; hydrogen-bonded complexes of phenol and diphenols was

3) the impurity molecule is assumed to be part of a com4nvestigated in Ref. 18. It was shown that annealing affects
plex if even one of the nearest-neighbor lattice sites is occuthe number of H-bonded complexes differently for different
pied by another molecule. phenols. The intensity of the spectral bands of some deriva-
tives of phenol (hydroquinone and resorginare hardly
changed by annealing, while for othdgyrocatechol there
is a small(by 20—30% increase in the intensity of the band

The numbers of monomers and complexes are somesf the hydrogen bond. The greatest effect of annealing is
times estimated with the use of probability thebby calcu-  observed for phenol, for which the intensity of the band of
lating the number of molecules having one or more neighthe stretching vibration of the H-bonded proton increases by
bors in the matrix. However, such calculations are verya factor of 1.5-2. The different role of annealing for the
difficult for nonspherical molecules and for models takingdifferent derivatives of phenol is due to the different position
into account the discrete structure of the matrix. We thereforef the O—H groups in their molecules. As was shown in Ref.
chose a method of direct numerical simulation of the proces&8, phenol molecules at temperatures above 30 K cannot
of formation of the matrix sample. move along the sample but can randomly vary their orienta-

The cubic part of the fcc crystal of the matrix substancetion on account of thermal vibrations and the diffusive mo-
was modeled by a three-dimensional numerical array. One dfon of matrix atoms. This process has been called “orienta-
the axes of the cube was oriented perpendicular to one of th@nal diffusion.” For the first group of derivatives mentioned
close-packed planes, and another axis of the cube was otilhke probability of formation of a hydrogen-bonded complex
ented along one of the directions of the smallest interatomics very high even during growth of the sample because of the
distances in this plane. Each element of the array was placqatesence of two O—H groups quite far separated along the
in correspondence with one lattice site, the coordinates dbenzene ring. Therefore the role of “orientational diffusion”
which were determined by the indices of the element. Anfor these molecules is small. For phenol with one O—H group
impurity molecule occupied four sites of the argon or sixthe probability of formation of a hydrogen-bonded dimer
sites of the neon matrix in the configuration described aboveduring growth of the film is small, and the “orientational
The array was filled by a procedure in which all of the ele-diffusion” during annealing markedly increases the number
ments were successively “scanned” and at each vacant sitef complexes with such bonds.
of the lattice the first site occupied by an impurity molecule  During annealing the number of complexes does not
is picked at random with a probability M(+ V), whereVis  change on account of “orientational diffusion”—only the
the number of lattice sites occupied by an impurity mol-number of hydrogen bonds increases. This conclusion is con-
eculg. Then another procedure is used to align the “mol-firmed in the present study by the fact that the number of
ecule” by placing the second site at random in one of themonomers of hydroquinone determined in Ref.(T8ble 1))

Computational method
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is in good agreement with the number of monomers of phearound an impurity objectmolecule or complexdepends
nol in the annealed samples. Therefore, in comparing theubstantially on the size of that object, since the strength of
results of the calculation and experiment for the argon matrixhe barrier will depend to a significant degree on the number
one should use the experimental values for the annealesf atoms of the matrix that are moved during the displace-
samples. ment of the impurity by an amount equal to the minimum
Annealing of the neon matrix, as we have said, does nointeratomic distance in the crystdlj.e., as the size of the
lead to changes in the IR spectra. This is probably becaussomplex increases, the strength of the barrier increases and
the mobility of the phenol molecules in the surface layer ofthe rate of its diffusion decreases. Since in our model the rate
the growing sample is higher in the neon matrix than in theof diffusion of the monomers of phenol was assumed to be
argon, and the neon matrix is completely annealed right dursmall from the start, we shall assume that it is negligible for
ing growth. Therefore, for the neon matrix only one value ofa|| complexes. Based on these assumptions, the model can be
the integrated intensity and for the fraction of monomers anémended with the following items:
complexes is given for each concentration in Tables | and Il. 1) translational diffusion can lead to a random displace-
A comparison of the calculated fractions of monomersment of impurity molecules by a distance not greater than 10
and dimers with the values determined from the experimenintersite distances in the matrix crystal;
tal results indicates that a larger number of phenol complexes ) translational diffusion is possible only for monomers;
is found in the real matrix. This is particularly true for the gnce formed, the molecular complexes remain immobile.
neon matrix. In our numerical simulation of the diffusion of mono-
A process that can alter the distribution of the phenolyars it was assumed that an elementary evstep) is the
molecules is their motion along the sample, i.e., translationglynqom displacement of a molecule by a distance ranging
diffusion. At low enough temperatures the diffusion of im- .01 sero to the maximum dimension of the molecule, and

purity molecules in the prepared samples can be neglectefls 5.qyjisition of a new random orientation. After the random
During growth of the sample, however, a “warm” zone may fjjing of the “sample” and the first counting of the number

ansgltl.n a s%urf?r(]:e (I?f/er{ andff_or a c_(;.\rtalnltlm? the pehctessalz* monomers and complexes, a special procedure is carried
conditions for the diffusion of Impurity molecules might €x= 4 i \which all the elements of the array are successively

|sft In it ITh'S process W!” glve_trrllsteh to andaddg{o?gtl) rlymbir “scanned,” and when the first site marked as belonging to a
of complexein comparison wi € random GIStroution ot ., mer s found, this monomer is completely removed and

mo_leculess if the substan_ce under study is _msoluble in th.ethe site is marked as the first found. Then one of the twelve
solid phase of the matrix. The degree of influence of this_. oo
- . e sites nearest to the marked site is picked at random, and,
limited-time diffusion depends on such factors as the sub-, . . . :

: starting at that site, a new molecule is constructed. If this
strate temperature, the size of the molecules under study, the

g . fings the molecule to the face of the cube, then it enters the
rate of deposition of the sample, and the matrix substance. o
: . . . . sample from the opposite side. In such a procedure the center
is knowr? that in the case of smalldi- or triatomid mol-

ecules at temperatures aboveT,AT,, is the melting tem- of the molecule can be displaced from zero to the “length

perature of the matrix substancdiffusion in a surface layer of the molecu_le. The average dlsplacement of the center of
the molecule in one step will be approximately equal to one

of a growing sample is so significant that it is almost impos-, T . k .
sible to obtain isolated molecules. Even for comparativel n_teratomlg distance in the argon crystal and 1.5 interatomic
fdlstances in the neon. After this has been done for all of the
the growing sample can have an appreciable influence on tHQOIated molelcules in the first d|ffu5|on step, the numbers of
formation of molecular complexes. monomers, Q|me_rs, etc. are again count_ed up. The maximum
number of diffusion steps in the calculations was equal to six
for the argon matrix and eight for the neon.
Incorporating translational diffusion effects Figure 8a shows the fraction of impurity molecules that
It is clear from general arguments that the average lengtare isolated in the argon matrix as calculated for different
over which impurity molecules can move after striking the numbers of diffusion steps, and also the number of phenol
cooled matrix cannot be large for molecules roughly the sizénonomers found experimentally. Analogous results are
of the phenol molecule. We shall assume that this is not morgéhown in Fig. 8b for dimers. We see that the results of the
than 5—10 times the minimum interatomic distance in theexperiment and calculation are in good agreement if it is
crystal of the matrix gas, since otherwise practically no iso-assumed that the phenol molecule makes 1-2 diffusion steps.
lated molecules would be observed in the matrix at concenfable Il gives the results of a calculation of the number of
trations of 1:100-1:1000. Under our conditions of samplemonomers and small complexes in an argon matrix at the
preparation(substrate temperature 15 K for the argon and different concentrations for the first three diffusion steps. The
K for the neon matrix, maximum rate of deposition 5 results of similar calculations and experiments for phenol in
% 10~ 8 mole{cn?min) of a matrix gas cooled to 77)Keven  a neon matrix are shown in Fig. 9. Despite the large error of
at the maximum sample thicknes15 mmn) the temperature the experimental data, one nevertheless can discern a dis-
difference between the surface of the sample and the sulsrepancy between the experimental and calculated data, es-
strate due to release of the heat of condensation is not mogeecially for the dimers. If one proceeds from an analysis of
than 0.01 K. Therefore, diffusion is possible only in a limited the data for monomer@-ig. 9a then it can be assumed that
region near the place where each successive “hot” molecul¢he phenol molecule in the neon matrix makes 4—6 diffusion
strikes the surface, and only for a short time. Diffusive mo-steps. In that case, however, the calculation predicts a much
tion under the conditions for the existence of a “hot” region larger number of dimers than is observed in the experiment.
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100 TABLE lll. Calculated fractions of molecules in complexes consisting\of
- molecules in an argon matrix for different numbers of diffusion s@pad
- a different matrix ratiosM.
80 — Fraction of the molecules, %
- M S=0 S=1 S=2 S=3
© 60 — N=1
°© R N 1000 94.2 91.3 88.7 86.2
g ] 500 89.1 83.4 78.2 73.8
Z. 40 — 250 79.5 70.5 62.9 57.6
i 125 63.2 49.0 40.0 33.6
_ 60 39.2 25.1 17.1 12.2
. 30 16.5 7.2 3.7 2.1
20 — N=2
i 1000 55 7.9 10.2 12.3
] 500 9.6 14.0 17.8 20.5
7] 250 15.9 21.1 24.9 27.0
0 [rrer T [rrrrTTT 125 22.1 26.3 27.8 28.2
1000 M 100 30 60 215 21.2 20.5 198
30 10.7 9.5 8.8 8.3
N=3
] b 1000 0.3 0.8 1.0 1.4
T 500 11 2.2 3.3 46
30 250 35 5.9 8.4 10.3
7 125 8.6 13.2 16.0 18.0
7] 60 12.6 15.6 16.1 17.4
o 7] 30 7.7 7.7 7.9 8.1
X . N=4
~ 20 1000 0.0 0.0 0.1 0.1
ZFU 7 500 0.2 0.4 0.7 0.9
7 250 0.8 1.9 2.5 3.3
. 125 35 6.2 8.4 9.9
. 60 7.6 10.0 11.4 12.1
10— 30 5.9 6.3 6.2 6.3
. N>4
] 1000 0.0 0.0 0.0 0.0
] 500 0.0 0.0 0.0 0.2
] 250 0.3 0.6 1.3 1.8
[ R o e s [TTTT T T T 125 2.6 5.3 7.8 10.3
1000 100 30 60 19.1 28.1 34.9 38.5
M 30 59.2 69.3 73.4 75.2

FIG. 8. Monomer fractiorN,, (&) and dimer fractionNy (b) for phenol
molecules in an argon matrix as a function of the matrix ratio for different 1 L )
numbers of diffusion stepS (solid curves: S=0, 1, 2, 3, 4, 5, Gin parta  Of 145 cni ! in the argon and 143 cnt in the neon matrix

from top to bottom; in part b from bottom to tapThe curves with the  relative to the monomer absorption bands of the stretching
vertical bars are the experimental valyafter annealingfrom Table II. vibration of the O—H group are formed by two phenol mol-
ecules with a single hydrogen bond. Their structure is prac-

In the calculations we assumed that all the complexes, int-ICaIIy the same in both matrices and is probably close to the

cluding dimers, remain immobile. This assumption tends td'Ndistorted structure in the gas phase, in which the corre-

overestimate the number of dimers in the calculation, sinc('e:‘po"‘?]mg shpectral Sh'f; ';‘ 126 Cr:. ) | shift of 80
at almost all concentrations the formation of dimers from The other group of dimers, having a spectral shift o

71 . — - - .
two monomers occurs faster than the loss of dimers to th&™ N the argon and 87 cnif in the neon matrix relative to

formation of trimers from a dimer and a monomer. Thereforethe monomer absorption bands are most likely formed with

the discrepancy between the calculation and experiment cdio hydrogen bonds. The structure of the dimers of phenol

be regarded as evidence of a deviation specifically from thig"ith a _single hydr_ogen bond carresponds o more intense
assumption. As we have said, the phenol molecule Shoulabsorptlon bands in the spectrum as compared to the bands

create strong distortions of the neon lattice around it. The58f th_e dimers W't_h wo hydroggn bonds. Th'_s |nd!cates that
distortions and defects may be one of the factors increasint€ firSt type of dimer structure is preferable in solid rare-gas

the mobility of the molecules and complexes in the neo atrices. We note that in the argon matrix the dimers with
matrix two hydrogen bonds are less stable than in the neon matrix.

The influence of annealing on the intensity of the absorption

bands of dimers and monomers of phenol in the argon matrix

is due to the orientational diffusion of the phenol molecules
Two types of hydrogen-bonded dimers are formed in fro-which arises when the temperature is raised to 30 K.

zen argon and neon matrices as the concentration of the phe- On the basis of the integrated intensities of the absorp-

nol molecules is increased. The dimers having a spectral shifton bands and the information about the absolute concentra-

CONCLUSIONS
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FIG. 9. Monomer fractionN,, (a) and dimer fractionNy (b) for phenol
molecules in a neon matrix as a function of the matrix ratio for different
numbers of diffusion stepS (solid curveg: S=0, 1, 2, 3, 4, 5, 6, 7, &in
part a from top to bottom; in part b from bottom to jofphe curves with the
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vertical bars are the experimental values from Table II.
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rived from experiments indicates that the real matrices con-
tain larger numbers of phenol complexes. This may be due to
translational diffusion of phenol molecules during growth of
the sample. Limited diffusion in a surface layer of the grow-
ing sample can be taken into account through the motion of
only the monomers. Such diffusion leads to a nearly twofold
increase in the number of dimers in comparison with the
random distribution of phenol molecules over the sample in
the range of matrix ratioM =500-200.

In the neon matrix the mobility of the phenol molecule
during growth of the sample is higher, and therefore the cal-
culation (in the framework of the proposed mogetould
require taking into account the motion of the simplest com-
plexes in addition to that of the monomers. Such a mobility
of the complexes in the neon matrix would lead to a much
lower number of isolated phenol dimers than in the argon
matrix for the same number of monomers.

*E-mail: plokhotnichenko@ilt.kharkov.ua
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Experimental data are reported from studies of the thermal expansion of single crystals of the
layered compounds TIGagand TlInS in the plane of the layers and in the direction

perpendicular to the layers in the temperature region 20—300 K. Observed features of the thermal
expansion are discussed in the light of the available data on the elastic properties of

TIGaSe and TIInS. It is found that the differences in the temperature behavior of the thermal
expansion coefficients in the plane of the layef§T) in the TIGaSeg and TlInS crystals

are due to the different degree of anisotropy of these crystals and to the different value of the
“interlayer” elastic constanC,3. © 2001 American Institute of Physics.

[DOI: 10.1063/1.1399208

Single crystals of the layered compounds TIGagSed AL/L reaches values of 10~ %). This circumstance requires
TlinS, are of interest in connection with the observation ofthe use of a large temperature stepore than 10 K in
structural phase transitions in them. A large body of experiexperiments, and that undoubtedly distorts the character of
mental data on the dielectric® optical®* and thermal™”  the temperature dependenced(T) in phase transition re-
properties of TIGaSeand TIINnS shows evidence of the gions.
presence of anomalies in the temperature behavior of a num- The presence of discrepant and at times even contradic-
ber of physical parameters at temperatures in the phase traf@ry information about the temperature behavior of the CLTE
sition region. In Ref. 2 it was proposed that in TIGagee in single crystals of the layered compounds TIGa8ed
phase transition to the ferroelectric phas@ at107 K is pre- ~ TIInS,, on the one hand, and the need for models that give a
ceded by a transition to a state with spatial modulation of th&onsistent explanation for the features of the thermal expan-
structure atT=120K, and this was confirmed by neutron Sion of the layered crystals TIGaSend TlInS in the light
diffraction method€. The data from neutron diffraction mea- ©f the results of studies of their elastic properfie&;on the
surements in TlinShave revealedthat in the temperature Other, prompted the writing of this paper.
region 216-200 K there exists an incommensurate phase
with a modulation wave vectar,.= (5, 5,0_25)_ EXPERIMENTAL RESULTS AND DISCUSSION

The authors of the present paper made the first pjatometric studies were done on an interference
observatloﬁj. of the features in the temperature dependencgjjjatometer in the temperature interval 20—300 K. The tem-
of the coefficient of linear thermal expansid@LTE) of  perature in the thermostatic chamber was automatically
TIGaSg and TlInS single crystals in the plane of the layers, maintained to within 0.05 K or better. The accuracy of the
a(T), and perpendicular to the layers, (T), in the tem-  easurements of the CLTE reached 20~ 7 K1,
perature range 20-300 K. Later papers*would report the Samples with a dimension of about 5 mm along the di-
results of x-ray diffraction studies of the temperature depenrection of measurement were prepared from single crystals
dence of the lattice parameters of TIGa&ad Tling inthe  grown by the Bridgman method. The crystal lattice of the
phase transition regions. According to the data of Ref. 12, inr|GaSe and TIInS crystals has axial symmet(yhe axis of
TIGaSe the sharp jump on the, (T) curve is accompanied symmetry is almost perpendicular to the plane of the lyers
by an abrupt decrease of smaller sizeaif{T) in the tem-  and is classified as belonging to space grdlgp.
perature interval 100—120 K. In Ref. 13 it was reported that Figure 1 shows our data on the temperature dependence
@, (T) in TIGaSe has two peaks, at temperatures of 107 antbf the CLTE of single crystals of TIGag@ the plane of the
114 K, but the values of, (T) at room temperature did not layers (x,) and perpendicular to themx(). It is seen that
agree with the data of Refs. 6, 11, and 12. Two peaks olarge positive values of, (T) are observed, as is character-
a, (T) were also observed for TlipSrystals'® at 196 and istic for practically all layered crystals in the direction of
214 K. The results reported in Ref. 11 on the temperaturgveak coupling®® The «, (T) curve shows pronounced
dependence of(T) in polycrystalline samples of TIGage anomalies in the form of three peaks at temperatures
did not reveal any anomalies. It is well known that a generall =102, 110, and 120 K. The,(T) curve is much different.
shortcoming of the x-ray method for studying the CLTE is its The values ofa(T) are negative below 135 K, and only
low sensitivity to relative elongationSL/L (in the best case above that temperature does it take on positive values, going

1063-777X/2001/27(8)/5/$20.00 676 © 2001 American Institute of Physics
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90 regions of the phase transition temperatures. A substantial
difference is observed in the temperature dependence of
a(T) at low temperature§in the region of the phase tran-
60 o sition and below:
+ 1) the CLTE in the plane of the layerg,(T) is positive
30! in TlInS, but is negative in TIGaSéelow 135 K;
T 2) in TIGaSe single crystals the temperature depen-
‘j‘ dence of the CLTE exhibits features in the region of the
S ol.20 100 et phase transitions in both directions, while in TlinSingle
- 150 200 250 300 crystals there are no features ap(T).
3 N T. K To explain the substantial differences in the behavior of
-301 a,(T) in these crystals, let us turn to the known relation for
. ;':‘*wo o the CLTEhin crr]ystals with axial symmetfy,which is valid
T, K far from the phase transitions:
~e0} o ™ i
[e7 :& X Cas Y
"V 7[(Cyy+Cyp)Ca3—2CT; 7
-90
FIG. 1. Temperature dependence of the coefficient of thermal expansion of — Cis v 1)
TIGaSe single crystals in the plane of the layers,) and perpendicular to (C11+C1p)Cs3— 2C§3 ik
the layers &, ). The inset shows the contribution tg(T) of the first(1)
and second2) terms of relation(1). whereCy, is the heat capacity at constant volunwejs the

molecular volume(C;, are the elastic constant€,; andC,,
characterize the intralayer interactions, abg and C,5 re-

out to a plateau with a valuey~12x10°°K™1 at T  flect the weak interlayer couplingand y, and y, are the
>200K. At the temperatures=102 and 120 K they,(T)  Weighted-average Gneisen parameters:
curve has anomalies in the form of pronounced dips.

Figure 2 shows data on the temperature dependence of =2 y,,Ci/>, C;, y.=> 7. C/> C;.
the thermal expansion of TIIRSingle crystals. It is seen that
for the weak coupling direction the values af (T) are  HereC; is the contribution of theéth mode to the heat ca-
characteristically large, and at~200K an anomaly in the pacity, yi=—dInw/dlna is the mode Groeisen param-
form of a pronounced peak is observed, with a maximumeter, which characterizes the change in the vibrational fre-
value ~150x 10 °K™. The «|(T) curve is featureless, quency upon deformation of the crystal in the plane of the
having the standard temperature dependence for the CLTElayer (a is the lattice parameter of the crystal in the plane of

Thus, summarizing the experimental data, we note that ghe layey, v, ;= —dInw/dInc is the “interlayer” mode
common property of the single crystals of the layered comGrineisen parametdc is the lattice parameter of the crystal
pounds TIGaSgand TIInS is the presence of large values of in the direction perpendicular to the laygrs
a, (T) in the weak coupling direction and sharp peaks inthe  As we see from relatiofil), ¢, can take negative values
in two cases:

1) when the first term is negative because of a negative
Gruneisen parametey, ;
125 2) at positive values ofy, when the second term, which
contains the so-called Poisson compression, is dominant. In
this case the strong expansion in the direction perpendicular

- 100 to the layers is accompanied by a lateral compression in the
N plane of the layers which exceeds the intrinsic expansion in
e 75 ol a, the plane of the layers.
2 / Let us discuss the possibility of realizing the two cases.
c; 1 At first glance an estimate of the contributions of the two
50 0 '\531.1132 terms toe; does not seem to present any difficulty. Indeed, if
-0p_2 all of the elastic constants of the crystal and aig¢T) and

a, (T) are known, an estimate of the contributions men-
25 / o, tioned can be made using relatigh) and the analogous
relation for«, . The difficulty, however, lies in the absence
of knowledge about the consta@t;. As we stressed previ-
50 100 150 200 250 ously in Ref. 14, in which the elastic constants of TIGaSe
T,K and TIInS were determined by ultrasonic methods, the dif-

. ~ ficulty of determiningC,; in a layered crystal is due to the
FIG. 2. Temperature dependence of the coefficient of thermal expansion

o) . . . . .
TlInS, single crystals in the plane of the layeksg ) and perpendicular to the éompllcated nature of preparing samples with & hlgh_-quallty
layers (@, ). The inset shows the contributions 4g(T) of the first(1) and cleavage surface at an angle to the layers, and for this reason

second(2) terms of relation(1). data on the values @3 are lacking altogether or have very
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different values in different studies. This is true for all lay- tailed microscopic analysis is given for the low-temperature
ered crystals without exception. An incorrect determinationfeatures of the CLTE in layered crystals.
of C43can also lead to incorrect conclusions as to the mecha- The main conclusion of the studies described above is
nism of the negativey, in layered crystals. In view of the that in view of the small values of the elastic const@gy in
importance of this factor, let us discuss it in more detail andayered crystals and the presence of low-frequency vibrations
consider an example of a “classic” layered crystal— with negative Groeisen parameterg, the negativity ofe,
graphite. To this day there is a common misconception in thé&urns out to be due predominantly to the contribution of the
scientific literature as to the nature of the negativein first term in(2).
graphite!®!9based on an incorrect value 6f;. We have attempted to apply the analysis carried out

It is well known that graphite is the most typical and above for C, Bn, GaS, GaSe, and InSe to the layered crystals
fully studied representative of the layered crystals. It wasT!/GaSe and TlinS. The existing data, both those obtained
observed experimentally relatively long d§dhat graphite by us in Refs. 14 and 15 and those given in Refs. 8 and 9,
has a wide temperature regiéup to 600 K in which ,(T)  l€ave no doubt as to the low anisotropy of the elastic prop-
has negative values. The presence of negative values 8fties of the TlGaSeand TIInS crystals. In addition,
a,(T) in graphite was explained by the Iong-standingWhereaS in graphite the layers are monatomic planes and ip
hypothesi& that it is due to Poisson compression. This hy_the layered crystals GaS, GaSe, anq InSe the layers contain
pothesis prevailed until quite recently and continues to bdoUr monatomic planes, the layers in TiGaSed TlIing
accepted in many papers to this day. The reason is that ma,ﬂave a more complex, “sgven-stage" structure. It is clear thgt
authors use too high values of the elastic const@pi=6 I sugh a case the “bendlng_waves” cannot play a substantial
X 10t dyn/cn?. Recent measurements 6% in graphité® role in the _th_ermal propertles _of the TIGagSand TIInS
have shown that the value @5 in Ref. 18 and in many Crystals. This is confirmed by direct measu_rem%‘hts‘ the
other papers is several times larger than the value measurdfPersion relations of acoustic waves in TIGaSed
in Ref. 20, viz.,C,5= 1.5 10 dyn/cnt. TinS,. _ _

The present authors previou¥iydemonstrated for the Continuing our comparative analysis, we can state fur-
first time that in view of the smallness &f,5 in graphite, it j[her th‘_"‘t the TiGageand Tlin$ crystals are even I?SS an-
is the first term in relationl) that is responsible for the isotropic than Gas, GaSe,. and InSe. Therefore, '.t IS reason-
negative values of(T), i.e., the negativity oty (T) is due able to assume that negative thermal expansion in the plane
to the negative values of, . Back in 1952 it was shown by of th? layers in TIGaSLeand TlinS may be_absent entirely.
Lifshitz!° that a feature of the phonon spectrum of IayeredIn this sense the behavior of the CLTE in Tlini com-

crystals is the presence of so-called "bending WaVes,,_pletely understandable, while the negative valuexpbver a
rgther wide temperature region in TIGa%eutside the phase

transverse waves propagating in the plane of the layers an s R . i .
. : . ransition regioiis in need of a special explanation. Figure 3
polarized perpendicular to them. Because of the “membrane

effect” inherent to bending waves, viz., the growth of their shows the temperature dependence of then@isen param-
. o etersy, and y, for TIGaSe and TlInS, calculated for val-

frequencies under tension in the plane of the layers, the cor- fthe elasti - ot Ieré. which

responding mode Gneisen parameters turn out to be nega-.ueS o the elastic C.OHStaﬁIB_l'SXl ynesicm, whic

. . . is typical for practically all the layered crystals mentioned

tive, and this can lead to negativg in the case when the

bending waves give the dominant contribution to the thermal

properties of layered crystals. The latter is possible only in

the presence of strong anisotropy of the elastic properties or, a

more precisely, under the conditio@33,C13<C;;,C1s, 151 ryl/_\.

which, by the way, is by no means valid for all layered crys- ]

taIS. 1 0 L Y” Maaan
It was shown in Ref. 16 that the Lifshitz theory can

explain completely the temperature dependence @nd«, 05

in layered crystals of C and BN and helps in understanding &

the behavior oty; and«, in the layered crystals GaS, GaSe, 2.0} b

and InSe. In particular, it was demonstrated that the negative

values ofe in graphite and boron nitride are due mainlyto 1.5 Y

the contribution of bending waves. The weak anisotropy of \,.

the elastic properties of GaS, GaSe, and InSe in comparison 1.0 /

with that of C leads to the situation that the use of the theory | ™= ..

of Ref. 10 for describing the behavior a{T) in those crys- 0.5 Y

tals becomes incorrect. Nevertheless, it can be assumed that \\2\\-—-

acoustic wavegwhich, strictly speaking, can no longer be 0 éO --------- 100 150 200 250

called bending waves in the case of weak anisotr@pyre- T,K

sponding to oscillations directed perpendicular to the layers

have negativey, and bring about negative values ®f only FIG. 3. Temperature dependence of thé@igen parameterg andy, for

. - . . TlInS, (a) and TIGaSe (b), calculated for a value of the elastic constant
in a narrow temperature interval: 30-50 K in GaSe, as ComCl3=l.5>< 10" dyn/cn?. The dotted curves correspond to calculations

pared to 0-600 K in graphite. These conclusions are alsgf™ () for TIGaSe using Cps=2.5x10"dyn/cn? (1) and 0.5
consistent with the conclusions of Ref. 21, in which a de-x10'dyn/cn? (2).
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above!® In addition, the dashed line in Fig. 3 shows theregion in whiche is negative varies from 0—600 K in C to
v,(T) curves for TIGaSg calculated for two other values of 30-50 K in GaS, GaSe, and InSe. In an attempt to establish
Ci3. The y, (T) curves are hardly sensitive to changes inthe mechanism for the negativg in layered crystals it was
Cy3. found that in each particular case it is necessary to precisely
In Fig. 3 the difference in the behavior of the @misen  determine the values of two contributions: the actual com-
parameters of the two crystals outside the region of the phagaession of the layer itself and the Poisson compression of
transitions is obvious. An analysis based on the data of Fig. the layer as a result of its strong expansion in the direction
leads to the following conclusions: perpendicular to the layers. Estimation of the contribution of
1. The y(T) and y,(T) curves in TIGaSgare analo- the second term is made difficult because of the difficulty of
gous to the typical behavior for the GaS, GaSe, and InSdetermining the constar,;, which can lead to erroneous
crystals and also for other nonlayered anisotropic cryétals, conclusions as to the nature of the negative as happened
in which the behavior ofy, has a characteristic decline with in the case of graphite.
decreasing temperature, leading to the situation that at low Analysis shows that in the layered crystals C, BN, Gas,
temperature$y,|<|y.|. In TlinS, these features are absent. GaSe, and InSe and negatiwg is due mainly to the first
2. At values ofC,5 that are typical for the majority of term, while in the case of TIGagéhe negativity ofa; may
layered crystals the negative CLTdg in TIGaSe turns out  be largely due to the Poisson compression.

to be due to the contribution of Poisson compresgisee The difference of the behavior of the thermal expansion
also the inset in Fig.)L and its role increases with increasing in TIGaSe and TIInS is explained, on the one hand, by their
Cis. different degree of anisotropy and, on the other hand, by the
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SHORT NOTES

Detection of stacking faults in carbon dioxide clusters
S. I. Kovalenko, D. D. Solnyshkin, E.T. Verkhovtseva,* and V. V. Eremenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
(Submitted March 19, 2001

Fiz. Nizk. Temp. 27, 921-923(August 200}

An electron-diffraction study of clusters formed in supersonic jets of carbon dioxide is reported.
The mean size of the clusters varies froms 407 to 2x 10* molecules/cluster. From an

analysis of the diffraction patterns obtained it is established that clusters of these sizes have the
structure of the bulk crystal. Stacking faults are observed for the first time in clusters with

an average size of less than %.70° molecules/cluster; the density of these stacking faults
increases with decreasing size of the aggregations. It is found that the density of stacking

faults in (CO,) clusters is considerably lower than rare-gas clusters2001 American Institute

of Physics. [DOI: 10.1063/1.1399209

The structure of rare-gas clusters, the interatomic intererystalline phase in clustefsThus the goal of the present
action in which is well described by the Lennard-Jones postudy was to look for stacking faults in tH€O,), forma-
tential, has been studied in sufficient detaie, e.g., Refs. 1 tions.
and 2. In the case of linear molecules there is in addition to ~ The investigations were carried out on an apparatus con-
the central interaction a substantial contribution of noncensisting of a standard electron diffractometer, a supersonic
tral electrostatic forces, causing the orientational ordering o€luster-beam generator, and a cooled liquid-hydrogen cryo-
molecules at low temperatures. The structure of the clustergenic condensation pump for pumping out the gas of the jet.
of such substances as a function of the contribution of th&he supersonic gas jet was produced by a conical nozzle
anisotropic component to the total energy of the lattice carfthroat diameter 0.34 mm, cone angle 8.6°, and ratio of the
differ from the structure of rare-gas clusters. From this standeross sections of the entrance and throat 36l e diffrac-
point carbon dioxide is of great interest, since the contribution patterns were recorded by electrometric and photometric
tion of the anisotropic component to the total lattice energymethods. In the first case a retarding potential can be used to
of CO, is more than 50%. eliminate a significant part of the incoherently scattered elec-

The possible existence of icosahedral cluster€Cad,) trons and thereby improve the accuracy of determination of
was considered in Ref. 4, according to which such a structurthe shape of the diffraction peaks. Photographic recording
becomes stable only in clusters of sike<13 molescules/ was done for precise determination of the position of the
cluster. In electron-diffraction studie$ of carbon dioxide diffraction peaks. The characteristic sidge N1 of the clus-
clusters it was established that the crystal structure of theers was determined with the aid of the Selyakov—Scherrer
bulk crystal is realized in clusters with mean si2¢sn the  formula from the broadening of the diffraction peaks. The
entire interval of values considered @1®olecules/cluster average size of the clusters was varied from 4¥ to
<N<10° molecules/cluster However, those studies did not 2x 10* molecules/cluster by changing the gas presstge
investigate stacking faults, the presence of which is imporat the entrance to the nozzle from 0.075 to 0.55 MPa at a
tant for understanding the mechanism of formation of theconstant temperaturg,=293+2 K. A detailed description
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FIG. 1. Broadening\ 4, of the (111) diffraction peak as a function of the gas pressegat the nozzle entrance for a gas temperalyre 293 K (a); the mean
sizeN of (CQ,)y clusters as a function of the pressiig for To=293 K (b). Both relations are plotted in logarithmic scale.
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of the apparatus and the experimental technique is given in 0.15

Ref. 8. o - v CO,
It was established as a result of these studies that for 0.12 A Ar

clusters withN=3x 10°> molecules/cluster the positions and o Xe

relative intensities of the diffraction peaks correspond to the 0.09 o Kr

Pa3 structure inherent to the bulk crystal. At smaller cluster

sizes the relative intensity of the “superstructural” peaks due 0.06

to the orientational ordering of the molecules is found to

decrease. This relationship correlates with the results of Ref. 0.03

6, where an intensification of the librational motion of the

CO, molecules in small crystalline clusters was observed. 0 : : ! : ! :

Figure la shows the dependence of the broadening of 590,& 120 150

the (111) diffraction peak as a function of the gas pressure

P, at the entrance to the nozzle. Hek@llz B2— bOZ/L)\ FIG. 2. Density of stacking faults as a function of the characteristic cluster
) . . 2

whereB is the half-width of the111) peak,by is the instru- 5289 (O clusters(l); rare-gas clustere2).

mental width of the diffraction linel is the distance from . : _
the sample to the detector, ands the electron wavelength stant for the given family of planes, which in the case of the
’ " (112) reflection is equal to 1/4, a5}, is the broadening of

Figure 1b shows the macroscopic cluster dizas a function the lines hkl) due to the stacking faults
of the p_ressur{f?o. The presence of this pressure dependence Substituting all the necessary quantities into Eg.and
makes it possible to associate the broadening of the d'ﬁracﬁeglecting[g’ because it is smallthis is indicated by the

tion peak with the size (ithe clusters. As we see from theabsence of asymmetry of the diffraction peakse obtain
figure, for Po=0.2 MPa (N=3x 10° molecules/clusterthe  the values of the density of stacking faults of the “deforma-
experimental points are well described by a straight line, thgjon” type. All of the quantities determined from the experi-
slop_e of which, equal to 2.240.04 in the coordinates ment are presented in Table I.
log N-log P, is in rather good agreement with the value Figure 2 gives the dependence of the denaityf stack-
obtained on the basis of mass-spectromgtriand ing faults on the characteristic size of the clusters. Here for
electron-diffractioA measurements. As is seen in Fig. 1a, incomparison we also show the analogous curves for rare-gas
the case of low pressuresP{<0.2 MPa, N<3x1C® clusters. As can be seen in the figure, the density of stacking
molecules/clustgrone observes a deviation of the experi- faults in (CO,)y clusters, as in the case of rare gases, in-
mental points from the indicated straight line toward the sidecreases with decreasing cluster size. However, in the case of
of greater broadening. The deviation increases rather slowlgarbon dioxide the stacking faults are observed in much
with decreasind®, with no sharp change in the character of smaller clusters and with a lower density than in the rare
the functionA11,=¢(Py), a finding which is evidence that gases. This finding indicates that the energy of a stacking
the effect is due to stacking faulfsand not to the presence fault in carbon dioxide crystals is greater, because of the
of icosahedral formatiori§in the cluster beam. The presence significant contribution of the anisotropic component to the
of stacking faults in the small clusters is also confirmed bytotal binding energy of the COmolecule. At the same time
the shift of the(111) and(200) diffraction peaks toward each our observation of stacking faults in sm&t0O,)y forma-
other!® tions gives us reason to assume that the initial stages of for-
The value of the deviation from linearity of the curve of mation of the crystalline phase are similar in clusters of car-
the broadening of thg111) diffraction peak was used to bon dioxide and rare gases.
determine the density of the stacking faults. In the calcula;

tion we used the well-known relation from structure EMai verkhoviseva@iltkharkov.ua

analysis®
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LETTERS TO THE EDITOR

Influence of twin boundaries on the phase state and vortex dynamics near the melting
point in YBa ,Cu30-_; single crystals

A. V. Bondarenko,* A. A. Prodan, and M. A. Obolenski

V. N. Karazina Kharkov National University, pl. Svobody 4, 61077 Kharkov, Ukraine
A. G. Sivakov

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
(Submitted May 15, 2001

Fiz. Nizk. Temp.27, 924—-927(August 2001

It is found that at temperatures above the melting point of the vortex latticand below the
temperatureT, corresponding to the onset of pinning on twin boundaries, the
current—voltagdl—V) characteristics are linear at low values of the transport cuddmit are
substantially nonlinear at largk This behavior of the 1-V characteristics is interpreted

as the coexistence in the temperature redigr: T<T, of a pinned vortex lattice which is formed
near the planes of the twin boundaryTat T, and an unpinned vortex liquid far the planes

of twin boundaries. ©2001 American Institute of Physic§DOI: 10.1063/1.1399210

The influence of disorder on the phase state and pinninget of pinning of the vortex liquid. The decrease @fis
of Abrikosov vortices in highF. superconductors is the sub- explained by the formation of an entangled vortex liquid that
ject of intensive theoretical and experimental research. It ihias torsional stiffneSsand, as a consequence, increased
assumed that in magnetic fields below the second criticaliscosity? or by the formation of finite plastic barriér$or
field H, there exists a vortex liquid whose crystallization in the entangled liquid, which leads to an exponential decrease
the presence of weak disorder comes about in the form of af p, (Ref. 6.
first-order phase transition at a temperaftgg€H) below the In this paper we present the results of a study of the
line He,(T)." In the case of strong point disordesr planar  dynamics of the magnetic flux near the melting temperature
defect$* the first-order phase transition is suppressed, an@f the vortex lattice in a twinned single crystal of
the linear resistivityp, (pj=dE/dJ at J=0) becomes less YBa,Cu,0,_ ;. Previous measurements of this sample at
than the resistivityp¢s of free flux flow at temperature$  temperaturesT<T,, showed that the critical current de-
>T,>Tn, where the temperatufg, corresponds to the on-  creases monotonically with increasing magnetic field. This is
evidence that the oxygen content in the sample is close to
stoichiometric,5<0.03 (Ref. 8, i.e., the point disorder is
very low. The twin boundarie€Bs) in the part of the crystal
where the measurements are made have a single direction,
and the current vectar lies in theab plane and perpendicu-
lar to the TB plane. The measurements were made in a mag-
netic fieldH=15kOe in a field orientatiom||c| TB. Under
these conditions the Lorentz for€e=JXB is parallel to the
TB planes.

As we see in Fig. 1, at temperatur€s-89.3K the re-
sistivity p, is equal to the resistivity of the viscous flux flow
in the Bardeen—Stephen modeh(T)=pn(T)B/Bo(T),
which is obtained following the procedure proposed in Ref. 3
on the assumption th&.,(T)=(dB.,/dT)(T—T,), where
dB.,/dT=—-2.5T/K, and the value op,(T) was deter-
mined by extrapolation of the linear part of the temperature
FIG. 1. Temperature dependence of the resistipit H=0 and 15 koe ~dependence of the resistance in the normal state. As we see
and the derivativelp/dT of the p(T) curve measured in a field of 15 kOe. in Fig. 2a, the |-V characteristics measuredTat T, are
The dashed line shows the extrapolation of the linear part of the temperatuignear, attesting to the unpinned state of the vortex liquid. At

dependence of the resistivity in the normal statg(T). The solid curve temperature§ <87.9K the resistance is equal to zero. the
shows the temperature dependence of the resisjpyjtpf the viscous mag- ) ’

netic flux flow in the Bardeen—Stephen modgj;corresponds to the start of |-V curves are nonlinear, _and th&J) curves plotted on a _
the pinning of the vortices at twin boundaries. log—log scale have negative curvature. For an exponential

1063-777X/2001/27(8)/3/$20.00 683 © 2001 American Institute of Physics
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The amplitude of these vortices is smaller than that of the
vortices immersed in the bulk of the crystal on account of
their two-dimensional natur€.Since the interaction between
vortices is effective over a distance equal to the penetration
depth\ of the magnetic field, the amplitudeis modulated
over a distance~\ from the plane of a TB. In the tempera-
ture region considered, the penetration depth30—40 nm

is comparable to the intertwin distanat~50nm in the
sample studied, so that one can expect that the amplitude will
be modulated at all distancgsrom the TB planes: the value

of u increases continuously with increasirglf at tempera-
turesT<T, the rms amplitudgu) of the vortices located
near a TB plane is larger thana,, wherec, is the Linde-
mann number, then the unpinned vortex liquid will coexist
with the pinned vortices localized at the TB planes. In that
case one should observe a linear resistivipy~(1
—nNp)pss. In @ magnetic field of 15 kOe one has the values
ap~38nm andn,~0.08, and so the linear resistivity,
~0.92¢;, which, as can be seen in Figs. 1 and 2b, agrees
with the experimental data obtained in the temperature inter-
val 88.9 K<T<89.3K.

As the temperature is lowered further to the valuyeat
which the amplitudéu(T,)) of the vortices located near the
TB planes becomes less thargg, the vortex liquid near the
TBs will crystallize. Then the linear resistivity should de-
crease with decreasing temperature in proportion to the de-
crease in the vortex-liquid volume fraction, which is de-
termined by the ration;=p,/ps;. Complete crystallization
FIG. 2. Current—voltage characteristics in a magnetic field of 15 e should occur at a temperatufg, close to the melting point
and_ the current dependence of the differentigl re_sistip'gytdE/dJ, nor- of the vortex lattice in the untwinned single crystals, since
malized tops; (b) (the E(J) curves are shown in Fig. 2a the amplitudeu of the vortices located far from the planes of
the TBs differs only slightly from its value in detwinned
crystals. This scenario agrees with the experimental data pre-

dependence of the fori(J) <exd —(Jr/J)#] a positive cur- sented in Fig. 1. The resistivity, decreases almost linearly
vature indicates positivity of the exponemtwhich is a char-  from a value 0.8 to zero as the temperature is lowered
acteristic trait of vortex lattice creéf.In addition, the tem- from 88.9 to 87.9 K, which coincides to within 0.3 K with
perature 87.9 K coincides to within 0.3 K with the melting the melting temperature of the vortex lattice in the untwinned
temperature of the vortex lattice in the untwinned crystals. crystals: We therefore interpret the temperattirg=88.9 K
We therefore associate the temperaflife=87.9 K with the ~ as the beginning and,,=87.9K as the end of the crystalli-
melting point of the vortex lattice. zation of the vortex liquid.

Thus for T>T, there exists an unpinned vortex liquid, Let us turn to a discussion of the nonlinear components
which is characterized by a linear resistiviiy= p¢, and for of the |-V characteristics measured in the temperature inter-
T<T,, there exists a pinned vortex lattice, the creep of whichval T,<T<T,. Subtracting the linear componeris(J),
is determined by an exponept>0. In the temperature in- Shown by the dashed lines in Fig. 2a, from the measured I-V
terval T,,<T<T,, as can be seen in Fig. 2, the |-V charac-characteristics, and normalizing the difference to the volume
teristics are linear at low values of the transport current bufraction comprised by the pinned vortex lattice,=(1
substantially nonlinear at large values. Here the linear resis= p;/pss), we obtain the dependenc&,=(E—E)/(1
tivity is less thanp;; (see Fig. 2l This behavior of the I-V  —p;/ps;) (see the inset in Fig. 2awhich corresponds to
characteristics can be explained by the simultaneous exignotion of the pinned vortex lattice. It is seen that EgJ)
tence of a pinned vortex lattice and an unpinned vortex lig-curves plotted in log—log scale have negative curvature, i.e.,
uid. Let us discuss this possibility in more detail. the dynamics of the pinned part of the magnetic flux is analo-

In untwinned crystals the amplitude of the thermal fluc-gous to the dynamics of the vortex lattice at temperatures
tuationsu of the vortices is uniform over the volume of the T<T,,. Furthermore, thé&,(J) curves are shifted to larger
crystal, a circumstance which, in combination with the weakiransport currents as the temperature is lowered, a trend that
point pinning leads to a first-order phase transitionTat correlates with the behavior of tH&(J) curves at tempera-
=T, (Ref. 1. In the twinned crystals, however, in the tem- turesT<T,. These relationships are experimental confirma-
perature regiom,<T<T, a fraction of the vortex lines, tion that the nonlinear components of the I-V characteristics
~ay/d (wherea, is the distance between vortices athds ~ measured in the temperature inter¥g|<<T<T, correspond
the distance between twinss trapped by the TB planes, to motion of a pinned vortex lattice.
since the superconducting order is suppressed at thé*TBs.  The experimental data obtained in the present study dif-
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fer from previously published results: the resistivily de-  planes of the twin boundaries begins, and this phase comes
creases almost linearly with temperature in the intefiyal to fill the entire volume of the crystal as the temperature is
<T<T,, whereas in Ref. 7 for analogous experimental coniowered toT,.

ditions (H||c, J/jab, JLTB) the resistivityp, decreased ex-

ponentially. This difference is probably due to the different*E-mail: Aleksandr.V.Bondarenko@univer.kharkov.ua

concentrations of point defects in the single crystals studied.

Indeed, in the presence of weak point pinning the resistivity

p, decreases sharply fropy; to zero neaiT,,,, while at the  H. Safar, P. L. Gammel, D. A. Huse, D. J. Bishop, J. P. Rice, and D. M.
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The enhancement of superconductivity by an external electromagnetic field and rf phase-slip
lines are observed in wide tin films. The temperature, frequency, and power dependences of the
critical current are investigated and demonstrate the phenomena observed. It is shown that

this class of nonequilibrium effects is common to both narrow and wide films20@1 American
Institute of Physics.[DOI: 10.1063/1.139921]1

A study is made of thind~ 100 nm), long (I~2100 xm), current shows a noticeable tendency to decrdase Fig.
and wide (v~50 wm) films of tin deposited on substrates of 2b).
optically polished crystalline quartz, which provides rather It is known that microwave irradiation of wide films
good heat removal from the tin film. The films were obtainedleads to a lowering of the edge barrier and depinning of the
by a technology that ensured their serration-free edges. Theortex lattice. Therefore the enhancing effect of irradiation at
dc current—voltagdl-V) characteristics were taken by the low power levels may be due solely to an increase in the
four-probe method. The frequency of the external irradiatiororder parameter, as follows from the theory of Ref. 3, which
was varied over the range 0—30 GHz; the electric field vectoleads to an increase of the edge barrier and of the vortex
lay in the plane of the film along the direction of the trans-pinning. Thus in a wide film found in a microwave field there
port current. The samples were shielded by a double shieldre three competing mechanisms by which the irradiation
of annealed Permalloy. acts: enhancement of superconductivity, suppression of su-

In this communication we present the results obtainegerconductivity, and the depinning of vortices, the motion of
for one of many tin samples studied; the results for the others/hich leads to resistivity. A comparative analysis of the re-
were analogous. The following effects and features on thaults obtained in the present study for wide films with the

-V characteristics were observed. analogous results for narrow chanriéiglicates that the phe-
nomenon of enhancement of superconductivity by a micro-
ENHANCEMENT OF SUPERCONDUCTIVITY wave field displays the same regularities in the two cases.

Figure 1 shows families of 1-V characteristics for the
sample Sn-W4 =42 pum, =92 ygm, d=120 nm, T,
=3.795 K, resistance R= 0.14 () in the normal state at It is seen in Fig. 1 that the behavior of the |-V charac-
T=T,) at various power levels of the irradiation &9.3  teristic depends on the irradiation power. 1-V characteristics
GHz. For the first I-V characteristic the irradiation poviRer 1—4 exhibit a clear structure of linear segments with dynamic
is zero, and the others are numbered in order of increasingsistance®y,=nRy; (Ry; is the dynamic resistance of the
power. The initial resistive parts of the first two |-V charac- first dc PSL), separated by voltage jumps analogous to that
teristics are shown in Fig. 1b. It is seen that under irradiatiorwhich is observed in narrow channels containing phase-slip
there is an increase in both the critical current for the onset ofentergdc PSCs* As in Ref. 1, we attribute this structure of
flux creep,l., and in the depairing critical curremﬁp, at jumps on the |-V characteristics to the formation of dc
which the first phase-slip line due to the direct currédid  PSLs—two-dimensional analogs of the dc PSCs. The dy-
PSL) appears. namic resistance of the first dc PSL, likg, for dc PSCs, is

It has been established that the supercurrent enhancdetermined by the penetration depthof a longitudinal elec-
ment effect increases with increasing irradiation frequencytric field into the superconductor and the normal resistance
and the region of power levels in whid¢h(P) is higher than R, of the film. For the sample Sn-W4 it has a valRg,

I.(0) becomes larger as webee Fig. 2a =0.023Q) and, hencdg=IRy1/2R,,= 7.6 um. This value of

It should also be noted that in wide films the temperaturd ¢ is in good agreement with the value lgf which we ob-
region in which the superconductivity enhancement effectained previously for dc PSCs in narrow tin chanfgise-
exists increases with increasing irradiation frequency, whilgpared by the same technology that was used to make the
the maximum value of the relative increase in the criticalwide films studied here.

PHASE-SLIP LINES DUE TO THE dc CURRENT

1063-777X/2001/27(8)/3/$20.00 686 © 2001 American Institute of Physics
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FIG. 2. Dependence of the relative increase of the critical current

FIG. 1. Family of current—voltage characteristics of the film sample Sn-W4I <(P)/1c(0) on the microwave ir_radiation P.OW‘?”PC atT=3.744 K(_a)
at different levels of the external irradiation power Bt 3.751 K andf and the dependence of the maximum relative increment of the critical cur-

=9.3 GHz(a); fragments of the |-V characteristidsand 2 (b). The inter- rent A|E”a"(P)nC(o)=[|?a’ip)—|.C(o)']/|.c(o) on the' temperature of the
cepts of the dashed lines from |-V characteristiegl on the current axis sample(Sn-W4 (b) for different irradiation frequencies[GHz]: 9.3 (W),

) — 12.9 ©), 15.2 (A) [1.(0) is the critical current of the film &=0; P, is
determine the so-called cutoff currents(Ref. 4. the minimum power of the electromagnetic radiation at wHigt?) =0].

The inset shows the dependence of the depairing culrgémn the tempera-
ture of the sample.

Analysis of the stepped I1-V characteristics in Fig. 1
leads us to the following conjecture as to the mechanism of
formation of the PSLs. When the transport current reachepoints of the dc PSL the order parameter oscillates in phase
the valuel. at which the edge barrier is suppressed, theat the Josephson frequency, at certain points in time vanish-
intrinsic magnetic flux vortices begin to enter the film anding simultaneously along the whole line. A quasinormal re-
creep toward the center. This process corresponds to the nogion is formed across the film and acts as a source of non-
linear region on the |-V characteristic foy<I <|gp. When  equilibrium quasiparticles. Precisely this scenario of events,
the current reaches the depairing val@%it become distrib- based on a numerical solution of the Ginzburg—Landau
uted uniformly over the width of the film, as is evidenced by equations, was discussed in Ref. 5. Upon further increase in
the temperature dependence of the depairing cufseet the the current new PSLs arise, just as in the case of new PSCs
inset in Fig. 2& This corresponds to the critical state of the in narrow channels. Here the 1-V characteristics do not show
film, which from the standpoint of the current distribution is any signs of the creep or flow of magnetic flux. The question
no different from the state of a narrow channel at a currenbf why a sample with PSLs is able to pass a significantly
equal to the critical. Here the role of the vortices ends. It is ahigher current than the value bf at which flux creep starts
this juncture that the formation of the dc PSL occurs in thein the initial stage of the process remains an open question,
sample. A dc PSL appears across the sample, and at all of thiest as the analogous question does in a system with PSCs:
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why does the channel outside the PSCs withstand a currefarm of the 1-V characteristics approaches that correspond-

higher than the critical? ing to “ideal” flux flow. As the power is increased further the
sample passes into the critical state, but now it is an rf one.
PHASE-SLIP LINES DUE TO THE ac CURRENT An ac PSL arises with a dynamic resistariteless than the

normal resistanc®,, (see |-V characteristicg and 10).
The authors thank T. V. Salenkova for preparing the
films.

The 1-V characteristics of the tin film sample Sn-wW4
measured at high levels of irradiation poweurves5-11in
Fig. D have a completely different qualitative form than at
low power levels(curvesl1-4). It is seen that 1-V curve9
anc_i 10 have a common |_n|t|al_ Ilnear segm_ent, the Iength ofa>E_ma”: dmitriev@ilt.kharkov.ua
which decreases as the irradiation power increases, while its
differential resistanc® remains constant. In a narrow chan-
nel this is explained by the onset of rf PSEk the wide
film this is evidence of the formation of rf ac PSLs. Singe V. G. \olotskaya, I. M. Dmitrenko, L. E. Musienko, and A. G. Sivakov,
is a function of frequency, at high frequenciggf)>1(0) Fiz. Nizk. Temp.7, 383 (1981 [Sov. J. Low Temp. Phyg., 188(1981].
(Ref. 4). The dynamic resistandof the ac PSL, as in the dc °G. M. Biashberg, JETP Letd1, 114(1970.

s y . o V. M. Dmitriev and E. V. Khristenko, Fiz. Nizk. Temg, 821(1978 [Sov.
case, depends ol(f). For the wide tin film Sn-W4 the ;3 |ow Temp. Physs, 387(1978].
resistanceRr of the common linear segment of |-V curv@s  “V. M. Dmitriev, I. V. Zolochevskii, and E. V. Khristenko, Fiz. Nizk. Temp.
and 10 is equal to 0.08@). On |-V curves5-8 the depin- 517'\/\2/2;(200]5 E_'-O}z" Temp-JPI*_WSZ;v 165(520]3]-289 1601
ning action of the microwave irradiation has a noticeable ~ eber and L. Kramer, J. Low Temp. Phyi, 289 (1991)
effect, causing an appreciable decrease in the creep, and tie@nslated by Steve Torstveit
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