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We analyze the interplay between charge ordering, magnetic ordering, and the tendency toward
phase separation and its importance for the physics of manganites. A simple model of
charge ordering is considered. It takes into account both the Coulomb repulsion at neighboring
sites responsible for charge ordering and the essential magnetic interactions. It is shown
explicitly that at any deviation from half-filling (nÞ1/2) the system is unstable with respect to
phase separation into charge-ordered regions withn51/2 and metallic regions with
smaller electron or hole density. A possible structure of this phase-separated state~metallic
droplets in a charge-ordered matrix! is discussed. We construct the phase diagram reproducing the
main features observed in real manganites. Based on the same physical picture, we also
derive explicit expressions for the dc conductivity and noise power in the phase-separated state.
It is shown that the noise spectrum has a nearly 1/f form in the low-frequency range.
© 2001 American Institute of Physics.@DOI: 10.1063/1.1399195#
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1. INTRODUCTION

The problem of charge ordering in magnetic oxides h
attracted the attention of theorists since the discovery of
Verwey transition in magnetite at the end of thirties1. Re-
cently this problem has been reexamined in a numbe
papers in connection with the colossal magnetoresistanc
manganites; see, e.g., Refs. 2–4. The mechanisms stabil
the charge-ordered~CO! state may be different: the Coulom
repulsion of charge carriers or the electron–lattice interac
leading to the effective repulsion of electrons at the near
neighbor sites. In all cases, charge ordering can arise in
tems with mixed valence if the electron bandwidth is su
ciently small-large electron kinetic energy stabilizes t
homogeneous metallic state. In the simplest bipartite latt
the class which includes the colossal-magnetoresista
manganites of the type R12xAxMnO3 ~R5La, Pr; A5Ca, Sr!
or layered manganites R22xAxMnO4, R222xA112xMn2O7,
the optimum conditions for the formation of the CO sta
exist for dopingx51/2. At this value ofx the concentrations
of Mn31 and Mn41 are equal, and a simple checkerboa
arrangement is possible. The most remarkable experime
fact here is that even atxÞ1/2 ~in the underdoped mangan
ites, x,1/2! only the simplest version of charge ordering
experimentally observed, with an alternating checkerbo
structure of occupied and empty sites in the basal plane5

Then the natural question arises: how could we redist
ute the extra or missing electrons in the case of arbitr
doping level, keeping the superstructure the same as fx
6011063-777X/2001/27(8)/8/$20.00
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51/2? To answer this question, the experimentalists in
duced the concept of an incipient charge-ordered state co
sponding to the distortion of long-range charge ordering
microscopic metallic clusters.6 In fact, the existence of such
a state implies a kind of phase separation. Note that
phase separation scenario in manganites is very pop
now.7–10 Nowadays, there is a growing evidence suggest
that an interplay between the charge ordering and the
dency toward phase separation plays an essential role in
physics of materials with colossal magnetoresistance.

In this paper we consider a simple model which allo
us to clarify the situation at arbitrary doping. We include
this model both the Coulomb repulsion of electrons
neighboring sites and the magnetic interactions respons
for the spin ordering of manganites. After demonstrating
instability of the system toward phase separation in cer
ranges of doping, we consider the simplest form of the ph
separation-the formation of metallic droplets in an insulat
matrix, and we estimate the parameters of such droplets
construct the phase diagram illustrating the interplay
tween charge ordering, magnetic ordering, and phase sep
tion.

Based on this model, we also calculate the conductiv
and noise spectral power of the system in the pha
separated state, taking into account the electron jumps f
one droplet to another. The concentration range not too c
to the percolation transition to the metallic state is cons
ered. The relation of these results to the giant 1/f noise ob-
served in the phase-separated manganites11 is discussed.
© 2001 American Institute of Physics
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2. A SIMPLE MODEL FOR CHARGE ORDERING

Let us consider a simple lattice model for charge ord
ing:

Ĥ52t(
^ i , j &

ci
1cj1V(

^ i , j &
ninj2m(

i
ni , ~1!

where t is the hopping integral,V is the nearest-neighbo
Coulomb interaction~similar nn repulsion can be also ob
tained via interaction with breathing-type optical phonon!;
m is the chemical potential, andci

1 andcj are one-electron
creation and annihilation operators,ni5ci

1ci . The symbol
^i,j& denotes the summation over the nearest-neighbor s
Here, for simplicity, we omit the spin indices. We also a
sume the absence of double occupancy in this model du
the strong on-site repulsion between electrons.

Models of the type~1! with the nn repulsion being re-
sponsible for the charge ordering are the most popular o
for describing this phenomenon; see, e.g., Refs. 2, 4, 12
and references therein. Hamiltonian~1! captures the main
physical effects; if necessary, one can add to it some e
terms, which we will also do below.

In the main part of our paper we will always speak abo
electrons. However, in application to real manganites we
mostly have in mind less-than-half-doped~underdoped! sys-
tems of the type R12xAxMnO3 with x,1/2. Thus, for a real
system one has to substituteholesfor our electrons. All the
theoretical treatment definitely remains the same~from the
very beginning we could define operatorsc andc1 in ~1! as
the operators for holes!; we hope that it will not lead to any
misunderstanding.

We consider below the simplest case of square~2D! or
cubic ~3D! lattices, where forx51/2 the simple two-
sublattice ordering would take place. As mentioned in
Introduction, this is the case in layered manganites, whe
the ordering in 3D perovskite manganites is like this only
the basal plane, the ordering being ‘‘in-phase’’ in thec direc-
tion. To account for this behavior, apparently a more com
cated model would be necessary.

For the casen51/2, model ~1! has been analyzed i
many papers; we follow the treatment of Ref. 12~see also
Ref. 10!. As mentioned above, the Coulomb repulsion@the
second term in~1!# stabilizes the charge ordering in the for
of a checkerboard arrangement of occupied and empty s
whereas the first term~band energy! opposes this tendency
At arbitrary values of electron densityn, we shall at first
consider a homogeneous CO solution and use the same
satz as in Ref. 12, namely

ni5n@11~21! it#. ~2!

Such an expression implies doubling of the lattice pe
odicity, with local densitiesn15n(11t) and n25n(12t)
at neighboring sites. Note that atn51/2 for a general form of
electron dispersion without nesting, the CO state exists o
at sufficiently strong repulsionV.2t.12 For finite values of
V/2t the order parametert,1, and the ordering in general i
not complete, i.e., the average electron densitiesni differ
from zero or one even atT50.

We use the same coupled Green function approach a
Ref. 12, which leads to the following spectrum:
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E1m5Vnz6A~Vntz!21tk
25Vnz6vk . ~3!

The spectrum defined by~3! resembles the spectrum of
superconductor, and hence the first term under the sq
root is analogous to the square of the superconducting
In other words, we can introduce the charge-ordering gap
the formulaD5Vntz. It depends upon density not only ex
plicitly, but also via the density dependence oft.

Hence, we get

vk5AD21tk
2. ~4!

Note that there is one substantial difference between
spectrum of the charge ordered state~4! and superconducting
state, namely, here fornÞ1/2 the chemical potential does no
appear under the square root in~4!, in contrast to the spec
trum of a superconductor, wherevk5@(tk2m)21D2#1/2.
Thus, the problem of the uniform CO state is reduced t
self-consistent determination of the gapD and chemical po-
tential m as functions of charge densityn and temperature:

2n5E d3k

VBZ
@ f F~«k2!1 f F~«k1!#,

15
Vz

2 E d3k

VBZ

1

vk
@ f F~«k2!2 f F~«k1!#, ~5!

where f F(«k6)51/(exp$«k6 /T%11) are the Fermi distribu-
tion functions, andVBZ is the volume of the first Brillouin
zone. The first equation in~5! determines the chemical po
tential and the second one gives the gapD. For low tempera-
tures T→0 and n<1/2 it is reasonable to assume thatm
2Vnz is negative. Hencef F(vk2m1Vnz)50, and f F

(2vk2m1Vnz)5u(2vk2m1Vnz) is the step function.
It is easy to see that forn51/2 the system of equation

~5! yields identical results for all2D<m2Vnz<D. From
this point of view,n51/2 is a point of indifferent equilib-
rium. For infinitely small deviations fromn51/2, that is, for
densitiesn51/220, the chemical potential should be define
as m52D1Vz/25Vz/2(12t). If we consider the strong-
coupling caseV@2t and assume a constant density of sta
inside the band, then for a simple cubic lattice we ha
t512(2W2/3V2z2), and hence

m5
W2

3Vz
, ~6!

where W52zt is the bandwidth. Note that for densityn
51/2 a charge-ordering gapD appears for an arbitrary inter
action strengthV. This is due to the existence of nesting
our simple model. In the weak coupling caseV!2t and with
perfect nesting, we haveD;W exp$2W/Vz%, andt is expo-
nentially small. ForzV@W or, accordingly, forV@2t: D
'Vz/2 andt→1. As mentioned above, for a general form
electron dispersion without nesting, charge ordering ex
only if the interaction strengthV exceeds a certain critica
value of the order of the bandwidthW.12 Further on, we
restrict ourselves only to the physically more instructive ca
of strong couplingV@2t.

Now let us consider the casen51/22d, whered!1 is
a deviation of the density fromn51/2. For this casem
5m(d,t), and we have two coupled equations form andt.
As a result,
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m~d!'Vnz~12t!2
4W2

Vz
d2'

W2

3Vz
1

4W2

3Vz
d1O~d2!.

~7!

Correspondingly, the energy of a charge-ordered state i
follows:

ECO~d!5ECO~0!2
W2

3Vz
d2

2W2

3Vz
d21O~d3!, ~8!

whereECO(0)52W2/6Vz is the energy of charge order fo
density n precisely equal to 1/2 anduECO(0)u!W. At the
same time, the charge-ordering gapD is given by:

D'
Vz

2 F122d2
2W2

3V2z2
~114d!G . ~9!

For n.1/2 the energy of the charge-ordered state st
to increase rapidly due to the large contribution from t
Coulomb repulsion~the upper Verwey band is partially fille
for n.1/2!. Contrary to the casen,1/2, for n.1/2 each
extra electron put into the checkerboard CO state will nec
sarily have occupied nearest-neighbor sites, increa
the total energy byVzudu. As a result, we have forudu5n
21/2.0

ECO~d!5ECO~0!1S Vz2
W2

3VzD udu2
2W2

3Vz
d21O~d3!.

~10!

Accordingly, the chemical potential has the form

m~d!5Vz2
W2

3Vz
2

4W2

3Vz
udu1O~d2!. ~11!

It undergoes a jump equal toVz for t→1. Note that the gap
D is symmetric forn.1/2 and is given by

D'
Vz

2 F122udu2
2W2

3V2z2
~114udu!G .

We could make the whole picture symmetric with respec
n51/2 by shifting all the one-electron energy levels and
chemical potential byVz/2, i.e., definingm85m2Vz/2. In
terms ofm8, relations~7!, and~11! can be written as:

m852
Vz

2
1

W2

3Vz
1

4W2

3Vz
d, n,

1

2
;

m85
Vz

2
2

W2

3Vz
2

4W2

3Vz
udu, n.

1

2
.

Similar to the situation in semiconductors, herem850
precisely at the pointn51/2, i.e., the chemical potential lie
in the middle of the band gap~see Fig. 1!. At densitiesn
51/220, the chemical potentialm852Vz/2 coincides with
the upper edge of the filled Verwey band.

3. PHASE SEPARATION

Let us now check the stability of the charge-order
state. At densities close ton51/2, the dependence of th
energy on charge density will have the form illustrated
Fig. 2.

This figure is clearly indicative of possible instability o
the charge-ordered state. Indeed, the most remarkable im
as

ts

s-
g

o
e

li-

cation of~7!–~11! is that the compressibilityk of the homo-
geneous charge-ordered system is negative for densities
ferent from 1/2,

1

k
}

dm

dn
5

dm

dd
5

d2E

dd2 52
4W2

3Vz
,0, ~12!

where d51/22n. This is a manifestation of the tendenc
toward phase separation characteristic of the charge-ord
system withdÞ0. The presence of a kink inECO(d) @cf.
Eqs. ~8!, ~10!# implies that one of the states into which th
system might separate would correspond to the checkerb
CO state withn51/2, whereas the other would have a ce
tain densityn8 smaller or larger than 1/2. This conclusio
resembles that of Ref. 3~see also Refs. 9 and 15!, although
the detailed physical mechanism is different. The possibi
of phase separation in the model~1! away from half-filling
was also reported earlier13 for the infinite-dimensional case
Below we concentrate our attention on the situation w
n,1/2 ~underdoped manganites!; the casen.1/2 apparently
has certain special properties—the existence of stripe ph
etc.,16 the detailed origin of which is not yet clear.

FIG. 1. Band structure of the model~1! at n51/2. The lower Verwey band
is completely filled. The upper Verwey band is empty. The chemical pot
tial m850 lies in the middle of the band gap of width 2D.

FIG. 2. Energy of the charge-ordered state versus charge densit
n→1/2.
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It is easy to understand the physics of phase separa
in our case. As follows from~9!, the CO gap decreases lin
early with the deviation from half-filling. Correspondingl
the energy of the homogeneous CO state increases rap
and it is more favorable to ‘‘extract’’ extra holes from the C
state, putting them into one part of the sample, while crea
the ‘‘pure’’ checkerboard CO state in the other part of it. T
energy cost of such a redistribution of holes is overcomp
sated by the energy benefit provided by the better cha
ordering.

The long-range Coulomb forces would, however, p
vent the full phase separation into large regions contain
all the extra holes and the puren51/2 charge-ordered re
gion. This energy cost can be avoided by forming finite m
tallic clusters with a smaller number of electrons instead
one big metallic phase with many electrons. The limiti
case would be a set of spherical droplets, each contai
one electron. This state is similar to magnetic polarons~‘‘fer-
rons’’! considered in the problem of phase separation
doped magnetic insulators.7,15,10

We present below an estimation of the characteristic
rameters of these droplets. The main aim of this treatmen
to demonstrate that the state constructed in such a way
have lower energy than the homogeneous state, even i
treat these droplets rather crudely and do not optimize
their properties. In particular, we will make the simplest a
sumption that the droplets have sharp boundaries and tha
charge-ordered state outside these droplets is not modifie
their vicinity. This state can be treated as a variational one
we optimize the structure of the droplet boundary, its ene
would only decrease.

The energy~per unit volume! of the droplet state with a
concentrationnd of the droplets can be written in total ana
ogy with the ferron energy in the double-exchange mo
~see Refs. 10 and 15!. This yields

Edroplet52tndS z2
p2a2

R2 D2
W2

6VzF12nd

4

3
pS R

a D 3G .
~13!

Herea is the lattice constant andR is the droplet radius. The
first term in~13! corresponds to the kinetic energy benefit
electron delocalization inside the metallic droplets, and
second term describes the charge ordering energy in the
maining insulating part of the sample.

Minimization of the energy in~13! with respect toR
gives

R

a
'S 2V

t D 1/5

. ~14!

The critical concentrationndc corresponds to the con
figuration where metallic droplets start to overlap, i.e., wh
the volume of the CO phase@the second term in~13!# tends
to zero. Hence,

ndc5
3

4p S a

RD 3

}S t

VD 3/5

. ~15!

Actually, one should include the surface energy con
bution to the total energy of the droplet. The surface ene
should be of the order ofW2R2/V. For large droplets, this
contribution is small compared to the term}R3 in ~13!; it
on
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would also be reduced for a ‘‘soft’’ droplet boundary. It
easy to show that even in the worst case of a small dro
~of the order of several lattice constants! with a sharp bound-
ary, R/a acquires a factor 120.2(t/2V)1/5 related to the sur-
face contribution. Thus the corrections related to the surf
would not exceed about 20% of the bulk value. That is w
we will ignore this term below.

By comparing~8! with ~13!, we see that for deviations
from half-filling 0,d<dc51/22ndc , the energy of the
phase-separated state is always lower than the energy o
homogeneous charge-ordered state. Thus the energy
phase-separated state with droplets corresponds to g
minima of the energy for all 0,d<dc . This justifies our
conclusion about phase separation into a charge-ordered
with n51/2 and a metallic state with small spherical dro
lets.

Note also that forn.1/2 the compressibility of the
charge-ordered state is again negative, 1/k5d2E/dd2

524W2/3Vz,0, and has the same value as for the ca
n,1/2. As a result, it is again more favorable to create
phase-separated state for these densities. However, a
have said, the nature of the second phase withn.1/2 is not
quite clear at present, and we shall therefore not consider
case here.

4. AN EXTENDED MODEL

Now we can extend the model discussed in the previ
Sections by taking into account the essential magnetic in
actions. In manganites, besides the conduction electron
eg bands, there exist also practically localizedt2g electrons,
which we now include in our consideration. The correspon
ing Hamiltonian has the form

Ĥ52t (
^ i , j &,s

cis
1 cj s1V(

^ i , j &
ninj2JH(

i
Sisi

1J(
^ i , j &

SiSj2m(
i

ni . ~16!

In comparison to~1!, the additional terms here correspon
to the strong Hund-rule on-site couplingJH between the lo-
calized spinsS and the spins of conduction electronss, and
to the relatively weak Heisenberg antiferromagnetic~AFM!
exchangeJ between neighboring local spins. In real mang
nites, the AFM ordering of the CE type in the CO phase
determined not only by the exchange of localizedt2g elec-
trons but to a large extent by the charge- and orbitally
deredeg electrons themselves. For simplicity, we ignore th
factor here and assume that the superexchange interacti
the same both in the CO and in the metallic phases.

It is physically reasonable to consider this model in t
limit

JHS.V.W.JS2.

In the absence of the Coulomb term, this is exactly the c
ventional double-exchange model~see, e.g., Refs. 7 and 15!.
The large Hund’s term favors the metallicity in the syste
since the effective bandwidth in our problem depends up
the magnetic order. Therefore, the estimate for the crit
concentration here is different from~15!. As in Ref. 15 the
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metallic droplets will be ferromagnetic~FM! due to the
double exchange. The energy of this state has the form:

E52tndS z2
p2a2

R2 D2
W2

6VzF12
4

3
pS R

a D 3

ndG
1zJS2

4

3
pS R

a D 3

nd2zJS2F12
4

3
pS R

a D 3

ndG . ~17!

The last two terms in~17! describe, respectively, th
energy cost of the Heisenberg AFM exchange inside the
metallic droplets and the energy benefit from it in the AF
insulating part of the sample. Minimization with respect
the droplet radius@as in ~13!# yields:

R

a
}S t

V
1

JS2

t D 21/5

. ~18!

Note that for t/V!JS2/t, formula ~18! gives just the
same estimate for the radius of a FM metallic dropletR/a
;(t/JS2)1/5 as in Refs. 7 and 15.

In the opposite limit, whent/V@JS2/t, we recover the
same resultR/a;(V/t)1/5 as in~14!. Finally, the critical con-
centrationnc is estimated as follows

nc}S t

V
1

JS2

t D 3/5

. ~19!

As a result, taking into account also the tendency tow
phase separation at very small values ofn,7–10,15we come to
the following phase diagram for the extended model~cf. Ref.
10!:

1. At 0,n,(JS2/t)3/5 it corresponds to phase separ
tion into a FM metal embedded in an AFM insulating matr
To minimize the Coulomb energy, it may be again favora
to split this metallic region into droplets with an avera
radius given by~18! with t/V50, each droplet containing
one electron and kept apart from one another.

2. At (JS2/t)3/5,n,(t/V1JS2/t)3/5,1/2, the system is
a FM metal.

Of course, we need a window of parameters to sat
the inequality on the right-hand side. In actual mangan
wheret/V;1/2– 1/3 andJS2/t;0.1, these conditions uponn
are not necessarily satisfied. Experiments suggest that
window is present for La12xCaxMnO3, but it is definitely
absent for Pr12xCaxMnO3 ~Ref. 10!.

3. Finally, at (t/V1JS2/t)3/5,n,1/2, we have phase
separation in the form of FM metallic droplets inside
AFM charge-ordered matrix.

This phase diagram is in good qualitative agreem
with many available experimental results for re
manganites,17–20 in particular with the observation of smal
scale phase separation close to 0.5 doping.21 Note also that
our phase diagram has certain similarities with the ph
diagram obtained in Refs. 22 and 23 for the problem of sp
taneous ferromagnetism in doped excitonic insulators.

5. CONDUCTIVITY OF THE PHASE–SEPARATED STATE

Let us consider an insulating antiferromagnetic sam
of volume Vs in an electric fieldE. The total number of
magnetic polarons in the volume isN, and thus their spatia
density isn5N/Vs . As was mentioned before, the numb
of polarons is assumed to be equal to the number of ch
M

d

.
e

y
s

his

t
l

e
-

e

ge

carriers introduced by doping. Neglecting the conductivity
the insulating phase, we assume that charge carriers ar
cated only within the droplets. Charge transfer can thus oc
either due to the motion of droplets or due to electron tu
neling. The former mechanism is less effective because
the large effective mass of magnetic polarons and their p
sible pinning by crystal lattice defects. We therefore negl
the contribution of polaron motion.

A magnetic polaron in the ground state contains o
electron. As a result of a tunneling process, droplets w
more than one electron are created, and some droplets
come empty. If the energy of an empty dropletE(0) is taken
to be zero, the energy of a droplet with one electron can
estimated asE(1);t(a/R)2. This is essentially the kinetic
energy of an electron localized in a sphere of radiusR. In the
same way, the energy of two-electron magnetic pola
E(2);2E(1)1U, with U being the interaction energy o
the two electrons. In all these estimates, we have disrega
the surface energy, which is expected to be small~see the
previous Section!. Thus,E(2)1E(0).2E(1), and thecre-
ation of two-electron droplets is associated with an ene
barrier of the order ofA[E(2)22E(1);U. It is clear that
the interaction energyU of two electrons in one droplet is
determined mainly by the Coulomb repulsion of these el
trons, and henceA;e2/«a, where« is the static dielectric
constant, which in real manganites can be rather large«
;20). We assume below that the mean distance between
droplets isn21/3@R ~the droplets do not overlap!. ThenA is
larger than the average Coulomb energye2n1/3/«. Since the
characteristic value of the droplet radiusR is of the order of
10 Å, we haveA/kB;1000 K, andA.kBT in the case under
study. In the following, we assume that the temperature
low, A@kBT, and we do not consider the possibility of th
formation of droplets with three or more electrons.

Let us denote the numbers of single-electron, tw
electron, and empty droplets asN1 , N2 , and N3 , respec-
tively. According to our model,N25N3 , N112N25N, and
N is constant. Before turning to the conductivity, we evalu
the thermal averages ofN1 andN2 . To this end, we note tha
the numberpN

m of possible states withm two-electron drop-
lets andm empty droplets is equal toCN

mCN2m
m , whereCN

m

are the binomial coefficients. Since the created pairs of dr
lets are independent, we write the partition function in t
form

Z5 (
m50

N/2

PN
m exp~2mb!, b5A/kBT. ~20!

Approximating the sum by an integral and using Stirling
formula for the factorials, we get

Z5E
0

N/2

dmexpF2mb2N lnS 12
2m

N D
12m lnS N

m
22D G .

CalculatingZ in the saddle-point approximation, and subs
quently evaluating the statistical average ofN2 in the same
way, i.e.,
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N̄25Z21 (
m50

N/2

mPN
m exp~2mb!52

]

]b
ln Z, ~21!

we easily obtain

N̄25N exp~2A/2kBT!,

N̄25N22N̄25N@122 exp~2A/2kBT!#. ~22!

Within the framework of the proposed model, the ele
tron tunneling occurs via one of the following four process
illustrated in Fig. 3:

~i! In the initial state we have two droplets in the grou
state, and after tunneling in the final state we have an em
droplet and a droplet with two electrons;

~ii ! an empty droplet and a two-electron droplet in t
initial state transform into two droplets in the ground sta
~two droplets with one electron!;

~iii ! a two-electron droplet and a single-electron drop
exchange their positions by transferring an electron from
droplet to the other;

~iv! an empty droplet and a single-electron droplet e
change their positions by transferring an electron from o
droplet to the other.

In the linear regime, all these processes contribute to
current densityj independently,j 5 j 11 j 21 j 31 j 4 . The con-
tributions of the first two processes are

j 1,25en1,2K (
i

v1,2
i L , ~23!

wheren1,25N1,2/Vs are the densities of the single- and tw
electron droplets, and̂...& stands for statistical and time av
erages. Factorsn1,2 correspond to electron tunneling from
single-electron droplet~process~i!! or two-electron~ii ! drop-
let. The summation in~23! is performed over all of the mag
netic polarons on which the electron can tunnel—o
electron droplets for process~i! and empty droplets for
process~ii !. Finally, the components of the average electr
velocity ^v1,2

i & along the direction of the electric field ar
obviously found as:24

K (
i

v1,2
i L 5K (

i

r i cosu i

t1,2~r i ,u i !L , ~24!

where r i and u i are the electron tunneling length~the dis-
tance between the droplets! and the angle between the ele
tric field and the direction of motion, respectively, an

FIG. 3. Elementary tunneling processes.
-
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t1,2(r
i ,u i) are characteristic times associated with the tunn

ing processes. The relation betweent1(r ,u) andt2(r ,u) can
be found from the following considerations. Near equili
rium, the number of two-electron droplets excited per u
time is equal to the number of decaying two-electron dro
lets. We thus have the detailed-balance relation,

N̄1
2

t1~r ,u!
5

N̄2
2

t2~r ,u!
, ~25!

where we have taken into account that the probability
formation of a two-electron droplet is proportional to th
total numberN1 of single-electron states multiplied by th
number of available hopping destinations, which also equ
N1 . Similarly, the probability of decay of a two-electro
droplet is proportional toN2N35N2

2. Relation~25! implies
that t2(r ,u)5t1(r ,u)exp(2A/kB T). Then we can write the
conventional expression for the tunneling times24 in the form

t1,2~r ,u!5v0
21 expS r

l
6

A

2kBT
2

eEr cosu

kBT D , ~26!

where l and v0 are the characteristic tunneling length a
magnon frequency, and we have taken into account the c
tribution of the external electric field to the tunneling pro
ability.

To perform the averaging, we assume that the center
the magnetic polarons are randomly positioned in space,
the average distancen21/3 between them is much larger tha
the droplet radiusR. Both assumptions seem to be perfec
justified far below the percolation threshold. Then the av
aged sum in~23! is essentially the space average ofv i , mul-
tiplied by the number of droplets available for hopping~N1

for process~i! and N2 for process~ii !!. Expanding in the
small parametereEl/kBT!1, we obtain

K (
i

v1,2
i L 5

eEv0

kBT
N1,2e

2A/2kBT^r 2 cos2 ue2r / l&V ,

^...&V5Vs
21E ...d3r . ~27!

In ~27! the electric field is outside the averaging. Rigo
ously speaking, this means that the characteristic hopp
lengthl is larger than the interdroplet distancen21/3, and our
approach is valid only when the droplet concentration is
too small. Substituting~27! into ~23! and performing the in-
tegration, we find

j 1,25
32pe2Ev0l 5n1,2

2

kBT
exp~7A/2kBT!. ~28!

In processes~iii ! and~iv! the free energy of the system
not changed after the tunneling, and we write the charac
istic times as:

t3,4~r ,u!5v0
21 exp~r / l 2eEr cosu/kBT!. ~29!

The contribution of these two processes to the curren
calculated similarly to that of~i! and~ii !. For process~iii ! the
number of magnetic polarons from which the electron m
tunnel isN2 , whereas the number of accepting droplets
N1 . In the same way, for process~iv! these numbers areN1

and N35N2 , respectively. Consequently, the factorsn1,2
2 in

~28! are replaced byn1n2 ,
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j 3,45
32pe2Ev0l 5n1n2

kBT
. ~30!

From ~28! and ~30! we now obtain the dc conductivity
s5 j /E,

s5
32pe2v0l 5

kT
@2n1n21n1

2e2A/2kBT1n2
2eA/2kBT#. ~31!

In this Section, we are only interested in the avera
conductivity; fluctuations give rise to noise and are cons
ered in Sec. 6. Using~22!, we find that all the four processe
illustrated in Fig. 3 give identical contributions to the co
ductivity; for A@kBT the average conductivity~for which
we retain the notations! reads

s5
128pe2n2v0l 5

kBT
exp~2A/2kBT!. ~32!

We see that the conductivity increases with tempera
ass(T)}T21 exp(2A/2kB T), which is typical for tunneling
systems~see, e.g., Ref. 24!.

6. 1Õf NOISE POWER

Recently, Podzorovet al.11 reported the observation of
giant 1/f noise in perovskite manganites in the pha
separated regime. Generally, systems with distributed h
ping lengths are standard objects which exhibit 1/f noise~for
review, see Refs. 25 and 26!. The purpose of this Section i
to study low-frequency noise within the framework of th
model used to calculate the conductivity in Sec. 5 and
show that it indeed has a 1/f form.

Starting from Ohm’s lawU5IL /sS ~whereL andS are
the sample length and cross section, respectively! and assum-
ing that the measuring circuit is stabilized (I 5const), we can
express the voltage noise at the frequencyv, which we de-
note ^dU2&v , in the following way:

^dU2&v5Udc
2 ^ds2&v

s2 , ~33!

whereUdc is the time-averaged voltage, and^ds2&v is the
spectrum of conductivity fluctuations.

If we disregard possible fluctuations of the temperat
in the system, the only sources of fluctuations in our mo
are those of the occupation numbern1 and n2 . Using the
conservation lawn112n25n, we find from~31!:

ds5s
dn2

n2
@122 exp~2A/2kBT!#. ~34!

Now we need to find the fluctuation spectrum^dn2
2&v .

Taking into account that two-electron droplets decay via p
cess~ii !, we can write the relaxation equation in the usu
form27

dṅ252
dn2

t~r !
, t~r !5v0

21 exp~r / l 2A/2kBT!, ~35!

where we have neglected the effect of the electric field. T
fluctuation spectrum then reads27
e
-

re

-
p-

o

e
l

-
l

e

^dn2
2&v5^dn2

2&TK (
i

2t~r i !

11v2t2~r i !L
58pn̄2^dn2

2&TE
0

` t~r !

11v2t2~r !
r 2dr, ~36!

where^dn2
2&T is the thermal average of the variation ofn2 ,

and the summation is performed over the ‘‘empty drople
two-electron droplet’’ pairs, withr i being the distance be
tween the sites in a pair.

We are interested below in the frequency range

ṽ0 exp~2Ls / l !!v!ṽ0 ,

ṽ0[v0 exp~A/2kBT!, ~37!

where Ls is the smallest of the sample sizes. In this ca
with logarithmic accuracy we obtain forA@kBT

^dU2&v5Udc
2 ^dn2

2&T

n̄2

4p2l 3

v
ln2S ṽ0

v D . ~38!

Thus, in a wide range of sufficiently low frequencies~37! the
noise power spectrum for our system has almost 1/f form.

The variation^dn2
2&T5Vs

22(N̄2
22N̄2

2) is easily found in
the same way as in~22!,

^dn2
2&T5

n̄2

2Vs
. ~39!

Combining this with~38!, we write the final expression fo
the spectral density of noise forA@kBT in the form

a5
^dU2&vVsv

Udc
2 52p2l 3 ln2S ṽ0

v D . ~40!

It is remarkable that the noise spectrum in our model
a 1/f form down to very low frequencies. This is due to th
fluctuations in the occupation numbers of droplets, ass
ated with the creation and annihilation of extra electron–h
pairs. This mechanism of 1/f noise is specific to our mode
and is not present in standard hopping conduction.28

Let us estimate the numerical value of the parametea,
which is the standard measure of the strength of 1/f noise.
This parameter is proportional to the third power ofl. Simple
estimates reveal that, in general,l is of the order of or higher
than R. Assuming again that the excitation energy is of t
order of the Coulomb energyA;e2/R«, takingv0 to be of
the order of the Fermi energy inside the droplets~which
means\v0;300 K for n,nc!, and estimating the tunneling
length l as beingl>2R;20 Å, we arrive to the conclusion
that the parametera is of the ordera'10217210216cm3 for
T,A/kB and v;1 Hz– 1 MHz. This value ofa is several
orders of magnitude higher than in ordinary semiconduct
materials~see Refs. 25 and 26!. Such a large magnitude o
the noise can be attributed to the relatively low height of
potential barrierA and to the relatively large tunneling lengt
l. Formally, it is also related to the large value of the log
rithm squared in~40!.

7. CONCLUSIONS

Summarizing, we have shown that the narrow-band s
tem, which has the checkerboard charge ordering atn51/2
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~corresponding to the dopingx50.5! is unstable toward
phase separation away from half-filling (nÞ1/2). It sepa-
rates into regions with the ideal charge ordering (n51/2)
and other regions in which extra electrons or holes
trapped. The simplest form of these metallic regions could
spherical metallic droplets embedded in the charge-orde
insulating matrix. Simple considerations have allowed us
estimate the size of these droplets and the critical concen
tion, or dopingxc51/22dc , at which the metallic phase
would occupy the whole sample and the CO phase wo
disappear. Taking the magnetic interactions into account d
not change these conclusions but somewhat modifies
characteristic parameters of the metallic droplets.

The long-range Coulomb interaction may also mod
the results, but we do not expect any qualitative changes.
realistic values of the parameters, the size of metallic dr
lets is still microscopic~about 10–20 Å!, and the excess
charge in them will be rather small.

The picture obtained corresponds rather well to
known properties of 3D and layered manganites at clos
~less than! half doping,x<1/2. Our treatment is also appl
cable to other systems with charge ordering, such
cobaltites29 and nickelates.30 It would be interesting to study
them for charge carrier concentrations different from
commensurate ‘‘checkerboard’’ one.

A number of important problems still remain unsolve
~the origin of the ‘‘in-phase’’ ordering in perovskite mang
nites in thec direction, the detailed description of inhomo
geneous states in the overdoped regimex.1/2, the behavior
at finite temperature!. Nevertheless, in spite of the simplifi
cations made, our model seems to capture the essential p
ics underlying the interplay between phase separation
charge ordering in transition-metal oxides.

Even in our oversimplified model we get reasonable
havior of resistivity for underdoped manganites. Moreov
we have shown that 1/f noise appears in the framework o
our model in a natural way. The phase separation ensur
large magnitude of the noise power as compared with ho
geneous materials. Of course, a more sophisticated th
should include both the ferromagnetic structure of the dr
let and the antiferromagnetic structure of the insulating m
trix. This can lead us to a physics resembling that obser
in the process of spin-assisted tunneling, which attrac
considerable interest nowadays~see, e.g., Ref. 31!.

The work was supported by INTAS~grants 97-0963 and
97-11954!, the Russian Foundation for Basic Resea
~projects 00-02-16255 and 00-15-96570!, and by the
Russian-Dutch Program for Scientific Cooperatio
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Magnetic flux trapping and frozen magnetoresistance in bismuth-containing
high-temperature superconducting films
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Hall-probe and magnetoresistance studies of trapped magnetic fields are carried out on Bi-
containing high-Tc superconducting films obtained by magnetron sputtering. It is shown that the
trapped magnetic fields are alternating in sign in the plane of the film on a characteristic
scale of less than 50mm. The temperature dependence of the frozen magnetoresistance and trapped
magnetic fields is investigated. It is found that heating the films causes the trapped magnetic
fields and frozen magnetoresistance to decrease to zero at a temperature substantially lower than
the temperature at which the magnetoresistance vanishes, and for trapping after cooling in
zero field a maximum appears on the curve of the trapped magnetic fields versus the trapping
temperature. The experimental data are discussed and compared with the results of
calculations in the model of superconducting loops, making it possible to determine the form and
parameters of the distribution function of the loops over critical fields and the temperature
dependence of the critical fields. ©2001 American Institute of Physics.
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INTRODUCTION

In the study of the hysteretic magnetic properties
granulated high-Tc superconductors~HTSCs!, which are
Josephson media with a large dispersion of the paramete
the weak links,1 measurements of the trapped magnetic fie
~TMFs! by means of Josephson interferometers and H
probes are widely used.2–4

However, in the region of the superconducting transit
these granulated HTSCs contain not only superconduc
regions but also normal regions and a normal simply c
nected cluster, as a consequence of which the magnetic fi
trapped in the superconducting regions, being closed thro
the normal regions of the sample, should be of alterna
sign in this plane and cannot be observed by the usual m
ods. At the same time, these sign-varying trapped magn
fields, by destroying the superconductivity of the weak lin
of the percolation channels, must give rise to an additio
resistance.

Therefore, investigation of the magnetoresistance du
the trapped magnetic fields, or frozen magnetoresistanc
phenomenon which is well known to experimenters,5 is an
efficient method of obtaining information about the trapp
magnetic fields in the region of the superconducting tran
tion in granulated HTSCs and in microscopically inhomog
neous HTSC samples with an extended superconduc
transition.

In this study we have used Hall probes and measu
ments of the frozen magnetoresistance to investigate the
tures of the magnetic flux trapping in Bi-HTSC films o
tained by magnetron sputtering, and here we discuss
experimental data in the framework of various trapping m
6091063-777X/2001/27(8)/4/$20.00
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els and compare them with the results of calculations in
superconducting loops~rings! model.6,7

EXPERIMENT

Measurements were made on Bi-HTSC films 3mm
thick, obtained by magnetron sputtering of a ceramic tar
of nominal composition Bi2Sr2Ca2Cu3O102y on Polikor
(Al2O3) substrates with a subsequent brief~3–5 min! anneal-
ing in air atT5820– 860 °C.

The resistive superconducting transition in the result
films begins at a temperatureTc0583 K, which attests to the
presence of an appreciable fraction of the 2-2-1-2 phas
them.

Measurements of the trapped magnetic fields in th
films by means of Hall probes with dimensions of the wor
ing region 0.1530.45 mm on an apparatus with a sensitivi
of 0.1 Oe showed that the trapped fields averaged over
area of the probe~i.e., the measured values! were less than
0.1 Oe in the temperature interval 4–80 K for inducing fiel
Hi,500 Oe.

At the same time, the magnetron-sputtered Bi-HTS
films exhibited a rather large frozen magnetoresistance,
that was used to study the trapped magnetic fields.

The most suitable films for studying the temperature
pendence of the trapped magnetic fields and frozen ma
toresistance turned out to be those having an extended r
tive transition, with a temperatureTf at completion of the
transition equal to 5–40 K. The largest values of the trapp
magnetic fields and frozen magnetoresistance were obta
when the plane of the films was perpendicular to the m
netic field.
© 2001 American Institute of Physics
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Figure 1 shows the typical temperature dependence
the resistanceR0 of a 3-mm-thick Bi-HTSC film in zero field
~curve1!, the resistancesRH(H) in external magnetic fields
of 40 and 95 Oe~curves 2 and 3!, and the resistance
Rt(Hi ,Tt) in a trapped magnetic field~curves 4 and 5!.
These last two curves were obtained as the film was he
after trapping atTt55 K in the field cooling~FC! regime
~cooling in a fieldHi5200 Oe! and in the zero-field cooling
~ZFC! regime ~applying a field pulse of amplitude
Hi5200 Oe after cooling in zero field!.

A characteristic feature of the curves shown in Fig. 1
that the temperature at which the trapped magnetic fie
and, hence, the frozen magnetoresistance vanish,Ttm , is
considerably lower than the limiting temperatureTm at
which the magnetoresistance vanishes. For the films stu
here these temperatures have the valuesTtm562– 64 K and
Tm572– 78 K.

The curves ofRt(T,Hi ,Tt) andRH(T,H) cross at tem-
peratures where the decaying trapped fields have the s
effect on the resistance as do external fields of 40 and 95

This means that in these magnetron films the lo
trapped fields that govern the magnetoresistance are at
2–3 orders of magnitude greater than the mean fields,
highest possible value of which is set by the sensitivity of
Hall measurements~0.1 Oe!.

This leads to what we think is an important conclusio
the trapped magnetic fields in the Bi-HTSC films studi
here are not only highly nonuniform but also vary in sig
The characteristic scales of the nonuniformities here mus
much smaller than the size of the probe (0.4530.15 mm)
and clearly cannot exceed 50mm.

The fact that the frozen magnetoresistance and trap
magnetic fields did not change when the width of the fil
was decreased to 100mm confirms the given upper limit on
the size of the nonuniformity of the trapped magnetic fiel

As a characteristic of the sign-varying trapped fields

FIG. 1. Typical temperature dependence of the resistance of a Bi-H
magnetron film 3mm thick, 3 mm wide and 8 mm long.R0 is the resistance
in zero field ~1!, RH(T,H) is the resistance in external magnetic fields
40 Oe ~2! and 95 Oe~3!; Rt(T,Hi ,Tt) is the resistance in the trappe
magnetic field forHi5200 Oe andTt55 K in the FC ~4! and ZFC ~5!
regimes.
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introduce the concept of an effective value of the froz
magnetoresistance. We shall assume that the effective v
of a nonuniform trapped magnetic field is equal to the ext
nal field that would have the same effect on the resistanc
the sample as do the frozen magnetic fields.

By measuring the temperature dependence of the fro
magnetoresistance and the field dependence of the ma
toresistance at different temperatures and using the cond

Rt~T,Hi ,Tt!5RH~T,Ht!,

we determine how the effective values of the frozen mag
toresistanceHt(T,Hi ,Tt) depend on the temperature, indu
ing field, and trapping temperature.

Figure 2 shows the temperature dependence of the e
tive values of the trapped magnetic fields in the case of tr
ping by a field pulseHi5200 Oe~the ZFC regime! at differ-
ent trapping temperaturesTt ~curves 1–4! and in the
FC regime for trapping by cooling to 10 K in a fiel
Hi5200 Oe~curve6!. Curve5 is the envelope of the family
of curves1–4, i.e., the dependence of the trapped magne
fields on the trapping temperature for the ZFC regime.

The curves shown in Fig. 2 have the following chara
teristic features: the presence of a maximum on the curv
the effective trapped field as a function of trapping tempe
ture for the ZFC regime, a slow decline of the trapped m
netic fields with decreasing temperature in the lo
temperature region, vanishing of the trapped magnetic fie
in all cases at a single temperatureTtm563 K which is lower
than the temperature at which the magnetoresistance app
(Tm572 K).

DISCUSSION OF RESULTS

The results presented above cannot be explained in te
of the trapping models ordinarily used — the critical-sta
~Bean! model,8 and the model of pinned Abrikosov vortices9

CFIG. 2. Temperature dependence of the effective values of the trapped
netic fields. The symbols represent the experimental data, and the solid
the curves calculated in the superconducting-loops model. The funct
Ht

Z(T) on heating from different trapping temperaturesTt @K#: 10 ~1!, 25
~2!, 30 ~3!, and 40~4!. The dependence of the trapped magnetic fields on
trapping temperature~5! ~ZFC regime!. The functionHt

F(T) obtained in the
case of trapping by cooling in a field~6! ~the FC regime!; Hi5200 Oe.
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Indeed, the Bean model describes the magnetic pro
ties of the samples only after a complete transition to
superconducting state, when their resistance has already
to zero. According to the model of pinned Abrikosov vor
ces, on the other hand, the magnetic flux trapping sho
occur at temperatures higher than the temperatureTm at
which magnetoresistance appears, when a considerable
tion of the granules have already undergone transition to
superconducting state, and therefore, contrary to experim
the temperature regions in which the frozen magnetore
tance and magnetoresistance exist should coincide.

At the same time, our results can be explained con
tently in the model of superconducting loops~rings!,7,6 ac-
cording to which the trapped magnetic fields in granula
HTSCs are due to magnetic flux trapping in a system
superconducting loops formed by the superconducting g
ules and the Josephson weak links connecting them. Su
system is characterized by a wide set of weak links a
hence, a dispersion of the superconducting loops with res
to critical fields and temperatures.

On the basis of the superconducting-loops model,
can give the following picture of the change in the state o
granulated film as the temperature is lowered. In the te
perature intervalTm,T,Tc0 individual granules with high
Tc’s undergo transition to the superconducting state. Acco
ingly, and in agreement with the curves of Fig. 1, the res
tance of the film decreases, and magnetoresistance and
netic flux trapping are essentially nonexistent. At low
temperatures Josephson weak links sensitive to magn
fields;1 – 100 Oe arise between granules. Besides the a
tional drop in resistance due to the formation of superc
ducting channels, this gives rise to magnetoresistance. As
temperature is lowered further, closed superconducting lo
are formed. In these loops~or ‘‘rings’’ ! a trapping of mag-
netic flux occurs, leading to the onset of frozen magneto
sistance due to the destruction of the weak links of the
perconducting channels.

The superconducting-loops model gives not only a qu
tative explanation of the experimental results but also a g
quantitative description of the temperature dependence o
trapped magnetic fields.

We shall assume that the effective values of the trap
magnetic fields are proportional to the average~with respect
to modulus! magnetic fields produced by the system of s
perconducting rings~the effective-medium approximation!.

In the case of trapping by a pulse of amplitudeHi ~the
ZFC regime!, trapping occurs, according to th
superconducting-loops model, only in rings whose criti
fieldsHc are less thanHi , and the value of the field trappe
in each of the rings is equal to the critical field; thus t
average trapped fields are described by the integral7

Ht
Z~Hi ,Tt ,T!5AE

0

Hc* ~T!
Hcf ~Hc!dHc , ~1!

whereT>Tt , f (Hc) is the distribution function of the rings
with respect to critical fields, the upper limit of the integr
in ~1! is determined by the temperature dependence of
critical fields and the conditionHc* (Tt)5Hi , and the coef-
ficient A takes into account the geometric factors and
demagnetizing factor.
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In the FC regime, when trapping is effected by cooli
in a magnetic field and its removal atTt , trapping occurs in
all the rings, but in those withHc,Hi the trapped fields are
equal toHc , while in those withHc.Hi they are equal to
Hi ; consequently, the average trapped fields are given b7

Ht
F~Hi ,Tt ,T!5AF E

0

Hi
Hcf ~Hc!dHc1HiE

Hi

`

f ~Hc!dHcG .
~2!

As we see from Fig. 2, the magnetic fields trapped in
ZFC regime at low inducing fields decrease with decreas
trapping temperatureTt . It follows from this and an analysis
of expression~1! that the distribution functionf (Hc) should
have a pronounced maximum which shifts to largerHc as the
temperature is lowered.

To describe theHt(T) curves obtained, we used a gre
diversity of distribution functions of the rings with respect
critical fields and different kinds of temperature depende
of the critical fields. However, good agreement with the e
perimental data could be achieved only for a normal~Gauss-
ian! distribution

f ~Hc!}exp~2~Hc2Hcm!2/2DHc
2! ~3!

and the following form of temperature dependence of
critical fields of the rings:

Hcm~T!5Hcm* F12S T

Ttm
D 2G . ~4!

We note that the function~4! gives a good description o
the temperature dependence of the critical currents of
sephson contacts that act as superconducting shorts10 and
bridges of variable thickness and a length that is small
comparable to the effective correlation length.11,12The distri-
bution function of the critical currents of a system of su
Josephson contacts is determined by the dispersion rela
of the parameters of the bridges or shorts.

The calculated curves are shown by the solid lines
Fig. 2. The adjustable parameters used to fit the family o
curves in Fig. 2 are the mean value of the critical fieldHcm

and the standard deviationDHc , which equalled 215 and
74.5 Oe, respectively, atT→0.

Thus the observed features of the trapping of magn
fields in Bi-HTSC films obtained by magnetro
sputtering—in particular, the appearance of sign-vary
trapped magnetic fields and a narrower temperature exist
region of the frozen magnetoresistance and trapped mag
fields as compared to that in which magnetoresistanc
observed—find a consistent explanation in t
superconducting-loops model, which also gives good qua
tative agreement for the temperature dependence of the
fective trapped fields. We have shown that the distribution
weak links over critical fields obeys a normal distributio
law, and the temperature dependence of the critical field
described approximately by a quadratic expression clos
the typical dependence for short Josephson bridges.

We thank V. B. Sandomirskii for helpful discussions a
A. V. Tuzhikov for assistance in preparing the magnetr
films.
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Superconducting gap and pair breaking in CeRu 2 studied by point contacts
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The superconducting gap in a CeRu2 single crystal is investigated by point contacts. BCS-like
behavior of the gapD in the temperature range belowTc* ~Tc* ,Tc , whereTc is the
critical temperature! is established, indicating the presence of a gapless superconductivity region
~betweenTc* andTc!. The pair-breaking effect of paramagnetic impurities, supposedly Ce
ions, is taken into consideration using the Scalski–Betbeder–Matibet–Weiss approach based on
Abrikosov–Gorkov theory. It allows us to recalculate the superconducting order parameter
Da ~in the presence of paramagnetic impurities! and the gapDp ~in the pure case! for the single
crystal and for the previously studied polycrystalline CeRu2. The value 2Dp(0)'2 meV,
with 2Dp(0)/kBTc'3.75, is found in both cases, indicating that CeRu2 is a ‘‘moderate’’ strong-
coupling superconductor. ©2001 American Institute of Physics.@DOI: 10.1063/1.1399197#
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INTRODUCTION

The superconducting gapD of CeRu2 has been evaluate
by point-contact Shottky tunneling~PCT!,1 break-junction
tunneling ~BJT!,2 point contact spectroscopy~PCS!,3 and
scanning tunneling microscope~STM! experiments.4 The ne-
cessity of new PCS experiments is due to the discrepa
between the results obtained by different experimental m
ods. From the PCT measurements 2D(0)/kBTc is estimated
as 6.660.6, while the BJT experiments yielde
2D(0)/kBTc54.4. These values are remarkably larger th
our previous PCS result 3.160.1,3 which is more consisten
with the recent tunneling data 2D(0)/kBTc53.3.4 The mea-
surements of the superconducting gap were performed
different methods and on samples of different quality. In t
paper we present a comparison of the superconducting
behavior of samples with different quality studied by a sin
method. We also propose a procedure forD correction based
on taking pair-breaking effects into account, which results
almost equal gap values for both samples.

EXPERIMENT AND RESULTS

We have studied the superconducting gap in single c
tal CeRu2 samples by measuringdV/dI for S–c–N ~hereS is
a superconductor,c is a constriction, andN is a normal
metal! point contacts. The single crystal was grown by t
Czochralski pulling method in a tetra-arc furnace. Its resid
resistivity ratio~RRR! is 120, residual resistivityr051 mV
•cm, andTc56.3 K. The polycrystalline CeRu2 studied in
Ref. 3 hadRRR514,r0531.5mV•cm, andTc56.2 K, that
is, it had much lower quality. The point-contact characte
6131063-777X/2001/27(8)/3/$20.00
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tics presented were obtained on cleaved surface of CeRu2 for
both samples.1! The samples were cleaved in air at roo
temperature. The PCs were prepared by touching this sur
with the edge of an Ag or Cu counterelectrode, which we
cleaned by chemical polishing. The experimental cell w
the sample and counterelectrode was immersed directl
liquid 4He to ensure good thermal coupling. The measu
ments were carried out in the temperature range 1.7–6.7
The differential resistancedV/dI of the PCs was recorde
versus the bias voltage using a standard lock-in ampli
technique, modulating the direct currentI with a small 480
Hz ac component.

The Blonder, Tinkham, and Klapwijk~BTK! theory5 is
commonly used to describe the behavior of the curre
voltage characteristics of cleanS–c–N microconstrictions.
As in our previous publication,3 here we have used thi
model, which takes into account the Andreev reflection
the S–N interface,5 to fit the measureddV/dI(V) curves of
PCs. According to the theory5 a maximum at zero bias volt
age and a double-minimum structure aroundV;6D/e on
the dV/dI curves manifests the Andreev reflection proce
with a finite barrier strength parameterZ. This structure
follows from the equations for the current-voltage charact
istics

I ~V!;E
2`

`

T~E!@ f ~E2eV!2 f ~E!#dE, ~1!

T~E!5
2D2

E21~D22E2!~2Z211!2 , uEu,D,
© 2001 American Institute of Physics
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T~E!5
2uEu

uEu1AE22D2~2Z211!
, uEu.D,

where f (E) is the Fermi distribution function. The broade
ing of the quasiparticle density of statesN(E,G) in the su-
perconductor was taken into account according to Dy
et al.:6

N~E,G!5ReH E2 iG

A~E2 iG!22D2J , ~2!

whereG is the broadening parameter.
In Fig. 1a a series of experimentaldV/dI(V) curves of

PCs based on the CeRu2 single crystal are presented alon
with the fitted ones for different temperatures. The go
agreement between experimental and theoretical curve
lowed us precisely to determineD along with its temperature
dependences from calculations according to~1!, ~2!. The av-
erage value of the gapD of the CeRu2 single crystal ex-
tracted from the fit for 5 PCs is (0.8360.07) meV, with
2D(0)/kBTc* 53.2360.23 andTc* 5(5.960.2) K. The maxi-
mum D~0! was 0.95 meV andTc* 56.1 K, whereTc* is the
extrapolated temperature at which the gap drops to zero~see
Fig. 1b!. The temperature dependence of the supercond
ing gap extracted from the curves in Fig. 1a is presente
Fig. 1b and has a BCS-like behavior as in the polycrystall
sample.3 The extrapolated critical temperatureTc* for single

FIG. 1. Temperature dependence of the experimentaldV/dI(V) curves
~squares! for a CeRu2–Ag point contact withRN55 V along with the fit
using Eqs.~1!, ~2! with G>0.13 meV andZ50.43 ~solid lines!. The curves
are shifted vertically for clarity~a!. Temperature dependence of the sup
conducting gapD extracted from the fit in Fig. 1a.D(0)50.79 meV and
Tc* 56.1 K, with 2D(0)/kBTc* 53.05. The solid line is the BCS curve~b!.
s

d
al-

ct-
in
e

crystal is higher and the gapless region is smaller than in
polycrystalline sample.3 The gap value~averaged for 5 PCs
as well! grew from (0.5160.07) meV for the polycrystal to
the value indicated above for the single crystal of CeR2.
This has a natural explanation considering the difference
the quality of the samples. The contacts made on the m
perfect single-crystal CeRu2 exhibited better superconduc
ing properties than those with the polycrystal.

In our previous paper3 the presence of a region of gap
less superconductivity in CeRu2 betweenTc* and Tc was
proposed to explain whyTc* ÞTc . The gap was assumed t
be suppressed by the local magnetic moments, presum
Ce, distributed randomly in the contact region. That is, b
cause of the lower purity~quality! of the polycrystal some of
the Ce ions could be impurities.

The well-known Abrikosov–Gorkov~AG! theory of a
superconductor containing paramagnetic~PM! impurities7

has been considered for explaining a gapless state in Ce2.
The theory describes a situation when in the presence of
impurities the gapD in the excitation energy spectrum drop
to zero at a transition temperatureTc* although the material is
still a superconductor in the sense of having pair corre
tions. The transition temperatureTc* is lower than the critical
temperatureTc , and a range of temperatures betweenTc*
and Tc whereD is zero for any value of the impurity con
centration exists. The Scalski–Betbeder-Matibet–We
~SBMW! approach8 based on AG theory allows us to tak
into account a pair breaking caused by spin-exchange s
tering. As a measure of this effect produced by PM impu
ties the inverse collision time for exchange scatter
a5\/tex was used. The advantage of the SBMW approa
is the natural way in which the distinction between the e
ergy gapD and the order parameterDa arises when the effec
of PM impurities on the density of states is taken into a
count. The SBMW theory allows us to calculate the ord
parameterDa of a superconductor with PM impurities b
transformation of the original expression~4.8! from Ref. 8:

D~T,a!5Da~T,a!F12S a

Da~T,a! D
2/3G3/2

into the following form:

Da~T,a!5D~T,a!F11S a

D~T,a! D
2/3G3/2

. ~3!

In ~3! the pair-breaking parametera is unknown. It was de-
termined from theTc* /Tc

p andD(0)/Dp(0) versusa/Dp(0)
curves~the superscriptp indicates a pure superconductor; w
also suppose thatTc

p[Tc! shown in Fig. 2. The value ofTc*
was taken from the experimental temperature dependenc
D as the value extrapolated according to the BCS theore
curve ~see Fig. 1b!. Then a/Dp(0)5b corresponding to
Tc* /Tc

p was determined for the particular point contact, a
D(0)/Dp(0)5g at the value ofa/Dp(0)5b determined
was specified. TheD~0! value was taken from a fit of the
experimental curve. Thus we obtainedDp(0)5D(0)/g and,
hence,a5Dp(0)b5D(0)b/g. The order parameterDa(0)
was found from~3! to be (0.9960.05) meV for the single
crystal and (0.8760.1) meV for the polycrystal. Figure 3
shows the results of the calculations ofDa(T) from ~3!. The
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temperature dependences of the parameterDa both for the
purer sample and for the less perfect one have behavior c
to the BCS curve.

The order parameterDp(0) of the pure superconducto
can be determined from Fig. 2 using the value ofg or cal-
culated from the expression~3!, ~5! of Ref. 8:

lnS Da~0,a!

Dp~0! D52
p

4

a

Da~0,a!
,

which transforms into

FIG. 2. TheTc* /Tc
p and D(0)/Dp(0) versusa/Dp(0) curves from Ref. 8.

The dashed vertical lines indicatea/Dp(0)5b50.03 for the single crystal
from Fig. 1 andb50.11 for the polycrystal from Fig. 1 in Ref. 3 as dete
mined using the experimental values ofTc* /Tc

p ~dotted horizontal lines!. The
dashed horizontal lines show theD(0)/Dp(0)5g determined values.

FIG. 3. Temperature dependences of the order parameterDa(T) for the
single-crystal sample from Fig. 1~open squares! and for the polycrystalline
sample from Fig. 1 in Ref. 3~triangles!.
se

Dp~0!5Da~0, a!expH p

4

a

Da~0,a!J .

The value of Dp(0) has less scatter in comparison wi
Da(0) and is about (1.0260.05) meV with 2Dp(0)/kBTc

53.860.2 for the single crystal andDp(0)5(0.99
60.13) meV with 2Dp(0)/kBTc53.760.5 for the polycrys-
tal.

DISCUSSION AND CONCLUSIONS

As was shown earlier3,4 and in this paper the temperatu
dependence ofD in CeRu2 has a BCS-like behavior, but with
a lower critical temperatureTc* . Because of the difference in
Tc* for the samples of different quality we can conclude th
in the cleaner one the influence of impurities on the sup
conductivity is also weaker. Pair-breaking effects in the co
tact area can be caused by the randomly distributed lo
magnetic moments. It was noted by Josephet al.9 that a Ce-
rich solid solution is present as a second phase in CeRu2 in
an amount up to 10% in the samples of low quality. Th
means that pair-breaking effects and gapless supercondu
ity in the compound more probably are connected with
influence of Ce impurities. Calculations based on the SBM
approach gave very close values ofDp(0) and 2Dp(0)/kBTc

for poly- and single crystals. This supports our assumpti
about the influence of paramagnetic impurities on superc
ductivity in CeRu2 and gives a method ofD correction. This
method of recovering the superconducting parameters f
point-contactdV/dI(V) characteristics can theoretically b
improved by including in the BTK fit a density of state
modified by the pair-breaking effect.

The investigations were carried out in part with the he
of equipment donated by Alexander von Humboldt Stiftu
~Germany!.

*E-mail: amoskalenko@ilt.khakov.ua
1!The sample size was about 13135 mm.
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We investigate nonlocal coherent transport in ballistic four-terminal Josephson structures~in
which bulk superconductors~terminals! are connected through a clean normal layer, e.g., a two-
dimensional electron gas!. Coherent anisotropic superposition of macroscopic wave
functions of the superconductors in the normal region produces phase slip lines~2D analogs to
phase-slip centers! and time-reversal symmetry breaking 2D vortex states in it, as well as
such effects as phase dragging and magnetic flux transfer. The tunneling density of local Andreev
states in the normal layer is shown to contain peaks at the positions controlled by the phase
differences between the terminals. We obtain the general dependence of these effects on the
controlling supercurrent/phase differences between the terminals of the ballistic mesoscopic
four-terminal SQUID. ©2001 American Institute of Physics.@DOI: 10.1063/1.1399198#
l
-

s-
th
c
e
re
re
is
o
ry
5

m

th
d
i-
u

nd

d

l

r-
s

th

sos-
ed
-
ated
-S
on-

as
ph-
in
tic
lid
-

of
flux

um
of
er

are
nals
ern-

a
al
the
ed
1. INTRODUCTION

Multiterminal Josephson junctions1,2 generalize the usua
~two-terminal! Josephson junctions3 to the case of weak cou
pling between several massive superconducting banks~ter-
minals!. Compared with two-terminal junctions, such sy
tems have additional degrees of freedom and
corresponding set of control parameters, preset transport
rents, and~or! applied magnetic fluxes. As a result, th
current- or voltage-biased and the magnetic flux-driven
gimes can be combined in one multiterminal microstructu

One of the implementations of multiterminal coupling
a system of short, dirty microbridges going from a comm
center to separate massive superconductors. The theo
this kind of multiterminals was derived in Refs. 4 and
within the phenomenological Ginzburg–Landau sche
~Aslamazov and Larkin model6!. This approach is valid for
temperaturesT near the critical temperatureTc and for the
local case, when the characteristic spatial scale is larger
the coherence lengthj0;\vF /Tc . The stationary states an
the dynamical behavior of the microbridge-type multiterm
nals have been studied for different microstructures, a fo
terminal SQUID controlled by the transport current, a
weakly coupled superconducting rings~see the review of
theoretical and experimental results in Refs. 7 and 8!.

The Josephson effect in mesoscopic weak links with
rect conductivity~S–N–Sjunctions, ballistic point contacts!
exhibits specific features9,10 which are absent in conventiona
dirty microconstrictions nearTc ~Ref. 6!. As in normal metal
mesoscopic structures,11 the electrodynamics of supercu
rents in mesoscopic Josephson junctions is nonlocal. The
percurrent density depends on the spatial distribution of
6161063-777X/2001/27(8)/8/$20.00
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superconducting order parameter at all points of the me
copic weak-link region. The coherent current flow is carri
by the Andreev states12 formed inside the weak link. A non
local nature of mesoscopic supercurrents was demonstr
by Heida et al.,13 who investigated mesoscopic S-2DEG
~superconductor–two-dimensional electron gas–super-c
ductor! Josephson junctions. They measured 2F0 periodicity
of the critical current instead of the standardF0

~F05hc/2e is the magnetic flux quantum!. A theory of this
effect was developed in Refs. 14 and 15.

The present-day level of nanofabrication technology h
made it possible to realize multiterminal mesoscopic Jose
son junctions, similar to the 2-terminal junction studied
Ref. 13. A microscopic theory of the mesoscopic ballis
Josephson multiterminals was derived in Ref. 16. It is va
for arbitrary temperatures 0,T,Tc and describes the non
local coherent current states in the system. The effects
nonlocal coupling, such as phase dragging and magnetic
transfer, were obtained in Ref. 17.

In the present paper we continue the study of quant
interference effects, which are related to the nonlocality
weak coupling, in mesoscopic multiterminals. The pap
consists of two parts. In first part~Article I! the effects of
nonlocal coupling in mesoscopic multiterminal structures
studied. The general properties of Josephson multitermi
are described in Sec. 2. Section 3 gives the results conc
ing the current distribution and density of states inside
weak link. In Sec. 3 we study properties of four-termin
SQUID which are specific to the mesoscopic case. In
second part~Article II ! a superconducting phase qubit bas
© 2001 American Institute of Physics
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on a mesoscopic multiterminal junction is proposed and
vestigated.

2. MESOSCOPIC FOUR-TERMINAL JUNCTION

System description

In a mesoscopic 4-terminal junction, bulk supercondu
ors ~terminals! are weakly coupled to each other through
clean two-dimensional normal metal layer~2D electron gas!,
as is shown in Fig. 1. The pairs of terminals can be incor
rated in bulk superconducting rings or in circuits with pre
transport currents. In Fig. 2 we show two such configu
tions. The first one~Fig. 2a! presents two superconductin
rings, each interrupted by a Josephson junction, which ar
the same time weakly coupled to each other. The sec
configuration~Fig. 2b!, combines a current-~or voltage-! bi-
ased junction and a flux-driven junction in the ring. We c
this configuration the four-terminal SQUID controlled by th
transport current.

The state of thei th terminal Si ( i 51,...,4) is determined
by the phasew i of the complex off-diagonal potentia
D0 exp(iwi). The superconducting banks induce an order
rameterC in the normal metal region~shaded area in Fig. 1!.

FIG. 1. Mesoscopic four-terminal Josephson junction with ‘‘parallel’’ imp
mentation of the supercurrents. The four bulk superconducting regi
S1 ...S4, are weakly coupled through the thin layer of normal metal~2DEG!,
represented by the shaded area.

FIG. 2. Superconducting microstructures based on mesoscopic four-term
Josephson junctions~a!. Two weakly coupled superconducting rings~b!.
Mesoscopic four-terminal SQUID.
-

t-

-
t
-

at
nd

l

-

Inside this mesoscopic, fully phase-coherent weak link,
supercurrent densityj (r) at point r dependsnonlocally on
the values of the induced order parameterC at all pointsr8.
In turn, the order parameterC~r! depends on the phasesw i .
The total currentI i flowing into thei th terminal depends on
the phasesw j of all the banks and has the form:16

I i5
pD0

e (
j 51

4

g i j sinS w i2w j

2 D tanhFD0 cos~~w i2w j !/2!

2T G .
~1!

In the case of two terminals Eq.~1! reduces to the for-
mula for ballistic point contacts10 with g12 equal to the Shar-
vin conductance.

Expression~1! corresponds to the case of a small jun
tion, when the linear dimensions of the N layer are sma
than the coherence lengthj;\vF /D0 ~for the case of arbi-
trary junction dimensions see Ref. 16!. We are focusing here
on the small junction case because the effects of nonloca
are most pronounced in this situation. The geometry dep
dent coefficientsg i j denote the coupling between the part
Josephson currents in ballistic two-terminal Si2Sj weak
links.

Equation~1! is simplified whenT'0, or whenT'Tc .
In the T50 limit, it becomes

I i5
pD0~0!

e (
j 51

4

g i j sinS w i2w j

2 D signFcosS w i2w j

2 D G .
~2!

Near Tc , on the other hand, the order parameter is sm
D0→0, and one can write

I i5
pD0

2~T!

4eTc
(
j 51

4

g i j sin~w i2w j !. ~3!

Equations~2! and ~3! are qualitatively similar, differing in
the magnitude of critical currents and in the shape of
current–phase relations~sinw/2) sign @cos(w/2)# and sinw!.
For definiteness, in the following we will consider the ca
T;Tc , keeping in mind that the results hold qualitatively
low temperatures as well.

For the Josephson coupling energy of the junction,EJ ,
which is related to the supercurrentsI i ~3! through
I i5(2e/\)]EJ /]w i , we have

EJ~w i !5
\

2e

pD0
2~T!

4eTc
(
j ,k

g jk@12cos~w j2wk!#. ~4!

Expression~1! for the supercurrentsI i looks similar to
Buttiker’s multiprobe formula18

I i5e(
j

Ti j ~m i2m j !, ~5!

which relates the currents to the voltage drops between
minals in a mesoscopic normal metal multiterminal syste
The similarity reflects the above-mentioned nonlocality
mesoscopic transport on a scale ofjT;\vF /T ~in the ballis-
tic limit we are considering!. The essential difference be
tween ~1! and ~5! is that, unlike the Josephson currents
~1!, the normal currents of~5! can flow only out of equilib-
rium; while the current–phase relation in~1! is periodic, the
current-bias dependence of~5! certainly is not.

s,
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Circuit implementations of four-terminal junction. Nonlocal
weak coupling

The current-phase relations~3! determine the behavio
of the system in the presence of transport currents and/o
diamagnetic currents induced by the magnetic fluxes thro
the closed superconducting rings. It is necessary to dis
guish two types of circuit implementation of the mesosco
4-terminal junction.17 The first one, is the ‘‘crossed’’ or
‘‘transverse’’ implementation, when the total current in o
circuit goes in and out through one pair of opposite banks
Fig. 1, and in the second circuit-through the other pair. In
‘‘parallel’’ implementation, shown in Fig. 1, the currentsI
and J flow through pairs of adjacent banks. In this ca
nonlocal coupling of currents inside the mesoscopic N la
results in the peculiar effect of ‘‘dragging’’ of the phase d
ference between one pair of terminals by the phase dif
ence between another pair of terminals.17 In the following,
we consider the ‘‘parallel’’ implementation and study th
manifestations of the phase dragging effect.

The coefficientsg i j in ~3!, ~4! depend on the geometr
of the weak link~the shape of the N layer! and on the trans-
parency of S–N interfaces. In general we haveg i j 5g j i and
g i i 50. For the case of parallel implementation, the eleme
g12 and g34 are related to the critical currents of the ind
vidual subjunctions S1–S2 and S3–S4, respectively. The ma
trix

ĝcoupl5S g13 g14

g23 g24
D ~6!

describes the coupling between these two junctions.
properties of the system~in particular, the existence of phas
dragging! qualitatively depends on whether det(ĝcoupl) is
equal to zero or not~see Appendix!. In the case of a conven
tional nonmesoscopic 4-terminal Josephson junction the
efficientsg i j factorize,g i j ;(1/Ri)(1/Rj ), whereRi are the
normal resistances of the dirty microbridges.7 This yields
det(ĝcoupl)[0, which we call local coupling. On the othe
hand, in a mesoscopic system, even in the completely s
metric case of ana3a square N layer and ideal transparen
(D51) of the N–Si interfaces, the coefficientsg i j are given
by:17

g125g345g0 , ĝcoupl5g0S& 1

1 & D , ~7!

g05
e2pFa

&\2p2 S 12
1

&
D ,

with det(ĝcoupl)Þ0. In a more general case than the co
pletely symmetric one~Eq. ~7!!, we can writeg i j in the form

g345kg12, ĝcoupl5g0S p q

q pD . ~8!

This corresponds to a square N layer with different transp
encies for junctions S1–S2 and S3–S4 and/or with different
widths of the superconductor banks connected to the nor
layer. In our numerical calculations we will use the simp
form ~7!, i.e., k51, p5&, q51.
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Current–phase relations. The phase dragging effect

Let us introduce the new variables:

w22w15u, w32w45f,

1

2
~w11w2!5a,

1

2
~w413!5b,

a2b5x, a1b5g. ~9!

Without loss of generality, we can choose the phaseg equal
to zero (( jf j50). For the circuit implementation shown i
Fig. 1, we have

I 5I 252I 1 , J5I 352I 4 . ~10!

In terms of the phase differences~9! the currentsI andJ have
the form

I 5sinu1F ~p1q!sin
u

2
cos

f

2
1~p2q!cos

u

2
sin

f

2 Gcosx,

~11!

J5k sinf1F ~p1q!sin
f

2
cos

u

2
1~p2q!cos

f

2
sin

u

2Gcosx.

~12!

All the g’s ~8! are normalized byg12, and the currentsI and
J are measured in units ofI 05pg12D0

2(T)/4eTc .
From the equation of current conservation~10!, it fol-

lows that the phasex in Eqs.~11! and~12! can take only two
values, 0 orp. Minimization of EJ ~4! with respect tox also
gives x50 or p, depending on the equilibrium values ofu
andf ~see Appendix!:

cosx5signF ~p1q!cos
f

2
cos

u

2
2~p2q!sin

f

2
sin

f

2 G .
~13!

The current–phase relations~11! and ~12! with the con-
dition ~13! are invariant under the transformationu→u
12pn, andf→f12pk. The 2p periodicity of observable
quantities is sustained by the ‘‘hidden’’ variable phasex. In
Fig. 3 the phase diagram forx in the ~u, f! plane is pre-
sented. The solid line separates the regions withx50 and

FIG. 3. Phase diagram for the phase differencex in the ~u, f! plane. The
solid curve separates the regions withx50 andx5p. The hatched region
is absent in the case of local coupling.
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x5p. When the state of the system~u, f! crosses this line,
a jump in x occurs. Corresponding jumps take place
current-phase relations~11! and ~12!. The currentI (u) ~11!
is shown in Fig. 4 for several values of the phasef. Note
that the functionI (u) has jumps, which forfÞ0, are not
located at u56p, as they would be in conventiona
4-terminal junctions. The jump inx means slippage of the
phaseu ~or f!. In the case of two-terminal or convention
4-terminal junction the phase-slip events occur at phase
ference equal to p(2n11), n50,61,62,... In one-
dimensional structures slippage of the phase occurs at ph
slip centers~PSC!, i.e., points where the order paramet
equals zero. In our case of a 2D mesoscopic 4-terminal w
link, the analog of the PSC are phase-slip lines in the nor
metal region. They appear when the state~u, f! of the sys-
tem belongs to the hatched region in Fig. 3. This regi
which is absent in the local coupling case~it actually coin-
cides with the linesu5p, f5p!, we call the ‘‘frustrated’’
region for phasesu andf. For states inside this region, th
distribution of the supercurrent in the weak link contains
vortex states~see below!.

Nonlocal weak coupling leads to the phase dragg
effect.17 One notices that ifpÞq then puttingu50 in ~11!
results in a nonzero value of the currentI:

I 5~p2q!sin
f

2
signS cos

f

2 D . ~14!

This current is absent in conventional 4-terminal junctions
mesoscopic four-terminal junctions with crossed implem
tation at whichp5q ~i.e., det (ĝcoupl)50!.

Similarly, if we setI 50 in ~11!, we find a nonzero so
lution for u, which again vanishes whenp5q. This solution
([ud) is a function off and is plotted versusf in Fig. 5.
The influence of the phase of one side of the mesosc
4-terminal junction on the phase of the other side is what
call the phase dragging effect. This effect is one of the
portant characteristics of the junction with parallel imp
mentation.

In general the current-phase relations are asymme
I (2u)Þ2I (u), unlike in conventional cases. In anoth
words, the presence of a phase differencef on the terminals

FIG. 4. Current–phase relationsI for different values off.
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S42S3 breaks the time reversal symmetry for the Joseph
junction S12S2. It also follows from expression~11! that
I (u) is not only a function ofufu, as in conventional junc-
tions, but also depends on the sign off. The phase dragging
has an analog in the normal metal mesoscopic multitermin
described by formula~5!; the normal current flowing through
one pair of terminals induces a voltage difference betw
the other ones.18

3. CURRENT DISTRIBUTION AND LOCAL DENSITY OF
STATES INSIDE THE MESOSCOPIC WEAK LINK

The coupling through the normal layer determines
behavior of the Josephson weak links S12S2 and S42S3. On
the other hand, the properties of the normal layer itself
pend on the phase differencesu andf across the junctions
The phasesu andf can be controlled by external magnet
fluxes through the rings~Fig. 2a!. In this Section we presen
the results of numerical calculations for the current dens
distribution j (r) and density of local Andreev levelsN(e)
inside the mesoscopic 4-terminal weak link. The expressi
for j (r) and N(e) as functionals of$w1 ,w2 ,w3 ,w4% were
obtained in Ref. 16 by solving the Eilenberger equations19

Figure 6 illustrates the effect of phase dragging. Two s
of phases~u520.42, f5p! and ~u50.42, f5p! corre-
spond to zero value of the currentI ~11! ~see Fig. 4! and
opposite directions of the currentJ ~12!. In the absence of the
current from terminal S1 to terminal S2, a phase difference
across the junction S12S2 exists.

When the phasesu andf lie in the ‘‘frustrated’’ region
of the diagram of Fig. 3~hatched area!, the current distribu-
tion j (r) contains 2D vortex states. They are shown in Fig
for states~u5p20.2, f5p20.2! and ~u5p10.2, f5p
10.2!. In both cases, the order parameterC~r! vanishes
along the diagonalx5y, and its phase drops byp when
crossing this 2D phase-slip line.

The Andreev scattering processes on the Si2N inter-
faces lead to the appearance of energy levels with energe
inside the gapD0 , ueu,D0 , in the normal metal. The loca

FIG. 5. The dragged phaseud between terminals S1–S2, at zero transport
currentI, as a function of the phase differencef between the other pair of
terminals S3–S4.
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density of electron states in the normal layer is given by
formula

N~e,r!5N~0!^Reg~v52 i e,r,vF!&vF
. ~15!

(g(v,r,vF) is the Eilenberger Green’s function!. We have
studied the dependence of the density of states, aver
over area of the N layer,N(e), on the phasesu andf. This
tunneling density of states can be measured by a scan
tunneling microscope. It contains the spikes whose inten
and position on the energy axes are controlled by the ph
u and f. The results are shown in Fig. 8~the d-function
singularities inN(e) are smeared by introducing a sma
dampingG50.01D0!.

FIG. 6. Distribution of the current density inside the normal layer for ph
f5p and two values of the phaseu at which the currentI 50 ~Fig. 4!.

FIG. 7. The vortexlike distributions of the current inside the weak link wh
u andf are inside the frustrated region.
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4. MESOSCOPIC FOUR-TERMINAL SQUID

In this section we consider the four-terminal SQUI
configuration~Fig. 2b!. The conventional 4-terminal SQUID
has been studied in detail in Ref. 5, wherein the steady-s
domain and dynamical properties of the system were ca
lated. Here we are interested in the specific features of
mesoscopic case reflected in the current-phase relations~11!,
~12!. As we have seen in the previous Section, the nonlo
coupling (pÞq) leads to the phase dragging effect. Th
dragged phase can induce in the ring a transferred magn
flux which depends on the transport current. Conversely
magnetic flux state in the ring influences the behavior of
Josephson junction in the current circuit.

When the terminals 3 and 4 are short-circuited by a
perconducting ring with self-inductanceL, the phasef is
related to an observable quantity, the magnetic fluxF thread-
ing the ringf5(2e/\)F. The currentJ circulating in the
ring is given byJ5(Fe2F)/L, whereFe is the external
magnetic flux threading the ring. From~11! and~12! we have

I 5sinu1F ~p1q!sin
u

2
cos

F

2
1~p2q!cos

u

2
sin

F

2 Gcosx,

~16!

Fe2F

L 5sinF1
1

k F ~p1q!sin
F

2
cos

u

2

1~p2q!cos
F

2
sin

u

2Gcosx, ~17!

where the fluxesF,Fe are measured in units\/2e, andL
5(2e/\)LI 0k is the dimensionless self-inductance. The p
rameterk5g34/g12 is the ratio of the critical currents of th
subjunctions 3–4 and 1–2. The limiting cases ofk→` and
k→0 correspond to the autonomous SQUID and the curre
biased Josephson junction, respectively.

The transport currentI and the external fluxFe are the
external control parameters. The corresponding Gibbs po
tial for the 4-terminal SQUID takes the form

e

FIG. 8. Density of states,N(e), averaged over the normal region for diffe
ent values ofu andf.
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U~F,u;I ,Fe!5
k~F2Fe!2

2L 2Iu2cosu2k cosF22

3F ~p1q!cos
u

2
cos

F

2

2~p2q!sin
u

2
sin

F

2 Gcosx. ~18!

The last three terms in Eq.~18! are the Josephson couplin
energy~4! in terms of the variablesu, F, andx. The mini-
mization ofU with respect tox gives the expression~13! for
cosx, with f replaced byF. At given values of the contro
parametersI andFe, relations~16! and ~17! @together with
Eq. ~13!# determine the set of possible states of the sys
$u, F%, among which we should choose those that corresp
to the local minima of the potentialU, Eq. ~18!.

Let us consider the effect of the magnetic flux state
the ring on the behavior of the current-driven junction. T
critical current I c of the junction depends on the applie
magnetic flux Fe. In the simplest case of small sel
inductanceL!1, we can neglect the difference betweenF
andFe in expression~16!. The maximal value of the supe
currentI ~16! ~with F replaced byFe! as a function ofFe,
I max(F

e), is shown in Fig. 9. This curve determines th
boundary of the steady-state domain in the (I ,Fe) plane. The
function I max(F

e) is 2p periodic, but due to the terms pro
portional to p2q in Eq. ~16!, it is not invariant under the
transformationFe→Fe. The symmetry is restored if we s
multaneously changeFe to 2Fe and I to 2I . Note that in
the conventional case (p5q) the boundary of the steady
state domainI max(F

e) is symmetric with respect to the axe
(I ,Fe) ~dashed line in Fig. 9!. Thus the critical currentI c in
the transport current circuit, for a given direction of the c
rent, depends on the sign of the magnetic flux in the ring.
finite values of the self-inductanceL, equations~16! and~17!
must be treated self-consistently. The critical currentI c as
function of L is shown in Fig. 10 for two values of th
external flux,Fe50 andFe5p.

Outside the steady-state domain, the stationary solut
for ~u, F! are absent and the system goes to the nonsta
ary resistive regime. The simple generalization of Eqs.~16!,

FIG. 9. The steady-state domain for a mesoscopic four-terminal SQUI
the plane (I ,Fe) of the control parameters~solid curve!. The dashed curve
corresponds to conventional four-terminal SQUIDs.
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-
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~17! in the framework of the heavily damped resistive
shunted junction~RSJ! model3 leads to equations~see Ref.
7!:

du

dt
5I 2sinu2F ~p1q!sin

u

2
cos

F

2

3~p2q!cos
u

2
sin

F

2 Gcosx. ~19!

dF

dt
5

Fe2F

L 2sinF2
1

k F ~p1q!sin
F

2
cos

u

2

1~p2q!cos
F

2
sin

u

2Gcosx, ~20!

dx

dt
52sinxF ~p1q!cos

F

2
cos

u

2
2~p2q!sin

F

2
sin

u

2G .
~21!

They can also be presented in the form

u̇52
]U

]u
, Ḟ52

]U

]F
, ẋ52

1

2

]U

]x
, ~22!

where the potentialU is defined in Eq.~18!. The voltages
between different terminals are related to the time derivati
of the phase differences

V215 u̇, V345Ḟ,
1

2
~V131V24!5ẋ. ~23!

The time and the voltage are measured in units ofe/I 0 and
\I 0/2e2, respectively. Note that, in spite of the equilibriu
state, the dynamical variablex relates to an observable qua
tity. Its time derivative determines the voltage between
ring and the transport circuit. The features of the dynami
behavior of the mesoscopic 4-terminal SQUID are again
fected by the terms proportional to (p2q), i.e., by nonlocal
coupling. The current–voltage characteristics in the transp
channel,V(I ) @the time-averaged voltageV21 ~23!#, can be
obtained by numerical solution of the coupled system of n

in

FIG. 10. The critical currentI c between the superconductors S1 and S2 as a
function of L for Fe50 andp.
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linear differential equations~20!–~22!. As well as the critical
currentI c , the voltageV(I ) in an applied magnetic fluxFe

depends on the sign ofFe, i.e., on the direction of the ex
ternal magnetic field. A full dynamical description of th
mesoscopic four-terminal SQUID requires a more rigoro
approach than the RSJ model and will be the subject o
separate investigation.

In accordance with the stationary~16!, ~17! or dynamical
equations~19!–~21! for u andF, the opposite effect for the
influence of transport current circuit on the flux states in
ring takes place. In particular, a currentI produces a fluxF
in the ring even in stationary case and in the absence
external fluxFe. This effect is proportional to (p2q) and is
absent in the conventional case. In Fig. 11 we plot the m
netic fluxF induced in the ring as a function of the transpo
currentI in the caseFe50.

A special interest is the existence of bistable states in
system described by the potential~18!. We emphasize that, in
contrast to the usual SQUID, bistable states occur for
inductanceL, even forL,1.5 We will analyze the depen
dence of these states on the control parametersI andFe in
Article II, when the design of the four-terminal qubit will b
studied.

5. CONCLUSIONS

We have demonstrated that in ballistic four-terminal J
sephson junctions the coherent anisotropic superpositio
the macroscopic wave functions of the superconductor
the normal region produces the formation of phase-slip li
~2D analogs of phase-slip centers! and time-reversal symme
try breaking 2D vortex states in it, as well as such effects
phase dragging and magnetic flux transfer. We have ca
lated the phase-dependent tunneling density of Andr
states in this region as well.

The degree to which the nonlocality of the mesosco
transport is manifested depends on the characteristics o
system and is most pronounced in the ballistic case.20 The
ballistic four-terminal junctions considered here demonstr
several specific effects absent in the diffusive limit:4–6 phase
dragging, time-reversal symmetry breaking@~I (u)ÞI (2u)!,
Eq. ~14!#, and the vortex formation. The latter can mimic t

FIG. 11. The flux induced inside the ring as a function of the transp
currentI. L51, Fe50.
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behavior of S–N–S junctions with unconventiona
superconductors.21 It has indeed the same origin in th
direction-dependent phase of the superconducting order
rameter induced in the normal part of the system, though
due to the intrinsic phase difference between different dir
tions in a superconductor. This actually allows us more fr
dom in controlling the behavior of the junction, which wi
be exploited in the qubit design based on such a junction
the following paper. The time-reversal symmetry breaki
can be also used for direction-sensitive detection of w
magnetic fluxes.

It will be instructive to investigate the role played b
finite elastic scattering in the system and look for the anal
of zero bound states, found at surfaces/interfaces of unc
ventional superconductors~for a review see Ref. 22!. This, as
well as the vortex dynamics in the system, will be the subj
of our further research.

We thank R. de. Bruyn Ouboter for his stimulating inte
est in this work. One of the authors, A. N. O., would like
acknowledge D-Wave Systems Inc.~Vancouver! for hospital-
ity and support of this research.

APPENDIX

Junction with arbitrary g’s

The Josephson energy of the mesoscopic four-term
junction, normalized to

~\/2e!pD0
2~T!/4eTc ,

is expressed by

EJ52g12cosu2g34cosf1Ecoupl, ~A1!

with the coupling energyEcoupl given by

Ecoupl52g13cosS 2u2f

2
1x D2g14cosS 2u1f

2
1x D

2g23cosS u2f

2
1x D2g24cosS u1f

2
1x D

52~A cosx1B sinx!, ~A2!

where

A5~g131g24!cosS u1f

2 D1~g141g23!cosS u2f

2 D ,

~A3!

B5~g132g24!sinS u1f

2 D1~g142g23!sinS u2f

2 D .

Minimizing with respect tox, we find the minimum to be

Ecoupl52AA21B2, x5cos21S A

AA21B2D . ~A4!

After some manipulations we find

Ecoupl52@g13
2 1g23

2 1g14
2 1g24

2 12~g13g141g23g24!

3cosf12~g13g231g14g24!cosu12~g13g24

1g14g23!cosu cosf22~g13g24

rt



c

la

el

f

623Low Temp. Phys. 27 (8), August 2001 Amin et al.
2g14g23!sinu sinf#1/2. ~A5!

The last term in the bracket in~A5! vanishes when
det(ĝcoupl)50. In that case the currentI (u,f) will be zero at
u50. On the other hand, if det(ĝcoupl)Þ0, then I (u,f)Þ0
whenu50. This is a signature of the phase dragging effe

In a four-terminal junction with microbridges nearTc

one hasg i j ;1/RiRj . In that case the last term in~A5! will
vanish andEcoupl factorizes:

Ecoupl;2F S 1

R1
2

1

R2
D 2

1
4 cos2~u/2!

R1R2
G1/2

3F S 1

R3
2

1

R4
D 2

1
4 cos2~f/2!

R3R4
G1/2

. ~A6!

In particular, whenR15R2 andR35R4 we find

Ecoupl;2
4

R1R3
Ucos

u

2UUcos
f

2U, ~A7!

which is what one obtains from a Ginzburg-Landau calcu
tion.

In a mesoscopic four-terminal junction with parall
implementation, on the other hand, we haveg135g24 and
g145g23. This leads toB50 and therefore

Ecoupl52uAu, cosx5sign~A!, ~A8!

which givesx50 or p. Notice that in the general case o
~A4!, x can take values other than 0 andp.
t.

-
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On the two-dimensional character of the superconducting transition in underdoped
high-temperature superconductors
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The 3D→2D dimensional crossover in the superconducting state of quasi-two-dimensional high-
Tc superconductors is investigated. The consistent pattern of the superconducting state of
2D and 3D systems is used to find a universal temperature dependence of the ratio of the squares
of the penetration depths of a magnetic field directed along theĉ axis, i.e.,l2(0)/l2(T/Tc),
from which one can obtain a relation between the superconducting transition temperatureTc and
l22(0). This yields the temperatureTcr of the dimensional crossover as the boundary of
the region of ‘‘two-dimensionality’’ of the superconducting state, where forT.Tcr the results of
measurements of the penetration depth begin to deviate from the universal dependence
found. It is shown that the size of the region of three-dimensional superconducting fluctuations
can be determined from measurements ofl(T/Tc) and the resistance along theĉ axis and
turns out to be finite, attesting to the 2D character of the superconducting transition in quasi-2D
HTSCs. © 2001 American Institute of Physics.@DOI: 10.1063/1.1399199#
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1. INTRODUCTION

Quasi-2D high-Tc superconductors~HTSCs!, i.e., under-
doped compounds, have such distinctive properties a
semiconductor trend of the resistance along theĉ axis,
rc(T), a large interval of 2D superconducting fluctuation
D2D;Tc , and the appearance of a pseudogap state aT
<T* . This has led to the conjecture that the superconduc
transition in these compounds is due to a Berezinsk�–
Kosterlitz–Thouless ~BKT! transition at a temperatur
TBKT,Tc0 , whereTc0 is the temperature of the superco
ducting transition in the CuO2 planes in mean field theor
~see the review1 and the references cited therein!. Even
though a two-dimensional character of the superconduc
fluctuations and the hallmarks of the BKT transition ha
been observed in the majority of quasi-2D HTSCs,2,3 it is as
yet unclear whether such a transition can be observed in
superconductors when the finite value of the interact
along theĉ axis is taken into account.4,5 The most convincing
evidence comes from measurements of the resistance fo
trathin YBCO films,5 from which one can determine the tem
perature of the BKT transition: as the number of layers
creases,TBKT increases from 30 K~for a film one monolayer
thick! to 80 K for a 10-layer film. Because of this differenc
betweenTc , Tc0<T* , andTBKT and also because of doub
about whether a BKT transition can in principle be realiz
in a bulk sample, the character of the superconducting t
sition in quasi-2D HTSCs remains an open question.4,5

Taking the finite interactions along theĉ axis into ac-
count can lead to a dimensional crossover both forT.Tc

and in the superconducting state at temperatures close tTc

~see, e.g., Refs. 4–6!. There is a well-known theoretica
model of such a superconducting transition in laye
structures:7–9 at a sufficiently low probability for charge hop
between layers the system behaves as two-dimensional
a finite region D3D of three-dimensional superconductin
6241063-777X/2001/27(8)/4/$20.00
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fluctuations. The question of the large difference between
temperaturesTc , Tc0 , andTBKT will, of course, be answered
once the mechanism of high-temperature superconduct
is understood. For example, the spin-fluctuation model
pairing, for whichTc;Jc and Tc0;Jab , the anisotropy of
the exchange interactions of the quasi-2D HTSCs in
copper–oxygen plane,Jab , and along theĉ axis, Jc!Jab ,
leads toTc!Tc0 and to a large value of the intervalD2D . In
Refs. 10 and 11 it was shown that the two-dimensionality
the superconducting fluctuations in the normal state is a
responsible for such properties of quasi-2D HTSCs as
temperature dependence of the probabilitytc(T) for the tun-
neling of charge along theĉ axis and the semiconductor tren
of the resistivityrc(T). As the temperature is lowered,tc(T)
decreases rapidly, and atT;Tc

0 the dimensional crossove
2D→3D occurs before the BKT transition. The temperatu
Tc

0 at which the resistivityrc(T) stops growing is of the
same order as the temperature of the superconducting tr
tion in a bulk sample~in mean field theory!. This attests to
the 3D character of the superconducting transition with
finite region of three-dimensionality of the superconducti
fluctuations; in a layered system this transition occurs
cording to the Kats scenario7

Tc
0/«F.tc~Tc

0!, ~1!

at sufficiently small values oftc(Tc
0) ~«F is the Fermi en-

ergy!. Measurements of the temperature dependence of
resistivity rc(T) make it possible to determine the region
3D superconducting fluctuations in the normal state,D3D

N :

D3D
N .Tc

02Tc!D2D
N . ~2!

It is known6,12 that as the temperature is lowered in t
superconducting state, the reverse crossover 3D→2D occurs
at a temperatureTcr whose value depends on the correlati
length jc(T) along theĉ axis. The goal of this paper is to
© 2001 American Institute of Physics
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investigate the superconducting state of quasi-2D HTS
and to determine the region of 3D superconducting fluct
tions, D3D

S .(Tc2Tcr), for T,Tc . A universal temperature
dependence is found for the ratio of the squares of the p
etration depths for a magnetic field directed along theĉ axis,
l2(0)/l2(T/Tc). The temperatureTcr of the dimensional
crossover is determined as the boundary of the region
‘‘two-dimensionality’’ of the superconducting state, whe
for T.Tcr the results of measurements of the magnetic-fi
penetration depth begin to deviate from the universal dep
dence~6! found above.

2. ON THE UNIVERSAL DEPENDENCE OF Tc ON lÀ2
„0…

The magnetic-field penetration depthl(T) is given by
the London formulal(T);ns,3

21/2(T), wherens,3(T) is the
three-dimensional superfluid density, which is related in
obvious way to the 2D densityns(T): ns,3(T)5ns(T)n/ l ,
wheren is the number of layers andl is the lattice period. It
was shown by Pokrovski�13 that in quasi-2D HTSCs the
magnetic-field penetration depthl(T) and the densityns(T)
of the 2D superfluid component are related by

l2~0!/l2~T!5ns,3~T!/ns,3~0!5ns~T!/ns~0!. ~3!

It can be shown that for quasi-2D HTSCs with less th
optimal doping concentration this relation leads to a univ
sal dependenceTc(l

22(0)) ~Uemura plot!, which was found
in measurements of the muon relaxation rate.14

For a 2D degenerate system equation~3! can be ex-
pressed in terms of the ratio of the values of the dimens
less stiffness rs(T/Tc)/rs(0)5ns(T/Tc)/ns(0), where
rs(T/Tc) satisfies the universal relation15

rs~T/Tc!5expF2
Te21

Tcrs~T/Tc!
G . ~4!

The solution of this equation givesrs(0)51, and for
T5Tc

rs~T/Tc!uT5Tc
5e21, ~5!

which was obtained in Ref. 15 and is plotted in Fig. 1. Equ
tions ~3! and~4! imply a universal character of the temper
ture dependence of the ratio of the squares of the penetra
depths of the magnetic field:

l2~0!/l2T/Tc)5rs~T/Tc!/rs~0!

5expF2
Te21l2~T/Tc!

Tcl
2~0! G , ~6!

and also a simple relation between the values ofl2(T) and
ns(T) at T5Tc andT50:

l2~0!/l2~Tc!5ns~Tc!/ns~0!5e21. ~7!

Using ~7! and the well-known Kosterlitz–Thouless
Nelson formula,16 which relates the density of the 2D supe
fluid componentns(Tc) with the transition temperatureTc ,

kBTc5
h2

32pm
ns~Tc!, ~8!

we obtain a universal relation between the densityns(0) at
T50 and the transition temperatureTc :
s
-

n-

of

d
n-

n

n
r-

-

-

ion

Tc5
h2e21

32kBpm
ns~0!, ~9!

wherekB is Boltzmann’s constant. An analogous relation w
obtained in a different form in Refs. 17 and 18. In a 2
superconductor the role of the effective penetration dept
played by the magnetic screening length

Ls~T!5
mc2

2pns~T!e2 , ~10!

which is related to the London penetration depth as

Ls52l2/d. ~11!

Hered is the thickness of the CuO2 plane, ande is the charge
of the electron.

It is seen from expressions~7!–~11! that the supercon-
ducting transition temperature is proportional tol22(0),

Tc5kl22~0!, ~12!

where the coefficient of proportionality

k5
c2h2e21d

64kBp2e2 ~13!

depends only on universal constants and the thickness o
CuO2 plane, which is the same for all cuprate HTSCs.

Thus relation~12!, which was found in measurements
the muon relaxation rate14 for quasi-2D HTSCs, is in fact
universal and is a consequence of the general relations~4!
and~8! for the superconducting state of 2D systems. Relat
~12! should hold for superconductors in which the superc
ducting state is two-dimensional atT,Tcr , i.e., for super-
conductors with a 2D character of the transition. Unfor
nately, to compare expression~12! with the relation obtained
in Ref. 14 it is necessary to know the coefficient relating t
muon relaxation rate with the quantityl22(0).

FIG. 1. Temperature dependence ofl(0)2/l2(T/Tc). The dashed line is the
BCS dependence, and the solid curve is the universal dependence~6!. The
results of measurements for La1.85Sr0.15CuO4 ~Ref. 19! ~h! and
YBa2Cu3O6.66 ~Ref. 14! ~j!.



he

c

v

ha
th
e

si
e
e
-
ts
om

C

-
te

y

th

th
s

in

c
-

o

n
ac
th

ter
on-

rd-
-

m
f
-

e

for
s

t-
-
ntly
the
m-

ions

ela-

ion
f
ra-
-
en-

a
of

nd
ery

e
,

er,

v.

nd

hys.

v.

626 Low Temp. Phys. 27 (8), August 2001 G. G. Sergeeva
3. DETERMINATION OF THE DIMENSIONAL CROSSOVER
TEMPERATURE Tcr

It is known12 that as the temperature is lowered in t
superconducting state, the coherence length along theĉ axis,
jc(T/Tc), decreases, and on reaching the temperatureTcr ,
wherejc(Tcr /Tc) becomes less than the interlayer distan
s, a 3D→2D dimensional crossover occurs:

jc~Tcr /Tc!5
1

&
S 12

Tcr

Tc
D 21/2

jc~0!,s. ~14!

As we see from this equation, the dimensional crosso
temperatureTcr depends on the ratiojc(0)/s and on the
number of copper–oxygen layers in the cell. It is clear t
crossover to the 2D superconducting state can occur in
region of temperatures where the 3D density of the sup
fluid component becomes comparable to the 2D den
ns(T) multiplied by the ratio of the number of layers to th
lattice period.13 The temperatureTcr can be determined as th
boundary of the region of ‘‘two-dimensionality’’ of the su
perconducting state, where the results of measuremen
the magnetic-field penetration depth begin to deviate fr
the universal dependence~6!.

Near the superconducting transition temperature, forTc

.T.Tcr , where the temperature dependence oflc(T) is
determined by the 3D superconducting fluctuations, the B
microscopic theory gives

l2~0!/l2~T/Tc!52~12T/Tc!. ~15!

A plot of l2(0)/l2(T/Tc) is shown in Fig. 1@the solid line
corresponds to the universal dependence~6! and the dashed
line to expression~15!#, along with the results of measure
ments of the penetration depth of a magnetic field direc
along theĉ axis for La1.85Sr0.15CuO4 with Tc537 K19 and
YBa2Cu3O6.66 with Tc.53 K.14 We see that the 3D densit
of the superfluid component becomes comparable tons(T) at
T;0.7Tc . In processing the results of the measurements,
quantityl2(0) was determined from expression~15! as the
average for the experimental points ofl(T/Tc) for T/Tc

.0.7. The measured values ofl(T) for La1.85Sr0.15CuO4 and
T.25 K are well described by relation~15!, while for T
<20 K they agree within the measurement error with
universal dependence~6!. This simple calculation allows u
to estimate a value Tcr;26 K for the compound
La1.85Sr0.15CuO4 and to determine the temperature interval
which the superconducting state is three-dimensional:

D3D
S .Tc2Tcr.11 K.

4. DISCUSSION OF THE RESULTS AND CONCLUSIONS

It was shown in Secs. 2 and 3 that forT,Tcr the ratio
l2(0)/l2(T/Tc) in quasi-2D HTSCs has a universal chara
ter, is given by relation~6!, and attests to the two
dimensionality of the superconducting state. This leads
two important conclusions which are general for this class
superconductors:

1! In the universal relation~12! betweenTc andl22(0)
~Ref. 14! the coefficient of proportionality depends only o
universal constants. Although this relation has been attr
ing great interest for 13 years now, the known versions of
e

er

t
at
r-
ty

of

S

d

e

e

-

to
f

t-
e

function Tc(l
22(0)) either contain an adjustable parame

for fitting or some quantity that characterizes the superc
ductor ~e.g., the correlation length20!;

2! of the superconducting transition taking place acco
ing to the Kats scenario7 with a finite region of 3D supercon
ducting fluctuations,

D3D5D3D
N 1D3D

S 5Tc
02Tcr , ~16!

is of a 2D character. The value ofD3D is independent of the
accuracy with whichTc is determined and can be found fro
measurements ofrc(T) and l(T). From measurements o
the resistivity along theĉ axis one can determine the tem
peratureTc

0 of the 2D→3D dimensional crossover in th
normal state,11 and measurements oflc(T), as was shown
above, can be used to find the temperatureTcr of the reverse
crossover in the superconducting state. For example,
La1.85Sr0.15CuO4 single crystals resistive measurement21

give Tc
0;41.5 K, and measurements19 of l(T) give Tcr

;26 K and, with allowance for Eq.~16!, D3D;15.5 K.
The fact thatTBKT,Tc and lies in the 3D superconduc

ing fluctuation region11 D3D
s gives the superconducting prop

erties of quasi-2D HTSCs a specific feature that is appare
one of the reasons for the continuing discussion as to
character of the superconducting transition in these co
pounds. In the normal state the superconducting fluctuat
are two-dimensional in a large temperature intervalD2D

;Tc , and there the temperature dependence of the corr
tion length in the copper–oxygen plane and also that oftc(T)
andrc(T) are determined by the superconducting transit
temperature in the plane,TBKT. In this case the probability o
charge tunneling along theĉ axis decreases as the tempe
ture is lowered, until the 2D→3D dimensional crossover oc
curs atTc

0 . In the superconducting state the reverse dim
sional crossover 3D→2D atTcr;0.7Tc leads to the situation
that for T,Tcr the superconductor is a 2D system with
transition temperatureTc and a universal dependence
l2(0)/l2(T/Tc) ~Eq. ~6!!.

The author is extremely grateful to V. Yu. Gonchar a
V. V. Kabanov for a discussion of this paper and some v
important comments.
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The resonance properties of nonequilibrium regions of phase-slip centers arising in tin films of
different thicknesses under the influence of a dc transport current are investigated
experimentally for films which are uniform over their width. It is confirmed that an important
role in the mechanism of excitation of the non-Josephson oscillation~NJO! is played by
the inelastic electron–phonon relaxation timet« of the charge imbalance. It is shown that two
intercoupled resonance systems exist in samples containing phase-slip centers in the NJO
regime. The change in shape of the amplitude–frequency characteristics of the NJO signal as the
sample thickness is changed is explained by the influence of the transport electric current
on the rate of relative tuning of the NJO frequencyv0 and the relaxation frequencyv r of the
nonequilibrium region of the phase-slip center. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1399200#
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INTRODUCTION

In long quasi-one-dimensional superconductors w
transverse dimensions smaller than the coherence le
j(T) in the supercritical current regime, when the transp
current densityj through the sample is greater than the cr
cal current densityj c , a dynamic resistive state arises, wi
the formation of phase-slip centers~PSCs!.1,2 Under certain
conditions the electric potential becomes nonstationary—
called non-Josephson oscillations~NJOs! appear. In Ref. 3
the nonequilibrium spatial structure of a PSC was analy
in detail, and the basic properties of its individual regions
direct current~dc! and the effect of various relaxation pro
cesses on them were investigated. The present study is
voted to investigation of the resonance properties of n
equilibrium regions of the PSCs with allowance for vario
mechanisms of quasiparticle relaxation in the presence o
field of the NJO.

It has been shown previously that a NJO arises in
quasinormal region of size 2dN(T)52@j(T) l E(T)#1/2~where
lE(T) is the penetration depth of a weak longitudin
electric field into the superconductor! in a PSC, and its fre-
quency is much less than the frequency of oscillation of
energy gapD(T) in the core of the PSC.4,5 This is evidence
of the special nonequilibrium-quasiparticle relaxation p
cesses in the PSC that lead to excitation of the NJO. Acc
ing to the model of Refs. 6 and 7, the nonstationarity ari
because excess quasiparticles that have acquired an e
«1.D as a result of multiple Andreev reflection inside
quasinormal region of size 2dN(T) in the PSC undergo re
laxation to the level of the energy gapD, accompanied by
6281063-777X/2001/27(8)/8/$20.00
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the radiation of bremsstrahlung photons. The energy«1

2D) released in this relaxation excites a collective mode
weakly damped plasma oscillations of superconducting e
trons at a frequencyv0'(«12D)/\ ~Ref. 8! in a nonequi-
librium region of size 2l E(T) in the PSC. Since only a sma
fraction, proportional to the ratio («12D)/D, of the quasi-
particles injected into the 2l E(T) region take part in the for-
mation of the NJO, the amplitude of the plasma oscillatio
is small.

According to Ref. 9, the frequencies of the plasm
oscillations of superconductors with a small transve
cross section lie in the interval from zero to a certain dam
ing frequencyvd , which can be several orders of magn
tude lower than the plasma frequencyvp in a normal metal
(vp

254pne2/m, wherem, e, and n are the electron mass
charge, and density!. The frequencyvd decreases with
decreasing densitynS of Cooper pairs or with increasing
quasiparticle conductivitys and increasing inelastic impu
rity scattering timet imp . It is for this reason thatvd is
comparatively low in the purer samples, for whicht imp is
larger, and also at temperatures close to the critical temp
ture, wheres is close in size to the conductivitys of the
normal metal. Within the nonequilibrium region this mod
propagates like an electromagnetic wave in a long line.
cause of its weak damping, it can form a standing wave
that case a resonance of the plasma oscillations arises
nonequilibrium superconductor, the characteristics of t
resonance depending on the electrophysical properties o
sample.

The nonequilibrium state arising upon the injection
quasiparticles into the superconductor is due to an imbala
of the branches of the excitation spectrum. By analyzing
© 2001 American Institute of Physics



TABLE I. Physical parameters of superconducting tin films.
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Note: d, w, andL are the thickness, width, and length of the sample;j(0) andl E(0) are the coherence length and the penetration depth of a
weak longitudinal electric field into the superconductor at temperature 0 K;l eff is the effective mean free path of the electron.
processes that occur here, one can obtain information a
the mechanisms for relaxation of a charge imbalance in
superconductor. Since the conditions for propagation
plasma waves are determined by the characteristics of
sample, such an analysis can yield the interrelationship
tween the relaxation and nonstationary processes in a
equilibrium superconductor.

1. EXPERIMENTAL PROCEDURES AND RESULTS

The goal of the present study is to elucidate how
propagation of an electromagnetic field, the frequencyv0 of
the NJO signal generated by a film, and the resonance
quencyv r of the PSC are influenced by the characteristics
a nonequilibrium superconductor and the relaxation p
cesses occurring in it. We investigated nonequilibrium
gions of PSCs arising in uniform~over width! tin films of
different thicknesses under the influence of a dc trans
current in the presence of the alternating current of a N
The details of the experimental layout and techniques
creating PSCs in the superconducting film and measu
their main parameters with the dc and ac circuits decoup
are described in Ref. 10. The resistive state of the sam
with a dc current flowing through them was studied by t
conventional four-probe method with analog recording of
current–voltage~I–V! characteristics. The results of th
measurements were used to determine the electrical ch
teristics of the samples~see Table I!.

The films were deposited in a vacuum of the ord
of 1028 torr with oil-free pumping and can therefore b
assumed to be quite pure. We therefore attribute the cha
in resistivity of the samples mainly to a change in the me
free path of the electrons on account of the size effe
We measured the I–V characteristics of these uniform su
conducting films ~channels! at different temperatures. A
Tektronix 2710 spectrum analyzer was used to obt
the frequency and amplitude of the ac electric potential~the
NJO signal! as functions of the transport current and te
perature. The curves obtained were used to construct
amplitude–frequency~A–F! and frequency–current chara
teristics of the NJO signal. The experimental A–F charac
istics for samples of different thicknesses are presente
Fig. 1.
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2. DISCUSSION OF THE RESULTS

2.1. Influence of the supercurrent and external fields on the
relaxation time for the quasiparticle charge imbalance
in uniform superconducting films

The resonance properties of superconducting films
small transverse cross section are governed by their t
impedance, comprised of their active resistanceR, capacitive
reactanceXC , and inductive reactanceXL . The absolute
value of these components depends on the state of
sample. In the equilibrium state of the superconductor
resistanceR is due solely to completely normal quasipar
cles, which absorb energy from the electromagnetic fie
and the reactive componentsXC and XL are determined by
its capacitanceC and inductanceL.

The capacitance of a narrow superconducting film un
conditions such that the electric current flowing along it
much less than critical and nonlinear effects need not

FIG. 1. Amplitude–frequency characteristics of the non-Josephson osc
tion signal generated by samples of different thicknessesd: 700 nm~sample
No. 5! ~a!; 300 nm~sample No. 4! ~b!; 170 nm~sample No. 3! ~c!; 58 nm
~sample No. 1! ~d! at various temperatures nearTc . The temperature of the
measurements decreases with increasing number of the curve.
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taken into account is determined solely by its surface a
i.e., its geometric dimensions. The inductance of a lin
conductor such as any of the films investigated here can
ways be represented as a geometric inductanceLg and a
kinetic inductanceLk connected in series. The first of these
determined by the transverse cross section and length o
conductor, and the second characterizes the internal ine
properties of the charge carriers. Ordinarily the condit
Lg@Lk is satisfied, and it is only in superconductors of sm
transverse cross section that the situation can change to
reverse and the kinetic inductance become larger than
geometric.

A nonequilibrium situation can arise in a superconduc
under the influence of such factors as the passage of a cu
larger than the critical current, the injection or extraction
quasiparticles, and the action of electromagnetic and m
netic fields. It was shown in Ref. 11 that in the temperat
region whereD(T)!kBTc , a one-dimensional supercon
ductor found in a nonequilibrium state can be represented
the equivalent circuit of a long line with the following dis
tributed parameters per unit length: normal resistanceR, ki-
netic inductanceLk , conductanceG, which determines the
damping of the charge imbalance, and nonequilibrium
pacitanceC, which characterizes the energy stored in t
field of the nonequilibrium potential. These quantities a
expressed in terms of the physical parameters of the su
conductor:

R5
mVF

ne2l eff
s

5
1

ss
,

m

nSe2s
5

t0

ss
,

~1!

G5
3ne2s

mVFtQ
5

ss

l E
2

, C5
3ne2st«

mVFtQ
5

sst«

l E
2

.

HereVF is the velocity of an electron on the Fermi surfac
s is the cross-sectional area of the sample,s is the conduc-
tivity of the film in the normal state,t0 is the response time
of the supercurrent to an external influence,nS is the density
of Cooper pairs, andl E is the penetration depth of a wea
longitudinal electric field into the superconductor at an eff
tive relaxation time of the charge imbalance equal totQ .
Sometimes instead oft0 it is more convenient to use th
Ginzburg–Landau relaxation timetGL5(p\/8kB)(Tc

2T)21, which differs fromt0 in the ‘‘dirty’’ limit only by a
numerical coefficient:tGL55.79t0 ~Ref. 11!.

In expressions~1! the conductanceG and the nonequi-
librium capacitanceC depend primarily on the penetratio
depth of a weak longitudinal electric field into the superco
ductor, l E5ADtQ, whereD5 l effVF/3 is the diffusion coef-
ficient of normal quasiparticles with a mean free pathl eff . In
other words, these parameters depend on the effective re
ation time of the charge imbalance. According to the the
of Ref. 12, which takes into account all the relaxation p
cesses in a nonequilibrium superconductor, the effective
laxation time of the charge imbalance is determined by
time t« for the inelastic scattering of electrons on phono
the timetS for scattering on magnetic impurities with a sp
flip, the elastic scattering time in the presence of super
a,
r
l-

he
ial
n
ll
the
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f
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e
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rent, which depends on the momentumpS of the Cooper
pairs, and the time for elastic scattering on anisotropies
the gap,

tQ5
4kBT

pD S t«

2G D , ~2!

where G5 1/tS1 1/2t« 1 D/2 (pS
2/\22 (1/D) ]2D/]r2),

with r the radius vector. The films under study contained
magnetic impurities. In addition, the contribution of the a
isotropy of the gap to the relaxation of the imbalance
quasiparticle excitations can be neglected, since change
D(T) occur over distances of the order ofj(T), which is
much less thanl E(T). Then the most important electron
scattering mechanisms remaining are inelastic scatte
with a relaxation timet« and elastic scattering of quasipa
ticles under conditions such that a supercurrent close to
critical value is flowing through the sample. The contributi
of each of these mechanisms to the scattering of quasip
cles depends on the temperature. The contributions of
two mechanisms are equal, i.e., a sort of crossover occ
under the conditiont«53tGL ~Ref. 13!. In the neighborhood
of this ‘‘crossover’’ temperature one cannot neglect the c
tribution of either of the relaxation times, sincetQ will be
determined by both processes. In tin films the crossover
curs attcross5T/Tc50.992,3 and experiments on the study o
PSCs are usually done in the temperature interval 0.
,T/Tc,0.999. Thus in this temperature interval a transiti
occurs from relaxation governed mainly by an elastic mec
nism (t«@tGL) to the case of predominantly inelastic rela
ation (t«!tGL).

In Ref. 3 a study was made of how the resistive prop
ties of superconducting channels are influenced by the v
ous mechanisms for relaxation of a quasiparticle charge
balance. Let us consider the influence of exter
perturbations and the relaxation mechanisms on the r
nance properties of PSCs. At a temperatureT,Tc the param-
eters of the superconductor can depend on the value of
electric current flowing through the film~or, in other words,
on the velocity of the condensate!, the magnetic fieldH, and
the powerP of the electromagnetic field. If these perturb
tions are small and have only a weak effect on the densitynS

of Cooper pairs, then this regime for the superconductor w
be linear. If the densitynS of Cooper pairs in the sample i
considerably different in the presence and absence of
perturbing influences, then the sample will be in the nonl
ear regime. Let us take into account the influence of
perturbations onnS . For this we use the following relations
nS(nS)/n}(D/D0)2 ~Ref. 14!, (D/D0)2}(12h2) ~Ref. 15!,
(D/D0)3}(12p0.5) ~Ref. 16!, whereD0 is the equilibrium
value of the energy gap at some temperatureT, nS is the
velocity of the condensate at a temperatureT near Tc , t
5T/Tc , h5H/Hc , and p5P/Pc . Then (nS(h)/n)}(1
2h2) and (nS(p)/n)}(12p0.5)2/3. We also use the equatio
of the depairing curve:17

j 52ec0
2S \

mj~T! D f 2~12 f 2!1/2, ~3!

wherec0 is the unperturbed value of the electron wave fun
tion and f 5ucu/c0. Since forT,Tc the density of Cooper
pairsnS(nS)5ucu2, nS05c0

2 (nS0 is the density of the con-
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densate in the absence of current at the given temperatu!,18

Eq. ~3! can be reduced to the more convenient form

nS
3~nS!

nS0
3

2
nS

2~nS!

nS0
2

1
4

27

j S
2~nS!

j c
2

50. ~4!

This equation has three real roots. Choosing the ph
cally meaningful root and taking into account the function
dependence ofnS on the magnetic field15 and the rf power,16

we obtain an expression fornS( j ,h,p):

nS

nS0
5

nS~ j ,h,p!

nS0
5

1

3H 112 cosF1

3
arccosS 122

j S
2

j c
2D G J

3~12h2!~12p0.5!2/3. ~5!

This equation is conveniently used for analyzing the
perimental results in a study of the properties of superc
ducting films in the nonequilibrium state.

Near Tc , when our expression~5! for the density of
Cooper pairs and temperature dependence of the energy
D(T)53.2kBTc(12t)1/2 obtained in Ref. 17 are taken int
account, expression~2! for the effective relaxation time of a
charge imbalance in the nonlinear regime can be written

tQ5tQ~ j ,t,h,p!5
4kBT

pD S t«

2G D
5

1.25t«

p@~12t !~nS /nS0!#1/2S 3tGL

t«13tGL
D 1/2

. ~6!

Figure 2 shows the relaxation timetQ calculated accord-
ing to formula ~6! for one of the samples at a temperatu
equal to the crossover temperaturetcross50.992, plotted as a
function of the time-averaged supercurrent densityj̄ S ~nor-
malized toj c) in the absence of external fields~curve2! and

FIG. 2. Dependence of the relaxation timetQ on the time-averaged supe

current densityj̄ S normalized toj c ; the curves were calculated according
formula ~6! for different values of the electromagnetic powerp and mag-
netic fieldh: 1—relaxation timetQ calculated without taking the influenc
of the supercurrent on the relaxation into account;2—p50, h50; 3—p
50, h50.3; 4—p50.3, h50; 5—p50, h50.6; 6—p50.6, h50. The
temperatureT/Tc50.992.
i-
l

-
-

ap

s

at several values of the electromagnetic powerp and mag-
netic field h ~curves 3–6!. We see that taking the elasti
scattering into account leads to a decrease in the relaxa
time tQ in comparison with the values calculated witho
taking the influence of the supercurrent on the relaxation i
account ~straight line 1!. The action of the fields on the
sample leads to an increase in the relaxation time with
creasing electromagnetic and magnetic fields.

2.2. Influence of the relaxation mechanisms on the
frequency of the non-Josephson oscillation

A theoretical model explaining the NJO effect has be
proposed in Refs. 4, 6, and 7, according to which the g
erning mechanism leading to the NJO is relaxation of
nonequilibrium distribution of quasiparticles having an e
ergy «1.D acquired as a result of multiple Andreev refle
tion within a region 2dN(T). These quasiparticles are effi
ciently scattered by weak oscillations of the order parame
uD̃u;Dg2/3 at the boundaries of the 2dN(T) region if «1

2D;uD̃u. Hereg5\/2t«D is the depairing factor, andD is
the energy gap at temperatureT and depends on the value o
the supercurrent flowing through the sample. Upon rel
ation the quasiparticles go from an energy level«1 to the
level of the energy gapD. Relaxation is accompanied by th
transfer of momentum from the quasiparticle to the cond
sate of Cooper pairs by the radiation of a bremsstrahl
photon with energy\v05(«12D), since at low values of
the energy to be lost the inelastic quasiparticle scatte
processes involving phonon emission are unimportant. Q
siparticles with energy«12D@uD̃u do not transfer momen
tum to the condensate, and bremsstrahlung emission is
possible for them on account of the energy and momen
conservation laws.

Thus the NJO effect is observed in a PSC under
conditions \v05«12D and \v0>aDg3/2, where a is a
factor of the order of unity. In this case the NJO signal ge
erated by the sample can be written

\v05«1

ag3/2

11ag3/2
. ~7!

The energy«1 of the quasilevel is determined by the param
eters of the superconductor and the size 2dN of the quasinor-
mal region:4

«15
p\VF

2~2dN!
. ~8!

The values of«1 andg depend on the value of the electr
current, temperature, and the presence of magnetic and
tromagnetic fields, i.e., «15«1( j ,t,h,p) and g1

5g1( j ,t,h,p). Taking this into account, we can express t
NJO frequencyv0 in terms of the characteristics of the s
perconductor as

v05v~ j ,t,h,p!5pAF ag3/2

11ag3/2G F3tGL1t«

3tGL
G1/8S nS

nS0
D 1/8

.

~9!

Here



p

h
te
97
ax
pl
of
tu
-

y

b

m

o

f
e
re

rn
c

in

th

e

en

m
th
s

rre
h

ta
e

ng
tio

r
nd
is
th
th

th
-

of

ting

y

ga-

er-
c-

re-
e
fre-

nce
rent
the
in

per-
In
y
l-

ion
e of
ig.
the
tial

the
ntal
the
fre-

ar-
red,
er

632 Low Temp. Phys. 27 (8), August 2001 Agafonov et al.
A5S VF
3/2~110.76j0 / l eff!

1/2~12t !3/4

4.313~ l efft«!1/2j0
D 1/2

is a coefficient that depends on the parameters of the su
conductor, and the rationS /nS0 is given by Eq.~5!.

It is of interest to compare the NJO frequencyv0 for tin
and aluminum films. On tin films of various thicknesses t
NJO is observed, as a rule, at frequencies of the order of
of megahertz in an interval of reduced temperatures 0.
<T/Tc<0.997. For them both the inelastic and elastic rel
ation mechanisms are operative. For the aluminum sam
the NJO signal is observed at frequencies of the order
few megahertz in approximately the same tempera
interval19 as for the tin films. However, for them the influ
ence of the supercurrent is expected to come into pla
tcross'0.9995.

Let us consider how the NJO frequency is influenced
each of the quantities appearing in formula~9!. The factorA
reflects the dependence of the NJO frequency on the geo
ric dimensions of the sample, since the mean free pathl eff is
determined by the film thicknessd. An estimate of the factor
A for tin and aluminum films shows that its value does n
depend very strongly onl eff . For example, att5tcross for
sample No. 1 (l eff>94 nm! the factor A56.231010s21,
while for sample No. 5 (l eff>479 nm! A53.7131010s21.
For aluminum films the factorA is of the same order o
magnitude (;1010 s21). The ratio of these factors for th
two metals remains of the order of unity at all temperatu
in the existence region of the NJO, even thoughl eff in the Al
and Sn films differs by an order of magnitude. Thus, it tu
out that l eff is not the parameter that governs the frequen
range of the NJO signal. The ratio of the factors contain
the depairing factorg for the tin and aluminum films turns
out to be of the order of several tens. An estimate of
value of the third cofactor in~9!, which reflects the relation
of the NJO frequency to the relaxation timest« and tGL ,
shows that they are also close in magnitude for the two m
als: their ratio varies from 0.741 atT/Tc50.970 to 0.83 at
T/Tc50.997. This factor contains the temperature dep
dence of the NJO frequency: the ratio betweent« andtGL is
determined by the temperature of the sample. According
calculations using the parameters of the real tin and alu
num samples, the NJO frequencies for the tin films are of
order of tens of megahertz, while for the aluminum film
they are of the order of a few megahertz, in complete co
spondence with the experimental data. Thus it is establis
that it is the second term that describes the experimen
observed factor-of-tens difference between the NJO frequ
cies in tin and aluminum films. We recall that the depairi
factor g that enters into this cofactor is equal to the ra
\/2t«D. Since the values of the energy gap nearTc are very
small in both tin and aluminum, the difference ofg for Al
and Sn superconductors is due to the different inelastic
laxation timest« in these materials. These times in tin a
aluminum differ by two orders of magnitude. Our analys
shows that the inelastic electron–phonon relaxation of
quasiparticle charge imbalance plays an important role in
NJO effect. The inelastic electron–phonon relaxation timet«

determines the value of the nonstationary perturbation of
order parameter,D̃}Dg3/2, on which the quasiparticles in
er-

e
ns
0
-
es
a

re

at

y

et-

t

s

s
y
g

e

t-

-

to
i-
e

-
ed
lly
n-

e-

e
e

e

volved in the NJO effect are scattered with a transfer
momentum to the condensate.

One can estimate the NJO frequency in superconduc
films with a shorter timet« than in tin, e.g., in films of lead
and the high-Tc superconductor YBCO. The NJO frequenc
for lead films (Tc57.2 K, VF54.33107cm/s,j0582.2 nm,
l eff5700 nm, t«50.2310210 s! is of the order of a few
hundred megahertz. For YBCO films (Tc590 K, VF51.7
3107 cm/s,j051.8 nm,l eff57 nm, t«55.58310214 s! we
obtain a NJO frequency of the order of a few hundred gi
hertz.

Let us consider the influence of the value of the sup
current flowing through the PSC on the NJO frequency. A
cording to the microscopic theory of the current-induced
sistive state,5 in a quasinormal region of the PSC of siz
2dN(T) the supercurrent oscillates at the Josephson
quencyvJ ~from zero to j c). The linear parts of the I–V
characteristic, which are multiples of the dynamic resista
of the PSC and are continued to the intercept with the cur
axis, determine the so-called cutoff current. The value of
cutoff current on the I–V characteristic at zero voltage is,
the zeroth approximation, equal to the time-averaged su
current flowing in the nonequilibrium region of the PSC.
real tin samples the time-averaged supercurrent densitj̄ S

can vary from 0.4j c to 0.8j c . Figure 3 shows the curve ca
culated according to formula~9!, which reflects the influence
of the supercurrent on the NJO frequency. In the calculat
the parameters of sample No. 4 were used, and the valu
the coefficienta was taken equal to 0.7. As we see from F
3, the value of the averaged supercurrent flowing through
nonequilibrium region of the PSC does not have a substan
effect on the NJO frequency. The calculated values of
NJO frequency are in good agreement with the experime
data obtained for this sample. As the temperature of
sample is lowered, the calculated values of the NJO
quency decrease~see the inset in Fig. 3!. Analogous behavior
is also characteristic for the real amplitude–frequency ch
acteristics of the NJO signal: as the temperature is lowe
the A0( f ) curves for all the samples gradually shift to ev
lower frequencies~see Fig. 1!.

FIG. 3. Dependence of the NJO frequencyf 05v0/2p on the time-averaged

supercurrent densityj̄ S normalized to j c . The temperatureT/Tc50.970.
The inset shows the dependence of the NJO frequencyf 0 on the reduced
temperatureT/Tc .
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Thus it has been shown that the NJO frequency in
perconducting films depends strongly on the inelas
electron–phonon relaxation timet« of the quasiparticle
charge imbalance. A change in the fraction of the tim
averaged supercurrentj̄ S flowing through the PSC will lead
to a change in the NJO frequency of only a few percent.

2.3. Influence of the relaxation mechanisms on the
resonance frequency of a PSC

As we said in the Introduction, the NJO is governed
processes occurring in a quasinormal region of size 2dN(T),
while the resonance of the plasma oscillations is governed
the processes and characteristics of a region of size 2l E(T).8

One can regard a part of the PSC of size 2dN(T) as a sort of
self-excited oscillator, generating oscillations of the elect
magnetic field with frequencyv0, and the remaining part o
the PSC as an external circuit with a resonance freque
v r .8 When the values ofv0 and v r are close enough, th
action of this electromagnetic field in a region 2l E(T) excites
low-frequency oscillations~with frequencyv0) of the den-
sity of Cooper pairs.

In Ref. 8 the conditions for resonance of the low
frequency plasma oscillations of the condensate were de
mined from an analysis of an equivalent electrical circuit
the PSC:

v r1
2 5

1

LkC
, v r2

2 5
2

LkC
S 12

~11RG!2C

2LkG
2 D . ~10!

After using the relationsC5Gt« andLk5Rt0 from Ref. 11,
we obtained the resonance frequency of the PSC in the f

v r1
2 5

1

4t«t0
, v r2

2 5
1

2t«t0
S 12

25t«

8t0
D . ~11!

At fixed values of the current and temperature,v r will differ
from the value calculated according to Eq.~11! only for film
that are short compared tol E(T). If the lengthL of the film is
less than 2l E(T), then a part of the nonequilibrium regio
penetrates from the narrow channel into its ‘‘banks.’’

Thus, according to Eq.~11!, the resonance frequency o
a PSC is determined by the inelastic relaxation timet« and
the response timet0 of the supercurrent to an external pe
turbation. The timet0 in the dirty limit was determined in
Ref. 11:

t0~T!5
2kBTc\

pD2~T!
. ~12!

In formulas ~11! only t0 depends on the temperature a
current. Therefore, its variation upon changes in these
rameters will also determine the behavior of the resona
frequency of the PSC. When this dependence is taken
account, the expression fort0 becomes

t0>
0.2\

pkBTc~12T/Tc!~nS /nS0!

'
5310213

~Tc2T!~nS /nS0!

@S#•@K#

@K#
. ~13!

At temperatures near the crossover point (T/Tc50.992) the
time t0 comes out to be of the order of 10211 s. However,
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even forT/Tc50.999 the timet0 becomes of the order o
10210 s ~we note that at this temperature the NJO is obser
experimentally for tin and aluminum samples!. This value of
t0, taken together with the standard value oft« in ~11!, gives
a value of the order of 107–108 Hz for the resonance fre
quency of the nonequilibrium region. This agrees with t
experimentally observed values of the NJO signal frequen

Thus at certain temperatures of the sample the value
the frequencyv0 of the NJO field and the resonance fr
quencyv r of the PSC turn out to be quite close. As a resu
the electromagnetic field of the NJO excites low-frequen
plasma oscillations of the density of Cooper pairs at the N
frequencyv0 in a nonequilibrium region of size 2l E(T) in
the PSC.

2.4. Influence of the sample thickness on the
amplitude–frequency characteristics of the NJO signal

We see from expression~11! that the resonance fre
quencyv r is independent of the value of the transverse cr
sections of the film. To a first approximation this is due t
the fact that the nonequilibrium capacitanceC, according to
~1!, is directly proportional to the transverse cross section
the sample, while the kinetic inductanceLk is inversely pro-
portional to it. Therefore, decreasings leads to a simulta-
neous decrease of the capacitance and increase of the in
tance, leaving the resonance frequencyv r5(1/(LC)1/2),
unchanged. This can explain why the resonance is alw
observed in approximately the same frequency range for
samples of different cross sections. It follows from the A–
characteristic shown in Fig. 1 that the resonance frequenc
the nonequilibrium region isv r'107 Hz for all the samples,
and only the shape of the A–F characteristic changes w
the thickness of the film: the thicker the sample, the clo
the form of the A–F characteristic to the resonance curve
a low-Q oscillator circuit.

As we have said, in samples containing PSCs in the N
regime there exist two coupled resonance systems: a qu
normal layer of size 2dN(T) with the electromagnetic field
of the NJO at frequencyv0, and a region of size 2l E(T) with
a resonance frequencyv r and plasma oscillations at the fre
quencyv0. The frequenciesv0 andv r depend on tempera
ture and on the value of the transport current. The rate
direction of the relative tuning ofv0 andv r upon changes in
these parameters determine the shape of the amplitu
frequency characteristic of the experimentally observed N
signal. It is convenient to represent these processes with
aid of an analogy with the passage of a signal from a sw
generator~with a signal frequency varying periodically i
time! through a parametric oscillatory circuit. The respon
signal of the circuit will depend on the sweep rate and on
range of variation of the resonance frequency of the circ
under study. For example, at a fixed resonance frequenc
the circuit and complete overlap of the passband of the
cuit and sweep range, the A–F characteristic of the circ
will have the standard bell-shaped form. If the sweep d
not overlap the entire passband of the circuit or if the re
nance frequency of the circuit changes simultaneously w
the sweep and at close to the sweep rate, then one will
serve only fragments of the resonance curve of the circui
an A–F characteristic of complex shape.
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Our experiments have shown that in thick samples
which the mean free pathl eff is comparatively large, the reso
nance frequencyv r of the circuit remains practically un
changed under variation of the current, and only the N
frequency v0 undergoes tuning. Therefore the family
amplitude–frequency characteristics measured at var
temperatures on samples about 1mm thick ~Fig. 1a! has an
arrangement such that the maxima of the curves are foun
approximately the same frequency. Curves1, 2, and 3 are
taken at temperatures for which the frequency range of
NJO completely overlaps the passband of the nonequilibr
region 2l E(T). Plasma oscillations of the condensate are
cited under the influence of the NJO field in the entire ran
and therefore the shape of the amplitude–frequency curv
close to conventional. The remaining curves~4,5,6! are only
fragments of the resonance curve of the nonequilibrium
gion 2l E(T). Similar A–F characteristics are also shown
Fig. 1b. As the thickness of the samples decreases, the
nance frequencyv r and the NJO frequencyv0 become
stronger functions of current. This confirms the frequenc
current characteristics of the NJO signal for samples of
ferent thicknesses~Fig. 4!. We see that in the thinne
samples, with a smaller electron mean free path, the m
mum change in frequency occurs in a smaller interval
currents than in the case of samples with largerl eff . As a
result, A–F characteristics of complex shape are formed,
cluding some loop-shaped~Fig. 1c, 1d!. If the rate of retun-
ing of the NJO frequencyv0 with changing current is highe
than that of the resonance frequencyv r , then the A–F char-
acteristics will have a shape closer to that of an ordin
resonance circuit, and as the rate of tuning of the freque
v0 increases, the A–F characteristic becomes a loop-sha
curve. In the limiting case when the two rates are the sa
the curve goes over to a straight line. This accounts for
experimentally observed transition from A–F characteris

FIG. 4. Dependence of the NJO frequencyf 0 on the generation currentI g

for samples of different thicknessesd: 700 nm~sample No. 5! ~a!; 300 nm
~sample No. 4! ~b!; 170 nm~sample No. 3! ~c!; 58 nm~sample No. 1! ~d! at
various temperatures nearTc . The temperature of the measurements d
creases with increasing number of the curve.
n
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having the shape of ordinary resonance curves for a low
circuit for samples around 1mm thick to a shape correspond
ing to a resonance circuit with inductance and capacita
that depend on the electric current for samples several h
dred microns thick.

Thus studies of the rf characteristics of superconduct
films containing phase-slip centers in the non-Josephson
cillation regime have shown that they are mainly determin
by their dynamic properties that depend on the relaxat
time in the nonequilibrium region, on the density of Coop
pairs, and on the electron mean free path.

CONCLUSION

In this study we have established experimentally t
elastic and inelastic scattering processes leading to a
crease in the effective relaxation time of a charge imbala
to the equilibrium state play an important role in phase-s
centers. We have confirmed that an important role in
mechanism of excitation of non-Josephson oscillations
played by inelastic electron–phonon relaxation of the cha
imbalance. The inelastic electron–phonon relaxation timet«

determines the frequency range in which the NJO effect
ists. The time-averaged supercurrent flowing in the noneq
librium regions of the PSCs has a small effect on the f
quency of the NJO signal. It is shown that in samp
containing PSCs found in the NJO regime there exist t
intercoupled resonance systems. The first, of size 2dN(T),
governs the mechanism of excitation of the NJO. The s
ond, which is a nonequilibrium region of size 2l E(T) in the
PSC, acts as a load circuit for the first system and is
region of excitation and existence of a low-frequency colle
tive plasma mode. The resonance frequency calculated
the basis of a nonequilibrium superconductor model of t
region coincides with the frequency of the NJO signal o
served in experiment.

The dependence of the shape of the amplitud
frequency characteristics on the thickness of the sample
explained by the different influence of the transport elec
current on the relative tuning rate of the frequencyv0 of the
NJO field and the resonance frequencyv r of the nonequilib-
rium region 2l E(T) of the PSC.
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Phase states and spectra of coupled magnetoelastic waves in a ferromagnet
with inclined anisotropy
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The spectra of coupled magnetoelastic waves in a ferromagnet with an inclined easy axis are
determined. Analysis of the spectra obtained shows that such a system can have one
more phase in addition to the ferromagnetic and canted phases. This phase can be interpreted as
inhomogeneous. The region of fields and magnetoelastic coupling parameters in which this
phase can be realized is determined. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1399201#
f
on
n

b
le

on

cr
n

th

e

-
at
he
in

it
e
th
th
po
et
su

c-
—

ntial
ood

-
,

such
s

t
-
ical
etic
f

lled

of

c-
1. INTRODUCTION

It is well known that in the microscopic description o
magnetically ordered insulators the spin Hamiltonian c
tains terms of the formSn

i b i j Sn
j corresponding to the one-io

anisotropy~OA! due to the spin–orbit interaction~Sn
i is the

i th component of the spin operator at siten!.1 Analogous
terms for the magnetic dipole energy can be singled out,
in real crystals their contribution is always much smal
than that of the OA.

It is interesting to consider the case when the only n
zero components arebzz5b1 and bxz5bzx5b2 . Such a
model describes the inclined anisotropy in theX0Z plane
containing the axis of easy magnetization~the ‘‘easy axis’’!,
which is oriented at an anglew0 to the 0Z axis. This model
is of interest because it gives a completely adequate des
tion of the anisotropy energy of disoriented films of iro
garnets. For example, it was shown in Ref. 2 that in
framework of the two-parameter model3 an inclined orienta-
tion of the easy axis is realized in~111! disoriented films.
Here the easy axis lies in the same plane as the angl
disorientation. In Ref. 2 this plane was (11̄0). The magneti-
zation reversal of~112! films @a particular case of a disori
ented~111! film# was studied in Ref. 4. It was shown in th
paper that if the external magnetic field is applied in t
plane (1̄10), then the magnetization vector will also lie
that plane. Thus, if coordinatesX andZ are introduced in the
(1̄10) plane, it can be shown that the anisotropy energy~see
Ref. 4! will be described by two constants:b1 andb2 .

Theoretical studies of magnetically ordered systems w
inclined anisotropy have up till now been limited to a ph
nomenological description of homogeneous phases and
existence conditions. It is therefore of interest to study
spectra of elementary excitations in such systems and of
sible phase transitions in them. In addition to the magn
subsystem we shall also take into account the elastic
system, i.e., the magnetoelastic~ME! interaction. This is pri-
marily for the reason that taking the ME coupling into a
count gives rise to hybridized elementary excitations
6361063-777X/2001/27(8)/4/$20.00
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coupled ME waves—in the system and also has a substa
influence on the dynamics of the system in the neighborh
of phase transitions.5

2. DISPERSION RELATION AND POLARIZATION STATES OF
THE SYSTEM

The Hamiltonian of the system can be written as

H52
1

2 (
n,n8

J~n2n8!Sn•Sn82b1(
n

~Sn
z!2

12b2(
n

~Sn
zSn

x1Sn
xSn

z!2H(
n

Sn
z

1n (
n,i , j

Sn
i Sn

j ui j ~n!1E drH l1h

2 (
i

uii
2 1h(

iÞ j
ui j

2

1l(
iÞ j

uii uj j J . ~1!

Here J(n2n8).0 is the exchange integral,b1,0, b2.0
are the OA constants,H is the external magnetic field ex
pressed in energy units,n is the ME coupling constant
ui j (n)51/2@(]ui /]xj )1(]uj /]xi)# is the symmetric part of
the components of the strain tensor, andl andh are elastic
moduli.

The first three terms in Hamiltonian~1! describe the
magnetic subsystem. The OA energy operator is chosen
that for H50 the equilibrium magnetization direction lie
out of the ‘‘easy plane’’ at a small anglew0!1 determined
by the relation tan 2w0524b2 /b1. Here it is assumed tha
ub1u.b2 and b i!J0 , whereJ0 is the zeroth Fourier com
ponent of the exchange interaction. A phenomenolog
analysis shows that in this case the equilibrium magn
moment lies in theZ0X plane. Because of this behavior o
the equilibrium magnetic moment, this system can be ca
a ferromagnet with an inclined easy axis.

Let us investigate the spectra of coupled ME waves
the system described by Hamiltonian~1!. For this we must
take into account the influence of the OA and ME intera
© 2001 American Institute of Physics
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tion. This can be done most accurately by using the Hubb
operator technique.6 The Hubbard operators are construct
on the basis of eigenfunctions of the one-site Hamiltonian
the system and describe the transition of a magnetic ion f
a state with magnetic quantum numberM to a state with
magnetic quantum numberM 8. The Hubbard operator tech
nique is applicable for systems withS>1, and to simplify
the calculations we shall henceforth assume thatS51. We
shall also assume that the magnetic field is high enough
the magnetization vector is directed along the field.

Separating out the mean field in the exchange part of~1!,
we obtain the one-site Hamiltonian of the system:

H0~n!52H̄Sz2b1~S2!212b2~SzSx1SxSz!

1vSiSjui j , ~2!

whereH̄5H1J0^S
z&.

Solving the one-ion problem with Hamiltonian~2!, we
determine the energy levels of the magnetic ion:

E152b12x1
v
2

~uxx
~0!1uyy

~0!12uzz
~0!!22S b21

v
2

uxz
~0!D 2

3
x1~v/2!~uxx

~0!2uyy
~0!!

x@x1b11~v/2!~uxx
~0!1uyy

~0!22uzz
~0!!#

,

E05v~uxx
~0!1uyy

~0!!14S b21
v

2
uxz

~0!D 2

3
b11v~uyy

~0!2uzz
~0!!

@b11v~uyy
~0!2uzz

~0!!#@b11v~uxx
~0!2uzz

~0!!#2H̄2
,

~3!

E2152b11x1
v
2

~uxx
~0!1uyy

~0!12uzz
~0!!

12S b21
v
2

uxz
~0!D 2

3
x2~v/2!~uxx

~0!2uyy
~0!!

x@x2b12~v/2!~uxx
~0!1uyy

~0!22uzz
~0!!#

and the eigenfunctions of the operator~2!:

C~1!5~12z2p2!u1&1&zpu0&2z2f 2u21&,

C~0!5&zpu1&1@12z2~p21 p̃2!#u0&1&z p̃u21&,

C~21!52z2 f̃ u1&1&z p̃u0&1~12z2p̃2!u21&. ~4!

In expressions~3! and~4! we have introduced the following
notation:x25H̄21(n/4)(uxx

(0)2uyy
(0))2; ui j

(0) are the spontane
ous strains;

z25
b2

2

H̄~H̄22b1
2!

; p25
H̄~H̄2b1!

H̄1b1

;

p̃25
H̄~H̄1b1!

H̄2b1

; f 25H̄2b1 ; f̃ 25H̄1b1 ;

uM & are the eigenvectors of the operatorSz.
rd

f
m

at

The spontaneous strainsui j
(0) are determined from the

minimum free energy density and in the low-temperatu
case under consideration here (T!Tc) have the form

uxx
~0!5uyy

~0!5
uzz

~0!

2
52

v
2h

,

~5!

uzx
~0!5

vb2

h~H̄1b1!
,uyz

~0!5uxy
~0!50.

The eigenfunctions~4! of the one-site Hamiltonian~2!

are used for constructing the Hubbard operatorsXM8M

5uC(M 8)&^C(M )u, which are related to the spin operato
by the expressions

S152z@pH11~p1 p̃!~H01X121!1 p̃H21#

1&z2@~2p22 f 2!X011~2p̃22 f̃ 2!X210#

1&@12z2~p2 p̃!2#)~X101X021!,

S25~S1!1,

Sz5H12H2122z2@p2H12~p22 p̃2!H02 p̃2H21#

1z2~ f 22 f̃ 2!~X1211X211!1&zp~X101X01!

2&z p̃~X2101X021!. ~6!

In relations~6! HM[XMM are the diagonal Hubbard opera
tors.

Let us write the components of the strain tensor in
form ui j 5ui j

(0)1ui j
(1) , whereui j

(1) is the dynamic part of the
strain tensor, describing the vibrations of the magnetic
about its equilibrium position. Quantizing the dynamic pa
ui j

(1) in the standard way,7 we obtain the Hamiltonian of
transformation of magnons into phonons and vice versa:

Htr5(
n

H(
M

PMHn
M1(

a
PaXn

aJ .

Here PM (a)51/AN (k,l(bk,l1b2k,l
1 )Tn

M (a)(k,l), where
bk,l

1 (bk,l) are the creation~annihilation! operators of
l-polarized phonons,TM (a)(k,l) are the amplitudes o
transformation of magnons into phonons and vice versa,N is
the number of sites of the crystal lattice, anda are the root
vectors determined by the Hubbard operator algebra.

The dispersion relation for coupled ME waves is co
structed from an equation of the Larkin type for the to
Green’s function of the system.8 This equation can be written
in the form

detud i j 1xi j u50, ~7!

where

xi j 5G0
a~v!b~a!ci j ~a!1B0~k,l,l8!G0

a~v!b~a!

3T2a~k,l!G0
b~v!b~b!Tb~2k,l8!ci j ~a,b!;

B0~k,l,l8!5
Dl~k,vn!

12Qll8Dl~k,vn!
;

Qll85Ta~2k,l!G0
a~vn!T2a~k,l8!;

b~a!5^a•H&0 ; Dl~k,vn!5
2vl~k!

vn
22vl

2~k!
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is the Green’s function of a freel-polarized phonon,
G0

a(v)5$v1(a•E)%21 is the zeroth Green’s function, an
ci j (a,b) are interaction matrix elements whose explicit for
is given in Ref. 9. Equation~7! is valid for arbitrary tempera-
tures and arbitrary relationships among the values of the
terial constants.

Let us investigate the spectra of coupled ME waves
this system. We shall assume that the wave vectork is par-
allel to the 0Z axis. In this case the nonzero components
the polarization unit vector areet

x , et
y , andel

z , and the non-
zero transformation amplitudes can be written in the form

T10~k,t!5T01~k,t!5 i
v

2&
T0~k,t!et

xk;
x
on

on
s

a

a-

f

f

T10~k,t !52T01~k,t !5
v

2&
T0~k,t !et

yk;

T0~k,l!5
eik"n

A2mvl~k!
.

It follows from Eq. ~7! that the magnetic subsystem active
interacts witht- and t-polarized quasiphonons but does n
interact with longitudinally polarized acoustic excitation
The spectrum of thet- andt-polarized quasiphonons, respe
tively, have the forms
v1
2~k!5vt

2~k!
E121@E101J~k!1a0#12J~k!z2@E10~p1 p̃!21E121~2p22 p̃212pp̃2 f 2!#

E121@E101J~k!#12J~k!z2@E10~p1 p̃!21E121~2p22 p̃212pp̃2 f 2!#
,

~8!

v2
2~k!5v t

2~k!
E121@E101J~k!1a0#12J~k!z2@E10~p1 p̃!22E121~4p21 p̃222pp̃2 f 2!#

E121@E101J~k!#12J~k!z2@E10~p1 p̃!22E121~4p21 p̃222pp̃2 f 2!#
,
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and the spectrum of quasimagnons can be written

«2~k!5~E101J~k!!

3S E101J~k!14J~k!z2
4J~k!2E210~p2 p̃!2

E2101J~k! D .

~9!

In formulas ~8! and ~9! we have introduced the following
notation:Ei j 5Ei2Ej , anda05n2/2h is the magnetoelastic
coupling parameter.

From Eq.~8! we obtain the spectra of quasiphonon e
citations as a function of the external field and material c
stants of the system:

v1
2~k!5vt

2~k!
2J0ak21H2Hc1

2J0ak21H2Hc112J0a0
. ~10!

v2
2~k!5v t

2~k!
2J0ak21H2Hc2

2J0ak21H2Hc212J0a0
. ~11!

In expressions~10! and~11! we havea5J0R0
2, R0 is the

interaction radius, and the fieldsHc1 andHc2 have the form

Hc15ub1u1
6b2

2

J0
, Hc25ub1u2

2b2
2

J0
.

These fields can be interpreted as the fields of reorientati
phase transitions, since the state of the system become
stable, and the spectra oft- andt-polarized quasiphonons~in
the long-wavelength limitak2!a0) ‘‘soften’’ at H5Hc1 and
H5Hc2 , respectively, and have the form

v1
2~k!5vt

2~k!
ak2

a0
, v2

2~k!5v t
2~k!

ak2

a0
.

In addition, at these fields ME gaps appear in the quasim
non spectrum:
-
-

al
un-

g-

«1
2~0!5Fa012

4b2
2~J01ub1u!21b2

2ub1uJ0

J0~J01ub1u!~J012ub1u! G
3Fa012

b2
2~7J018ub1u!ub1u

J0~J01ub1u!~J012ub1u!G , ~12!

«2
2~0!5Fa022

4b2
2~J01ub1u!21b2

2ub1uJ0

J0~J01ub1u!~J012ub1u! G
3Fa022

b2
2~7J018ub1u!ub1u

J0~J01ub1u!~J012ub1u!G . ~13!

CONCLUSION

Analysis of the spectra of coupled magnetoelastic wa
leads to the following conclusions about the phase states
dynamic properties of a ferromagnet with inclined anis
ropy. At fieldsH.Hc1 the system is found in the ferromag
netic phase. When the field is decreased toHc1 the system
undergoes a phase transition, as follows from the ‘‘soft
ing’’ of the t-polarized quasiphonon mode. Further decre
of the magnetic field to the valueHc2 again leads to a phas
transition, this time occurring via thet-polarized qua-
siphonon mode. At fieldsH,Hc2 the system undergoes
transition to an elastic phase with a continuous variation
the magnetization direction from zero to tan 2w054b2 /ub1u
~at H50!. Thus analysis of the spectra of coupled magne
elastic waves attests to the realization of three phases in
system: a ferromagnetic phase~for H.Hc1!, an elastic phase
~for H,Hc2!, and an additional phase in the field interv
Hc2<H<Hc1 . Unfortunately, the mathematical formalism
used in the present study does not permit description of
state of the system in that phase. However, a compariso
our data with the experimental results2,10,11 suggests that it
supports the existence of~for example! a domain structure,
the existence region of which is determined by the relat
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DH5Hc1–Hc258(b2
2/J0). It follows from this relation that

for b250 the inhomogeneous phase vanishes, and the u
situation is realized in the system: two phases~ferromagnetic
and canted! exist in the ferromagnet, and the phase transit
occurs via thet-polarized quasiphonon branch atHc5ub1u
~see, e.g., Ref. 8!.

In addition, it follows from expression~13! that for cer-
tain relationships among the ME coupling parameters,
constant, and ME interaction constant

S 2
b2

2ub1u~7J018ub1u!
J0~J01ub1u!~J012ub1u!

,a0,2
~4b2

2~J01ub1u!21b2
2ub1uJ0

J0~J01ub1u!~J012ub1u! D
the ME gap in the quasimagnon spectrum~at H5Hc2! be-
comes negative. In that case, as forb250, the inhomoge-
neous phase will not be realized in the system. Thus in
region of system parameters determined above, the ma
toelastic interaction compensates the influence of the
clined one-ion anisotropy. This fact is completely und
standable, since the ME interaction plays the role of
‘‘effective’’ anisotropy.
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A theoretical study is made of the spin excitations in two-dimensional three-sublattice
Heisenberg antiferromagnets containing an impurity atom in one of the sublattices. It is assumed
that the coupling parameter between the impurity and matrix is positive, so that the
impurity atom and the atom of the sublattice containing the impurity have the same spin
directions in the ground state. In the Green’s function method those functions are chosen that
consist of combinations of sums and differences of the spin deviation operators. From
the poles of these functions expressions are obtained for the statesA1 , B1 , E1 , andE2 of the
groupD6h , and these expressions are used to determine their energies. ©2001 American
Institute of Physics.@DOI: 10.1063/1.1399202#
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Research on the magnetic properties of low-dimensio
magnetic systems has been attracting a lot of atten
recently.1–4 In particular, this is true of studies of the role o
magnetic and nonmagnetic impurities in magnetic system
this kind and also the role of magnetic impurities in nonma
netic crystals in various temperature ranges. This is beca
the influence of impurity atoms on the various propert
~magnetic, thermodynamic, superconducting, etc.! of the
host crystal in the low-dimensional case is considerably
ferent from that in the three-dimensional case.

The impurity problem in three-dimensional magne
systems has been studied on the basis of the spin-wave
proximation, in which the coupling between the impurity a
host matrix is assumed weak. It is well known that the int
duction of an impurity atom in a crystal lattice gives rise
discrete energy levels. A characteristic property of these
els is their location in the continuum of band excitatio
~virtual states! or outside the continuum~local states!.

This problem has been studied by many authors5,6 for
both nonmagnetic and magnetic crystals. The main obj
chosen for investigation in the magnetic studies have b
one- and two-sublattice cubic crystals.

In the case of weak coupling between the atomic laye
ferromagnetic and antiferromagnetic crystals can be tre
as two-dimensional systems. The impurity problem in a tw
dimensional antiferromagnet has been studied on the bas
the spin-wave approximation7 for T50 and on the basis of a
consistent spin-wave theory8 for TÞ0.

There is another low-dimensional magnetic structure
which the introduction of an impurity atom will lead, fo
example, to a shift of the point of transition between diffe
ent ordered states.9 Good examples of such compounds a
the three-sublattice antiferromagnets VX2 ~X5Cl, Br, I!. In
them the spins of the individual sublattices in the Ne´el state
lie in the ac plane at angles of 120°. The change in t
spectrum of these crystals under the influence
spin–nuclear10 and spin–phonon interactions has been st
ied in an ideal case.11 In the course of such studies one mu
6401063-777X/2001/27(8)/5/$20.00
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address the role of impurity atoms in the process of elem
tary excitation in these compounds.

In structures of the LiCrO2 and AgCrO2 type the spins of
the sublattices lie in thec– (xy) plane at angles of 120°. Th
situating of the spins of the sublattices in some plane or o
is related to the anisotropy field relative to thec axis.

In this study we consider a one-impurity perturbation
a two-dimensional three-sublattice hexagonal antiferrom
net. The spin of the impurity atom is in the direction of th
spin of the atom for which the impurity has been substitu
in one of the sublattices. We also investigate the appeara
of discrete levels and determine their energy.

HAMILTONIAN OF THE SYSTEM AND THE EQUATIONS
OF MOTION

A triangular Heisenberg antiferromagnet containing
impurity is described by the Hamiltonian

Hex52I (
l ,D1

Sl•Sl 1D1
22I(

D1

S1•S11D1

12I 8(
D1

S18•S11D1
12I (

l ,D2

Sl•Sl 1D2

22I(
D2

S1•S11D2
12I 8(

D2

S1•S11D2

12I (
l 1D1 ,l 1D2

Sl 1D1
•Sl 1D2

,

Hani52DF(
l

~Sl
z!21 (

l 1D1

~Sl 1D1

z !21 (
l 1D2

~Sl 1D2

z !2G
1D~S1

z!22D8~S18
z!2, ~1!

where I , I 8 and D, D8 are the parameters of the exchan
and anisotropy fields, respectively, for the host and impu
atoms. The symmetry of the system under study isD6h .

In order to express the Hamiltonian~1! in terms of the
spin deviation operators, it is necessary to transform from
© 2001 American Institute of Physics
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global coordinate system to a site system. According to F
1, which shows the arrangement of the atomic spins,
relations between them are as follows:

Sl 1D1

x 5Sl 1D1

j cosu2Sl 1D1

z sinu;

Sl 1D2

x 5Sl 1D2

j cosw2Sl 1D2

z sinw;

Sl 1D1

z 5Sl 1D1

z cosu1Sl 1D1

j sinu;

Sl 1D2

z 5Sl 1D2

z cosw1Sl 1D2

j sinw, ~2!

where the anglesu and w are the deviation of the magnet
zation of the first sublattice from the second and third s
lattices, respectively.

The direction of the coordinate axis 0y is chosen perpen
dicular to the plane of the figure. Also shown in Fig. 1 are
chemical and magnetic cells.

Using the Holstein–Primakoff transformation, we c
express the spin operators in terms of the Bose operator
each site:

Sl
j5S2al

1al ; Sl 1D1

j 5S2bl 1D1

1 bl 1D1
;

Sl 1D2

j 5S2cl 1D2

1 cl 1D2
,

Sl
z5As/2~al1al

1!; Sl 1D1

z 5As/2~bl 1D1
1bl 1D1

1 !;

Sl 1D2

z 5As/2~cl 1D2
1cl 1D2

1 !,

Sl
h52 iAs/2~al2al

1!;

Sl 1D1

h 52 iAs/2~bl 1D1
2bl 1D1

1 !;

Sl 1D2

h 52 iAs/2~cl 1D2
2cl 1D2

1 !, ~3!

With the aid of transformations~2! and ~3! we can ex-
press Hamiltonian~1! in terms of the spin deviations.

FIG. 1. a! 120° Néel structure on a three-sublattice structureABC; shown
are the local coordinate system (jhz) for each site and the global coordina
system (xyz); u andw are the angles of deviation of the global coordina
system from the site system atB andC, respectively. b! The chemical and
magnetic unit cells are represented by equilateral triangles with sidesa and
d5a), respectively. In the chemical (ABC) cell the corners are occupie
by atoms of different sublattices, and in the magnetic (AAA) cell by atoms
of the same sublattice. The six nearest neighbors of the impurity atom 1
denoted by 2, 3, ..., 7.
.
e

-

e

for

We introduce the Green’s functions in matrix form:

~4!

wherexl
65al6al

1 , yl
65bl6bl

1 , zl
65cl6cl

1 .
We note that the indices in the subscripts ofxl

6 , yl
6 ,

and zl
6 run over the first, second, and third sublattices,

spectively, in the first coordination sphere. Each Gree
function matrix in~4! has dimensions of 737. Each column
of the first and second matrices form pairwise closed syst
of equations of motion, from the solutions of which one c
determine them.

The Green’s functions in~4! and the functions conjugat
to them satisfy equations in matrix form and comprise
separate system:

S E 0 0

0 E 0

0 0 E
D S G11 G12 G13

G21 G22 G23

G31 G32 G33
D

2~V̂1
01V̂1!S H11 H12 H13

H21 H22 H23

H31 H32 H33
D 5

1

p S 1 0 0

0 1 0

0 0 1
D ,

S E 0 0

0 E 0

0 0 E
D S H11 H12 H13

H21 H22 H23

H31 H32 H33
D

2~V̂2
01V̂2!S G11 G12 G13

G21 G22 G23

G31 G32 G33
D 50; ~5!

S E 0 0

0 E 0

0 0 E
D S H111 H112 H113

H121 H122 H123

H131 H132 H133
D

2~V̂1
01V̂1!S G111 G112 G113

G121 G122 G123

G131 G132 G133
D 50,

re
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S E 0 0

0 E 0

0 0 E
D S G111 G112 G113

G121 G122 G123

G131 G132 G133
D

2~V̂2
01V̂2!S H111 H112 H113

H121 H122 H123

H131 H132 H133
D

52
1

p S 1 0 0

0 1 0

0 0 1
D . ~6!

The Green’s functionsG1 andH1 contained in~6! are
also determined by expressions~4! in which the plus and
minus signs are interchanged.

Combining the two systems into one equation, we c
write them in symbolic form as

F S Ê 2V̂1
0

2V̂2
0 Ê

D 2S 0 2V̂1

V̂2 0
D G S Ĝ 2Ĥ1

Ĥ 2Ĝ1D
5

E

p S 1̂ 0

0 1̂
D , ~7!

where

V̂152ISS « lu lw lu lw lu lw

lu 2ru 0 0 0 0 0

lw 0 2rw 0 0 0 0

lu 0 0 2ru 0 0 0

lw 0 0 0 2rw 0 0

lu 0 0 0 0 2ru 0

lw 0 0 0 0 0 2rw

D ,

V̂252ISS « l0 l0 l0 l0 l0 l0

l0 2ru 0 0 0 0 0

l0 0 2rw 0 0 0 0

l0 0 0 2ru 0 0 0

l0 0 0 0 2rw 0 0

l0 0 0 0 0 2ru 0

l0 0 0 0 0 0 2rw

D .

In the case of a one-impurity substituent atom differing fro
the host atom both in the exchange coupling with the nea
neighbors and in spin, the matrices of the perturbation w
be of seventh order~in the case under consideration!. Their
general form is presented in Eq.~7!, and their elements ar
given by the following relations:

«52S I 8

I
21D ~Z1 cosu1Z2 cosw!1

D

U S D8S8

DS
21D ,

l05S S8

S D 1/2 I 8

I
21, lu5F S S8

S D 1/2 I 8

I
21Gcosu,

lw5F S S8

S D 1/2 I 8

I
21Gcosw, Z15Z253,
n

st
ll

ru5F S S8

S D 1/2 I 8

I
21Gcosw,

rw5F S S8

S D 1/2 I 8

I
21Gcosw,

whereZ1 andZ2 are the numbers of nearest neighbors.
The angle indices of the matrix elements arise beca

of the horizontal componentsS8x, S8z, and the index zero
because of the perpendicular componentS8y of the spin vec-
tor of the impurity atom relative to theac plane.

SPECTRUM OF IMPURITY LEVELS

The spectrum of elementary excitations in a tw
dimensional three-sublattice antiferromagnet is determi
by the poles of the Green’s function in~7!, i.e.,

detU 1̂2S Ĝ0 2Ĥ01

Ĥ0 2Ĝ01D •S 0 V̂1

V̂2 0
D U50. ~8!

To simplify the calculations of this determinant, let u
reduce it to quasidiagonal form. This procedure is perform
with the aid of a unitary matrix constructed on the principl
of group theory. Using symmetrized combinations of atom
wave functions, one can construct the corresponding uni
matrix:12

~9!

In obtaining this matrix we chose the plane in which t
impurity atom and its neighbors are located to be perp
dicular to the sixfold axis.

Using the unitary matrix~9!, one can separate the dete
minant ~8! into a product of factors having the followin
form:
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DA1
~E!5detS U1 0

0 1
U22ISU H11

01 A6H12
01

A6H21
01 (

i
H2i

01U
•U « A6l0

A6l0 2ru
U12ISU H11

0 A6H12
0

A6H21
0 (

i
H2i

01U
3U «

A6

2
~lu1lw!

A6

2
~lu1lw! 2ru

U
2

~2IS!2

E U G11
0 A6G12

0

A6G21
0 (

i
G2i

01U
•U «

A6

2
~lu1lw!

A6

2
~lu1lw! 2ru

U•U « A6l0

A6l0 2ru
U D ,

~10!

DB1
~E!5122ISS H22

0 2H25
0 12H24

0 22H23
0 2H22

01

1H25
0122H24

0112H23
01S ru2

~2IS!2

E
~G22

0

1G24
0 2G25

0 2G23
0 !ru

2, ~11!

DE1
~E!5a113a225F122IS~H22

0 2H24
0 1H23

0 2H25
0

2H22
011H24

012H23
011H25

01!ru

2
~2IS!2

E
~G22

0 1G23
0 2G24

0 2G25
0 !ru

2G3a22,

~12!

DE2
~E!5b113b225F122IS~H22

0 2H24
0 1H23

0 2H25
0

2H22
011H24

011H23
012H25

01!ru

2
~2IS!2

E
~G22

0 2G23
0 2G24

0 1G25
0 !ru

2G3b22.

~13!

To obtain the second diagonal element in the deter
nantsDE1

andDE2
it is necessary to replaceru by rw in ~12!

and ~13!.
When the Green’s function matrix in~8! is set into the

unit cell, coincident elements appear. Because of this,
number of elements contracts, and the elements that rem
are those which are contained in~10!–~13!. Since the upper
and lower indices of these coincide, we shall keep only o
of them.
i-

e
ain

e

We see from Eqs.~10!–~13! that states of theA1 type
depend on four parameters~«, l0 , lw , ru!; E1 andE2 de-
pend on two~ru , rw!, andB1 on one (rw). Therefore, we
begin by solving the equation for an irreducible represen
tion of theB1 type. To demonstrate the clarity of the graph
solution of this equation, we consider the simple case

u5w52p/3; k5~kx ;0;0!.

Numbering the atoms of the first coordination sphere
in Fig. 1, we obtain the following equation:

12
r

p
N21/3(

kx
S 112 cos

)

2
akxD M222L221M232L23

~E/2IS!22A221A23

1
r2

p
N21/3(

kx

112 cos
)

2
akx

~E/2IS!22A221A23
50, ~14!

where

M222L221M232L235
3

4 S D

I
16gkxD ,

A222A235Z2S 12gkx
1

D

4ISD S 11
1

2
gkx

2
D

IzD ,

gkx
5

1

z
~112 cosakx!.

In these expressions the wave vectorkx takes on all val-
ues from the first Brillouin zone, which is constructed for
equilateral triangle of the direct unit cell~see Fig. 2!. As we
see from Fig. 1, this primitive cell has a side of lengthd
5a). It can be shown by a straightforward calculation13

that the Brillouin zone for a two-dimensional three-sublatt
antiferromagnet has the shape of a plane hexagon. Herea is
the lattice constant.

The graphical solution of the quadratic equation w
respect to 1/r in ~14! for the irreducible representationB1 is
shown in Fig. 3. Plotted on the vertical axis is the quant
1/r, which lies in the domain (2`,22) or 0,̀ !. The latter is
determined from expression~7! for rw at w54p/3. It is seen
in Fig. 3 that Eq.~14! can have solutions only for positiv
values of 1/r. Among the latter are certain values for whic
solutions of equation~14! do not exist, since the wave vecto

FIG. 2. Brillouin zone constructed with respect to the direct magnetic u
cell, which is represented by equilateral triangles (AAA) with sidea).
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corresponding to them ‘‘falls out’’ of the first Brillouin zone
In particular, forkx→4p/3) the solution of the equation
goes to zero, i.e., 1/r→0. Therefore, the summation in~14!
is done within the limits 0<kx<4p/3). The density of the
B1 state is determined by the crossing of the 1/r line with the
curves shown in Fig. 3.

Let us now consider theA1 states. The energy of theA1

state is determined analogously, by equating the real pa
expression~10! to zero. Since this equation is of the four
degree with respect to the various combinations of the f
perturbation parameters contained in it~«, l0 , lu , ru!, its
solution in graphical form involves a lot of work, and i
analytical solution is an awkward expression. Therefore,
necessary to find an approximate approach for solving
equation. ForS8ÞS, I 85I the number of parameters of th
perturbation decreases to three~«, lu , ru!, and forS85S,
I 8ÞI to two ~«, ru!, but the equation remains one of four
degree with respect to their combinations. ForS85S, I 85I
the equation reduces to a quadratic equation for a single
turbation parameterD/I (D8/D 21)5«8:

1

«822
1

«8

2

p
N21/3

3(
kx

L11F S E

2ISD 2

2A222A23G2L12A21

F S E

2ISD 2

2A11GFS E

2ISD 2

2A222A23G22A12A21

2
1

p
N21/3

3(
kx

S E

2ISD 2

2A222A23

F S E

2ISD 2

2A11GF S E

2ISD 2

2A222A23G22A12A21

50,

FIG. 3. Roots of the quadratic equation with respect to 1/r in ~14! as func-
tions of the dimensionless quantityE/2IS.
of

r

s
is

er-

where

A221A235S z2
D

2I D S z1
D

4I D1
1

2 S z2
5D

4I D zgk

1
3

2
~zgk!

2, L1152S z2
D

I D ,

2A12A215
1

2 FzS z2
9

4Dgkx
2~zgkx

!2G
3F S z1

D

I D zlkx
2~zgkx

!2G , L1252
1

2
zgkx

,

A115S z2
D

2I D
2

2~zgkx
!2,A215

1

2
zgkxS z1

D

I
2zgkxD .

~15!

Only in one particular case, forkx>0, D8@D, I;D,
can the approximation solution of this equation be obtain
in analytical form:EA1

'ISA3723(«8/221)21, from which
it follows that the levelEA1

falls into a spectral band o

width E'2ISA10.
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Magnetostriction during field transformation of the domain structure of an easy-plane
antiferromagnet in the case of a magnetoelastic mechanism for the multidomain
state

V. M. Kalita and A. F. Lozenko*

Institute of Physics of the National Academy of Sciences of Ukraine, pr. Nauki 46, 03650 Kiev, Ukraine
~Submitted March 5, 2001!
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The features of the transformation of the multidomain state of an easy-plane antiferromagnet in
an external magnetic field are investigated in the case of a magnetoelastic origin of the
multidomain state. Experimental data are presented on the field dependence of the induced
magnetostriction of the easy-plane two-sublattice antiferromagnet CoCl2 at different temperatures.
In the discussion of the experiments and in the theoretical description we use the
approximation of a continuous distribution of domains in the easy plane. It is shown that the
orientational distribution of the domains upon the introduction of a magnetic field
depends only on the magnitude and direction of the field and is independent of temperature.
These features of the distribution of domains can be explained by a matching of their equilibrium
magnetostriction with the elasticity of defects wherein the elasticity of the domains
compensates the elasticity of the defects. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1399203#
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The antiferromagnetic phase of many antiferromagn
~AFMs! is realized in the form of a multidomain state th
satisfies the given symmetry of the crystal.1 The question of
the thermodynamic favorability or equilibrium nature of th
domain structure is of a fundamental character, unlike
case of ferromagnets,2 in an AFM there are no magnetostat
fields.

An equilibrium multidomain state in an AFM can occu
because of the higher entropy in the multidomain situati
The entropy mechanism is temperature-dependent and o
ates in a finite temperature interval near the Ne´el temperature
TN ~Ref. 1!. At the same time, in many AFMs a multidoma
state is observed atT→0, when the entropy mechanism los
its effectiveness.

The formation of a multidomain state in an AFM ca
result from ‘‘metallurgical’’ defects of the crystal lattice
which, by creating local anisotropy fields, orient the antif
romagnetic vectorL . Even in perfect crystals there are a
ways intrinsic defects. However, the effect of defects in
perfect crystal will be different. For example, linear defe
give rise to inhomogeneity of the antiferromagnetic state.3 In
the case of a screw dislocation, in going around it one fi
that the spin of one sublattice will be transformed into t
spin of the other sublattice. If the anisotropy4,5 is taken into
account, the influence of a dislocation will lead to the form
tion of domains with uniformL .

An important role in the formation of the domain stru
ture in an AFM is played by the magnetoelastic forc
which, like the magnetic anisotropy forces, tend to hold
spins in certain directions.6 Magnetoelasticity is particularly
important in an AFM7,8 with very large values of the aniso
tropic magnetostriction. The value of the anisotropic mag
tostriction depends on the direction ofL . For different direc-
tions of L in the domains their magnetostriction will als
have different directions, which can lead to mechani
6451063-777X/2001/27(8)/5/$20.00
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stresses between domains. The mechanism giving rise
multidomain state based on the matching of the magn
striction of the domains is called magnetoelastic.8

An example of matching of the magnetostriction of d
mains is considered in Ref. 9. In the case of two domains
can achieve a between them. In the case of a hexag
AFM, around the point at which three domains lying in th
easy plane come together, with a 120° rotation ofL , there
will be a region of dilatation or compression, giving rise
local stresses.9 These stresses can be compensated by pla
in that region a defect which compresses or expands the
tice.

An external magnetic field can cause an AFM to go fro
a multidomain to a homogeneous~single-domain! state. Res-
toration of the homogeneous state of the crystal in a m
netic field is accompanied by straining of the crystal. B
measuring the magnetostriction of the crystal as a function
H, one can study the process of transformation of the mu
domain structure.6,8

In this paper we analyze the results of magnetostrict
measurements at different temperatures during the restru
ing of the multidomain state brought on in the two-sublatt
easy-plane AFM CoCl2 by the introduction of a fieldH.10,11

The value of the induced magnetostriction in CoCl2 is
;1023, and the multidomain state is of a magnetoelas
nature.8 Restructuring of the domains and the tilting of th
spins towardH in the homogeneous state in CoCl2 occur at
experimentally accessible fields. The fieldH f f at which the
spins of the sublattices collapse~the spin-flip field! is equal
to 32 kOe atT54.2 K. The restructuring of the multidomai
state and the tilting of the spins after a homogeneous sta
established are separated with respect to field. The trans
to the homogeneous state at different temperatures occu
fields ;0.3H f f(T).12

The formation of domains in CoCl2 is confirmed by
© 2001 American Institute of Physics
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neutron-diffraction studies.13 According to Refs. 1, 6, and
13–15, the existence of the multidomain state in Co2

should be attributed to the presence of two sets of three t
fold axes in the easy plane of the crystal. Directions alo
one of these sets of axes can turn out to be energetic
favorable, which would bring about a symmetry-related
alization of the multidomain state,1,2 and the transition in a
magnetic field from a multidomain state to the homogene
state with allowance for this crystallographic anisotropy o
curs by reorientation of the spins.13 In a study of antiferro-
magnetic resonance it was noted that the in-plane anisot
in CoCl2 is extremely small, and in a description of the fie
dependence of the low-frequency branch of the antife
magnetic resonance it does not need to be taken
account.7 The in-plane anisotropy in CoCl2 has not been ob
served experimentally because of its small size; this mak
difficult to analyze the restructuring of the multidomain sta
taking place through the spin-reorientation process.

In Refs. 15 and 16 a mechanism was proposed to exp
the influence of the surface on the formation of thermo
namically favorable equilibrium antiferromagnetic domai
through allowance for their magnetoelasticity. In Ref. 16
was asserted that the stresses on the surface due to th
mogeneous magnetostriction of an AFM act like the appe
ance of surface charges, as in ferromagnets. The elastic
ergy of these charges counteracts the uniform strain of
AFM and thereby leads to the formation of a multidoma
state. The multidomain state described theoretically in R
15 and 16 was obtained through the elastic matching of
magnetostriction of the whole crystal and the elasticity of
surface. In Ref. 16 the magnetic-field dependence of
magnetostriction of the crystal during the transition from
multidomain to a homogeneous state was obtained theo
cally. The applicability of that surface mechanism15,16of cre-
ation of the multidomain state to the case of CoCl2 can be
judged from the similarity of the theoretical dependence
the magnetostriction and the experimentally observed m
netostriction.

THE EXPERIMENT AND ITS STATISTICAL ANALYSIS

On the basis of data obtained by a dilatometric metho17

for the induced magnetostriction of CoCl2 single crystals it
was shown in Ref. 8 that forT54.2 K the dependence of th
relative elongation«5D l / l of the crystal is directly propor-
tional to the square ofH. Figure 1 shows the field depen
dence of the longitudinal elongation of CoCl2 at different
temperatures as a function of the square ofH at the begin-
ning of the restructuring of the domain structure. This dep
dence can be written in the form

«~T,H !5k~T!H2, ~1!

wherek(T) is a temperature-dependent coefficient. Relat
~1! holds in a large interval of« from 0 to 0.25«s , where«s

is the spontaneous anisotropy of the magnetostriction of
homogeneous state atH50,12 which is determined by ex
trapolating«(H2) for the homogeneous state toH→0.

The slope of the lines in Fig. 1 depends on the tempe
ture. Figure 2 shows the temperature dependence of the
efficient of proportionality in Eq.~1!, normalized to its value
at T54.2 K, k̃(T)5k(T)/@k(T54.2 K)#. For comparison in
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Fig. 2 we also show the dependence onT of the normalized
spontaneous magnetostriction«̃s(T)5«s(T)/@«s(T54.2
K!#.12

Taking into account the similarity of the temperature d
pendence ofk̃ and«̃s , we can write the relative elongation o
the CoCl2 crystal in the multidomain state upon introductio
of a magnetic field as

«~T,H !5«s~T!
H2

Hd
2 , ~2!

FIG. 1. Relative longitudinal elongation of the CoCl2 crystal versus the
square of the magnetic field for different temperatures.

FIG. 2. Temperature dependence of the spontaneous magnetostrictio«̃s

normalized to the value atT54.2 K and of the coefficient of proportionality

k̃.
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whereHd
2 is a temperature-independent~to within the error

of this experiment! parameter having a value'9.5 kOe2.
The mechanism of formation of the multidomain sta

involving the elasticity of the surface should lead to a te
perature dependence of the parameterHd

2 in ~2! similar to the
temperature dependence of the fourth power of the subla
magnetization. If such a temperature dependence had
over the temperature interval shown in Fig. 1, then atT
'24 K the parameterHd

2 would have decreased by more th
an order of magnitude relative to its value at 4.2 K. Thus,
the basis of the temperature–field curves of the magn
striction in the multidomain region, we can conclude that
multidomain state in CoCl2 is of a different nature than tha
proposed in Refs. 15 and 16.

Using the experimental results reported here, let us
cuss the features of the domain distribution in CoCl2. In
analyzing the experimental data from the study of the m
netostriction in CoCl2 we shall proceed from the degenera
of the directions of the spins of the sublattices in the e
plane. We shall also assume that the domains with diffe
orientations ofL in the easy plane are equivalent and that
distribution of domains as a function of the direction ofL is
continuous.

It was shown in Ref. 13 that the elongation of CoC2

along the fieldH in the single-domain region, when the mu
tidomain state is destroyed by a magnetic field and the ve
L is perpendicular to the magnetic field (L'H) everywhere
in the crystal, is described by the function

«~T,H !5«s~T!S 12j
H2

H f f
2 ~T!

D , ~3!

where j is a field- and temperature-independent param
determined experimentally in Ref. 13. The relative longi
dinal elongation« of a domain withL not perpendicular toH
in the multidomain state is

«5«s~T!S 12j
H2 cos2 w

H f f
2 D ~cos2 w2sin2 w!, ~4!

wherew is the angle between the vectorH and the perpen-
dicular to the direction specified by the vectorL . By averag-
ing ~4! over all orientations of the domains, we obtain t
magnetostriction of the multidomain crystal as

«̄5
1

p
E

0

p

«s~T!S 12j
H2 cos2 w

H f f
2 D

3~cos2 w2sin2 w!p~w!dw, ~5!

wherep(w) is the probability density of the distribution o
domains as a function ofw for the specified direction ofH.

At H50 all of the directions of orientation of the do
mains are equiprobable, and the probability density is eq
to a w-independent constant. The introduction of a fieldH
destroys the equiprobability of the distribution. Since the d
tribution is symmetric with respect tow for small variations
of the probability density, it can be written in the form
-
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p~w!511a~cos2 w21/2!, ~6!

wherea is a small parameter. Substituting~6! into ~5!, cal-
culating the value of«̄, and equating~5! with ~2!, we find
that in order for relations~4!–~6! to agree with experiment i
is necessary thatp(w) have the form

p~w!5114
H2

Hd
2 S cos2 w2

1

2D . ~7!

Thus for satisfactory agreement with experiment it
necessary that the distribution of the orientations of the
mains inH be independent of temperature.

DISCUSSION

Distribution ~7! was introduced phenomenologically an
meets the requirements of symmetry and conformity to
experimental dependence of«(H) in the region of restruc-
turing of the multidomain state. Let us determine the the
retically expected form of this distribution in the case of t
entropy mechanism1,6,18 and the magnetoelasti
mechanism.8,9

We shall analyze the restructuring of the multidoma
state under the influence of a magnetic field in accorda
with the principle of minimum free energy of the crysta
elaborated in Ref. 2, which states that the equilibrium dis
bution of domains should correspond to the minimum fr
energy of the crystal. We determine the expression for
free energy with allowance for the continuous distribution
domain orientations.

The energy of an isotropic AFM in a magnetic fieldH
can be determined using the Hamiltonian

Ĥ5
1

2 (
ab i j

I ab sa i•sb j2H•(
a i

sa i , ~8!

where the indicesa,b51,2 indicate the sublattice andi , j
enumerate the positions of the ion in them. The energy
unit cell of the AFM as a function ofH whenL'H is given
by

e52zI12s
22

H2

2zI12
, ~9!

wherez is the number of nearest neighbors,s is the average
spin of an ion, andI 12 is the intersublattice exchange param
eter. The term in~9! that is independent ofH will not be
considered further.

If the in-plane anisotropy is small, we shall assume t
the domains can be oriented arbitrarily in the plane. In
field H the domains withL'H will be energetically favor-
able. In terms of the anglew betweenH and the perpendicu
lar to L the exchange energy in a domain in whichwÞ0,
when the spins in it are tilted towardH, the energy per unit
cell becomes

e52
H2 cos2 w

2zI12
. ~10!

The exchange energy of the AFM in the multidoma
state is equal to the sum
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E52
V

V0
(

i
pi

H2 cos2 w i

2zI12
, ~11!

whereV andV0 are the volumes of the crystal and of the u
cell, w i is the angle of orientation of the domains with pro
ability Pi , and Pi5Vi /V, whereVi is the volume of such
domains. The sum~11! for the exchange energy of the mu
tidomain AFM can be written in the form of an integral ov
w:

E52
1

p

V

V0
E

0

p

p~w!
H2 cos2 w

2zI12
dw. ~12!

In the free energy of the multidomain state upon t
formation of identical domains it is necessary to take in
account their permutations, which leads to an additional c
tribution to the free energy:

DF5T(
i

ln Ni~w i ,Vi !!, ~13!

whereNi(w i ,Vi) is the number of identical domains of vo
umeVi and orientation anglew i . If the domains with differ-
ent w i have the same shape and volume, thenVi /V
5Ni /N, where N5V/Vd is the total number of domains
and Vd is the volume of an individual domain atH50. In
this approximation the entropy contribution to the free e
ergy can be written in the form of an integral:

DF5
T

p

V

Vd
E

0

p

p~w!ln p~w!dw. ~14!

When the contributions to the free energy of the crys
from the exchange energy~12! and from the entropy correc
tion ~14! are both taken into account, the equilibrium sta
when a fieldH is introduced is determined from the min
mum of the free energy, which we write in the form

F15E1DF5
1

p E
0

pF2
V

V0
p~w!

H2 cos2 w

2zI12

1T
V

Vd
p~w!ln p~w!Gdw. ~15!

Minimizing F1 in the case of smallH, we find an expression
for p(w) in the form

p~w!511
1

2

Vd

V0

1

T

H2

I 12z S cos2 w2
1

2D . ~16!

Comparing~16! and~7!, we find that the parameterHd
2 is

directly proportional toT:

Hd
258

V0

Vd
I 12zT. ~17!

The value ofHd in ~17! decreases with increasing doma
volume Vd and increases with increasing antiferromagne
exchangeI 12. The temperature independence ofHd

2 for
CoCl2 could be explained by assuming that the domain v
umeVd is directly proportional toT. However, such an as
sumption is incorrect, since it implies that the domain v
n-

-

l

c

l-

-

ume goes to zero asT→0. Thus we can state that the mu
tidomain state in CoCl2 is not of an entropic nature.

Let us determine the distribution of domains in the ca
of a magnetoelastic mechanism.8 According to Ref. 9, at the
places where three domains lying in the easy plane and
ing different directions ofL come together there arise loc
compressive or dilatative stresses, while the rest of the
mains are nearly unstressed. These local stresses can be
pensated by defects that locally expand or compress the
tice. It was shown in Ref. 9 that when the strains at pla
where domains with different orientations ofL come to-
gether are compensated by the strains of a defect, the el
strains of the defect will be localized. The lattice deform
tions created by a defect become ‘‘screened’’ by equilibriu
deformations of domains. Here it is necessary to distingu
the interaction of a defect with the domains surrounding
and the interaction between defects19 with allowance for the
domains surrounding them. The interaction of a defect a
the domains surrounding it is energetically favorable, but i
temperature dependent.9 The temperature dependence of t
corresponding energy benefit is determined by the dep
dence of the antiferromagnetic vectorL on T.

When the elasticity of the defects is localized by d
mains, there will be no interactions between defects. In
homogeneous state the energy of interaction between de
will be almost the same as in the paramagnetic phase. S
the interaction between defects in the paramagnetic ph
increases the energy of the crystal, while no interaction
tween defects occurs in the multidomain state because o
screening of the elasticity of the defects by domains, we fi
that the multidomain state will be favored by an amou
equal to the energy of interaction between defects in
paramagnetic state. The temperature dependence of thi
ergy benefit is not due to the dependence ofL(T). Assuming
that this energy benefit is decisive in the formation of t
multidomain state and is independent ofT, the restructuring
of the multidomain state in a magnetic fieldH will be de-
scribed by minimizing the function

F25
1

p E
0

p H 2p~w!
H2 cos2 w

2zI12
1 f ~p~w!!J dw, ~18!

where f specifies the contribution to the free energy due
the operation of the mechanism whereby the multidom
state arises due to localization of the elasticity of defects
domains surrounding them. In small fields, considering
second term in~6! as a small deviation in the distribution
which we denote byDp(w), we write the functional~18! in
the form

F25
1

p E
0

p H 2Dp~w!
H2 cos2 w

2zI12
1

1

2
h~Dp~w!!2J dw,

~19!

where h is a positive, temperature-independent parame
equal to the second derivativeh5d2f /dp2 determined atp
51. By minimizingF2 we obtain an expression for the de
sity of the distribution in the form

p~w!511
H2

2hI 12z S cos2 w2
1

2D . ~20!
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From ~20! and~7! we find that, as is required by exper
ment, the parameterHd

2 is independent ofT and is given by

Hd
258hI 12z. ~21!

The behavior of the magnetostriction in CoCl2 during the
restructuring of the multidomain state in a magnetic fieldH
can be explained by the action of a temperature-indepen
source of its multidomain character, which requires match
of the elasticity between the domains and between the
mains and defects.

CONCLUSION

When a magnetic fieldH is turned on, the magnetostric
tion in CoCl2 at the start of the process of destruction of t
multidomain state is proportional to the square ofH at all
temperatures, and the temperature dependence of the c
cient of proportionality is similar to that for the temperatu
dependence of the spontaneous magnetostriction of the
mogeneous state. An analysis of the magnetostriction rev
that the distribution of the domains is determined by th
orientation in the magnetic fieldH and depends on the fiel
but not on the temperature.

From the theoretically determined dependence of
magnetostriction onH it is found that the formation of the
multidomain state in CoCl2 is brought about by a magneto
elastic mechanism. The temperature independence of
mechanism is due to compensation of the elasticity of
defects by elasticity of the domains surrounding them. T
matching of the stresses between domains leaves the
mains in an equilibrium state and leads to screening of
interaction between defects.
nt
g
o-

ffi-

o-
als
r

e

is
e
e
o-
e

The authors thank Prof. S. M. Ryabchenko for comme
made in a discussion of this study.

*E-mail: lozenko@iop.kiev.ua

1M. M. Farztdinov, Usp. Fiz. Nauk84, 611~1964! @Sov. Phys. Usp.7, 855
~1965!#.

2V. G. Bar’yakhtar, A. N. Bogdanov, and D. A. Yablonski�, Usp. Fiz. Nauk
156, 47 ~1988! @Sov. Phys. Usp.31, 810 ~1988!#.

3B. A. Ivanov, V. E. Kireev, and V. P. Voronov, Fiz. Nizk. Temp.23, 845
~1997! @Low Temp. Phys.23, 635 ~1997!#.

4A. S. Kovalev and A. M. Kosevich, Fiz. Nizk. Temp.3, 259 ~1977! @Sov.
J. Low Temp. Phys.3, 125 ~1977!#.

5I. E. Dzyaloshinski�, JETP Lett.25, 414 ~1977!.
6M. M. Farztdinov,Physics of Magnetic Domains in Antiferromagnets a
Ferrites @in Russian#, Nauka, Moscow~1981!.

7A. F. Lozenko, P. E. Parkhomchuk, S. M. Ryabchenko, and P. A. T
senko, Fiz. Nizk. Temp.14, 941~1988! @Sov. J. Low Temp. Phys.14, 517
~1988!#.

8V. M. Kalita, A. F. Lozenko, S. M. Ryabchenko, and P. A. Trotsenko, U
Fiz. Zh. 43, 1469~1998!.

9V. M. Kalita and A. F. Lozenko, Fiz. Nizk. Temp.27, 489 ~2001! @Low
Temp. Phys.27, 358 ~2001!#.

10J. W. Leech and A. J. Manuel, Proc. Phys. Soc. London, Sect. B59, 210
~1956!.

11M. E. Lines, Phys. Rev.131, 546 ~1963!.
12V. M. Kalita, A. F. Lozenko, and S. M. Ryabchenko, Fiz. Nizk. Temp.26,

671 ~2000! @Low Temp. Phys.26, 489 ~2000!#.
13M. K. Wilkinson, J. W. Cable, E. O. Wollan, and W. C. Koehler, Phy

Rev.113, 497 ~1959!.
14A. N. Bogdanov and I. E. Dragunov, Fiz. Nizk. Temp.24, 1136 ~1998!

@Low Temp. Phys.24, 852 ~1998!#.
15E. V. Gomonaj and V. M. Loktev, Fiz. Nizk. Temp.25, 699 ~1999! @Low

Temp. Phys.25, 520 ~1999!#.
16E. V. Gomonaj and V. M. Loktev, cond-mat/0010258~2000!.
17Z. A. Kaze�, M. V. Levanidov, and V. I. Sokolov, Prib. Tekh. E´ksp.2, 196

~1981!.
18Y. Y. Li, Phys. Rev.101, 1450~1956!.
19A. M. Kosevich, Theory of the Crystal Lattice@in Russian#, Vishcha

Skhola, Kharkov~1988!.

Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 8 AUGUST 2001
Interlayer coupling in Tb ÕFe bilayers and Tb ÕAu ÕFe trilayers with sharp or rough
interface

E. V. Shypil,* A. M. Pogorily, D. I. Podyalovski, and Y. A. Pogoryelov

Institute of Magnetism, National Academy of Sciences of Ukraine, 36-b Vernadsky Ave., Kiev 03142,
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Bilayer films Fe/Tb~Tb on Fe! having a sharp interface and Tb/Fe~Fe on Tb! having a rough
interface are prepared by molecular beam epitaxy to study the interlayer magnetic
coupling. The magnetic properties of these bilayers are characterizedex situusing ferromagnetic
resonance~FMR!. The polar magnetooptical Kerr effect, and a SQUID magnetometer. The
resulting perpendicular magnetic anisotropy~PMA! is discussed as an effect of the interlayer
magnetic coupling. PMA is observed at rough as well as at sharp interfaces, and the
anisotropy energies are estimated. When a monolayer of Au is interposed at either kind of
interface, the PMA is observed to disappear and the overall magnetic moment increases. It is also
shown that in ultrathin films the demagnetizing factor depends on the substrate roughness
and should be taken into account in the FMR data. ©2001 American Institute of Physics.
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INTRODUCTION

Coupling between ferromagnetic metal layers separa
by nonmagnetic metal interlayers~first reported by Gru¨nberg
et al.1 in Fe/Cr multilayers! has been observed in many sy
tems: Fe/Al,2 Fe/Ag,3 Fe/Au,2,4–7 Fe/Pd,8 Fe/Cu.8,9 Indirect
exchange coupling between a ferromagnetic~Fe! layer and a
rare-earth metal~Tb! separated by nonmagnetic metal inte
layers ~Cu, Au, Pt, Ta! has also been found.10 The authors
concluded that perpendicular magnetic anisotropy~PMA! in
Fe/Tb multilayers is due to a short-range interaction betw
the nearest neighbors~Fe-Tb! at the interface. Besides thi
interaction, a long-range indirect exchange via a nonm
netic metal interlayer was also observed. Although this fi
and the only work on Fe/M/Tb structures,10 where M is a
nonmagnetic metal, showed interesting results, it also ra
many questions. It became clear that the coupling mo
need further investigation.

It is important to note that magnetic properties of am
phous rare-earth–transition-metal alloy films and multilay
have been studied extensively in the past.11–24Among them
the Tb–Fe system, which shows significant PMA and is
ready finding application as magnetooptic data storage
dia, has been investigated more. Tb/Fe multilayers show
ter promise for this purpose than do alloy films, and th
magnetic properties have been also well investigated.16–24

Antiferromagnetic coupling of Tb and Fe magnetic mome
at the interface has been established,15,25similar to antiferro-
magnetic interactions in amorphous alloys. It was also
ticed that when the thickness of the individual layers
small, a few monolayers~MLs!, then the roughness of th
interface and its effect on the interfacial magnetic inter
tions cannot be neglected.

As a consequence of the different atomic radiiR and
surface energies of Tb and Fe, different structures can
expected for Tb grown on Fe~Fe/Tb, sharper interface! or Fe
grown on Tb ~Tb/Fe, rougher interface!.26 This is shown
6501063-777X/2001/27(8)/5/$20.00
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schematically in Fig. 1. The magnetic properties of bo
kinds of interfaces have been studied on regard to PMA,
it was shown that the rough interface is a stronger sourc
PMA at room temperature than the sharp one.19–21

However, so far most of the studies reported on Tb/
even those regarding rough and sharp interfaces,19–24 have
been done on multilayers, which are usually characterize
follows: ~i! both kinds of interface, sharp and rough, a
present together and it is impossible to have a clear pictur
to each kind of interface;~ii ! some thickness spread of th
same layers is always present;~iii ! conclusions are drawn
with allowance for the integral picture of interactions in th
multilayer, though it is clear that the coupling there is a su
of couplings at two kinds of interfaces plus a collective i
teraction of all the layers in the structure. All these aspe
make the overall picture unclear and can affect the resul

Therefore to clarify the obscure points concerning ma
netic interactions it is necessary to investigatesingleTb/Fe
and Fe/Tb interfaces. If the real thickness of the films p
ticipating in the coupling is taken into account, the proble
can be formulated as follows: to use modern technology
the preparation of ultrathin films of high quality and to me
sure them with the corresponding accuracy.

The present work is undertaken to systematically stu
the interlayer interactions in single Tb/Fe bilayers by ca
fully preparing samples under the cleanest conditions w
either a sharp or a rough interface. Also the effect of an
monolayer introduced at the interface is investigated.

EXPERIMENTAL DETAILS

Two sets of samples, Fe/Tb bilayers and Fe/Au/Tb trila
ers on quartz substrate were prepared by electron-b
evaporation in an MBE system with a background press
of (125)310210Torr and a pressure of (123)
31029 Torr maintained during the film growth. To minimiz
interdiffusion of layers the substrate temperature dur
© 2001 American Institute of Physics
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FIG. 1. Schematic picture of sharp and rough structural interfaces in Tb/Fe bilayers.
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evaporation was kept no higher than 0 °C. The rates
evaporation did not exceed 0.4Å/s and were independe
controlled with quartz crystal monitors. All the samples we
protected with a 100 Å thick layer of Al2O3.

The very small amounts of magnetic material in t
present ultrathin films make for difficult measurements.
used a SQUID magnetometer, ferromagnetic resona
~FMR!, and the polar magnetooptical Kerr effect~PMOKE!
for characterizing the films magnetically.

SQUID ~Quantum Design MPMS-5S! measurements o
the films were done with the magnetic field applied eith
perpendicular or parallel to the sample plane and at temp
tures 77 to 300 K. The FMR was measured at room temp
ture by means of conventional modulation rf spectromete
9.41 GHz, with an applied magnetic field~up to 0.7 T! in the
film plane. The PMOKE was measured at room tempera
using a 630 nm laser in an applied field up to 1.8 T perp
dicular to the film plane. These measurements allowed u
infer the effect of substrate roughness and film surface
shape anisotropy.

The thicknesses of the individual layers,dFe and dTb ,
were chosen on the basis of our previous experiments27–29

and published data,10 where ferrimagnetic ordering of Fe/T
multilayers has been shown. This is caused by the inter
properties, where the contact of ferromagnetic Fe and p
magnetic Tb causes a magnetic moment to be induced in
Tb layer. The coupling is not restricted to the first Tb ML.
was described by a ‘‘magnetic interface’’ of finite volum
spread into both layers close to the interface, where Fe
Tb atoms are antiparallel-coupled, showing PMA. The ra
of MLs, NTb /NFe, participating in the completed ‘‘magneti
interface’’ is usually in the range of 1 to 2, whereNTb and
NFe are the numbers of corresponding MLs involved in t
coupling. In this range, the anisotropy energy is constant
has an approximate valuek'>53106 erg/cm3 ~Ref. 29!. It
was also shown that the radius of pair interaction in t
system is 7–15 Å.27,29 Hence it follows that magnetic inter
actions at Tb/Fe interfaces begin when each of the layersdFe

anddTb , reaches 3 MLs.
Taking into account that the atomic radii areRFe

51.27 Å and RTb51.78 Å, we chosedFe58 Å and dTb

512 Å to obtain 3 MLs of Fe and 3 MLs of Tb. Sample
with dTb540 Å were also prepared to study interfaces w
an excess of Tb.
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RESULTS AND DISCUSSION

Control films

Individual magnetic layers were initially studied. Th
hysteresis loop for an 8 Å Fe film at 295 and 77 Kshows
good saturation as well as low coercivity with in-plane ma
netization~Fig. 2a!. For 200 Å Tb and 12 Å Tb films the
temperature dependence of the magnetization, measured
an applied field of 250 mT, are shown in Fig. 2b. To avo
distortion of the curves, substrate correction was not do
The thicker film shows the typical behavior for metallic T
over the temperature range from 4 to 300 K—ferromagne
below 218 K and paramagnetic above 230 K,30 whereas the
12 Å Tb film shows paramagnetic behavior in the entire te
perature range. The ferromagnetic resonance field was m
sured to be 49 mT for a 200 Å Fe film, in good agreeme
with published data of 50 mT~for the same frequency!,31,32

whereas the 8 Å Fe filmshowed a magnetic resonance line

FIG. 2. Magnetization data for control films.M versusH for 8 Å Fe ~a! and
M versus T for 12 Å Tb~b! control films, measured withH i5250 mT by
SQUID. In ~b! a Tb film 200 Å thick is also shown.
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150 mT. In the case of a 12 Å Tb film the electron param
netic resonance occurred at 220 mT. These are shown in
3a.

It is well known that FMR for an in-plane magnetize
film is described by the equation

~v/g!25H i@H i1NeffMs22k' /Ms#, ~1!

wherev52p f ; f is the microwave frequency;g is the gy-
romagnetic ratio;H i is the external magnetic field;Ms is the
saturation magnetization;Neff5(N'2Ni), whereNi and N'

are the demagnetizing factors in-plane and perpendicula
film and k' is the PMA energy. An additional condition fo
the demagnetizing factors is (N'12Ni)54p. The influence
of internal stresses caused by the difference in thermal
pansion of the film and substrate are taken into account in
value ofNeff .

It is also known that for the thick Fe filmN'54p and
thereforeNi50. However for the ultrathin film, when th
film thickness is comparable to the substrate roughness
the film becomes wavy,N'Þ4p. Hence, for the thinner Fe
film the shape anisotropy changes compared to a perfe
flat film.33 It has been shown that in the limit of few atom
layers the average demagnetizing factorN' for a film con-
taining n atomic layers is reduced toN'54p(12A/n)
~whereA is a constant, having definite values for layers w
different structure!,34 while the magnetization changes mu
more slowly.33 It has also been shown by Reiger35 that ultra-
thin epitaxial Fe films show the full bulk atomic magnet
moment even for the first Fe ML.

The roughness of the quartz substrate used in the cu
work was measured by an AFM and was estimated as 5
Å, which is comparable to the thickness of the 8 Å Fe. The
FMR line for the 8 Å Fe film wasshifted to higherH com-
pared to the thick Fe film. This shift can be attributed to t

FIG. 3. FMR data for bilayers and trilayers. Positions ofH i are shown for
three control films: thick Fe, thin Fe, and thin Tb films~a!; bilayer with
sharp interface~b!; bilayer with rough interface~c!; trilayer with Au intro-
duced into sharp~d! and rough~e! interfaces.
-
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change of demagnetizing factors;N' andNi were calculated
using Ms51760 G and H i5150 mT: N'56.56 and Ni

53.0.
Coming back to the magnetic properties of the cont

films, our above data show that the 8 Å Fe film isferromag-
netic at room temperature whereas the 12 Å Tb film is pa
magnetic even down to 5 K.

Bilayers—the interlayer interaction at the Fe ÕTb interface

It has been shown that when thin Fe and Tb films
layered on one another, a small magnetic moment is indu
in the thin Tb film by the Ruderman–Kittel–Kasuda–Yosi
~RKKY ! interaction.10,26 Moreover, antiferromagnetic cou
pling of Tb and Fe magnetic moments at the interface
also been established,15,25 similar to the antiferromagnetic
interactions in amorphous alloys. Hence, three kinds of
teractions are to be discussed at Fe/Tb interfaces:~i! between
Fe–Tb atoms with antiparallel orientation, which gives t
main contribution to the PMA. The RKKY interaction i
evaluated for this case asDFe–Tb522.152310214

erg/r Fe–Tb
3 , where D is an interaction constant andr Fe–Tb

53.03 Å;36 ~ii ! the ferromagnetic interaction between Fe
Fe atoms, which is one order of magnitude smaller,DFe–Fe

524.805310215erg/r Fe–Fe
3 , where r Fe–Fe52.5 Å; ~iii ! the

interaction between Tb atoms which are magnetized at
interface. It is also ferromagnetic, withDTb–Tb53.47
310216erg/r Tb–Tb

3 , wherer Tb–Tb53.5 Å. The interaction be-
tween Fe atoms gives a magnetization component in
plane of the film, while the Fe–Tb interaction results in
perpendicular magnetization component~Fig. 4!. In bare out-
lines this model was first discussed by Yamauchiet al.,25

where they described four regions in the magnetic struc
of artificially layered Tb–Fe films: ferrimagnetically couple
Tb–Fe, ferromagnetic Fe, ferromagnetic Tb, and magn
cally compensated Tb regions. Later this magnetic struc
was improved by Shan and Sellmyer,15 who emphasized tha
nanoscale layer thicknesses should be used to show l
PMA. Hoffmann and Scherschlicht10 confirmed this simple
model of the multilayer system: ferromagnetic Fe~in-plane
anisotropy!/ferrimagnetic Fe/Tb~perpendicular anisotropy!/
paramagnetic Tb/ferrimagnetic Fe/Tb~perpendicular
anisotropy!/... . In Fig. 4 we show the detailed magnet

FIG. 4. Model of interlayer interaction at an Fe/Tb interface.
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structure of one interface. One can see that ifdFe anddTb are
chosen equal to the ‘‘magnetic interface,’’ the in-plane co
ponent will tend to a minimum.

Magnetic resonance signals for two samples, one
each of two pairs of bilayers which were prepared,~i! 8
Fe/12 Tb and 8 Fe/40 Tb~with sharp interface! and ~ii ! 12
Tb/8 Fe and 40 Tb/8 Fe~with rough interface!, are shown in
Fig. 3b, 3c.~Henceforth the number proceeding the chemi
symbol refers to the layer thickness in Å.! Data for 8 Fe/12
Tb show two resonance lines close to that for the con
films 8 Fe and 12 Tb. The magnetic resonance signal for
rough 12 Tb/8 Fe interface is significantly different fro
those of 8 Fe/12 Tb. The Fe signal is absent, and the Tb
is shifted 5 times as much as in Fig. 3b.

Table I shows PMOKE data for: 1! control films, 2! bi-
layers without Au, and 3! trilayers with Au. The in-plane
magnetization component, which is always present in
natural state and characterizes the Fe–Fe interactions, is
ally observed at high fields~.1 T! and was well seen for al
the samples. The PMOKE signals were not saturated in
experiment up to the maximal field. That is why the PMOK
angles atH51.7 T are given for all the samples for compa
son.

Besides the high-field component, other important f
tures could be seen in the PMOKE data for the bilayers
trilayers as well. For the bilayers we could see two directio
of magnetization. The perpendicular magnetization com
nent was always observed at low fields, usually up to 1
mT. This follows from the perpendicular geometry that
used in the PMOKE method. We present the saturation m
netic fields and saturated PMOKE angles for bilayers.

The shift ofH i for both lines to higher fields compare
with the control films in the FMR experiment indicates t
appearance of PMA in the bilayers due to the Fe–Tb in
action. The magnetization now is out of the plane. T
PMOKE data~Fig. 5a and 5c! support this conclusion. In
other words, the PMA energy is a measure of the Fe–
interaction at the interface. Calculation of the anisotropy
ergy based on Eq.~1! for the sharp 8 Fe/12 Tb interface give
the valuek'50.73105 erg/cm3. The PMOKE data show a
rotation angle of 0.75 min caused by this perpendicular m
netic component.

Having an excess of Tb, the 8 Fe/40 Tb sample produ
almost the same rotation~0.8 min! which besides occurs in

TABLE I. Polar magnetooptical Kerr effect data.

Sample UK ,min Hs ,mT UKs ,min

8 Fe 11.0
12 Tb 5.9
8 Fe/12 Tb 12.1 30 0.75
8 Fe/40 Tb 11.8 240 0.80
12 Tb/8 Fe 9.4 150 0.12
40 Tb/8 Fe 11.3 15 1.0
8 Fe/3 Au/12 Tb 13.6 550 7.3
8 Fe/3 Au/40 Tb 11.8 520 5.5
12 Tb/3 Au/8 Fe 11.8 590 5.5
40 Tb/3 Au/8 Fe 11.7 590 5.3

UK is the PMOKE angle atH51.7 T ~high-field component!;
Hs is the saturation magnetic field~lower-field component!;
UKs is the PMOKE angle of saturation~lower field component!.
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almost one order wider field range~240 mT as against 30
mT!. This can be interpreted as due to Tb layers with
plane magnetization in addition to the ‘‘magnetic interfac
~Fig. 4!. For the case of 12 Tb/8 Fe~rough interface! the
PMOKE angle is only 0.12 min. This is connected with
great variety of angles between Fe and Tb magnetic m
ments, due to interface roughness, also resulting in the
tension of the field range, where this interaction occurs~150
mT as compared to 30 mT for 8 Fe/12 Tb!. There is a sig-
nificant decrease of the Fe signal, and no FMR signal w
observed~Fig. 3c!. For the bilayers with rough interfaces th
ultrathin Fe film can be in the superparamagnetic state, le
ing to disappearance of the FMR signal. With more Tb
oms, for the 40 Tb/8 Fe bilayer, the perpendicular rotat
increases significantly~to 1.0 min from 0.12 min for 12 Tb/8
Fe! and also the range of Fe–Tb interaction becomes n
rower ~15 mT against 150 mT for 12 Tb/8 Fe; see Table!.
This means that the sharp and rough interfaces, havin
different distribution of atoms, need different ratios of Fe a
Tb monolayers participating in the completed ‘‘magnetic
terface.’’ In other words, the sharp and rough interfaces w
the same respective layer thicknesses have different effec
interface compositions, making direct correlation to the PM
less straightforward.

Interaction in Fe ÕAu ÕTb trilayers

To further understand the extent of coupling in the Fe-
system, we introduced one ML of Au at the interface. FM
signals for the trilayers are shown in Fig. 3d and 3e, only o
FMR signal was observed. It is easily seen that the introd
tion of Au at the interface causes a significant decrease in
resonance field as compared to the field for the 8 Fe/12
bilayer. NowH i is even smaller than that for the 8 Fe film
This means that only one Au ML interposed between Fe
Tb layers was enough to shield the short-range magnetic
teractions which resulted in PMA. This is further illustrate
in the PMOKE data~Fig. 5!. It is natural to suppose that a
the magnetic moments in such trilayers are already in
film plane. Though the same PMOKE data for the trilaye

FIG. 5. PMOKE loops for bilayers~a and c! and trilayers~b and d!. Only
the low-field component is shown here.
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as compared with the control Fe film~Fig. 6!, show that
some small loop of magnetization with a jog at higher fie
~500–600 mT! is still present. This means that the ang
between Fe and Tb magnetic moments is nonzero. The
and Tb layers still interact via the monolayer of Au. Th
PMOKE angles and fields for the jogs are shown in Tab
for the different trilayers with Au.

The other characteristic feature is the increase of
total magnetic moment in the trilayers~Fig. 6!. The same
changes of the PMOKE loop shape are observed for b
kinds of interface. The small values of the Kerr rotati
angles and the weak FMR signals for the case of the ro
interface again indicate that Fe magnetic moments are hi
disordered there.

Thus one ML of Au at the Fe–Tb interface dramatica
affects the magnetic interactions, entirely eliminating t
short-range exchange between Fe and Tb atoms. Inste
long-range indirect exchange interaction via the nonmagn
Au interlayer is observed, leading to an increase in the t
magnetic moment. Panet al.37 have proposed that a mag
netic moment is induced in the Au by the Fe to describe
enhancement of the Fe magnetic moment in an FeAu a
film prepared by alternate monatomic deposition. Hoffm
also observed that the net magnetic moment for Fe/
Tb/Au multilayers is larger than that of pure Fe layers10

Magnetic moment induced in Tb still exists. Its orientati
with respect to the Fe moment is a point of future study.

CONCLUSIONS

In summary, using FMR and PMOKE methods we i
vestigated the magnetic interactions in the Fe/Tb bilayer s
tem with sharp as well as rough interfaces. The excha
interaction at the Fe–Tb interface induces a magnetic
ment in the thin Tb film that results in two FMR signal
which are shifted from that of free Fe and Tb films. This sh
has been interpreted as an indication of attributed Tb
interaction resulting in a perpendicular anisotropy.

The different distribution of atoms in sharp and rou
interfaces with the same respective layer thicknesses lea
different environments for the Tb–Fe interactions and he
to different effective compositions.

One monolayer of Au interposed into single Tb-Fe int
faces of both kinds destroys the ‘‘magnetic interface,’’ brea

FIG. 6. PMOKE loop for a trilayer 8 Å Fe/3 Å Au/12 Å Tb compared with
an 8 Å Fecontrol film.
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ing the short-range interaction. Instead a long-range indi
exchange via the nonmagnetic Au interlayer appears.
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The magnetization reversal of a multilayered Fe/Si film having cubic magnetocrystalline
anisotropy is investigated in the temperature interval 25–300 K by magnetooptical methods. It is
found that the growth of the biquadratic exchange interaction as the temperature is lowered
causes a spontaneous second-order phase transition from a collinear antiferromagnetic state to a
noncollinear state. The presence of cubic anisotropy in the film gives rise to spontaneous
and magnetic-field-induced first-order phase transitions between noncollinear states.
Magnetooptical studies permit constructing theH –T magnetic phase diagram of the multilayered
Fe/Si film for an orientation of the external field along the hard magnetization axis@110#. A
calculation of theH –T phase diagram in the framework of a model taking into account the bilinear
exchange and cubic anisotropy, with constantsI 1 andK that are assumed to be independent
of temperature, and also the biquadratic exchange with a linearly temperature-dependent constant
I 2 . Satisfactory agreement is obtained between the experimental and calculated phase
diagrams. ©2001 American Institute of Physics.@DOI: 10.1063/1.1399205#
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INTRODUCTION

The magnetic properties of Fe/Si layered structures h
been investigated quite intensively in recent years.1–6 Par-
ticular interest has been devoted to the spin configurat
that are stable in this structure and to the study of their
havior as a function of temperature and external magn
field, from which one can judge the character of the e
change interaction between iron layers. As the temperatu
changed one observes a transformation of the magnetiza
curves of Fe/Si films,1,3,6 a phenomenon that finds explan
tion in the framework of a theory which takes into accou
the competition of the bilinear and biquadratic exchange
tween layers of a ferromagnetic metal.7,8 It has been
established3,6 that the changing relationship between the e
ergies of the bilinear and biquadratic exchange interacti
with changing temperature leads to a change in the equ
rium spin configuration of the ground state of the system
affects the spin configurations that are stable in the magn
field. Up till now, however, theH –T phase diagram of an
Fe/Si layered structure has not been constructed. The go
the present study was to investigate the magnetization re
sal process in a multilayered Fe/Si film over a wide range
temperatures, to analyze the experimental results in
framework of a model that takes into account the differ
temperature dependence of the bilinear and biquadratic
change interaction constants, and to construct theH –T mag-
netic phase diagram.

EXPERIMENT

We present the results of a study of the magnetiza
reversal process in an (Fe30 Å/Si15 Å)311 multilayered
6551063-777X/2001/27(8)/7/$20.00
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film prepared by dc magnetron sputtering. A single-crys
GaAs wafer was used as the substrate. The investigation
done using the meridional Kerr effect. The sample w
placed in an optical helium cryostat, permitting measu
ments to be made in the temperature interval 25–300 K.
magnetic field was imposed parallel to the plane of the fi
The experimental apparatus is described in greater deta
Ref. 9, and the preparation of the sample, in Ref. 5.

Magnetic resonance studies showed that the Fe/Si m
tilayered film has cubic anisotropy and an easy axis orien
in the plane of the film along the@100# and@010# directions.5

Magnetooptical studies at room temperature lead to the c
clusion that collinear and noncollinear stable spin structu
exist in an Fe/Si multilayered film, and these structure can
found in a stable or in a metastable state.5 In the present
study the magnetization reversal process was investigate
the temperature interval 25–300 K. From the experimen
results theH –T magnetic phase diagram of the Fe/Si mul
layered structure is constructed in the case when the m
netic field is directed along the hard axis@110#.

Figure 1 shows typical curves of the field dependence
the angle of rotationF of the plane of polarization measure
for three temperatures in various magnetic field interva
The experimental curves are normalized toFs , the value of
the angle of rotation of the plane of polarization in the sa
rated state. The characteristic features on theF(H) curves
due to various phase transitions are demonstrated in
1a–e.

The curves shown in Fig. 1a, 1b, 1c were obtained a
temperature of 300 K. As we see in Fig. 1a, the magnet
tion process begins from a state in which the Kerr rotation
zero. In a certain interval of fields the magnetization rever
© 2001 American Institute of Physics
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has a reversible nonhysteretic character. In a field of aro
70 Oe~Fig. 1b! a relatively sharp increase in the Kerr rot

FIG. 1. Field dependence of the angle of rotation of the plane of polar
of reflected light, measured in an (Fe30 Å/Si15Å)311 multilayered film at
different temperatures.
d

tion angle is observed, after which, as the field is decrea
the system returns to a state with a nonzero value ofF at
H50. As the field is increased further~Fig. 1c! a smooth
growth of the rotation angle is observed, going to saturat
at H'1500 Oe. Decreasing the magnetic field to zero a
the film has been in the saturated state returns the syste
a state with a nonzero value ofF.

As the temperature is lowered one observes the follo
ing changes in the field dependence of the Kerr effect:

—In the temperature interval 195–300 K nearH50
~Fig. 1a! a monotonic nonhysteretic variation of the rotatio
angle occurs. At temperatures of 170–195 K theF(H) curve
in low fields exhibit a jump, and magnetization reversal
the neighborhood ofH50 is accompanied by hysteresis. Th
F(H) curve measured atT5190 K in low fields is shown in
Fig. 1d.

—The feature near the fieldH'70 Oe on the room-
temperatureF(H) curves~Fig. 1b! persists in the tempera
ture interval 170–300 K. The value of the magnetic field th
must be reached before the system returns to a state
nonzeroF at H50 decreases with decreasing temperatu

—At temperatures below 170 K the shape of t
magnetization-reversal curve changes. Figure 1e shows
field dependence of the Kerr effect measured atT5100 K.
This curve has none of the features observed in low field
T.170 K. The magnetization reversal is accompanied
hysteresis forH,500 Oe. In higher fields one observes
monotonic nonhysteretic growth of the Kerr rotation wi
increasing field, just as at high temperatures.

—With decreasing temperature the value of the field
which saturation is observed on theF(H) curve increases.

In addition to the field curvesF(H) we also measured
the temperature dependence of the Kerr effect in the abs
of magnetic field~Fig. 2!. At T5300 K a state with zero Kerr
rotation atH50 was created in the Fe/Si film under study
means of magnetization reversal in low fields. Then the te
perature was lowered and theF(T) curve was measured. In
the temperature interval 195–300 K the value ofF equals
zero. At T,195 K a smooth increase in the rotation ang
with decreasing temperature is observed, and at a temp

d

FIG. 2. Temperature dependence of the angle of rotation of the plan
polarization of reflected light, measured in zero magnetic field.
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ture of around 170 K theF(T) curve has a jump. As the
temperature is lowered further, the Kerr rotation angle ag
increases smoothly.

CALCULATION OF THE PHASE DIAGRAM

The phase diagram was calculated in the framework
theoretical model taking into account the bilinear and biq
dratic exchange interaction between two magnetic layer
iron separated by nonmagnetic spacer layers and the c
anisotropy in the iron layers.7,8 It was assumed that the mag
netic moments inside the iron layer are ordered ferromagn
cally and that the magnetization in the first and second i
layers lies at angles ofu1 andu2 to the easy axis~the @100#
direction!.

The expression for the energy of this system has
form

E5I 1 cos~u12u2!1I 2 cos 2~u12u2!

1Kd~cos2 u1 sin2 u11cos2 u2 sin2 u2!2HMd

3@cos~u12w!1cos~u22w!#, ~1!

where I 1 and I 2 are the bilinear and biquadratic exchan
interaction constants, respectively,K is the cubic anisotropy
constant,H is the external magnetic field,M is the saturation
magnetization,d is the thickness of the Fe layer, andw is the
angle between the@100# direction and the direction of the
magnetic field.

To determine the stable spin configurations, which in
magnetic system under study can exist as stable or m
stable, we did a numerical analysis of Eq.~1! under the con-
dition H50. As was shown in Refs. 1 and 6, the biline
exchange constant and cubic anisotropy constant in a m
layered Fe/Si system depend on temperature to a cons
ably smaller degree than does the biquadratic exchange
stant. In view of this, we took only the temperatu
dependence of the biquadratic exchange into account in
investigated model. Thus the change in spin configuration
the system upon a change in temperature is determine
the constantI 2 . We had previously obtained the values of t
constantsI 150.6 erg/cm2 andK52.43105 erg/cm2 at room
temperature.6 From the results of the numerical calculatio
we constructed three-dimensional plots ofE(u1 ,u2), from
which we established the values of the pairs of anglesu1 and
u2 for the stable spin configurations. The calculated fu
tions u1(I 2) and u2(I 2) are presented in Fig. 3. In Fig. 3
these functions are shown for spin configurations co
sponding to the absolute minimum of the energy, i.e.,
stable states. Figure 3b shows the functionsu1(I 2) and
u2(I 2) for spin configurations that correspond to loc
minima on the energy surfaceE(u1 ,u2) and can exist as
metastable states.

These calculations showed that the following spin co
figurations, corresponding to different values of the biqu
dratic exchange constantI 2 , can exist in the system unde
study in the absence of an external magnetic field~the form
of the spin configurations is shown in Fig. 4!:

1! for I 2,0.37 erg/cm2 the collinear antiferromagneti
configurationA is stable, and the noncollinear configuratio
B can exist in a metastable state;
in
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2! for 0.37 erg/cm2,I 2,0.43 erg/cm2 the noncollinear
configurationsC are stable, and the noncollinear configur
tions B can exist as metastable;

3! for I 2.0.43 erg/cm2 the noncollinear configuration
B are stable, and the noncollinear configurationsC can exist
in a metastable state.

For comparison with the experimental results we cal
lated the projection of the total magnetization on the@110#
direction as a function of the constantI 2 . Figure 3c shows
the M (I 2) curve normalized to the saturation magnetizati
Ms. The choice of the@110# direction is motivated by the
fact that the value of the Kerr rotation angle in the expe

FIG. 3. Calculated curves of the anglesu1 andu2 for stable~a! and meta-
stable ~b! configurations and of the projection of the total magnetizati
M /Ms on the @110# direction ~c! as functions of the biquadratic exchang
interaction parameterI 2 . A, B, andC are the existence regions of the sp
configurations shown in Fig. 4.
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ments was proportional to the projection of the magneti
tion on this axis.

We also did a calculation of the field dependence of
magnetization of the system. The values of the anglesu1 and
u2 in the stable configurations were calculated for differe
values ofH at fixed I 2 . Then, knowingu1 andu2 , we de-
termined the projection of the magnetization on the@110#
direction, along which the external field was oriented. Fig
5 shows the three characteristicM (H) curves in different
magnetic-field scales; the curves were calculated for th
different initial spin configurations that are stable in ze
field ~these curves are also normalized to the saturation m
netizationMs!:

1. I 250.27 erg/cm2 ~Fig. 5a!. In the absence of field the
initial antiferromagnetic collinear spin configurationA is re-
alized. In a magnetic field the spin structure becomes n
collinear ~state C!, and the magnetization is nonzero. W
note that in theC configuration in a magnetic fieldHi@110#
the relationu2590°1u1 ceases to hold, i.e., the magne
configurationC becomes asymmetric with respect to the
rection of the external field. Increasing the field leads to
smooth increase in the magnetization on account of a cha
in the angle between the magnetic moments of the iron
ers in the stateC and then to a first-order phase transition
the stateB, which is accompanied by a jump on theM (H)
curve. On further increase in field one observes a smo

FIG. 4. Stable spin configurations:A—the collinear configuration;
B,C—noncollinear configurations;D—the collinear configuration in a mag
netic field.
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growth of the magnetization on account of a change in
degree of noncollinearity of the stateB, and then the system
undergoes a second-order phase transition to the satu
collinear stateD.

2. I 250.38 erg/cm2 ~Fig. 5b!. In the absence of field the
noncollinear spin configurationC is stable. Magnetization
reversal is accompanied by a jump in magnetization, co
sponding to a first-order phase transition between two n
collinear statesC. Increasing the field initially leads, as i
the first case, to a smooth increase in the magnetizatio
the stateC, and then there is a first-order phase transit
from this state to stateB and a subsequent smooth increase
the magnetization in this state, and finally a second-or
phase transition to the saturated collinear stateD.

3. I 250.47 erg/cm2 ~Fig. 5c!. In the absence of field the
noncollinear spin configurationB is stable. Magnetization
reversal is accompanied by a jump in the magnetization c
responding to a first-order phase transition between two n
collinear statesB. An increase in magnetic field is accomp
nied by a smooth increase in the magnetizatio
corresponding to a decrease in the angle between the m
netic moments of the iron layers in the noncollinear sp
configurationB with a subsequent second-order transition
the saturated collinear stateD.

From the results of these calculations we constructed
phase diagram in the coordinatesH – I 2 ~Fig. 6!. The solid
lines represent lines of first-order phase transitions betw
the noncollinear statesB and C and also between nonco
linear states of the same type~type B or C!. The line of
first-order phase transitions between states of the same
corresponds toH50 on the phase diagram. On this line the
exist two singular points. PointI 28 corresponds to a first-orde
phase transition between the noncollinear statesB and C.
The pointI 29 corresponds to a second-order phase transi
between collinear antiferromagnetic stateA and the noncol-
linear stateC. We note that this point is simultaneously
critical point terminating a line of phase transitions betwe
states of typeC.

Lines of second-order phase transitions from the nonc
linear state B to a collinear saturated stateD are shown by a
dotted line on the phase diagram~Fig. 6!.

DISCUSSION

Let us compare our experimental data with the results
a calculation. We first compare the temperature depende
of the Kerr rotation angle~Fig. 2! with the calculated depen
dence of the magnetizationM (I 2) shown in Fig. 3c. Since
the biquadratic exchange interaction increases with decr
ing temperature, one can conclude that these curves a
good qualitative agreement. After analyzing the experimen
dependenceF(T) and comparing it to the calculated depe
denceM (I 2), we may conclude that atT'195 K the Fe/Si
multilayered film undergoes a spontaneous second-o
phase transition between the collinear antiferromagnetic s
A and the noncollinear stateC, and atT'170 K there is a
spontaneous first-order phase transition between the non
linear configurationsB and C, which is accompanied by a
jump on theF(T) curve.

Lowering the temperature leads to a decrease in
angle between the magnetic moments of the iron layers
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FIG. 5. Calculated field dependence of the projection of the total magnetization on the@110# direction for different values ofI 2 .
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the noncollinear configurationsB andC and, accordingly, to
growth of the spontaneous magnetization and the Kerr r
tion angle~Fig. 2!. Thus in the absence of magnetic field t
possible stable structures areA, B, and C, which succeed
one another as the temperature is lowered.

Let us now compare the field dependence of the K
rotation~Fig. 1! with the calculated dependence of the ma
netization~Fig. 5!. The monotonic nonhysteretic variation o
the Kerr rotation in small fields~Fig. 1a!, which is observed
in the temperature interval 195–300 K, is due to the form
tion of the noncollinear spin configurationC in the magnetic
field and to the change in its degree of noncollinearity as
field increases. The reversibility of this process accounts
the absence of hysteresis.

In this same temperature interval the experimen
curves of F(H) have a feature as the magnetic field i
creases: the Kerr rotation angle increases slowly at first
then more sharply~Fig. 1b!, and after reaching the field a
which the sharp increase in the Kerr rotation angle is
a-

rr
-

-

e
r

l

d

-

served theF(H) curve becomes irreversible. As is clear
seen in Fig. 1b, theF(H) curve has appreciable hysteres
and the value ofF does not return to zero when the magne
field is removed. This feature on theF(H) curve ~Fig. 1b!
can be juxtaposed with the jump accompanying the fi
order phase transition between statesB andC on theM (H)
curve ~Fig. 5a1!. Then the behavior ofF(H) can be ex-
plained as follows. Upon reaching the field of the transiti
from stateC to stateB, the curve of the Kerr rotation angl
increases sharply. The absence of a clear jump on the ex
mental curve ofF(H) may be due to inhomogeneity of th
sample. As the magnetic field is removed, the reverse tra
tion from the stateB to the stateC does not occur, and stat
B exists in the film as metastable even atH50. The possi-
bility of existence of a metastable configurationB in the
absence of field is confirmed by the calculation.

Further increase in the field leads to an increase in
angle between the magnetic moments of the iron layers
the noncollinear configurationB; this is accompanied by an



ro

eld
p

tio

d
ts
e
ea
te

ic

ne

tw
e

ra
-

b
a
e
d
7
s

the
de-

axi-
nge

nsi-
170
ase
.

val-

ed,
o-

rma-
tic

site
ly
f

At

ns

n

e
on

ted
al

660 Low Temp. Phys. 27 (8), August 2001 Chizhik et al.
increase in the total magnetic moment~Fig. 5a2! and, ac-
cordingly, in the Kerr rotation angle~Fig. 1c! and by a sub-
sequent transition to the saturated collinear stateD.

In the temperature interval 170–195 K, where in ze
field the noncollinear configurationC is stable, theF(H)
curves lack the nonhysteretic segment observed in low fi
at higher temperatures. Magnetization reversal of the sam
in low fields occurs by means of a first-order phase transi
between state of the same type (C1↔C2). The transition is
accompanied by appreciable hysteresis~Fig. 1d!. This tran-
sition corresponds to the jump on the calculatedM (H) curve
at H50 ~Fig. 5b!. The behavior of the Fe/Si multilayere
film in high fields in this temperature interval is similar to i
behavior for 195 K,T,300 K. On further increase in th
field one observes a first-order transition to the noncollin
stateB and then a second-order transition to the satura
collinear stateD.

At T,170 K in the absence of field the thermodynam
equilibrium state4 is the noncollinear configurationB. In a
magnetic field the Fe/Si multilayered film undergoes mag
tization reversal accompanied by hysteresis~Fig. 1e!, which
corresponds to a first-order phase transition between
states of typeB (B1↔B2). This transition corresponds to th
jump on the calculatedM (H) curve atH50 ~Fig. 5c!. As
the field is increased, the film undergoes a second-order t
sition to the saturated collinear stateD, as at higher tempera
tures.

Our experimental investigations and calculations ena
us to construct theH –T magnetic phase diagram of
(Fe30 Å/Si15Å)311 multilayered film in the case when th
magnetic field is oriented along the hard magnetization
rection @110#. The resulting diagram is presented in Fig.
The points represent the results of the experimental inve
gations, and the lines are the results of the calculation.

FIG. 6. CalculatedH – I 2 phase diagram. The existence regions of differe
magnetic phases~see Fig. 4! are indicated. AtH50 andI 2,I 29 the antifer-
romagnetic stateA is realized. The solid lines on the diagram represent lin
of first-order phase transitions, and the dashed lines are lines of sec
order phase transitions.
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In order to construct the calculated phase diagram in
H –T plane it is necessary to determine the temperature
pendence of the biquadratic exchange constantI 2 . First we
established a relation betweenI 2 andT for several tempera-
tures. In this step we chose four temperatures, viz., the m
mum and minimum temperatures of the investigated ra
~25 and 300 K! and the two singular pointsT5170 K and
T5195 K at which we observed spontaneous phase tra
tions between spin configurations. For the temperatures
and 195 K, corresponding to singular points on the ph
diagram, the relation betweenI 2 andT is easily established

To determine the relation betweenI 2 andT for the tem-
peratures 25 and 300 K we compared the experimental
ues ofF/Fs with the calculated value ofM /Ms ~Fig. 3! in
zero magnetic field. In determiningI 2 at the temperature 25
K it was assumed that after the magnetic field is remov
the film does not break up into domains but remains hom
geneous. The magnetization reversal process, i.e., the fo
tion of domains with the opposite orientation of the magne
moment, begins when the field is turned on in the oppo
direction ~Fig. 1e!. Then on the basis of the experimental
determined value ofF/Fs we could establish the values o
the anglesu1 and u2 . At T525 K and H50 we have
F/Fs50.52, and the angles are found to beu1514° and
u25104°. Using the calculated functionsu1(I 2) andu2(I 2)
shown in Fig. 3a, we find that atT525 K the value ofI 2 is
0.58 erg/cm2. The value ofI 2 at T5300 K was found in an
analogous way. In that case the constantI 2 was determined
using the experimental value ofF/Fs measured not in the
thermodynamic equilibrium configurationA, where F/Fs

50 at H50, but in the metastable configurationB that is
realized in the film after the magnetic field is removed.
T5300 K andH50 we measuredF/Fs50.2 in the meta-
stable stateB. This corresponds to the anglesu1533° and
u25123° for the magnetic layers of iron. Using the functio

t

s
d-

FIG. 7. TheH –T phase diagram of an (Fe30 Å/Si15Å)311 multilayered
film with cubic anisotropy in the case when the external field is orien
along the hard magnetization axis@110#. The points represent experiment
results, and the lines show the results of the calculation.T1 andT2 are the
temperatures of spontaneous phase transitions.
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u1(I 2) and u2(I 2) given in Fig. 3b, we find I 2

50.27 erg/cm2 at T5300 K.
It follows from Ref. 3 that the temperature dependen

of the biquadratic exchange constant in an Fe/Si multilaye
film can be approximated by a linear function. The valu
found for I 2 for the four temperatures~T525, 170, 195, and
300 K! are also described well by a linear dependence~Fig.
8!. The linear dependenceI 2(T) was used to go from the
phase diagram calculated in the coordinatesH – I 2 ~Fig. 6! to
the calculatedH –T phase diagram~Fig. 7!.

As we see from Fig. 7, the experimental and calcula
phase diagrams are in completely satisfactory agreem
This demonstrates that all of the possible spin configurati
formed in an Fe/Si multilayered film can be adequately
scribed over a wide range of temperatures and magn
fields in the framework of a theoretical model that takes i
account the bilinear and biquadratic exchange and the c
anisotropy. We note that this good agreement of the ca
lated and experimental phase diagrams is achieved in a
plified treatment in which only the temperature depende
of the biquadratic exchange interaction is taken into acco
while the bilinear exchange interaction and the magnetoc
talline anisotropy are assumed constant. Therefore, we
conclude that it is the change of the biquadratic excha
with temperature that is responsible for the change of

FIG. 8. Temperature dependence of the biquadratic exchange interac
e
d
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nt.
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e

spin configuration of an Fe/Si multilayered film and th
transformation of the magnetization-reversal curves as
temperature is changed.

CONCLUSION

The bilinear exchange is known to stimulate colline
ordering of the spins, and the biquadratic exchange, 90°
dering. The fact that the biquadratic exchange interaction
cubic anisotropy are comparable to the bilinear exchange
teraction in Fe/Si multilayered films leads to the formation
different collinear and noncollinear magnetic configuratio
and to phase transitions between these states. At room
perature, when the bilinear exchange dominates the biq
dratic exchange, the collinear configuration, with antifer
magnetic ordering of the magnetic moments of the ir
layers, is the thermodynamic equilibrium state. The grow
of the biquadratic exchange with decreasing tempera
causes a transformation of the spin configuration to a n
collinear state. An important role is also played by the cu
anisotropy, the presence of which leads to the formation
two types of noncollinear configurations in an Fe/Si mu
layered film, and spontaneous and magnetic-field-indu
first-order phase transitions between the noncollinear st
arise in the system.

*E-mail: chizhik@ilt.kharkov.ua
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The temperature dependence and concentration dependence of the heat capacityC and surface
resistanceRs are measured in the compounds YNi52xCux ~x50, 0.1, 0.2, 0.25, 0.6, and
1.25!. The measured values ofC(x) andRs(x) are used to determine the concentration dependence
of the density of statesN(E,x). A maximum is observed onN(E,x) at x50.2. The results
constitute direct experimental confirmation of the nonmonotonic dependence ofN(E,x) that has
previously been predicted theoretically. It is found that at certain values ofx the low-
temperature heat capacity of the compounds YNi52xCux increases with decreasing temperature,
and the temperature dependence of the electrical resistance has a minimum atT510 K.
Below 10 K the temperature dependence of the resistance obeys a logarithmic law. ©2001
American Institute of Physics.@DOI: 10.1063/1.1399206#
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INTRODUCTION

It has been shown theoretically1,2 that in the pseudobin
ary alloy YNi52xCux , which is a typical Pauli paramagne
the density of statesN(E) at the Fermi level varies non
monotonically with increasing copper concentrationx and
reaches a maximum atx50.2.

The experimental study ofN(E) is often done with the
aid of measurements of the electronic heat capacityCe ,
magnetic susceptibilityx, and surface electrical resistanc
Rs .

The experimental dependence ofx(x) obtained in Ref. 3
corresponds qualitatively to the calculated averages of
magnetic momentM (x) determined from Refs. 1 and 2.

With the goal of obtaining more-reliable data on the d
pendence of the density of statesN(E) on the copper conten
in the compounds YNi52xCux , in the present study we hav
investigated experimentally the electronic heat capa
Ce(x) and the surface resistanceRs(x) for a series of
YNi52xCux samples with different values ofx.

SAMPLES AND MEASUREMENT PROCEDURES

The samples were polycrystalline YNi52xCux , with x
taking the values 0, 0.1, 0.2, 0.25, 0.6, and 1.25.

The temperature dependence of the heat capacityC was
measured by absolute calorimetry in the temperature inte
1.5–20 K. A sample of mass 2–3 g was placed in a seal
copper container equipped with a germanium resistance t
6621063-777X/2001/27(8)/4/$20.00
e
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y
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mometer and a heater. The heating was carried out b
stepped method. The error of measurement did not exc
1%.

The samples had a complex surface geometry wit
nonidentical transverse cross-sectional area, and this was
of samples with different concentrationsx. This made it dif-
ficult to determine precisely the absolute value of their res
tivity r(x,T) from the resistanceR measured in dc current
Therefore, for determining the concentration dependenc
N(E) from the Ohmic losses,Rs was investigated at a fre
quency of 2 MHz, where the classical skin effect was fu
operative. In the temperature interval 4.2–300 K the re
tanceRs was measured by a resonator method, with a cop
sample as the standard.4 For these measurements we built
oscillatory circuit without using tin solder, since the trans
tion of tin to the superconducting state atT55 – 6 K would
decrease the accuracy of theRs measurements and woul
also make it hard to determine the influence of the magn
field on the Ohmic losses of the compound at helium te
peratures. We took into account thatRs

n}r (n>2) for both
diamagnets and for magnetic materials.5

EXPERIMENTAL RESULTS

Figure 1 shows the experimental dependence of the
capacity in the temperature interval 1.5–10 K in the coor
natesC/T versusT2. It has been established experimenta
that at temperatures above 4 K the temperature dependen
© 2001 American Institute of Physics
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FIG. 1. C/T versusT2 for YNi52xCux

compounds with different values ofx:
0 ~1!, 0.1 ~2!, 0.3 ~3!, 0.25~4!, 0.6 ~5!,
and 1.25~6!. The inset shows the sam
dependences forT2'60– 100 K2.
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of the heat capacity of the compounds under study is w
described by the expression

C~T!5gT1bT3. ~1!

The first term on the right-hand side of this expression r
resents the electronic heat capacityCe , and the second term
the lattice heat capacity. It is seen in the figure that
T,4 K, for all of the samples except the compounds w
x50 and x51.25, the heat capacity increases differen
with decreasing temperature for samples with differentx.
Therefore, to determineg in Eq. ~1! by extrapolation of the
ratio C/T as a function ofT2 to T50 we used the values o
the heat capacity in the range 4–10 K.

Figure 2a shows the temperature dependence ofRs for
the compound YNi5 measured at a frequency of 2 MHz
the temperature interval 4.2–300 K. TheRs(T) curves of the
alloys YNi52xCux are similar to that shown in Fig. 2a an
are therefore not shown in the figure. As we see from Fig.
in the temperature interval 50–300 K theRs(T) curve is
close to linear, and forT,50 the surface resistance depen
weakly on temperature.

It should be pointed out that theRs(T) curves for all the
samples studied have an anomaly atT'(27065) K in the
form a slight deviation from the straight trend. In th
YNi52xCux samples withx50 and x50.2 there is also a
slight minimum ofRs in the temperature interval 35–45
~not shown in the figure!.

It is observed in the experiments that a sligh
(;0.5– 1%) negative magnetoresistance exists in the t
perature interval 4.2–300 K for the YNi52xCux samples with
x50 andx51.25. In the compounds withx50.1, 0.25, and
0.6 the influence of a static magnetic field on the Ohm
losses is extremely weak (,0.5%) and appears only a
T,100 K, and in the systems withx50.2 it is absent
altogether.

It is found that for all of the samples studied, with the
different values ofx, the temperature dependence ofRs has a
minimum atT510 K ~see Fig. 2b, 2c!. The dashed curve in
Fig. 2b, 2c shows the calculated temperature depend
Rs}(ln T21)0.5, which confirms the logarithmic growth of th
measured resistivityr, according to the lawr(T)}Rs

2(T), as
the temperature is lowered below 10 K.
ll

-

r

a,

s

-

c

ce

From theC(T) data we determined the coefficientsg
andb in Eq. ~1! for all the samples studied. It is seen in Fi
1 that the coefficientb ~the slope of the straight lines! differs

FIG. 2. Temperature dependence ofRs for YNi5 at a frequency of 2 MHz
~a!. TheRs(T) curve in the temperature interval 4.2–16 K for YNi5 ~b! and
YNi4.8Cu0.2 ~c!. The dashed curve isRs

2}(ln 1/T).
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little for samples with different copper concentrations, and
the Debye temperature, which is 389 K for the sample w
x50, varies only slightly~5%! with increasingx. At the
same time, the coefficientg varies substantially and non
monotonically. Figure 3a shows the measured concentra
dependence ofg ~points!, from which we see thatg is maxi-
mum for x50.2.

Also shown in Fig. 3a is the relative concentration d
pendence of the difference in heat capacities measure
T52 K and the regular dependenceCr ~i.e., the extrapola-
tion from the high-temperature region; it is shown by t
dashed lines in Fig. 1!.

In Fig. 3b, curve1 showsRs(x) at 10 K. It is seen that
for x50.2 the surface resistance has a minimum value. A
shown in this figure is the concentration dependence of

FIG. 3. Concentration dependence ofg ~points!, (C2Cr)/Cr ~circles! ~a!;
Rs(10) ~1!, (Rs(4.2)2Rs(10))/Rs(10) ~2! ~b!; N(E,x)/N(E,1.25) deter-
mined from the heat capacity~1!, Ohmic losses~2!, magnetic susceptibility
~3!, and theoretically from Refs. 1 and 2~4! ~c!.
o
h

on

-
at

o
e

difference of the surface resistances measured at temp
tures of 4.2 and 10 K, relative to the valueRs(10) ~curve2!.

It follows from Fig. 3a, 3b that the curves ofg(x) and
@(C2Cr)/Cr #(x) practically coincide, and a correlationj i
observed between the curves of@(Rs(4.2)2Rs(10))/
Rs(10)#(x) andRs(x).

DISCUSSION OF THE RESULTS

The high values of the Debye temperature of all t
YNi52xCux compounds studied cause the linear part ofC/T
versusT2 to continue for a long way~to 10 K!, and this
permits a reliable determination ofg(T). For YNi5 we ob-
tained a valueg528 mJ• K22 mole21. The calculated value
g520 mJ• K22 mole21 was determined in Ref. 2. In Ref.
the valueg537 mJ• K22 mole21 was obtained experimen
tally, although the value of the lattice contribution to the he
capacity agrees with the value obtained in the present st
The fact that the experimental values ofg are larger than the
calculated value indicates that there is a substantial contr
tion from the exchange and electron–phonon interacti
and also from spin fluctuations.7,8 They determine the en
hancement factor that must be taken into account when
culating N(E) from the experimental data forg, x, or r.7,8

Since we are interested in the concentration dependenc
N(E) and not the absolute values ofN(E), in Fig. 3c we
give the concentration dependence of the relative densit
statesN(E,x)/N(E,1.25) calculated with allowance for th
experimental values ofg ~curve1! and the resistivityr}Rs

2

~curve 2! by the standard formula given in Refs. 9 and 1
Here we also give the concentration dependence obta
from measurements of the magnetic susceptibility3 ~curve3!
and the dependence calculated theoretically from Refs. 1
2 ~curve4!.

We see from Fig. 3c thatN(E,x)/N(E, 1.25) is non-
monotonic, and atx50.2 a maximum ofN(E) is observed
regardless of which of the measured parameters is use
calculate the density of states—the heat capacity, the re
tivity, or the magnetic susceptibility. This circumstance, t
gether with the similarity of curves1–4 in Fig. 3c, supports
the assertion that the theoretical results presented in Re
and 2 are in agreement with the experimental results.

The curves in Fig. 3c were constructed on the assum
tion that the enhancement factors given above are inde
dent ofx. If such a dependence actually does exist it wou
more likely affect the sharpness of the maximum rather th
its position on thex axis.

The nonmonotonic concentration dependence ofN(E)
may be explained as follows: for the binary alloy YNi5 the
theoreticalN(E) curve has a small local maximum som
what above the Fermi level.2 As Ni is replaced by Cu a filling
of the 3d band occurs, since copper has more 3d electrons
than nickel does. As a result, the Fermi level in t
YNi52xCux system shifts to higher energies and pas
through a maximum, and this is what causes the nonmo
tonic character of the change inN(E) with changing copper
concentration.

Our results for YNi52xCux compounds essentially agre
with the results of Ref. 7 for the systems Lu~Co12xGax)2 and
Lu~Co12xSnx)2 . For x50 no anomalies of the heat capaci
are observed, and a valueg524.6 mJ• K22 mole21 is ob-
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tained for LuCo2; this value is close to our value forg in
YNi5. However, even small admixtures of Cu, Ga, or
have an appreciable effect on the parameters of the sys
In particular, the value ofg increases, and at temperatur
below 4 K one observes appreciable growth of the ratioC/T.
At the same time, large amounts of the dopant have pra
cally no effect on the properties of the compound. At cert
values ofx both in YNi52xCux and Lu~Co12xSnx)2 the val-
ues of g and x pass through maxima, and the rati
g(x)max/g(0) andx(x)max/x(0) are not equal.

Our results and our analysis of the results presente
Refs. 1–3 and 7 indicate that the nonmonotonic concen
tion dependence ofg, x, andr in a number of paramagneti
pseudobinary alloys is due to features of the electronic st
ture of these alloys. Two factors are important here: the
fluence of doping on the width of thed band, and the relative
displacement of the Fermi level and the local density
states of the substituted and substituent elements. A com
son ofg(x) andR(x) indicates that it is the actual density o
states at the Fermi level that is decisive. Thus we assume
the increase ing on doping is due to an increase inN(EF)
against the background of strong spin fluctuations of
electron–phonon and other interactions.

It is interesting to note that the growth of the ratioC/T
for different x at T,4 K coincides with the concentratio
dependence ofg(x), as is seen in Fig. 3a. This means th
those interactions in the system which cause the nonmo
tonic character of the concentration dependence ofg(x) are
also responsible for the low-temperature anomalies of
heat capacity. However, at low temperatures the resistanc
the samples increases with decreasingT. Thus, while the
growth ofg upon doping is accompanied by a decrease in
resistance~see curve1 in Fig. 3b!, the increase in the ratio
C/T with decreasing temperature occurs against the ba
ground of a growing resistance~Figs. 1 and 2b, 2c!. Such
behavior of the system may be due to the charge carr
becoming heavier.

The minimum observed on the temperature depende
of the resistance~Figs. 2b, 2c! is also interesting. The dept
of the resistance minimum depends on the copper conce
tion and reaches an extremal value forx50.2. At the same
time, the temperature at which the resistance minimum
observed is independent ofx. When the temperature is low
ered below that at which the minimum of the Ohmic losse
observed, the resistance increases by a logarithmic
which is characteristic of the Kondo effect.11
m.
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CONCLUSION

From the experimentally measured concentration dep
dence of the heat capacity and surface resistance of the c
pound YNi52xCux we have established that its density
states varies nonmonotonically with increasing copper c
centration and passes through a maximum atx50.2. This is
direct experimental confirmation of previous theoretical p
dictions about the concentration dependence ofN(E,x) for
YNi52xCux compounds.

We have observed and investigated the low-tempera
anomalies of the heat capacity~its increase with decreasin
temperature!.

We have observed a feature on the temperature de
dence of the surface resistance in the form of a minimum
T510 K. As the copper content in the compound is varie
the temperature at which the minimum is observed rema
unchanged, while the depth of the minimum is lowest
x50.2.
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Dimers of phenol in argon and neon matrices
A. M. Plokhotnichenko,* E. D. Radchenko,† Yu. P. Blagoı̆, and V. A. Karachevtsev

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
~Submitted May 21, 2001!
Fiz. Nizk. Temp.27, 901–914~August 2001!

The IR absorption spectra of phenol molecules in solid rare gas matrices of argon~10–12 K! and
neon~4.5–5 K! are investigated at molar ratios of phenol:matrix of 1:1000 to 1:30 in the
frequency range 400–4000 cm21. Bands of dimers and larger complexes of phenol molecules are
observed in the absorption spectrum of both matrices as the matrix ratio decreases. The first
additional bands to appear in the spectral region of the stretching vibrations of the O–H group as
the phenol concentration increases are two bands attributed to dimers with one and two
hydrogen bonds. The absorption coefficients are determined for the bands of stretching vibrations
of the O–H and C–O groups, O–H planar bending vibrations of monomers, and the
stretching vibrations of the hydrogen-bonded O–H groups of the phenol molecules. The features
of the formation of H-bonded complexes in low-temperature matrices are discussed. A
model is proposed which permits calculation of the number of monomers, dimers, and larger
complexes in argon and neon matrices for molecules which are close in size to the phenol
molecule. © 2001 American Institute of Physics.@DOI: 10.1063/1.1399207#
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INTRODUCTION

The study of weakly bound molecular complexes h
remained an active field of research for many years.1–3 The
intermolecular interaction plays a key role in such extrem
important topics in biophysics as molecular recognition~the
ability of many biomolecules to form strictly specified m
lecular complexes! or the formation of the structure o
biopolymers. Furthermore, a large number of chemical re
tions begin with the formation of weakly bound complexe
Another related question concerns the working mechani
of catalysts, including enzymes.

In studying molecular complexes, in which two or mo
molecules are bound by relatively weak intermolecu
forces, one often uses the method of low-temperature ma
isolation in combination with infrared~IR! absorption spec-
troscopy. The samples are obtained by the joint depositio
a matrix gas and the substance to be investigated on a
substrate. In addition to the isolated molecules, molec
complexes of various sizes and composition can form in
matrix. The presence of molecular complexes in a ma
sample can be judged from the appearance of additio
spectral bands, not present in the spectrum of the isol
molecules, as the concentration is increased; these are
tained at sufficiently large matrix ratiosM—the number of
atoms of the matrix per molecule of the substance un
investigation. Since the bands of monomers in the matrix
spectra are ordinarily quite narrow~their half-widths usually
lie in the range from 0.001 cm21 to several cm21; Refs.
4–6!, the absorption bands of the molecular complexes
easily be observed even if they are only 1–2 cm21 away
from the monomer bands. Determination of the number
such complexes in this type of study is a complicated pr
6661063-777X/2001/27(8)/10/$20.00
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lem. At the same time, knowledge of the quantitative para
eters of the complexes is important in the study of comple
containing hydrogen bonds, since the change of the inten
of the hydrogen-bond band in comparison with the monom
bands can be used, together with the value of the spe
shift, to determine the binding energy of the molecules in
complex.

For certain molecules a low-temperature matrix can s
bilize less stable forms of complexes in much larger qua
ties than in systems in thermodynamic equilibrium, and
some cases this can make them easier to observe.

Phenol molecules have repeatedly7–13 attracted interest
as objects in which to study H-bonded complexes~i.e., com-
plexes in which the molecules are bound by a hydrog
bond! in view of the rather simple molecular structure~a
benzene ring and one O–H group!. Phenol dimers have bee
studied in the gas phase10 and in cooled beams11,12 by the
methods of rotational coherent spectroscopy and Ram
scattering. In those studies a type of dimer with the phe
molecules in almost perpendicular planes has been obse

The goal of the present study was to investigate the
absorption spectrum of phenol molecules in matrices of
gon and neon, to determine the possible structures of
dimers of phenol molecules, and to estimate their numbe
different matrix ratios.

EXPERIMENT

The phenol samples in an argon matrix were prepare
a helium immersion cryostat by the joint cooling of gaseo
flows of argon and phenol on a CsI substrate cooled
15–16 K.14 To achieve the lower temperatures needed
preparing samples of phenol in a neon matrix, the cryo
© 2001 American Institute of Physics
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was equipped with an additional cooling valve to permit t
admission of liquid helium into the heat exchanger of t
sample holder. This refinement made it possible to mainta
stable sample temperature in the range 3–5 K with an o
cold valve and 7–30 K with it closed. As the substrates
the neon samples we used copper mirrors. The samples
annealed for 30 min at 30 K for the argon matrices and
7–8 K for the neon. To prevent evaporation of the matrix g
from the surface of the sample during annealing, the sam
were coated beforehand with a heavier rare gas—krypton
the argon matrix and argon for the neon matrix. The thi
ness of the protective film was around 10mm. The rate of
cooling the substance to be studied was regulated by
temperature of its evaporation from the Knudsen cell~in the
range 30–45 °C) and for the different samples was cho
within the range (0.5–1.5)31028 mole/~cm2min!. The re-
quired rate of deposition of the matrix gas was set by
needle valve within the range (0.5–5)31026 mole/
(cm2min!. The sample preparation time varied from 50
120 min for obtaining a value of the product of the phen
concentration times the thickness of the sample in the ra
0.6–1.2 mmole/cm2. The thickness of the matrix varie
from 10 to 150mm. To reduce the possible influence on t
structure of the sample due to the heat released in the
densation of the matrix gas, the matrix gas was cooled
liquid nitrogen temperature at the entrance to the vacu
chamber. The rates of deposition of the matrix gas and p
nol were measured by quartz microbalances which wer
the same temperature as the sample holder. This mad
possible to prepare samples with specified matrix ratios w
an accuracy of 10% or better. The absolute quantities of
substances in the sample were determined from the rat
deposition and the sample preparation time to the same
curacy.

Before the phenol was loaded into the Knudsen ce
was purified by recrystallization from the gas phase. In
dition, immediately before the sample was prepared from
substance found in the Knudsen cell the volatile impurit
were driven off in a process monitored by quartz microb
ances.

The IR spectra were recorded with a resolution of
cm21 in the range 1700–400 cm21 and with a resolution of
3 cm21 in the range 3800–2800 cm21 on a Specord IR-75
double-beam grating spectrometer connected to a pers
computer. In the recording of the spectra the temperatur
the samples was maintained at a level of 10–12 K for
argon matrix and 4.5–5 K for the neon.

RESULTS AND DISCUSSION

IR absorption spectra of phenol in an argon matrix

Figure 1 shows the absorption spectrum of phenol in
argon matrix atT511 K in the region of the stretching vi
brations of the protons at different matrix ratios. The band
n53635 cm21 corresponds to stretching vibrations of th
O–H groups of the isolated molecules~monomers!.7,15 As
the concentration of the phenol molecules increases, ban
stretching vibrations of the O–H groups—proton donors
the H-bonded complexes—appear. At low concentrati
these complexes are represented mainly by a comparat
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narrow band atn53490 cm21 (d1 dimers! and also by a
very weak band atn53555 cm21 (d2 dimers!. As the con-
centration is increased, another two additional wide ba
appear: first a band in the frequency region 3500–33
cm21, with a maximum nearn53430 cm21 ~trimers! and
then a band of larger complexes in the frequency ra
3380–3180 cm21 with a maximum at aroundn53300
cm21. We note that the intensity of the band of vibrations
the free O–H group (n53635 cm21) decreases with increas
ing phenol concentration, while the bands of C–H stretch
vibrations (n53048 cm21) remains practically unchanged

Figure 2 shows the results of an annealing of the ma
at a temperature of 30 K for a matrix ratioM5250. Upon
annealing of the sample the intensities of the bands an
53490, 3430, and 3300 cm21 increase, while that of then
53555 cm21 band decreases. The intensity of the band
vibrations of the free O–H group also decreases slightly.

Since the bands atn53490 and 3555 cm21 appear first
as the phenol concentration increases, they should be a
uted to H-bonded dimers of phenol. Possible types of th
dimers with one and two hydrogen bonds are shown in F
3. In addition to these two, another type of dimer with t
so-called T-shaped structure has been discussed in
literature.7–9 In that structure the role of the acceptor of th
hydrogen bond is played by thep-electron system of the
benzene ring. However, recentab initio calculations of the
energy and vibrational spectra of the surface structures
phenol dimers,7 the results of which are in good agreeme
with experimental data,10–12 have shown that the spectra
shift of the band of O–H stretching vibrations in the don

FIG. 1. IR absorption spectra of phenol in the region of the proton stretch
vibrations in the argon matrix for different matrix ratios atT511 K ~before
annealing!: m indicates monomers (n53635 cm21), d1 andd2 dimers (n
53490 and 3555 cm21), andt trimers (n53430 cm21) of phenol.
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molecule of the hydrogen bond of the T-shaped dimer
around 10 cm21, which is much smaller than the shift ob
served in the experimental spectra. For this reason we
not consider the T-shaped dimer structure further. In Ref.
the rotational constants of the phenol dimers were de
mined by the method of rotational coherent spectrosco
from these constants the structure of the H-bonded c
plexes in the gas phase was reconstructed. The energet
most favorable structure was attributed to the type Dim
~see Fig. 3! with the molecules lying in nearly perpendicul
planes. In the matrix this geometry may break down. It
known2,3,16 that the energy of a hydrogen bond and the s
of the O–H stretching vibrations depend strongly on
O–O distance and the O–H•••O angle in the chain of atom
forming the hydrogen bond. The largest binding energy a
the largest shift of the band to low frequencies are obser
when the atoms are arranged in a straight line. Therefore
the two spectral bands of dimers the band atn53490 cm21,
for which the shift is larger, should be attributed to the Di
1 structure. This band may correspond to dimers with diff
ent angles of rotation around the hydrogen bond, wh
are indistinguishable in the IR spectra. The spectral s
of the band atn53490 cm21 relative to the monome
band, which is 145 cm21, is close to the value 126 cm21

which is observed in the Raman scattering spectra for ph

FIG. 2. IR absorption spectra of phenol in the region of the proton stretc
vibrations in an argon matrix at a matrix ratioM5250 andT511 K: before
annealing~upper curve! and after annealing for 30 min at 30 K~lower
curve!. The notation is the same as in Fig. 1.

FIG. 3. Possible types of H-bonded dimers of phenol: a—dimer with
hydrogen bond~several structures can exist, differing by rotation of one
the molecules around the hydrogen bond!; b—planar dimer with two hydro-
gen bonds.
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dimers in experiments with cooling in supersonic beams;11,12

this confirms the attribution of this band to the dime
Dim. 1.

The band atn53555 cm21 may correspond either to
dimers of the Dim. 2 type, which are shown in Fig. 3~these
dimers are discussed, e.g., in Ref. 13! or of the Dim. 1 type,
with a highly distorted hydrogen bond. The dimers Dim.
were not observed in Refs. 10 and 11, but they can arise
low-temperature matrix, since the matrix cell can prese
them in a metastable state. Then the annealing of the ma
can convert Dim. 2 into dimers with one hydrogen bond, a
this would lead to a decrease in the intensity of this band
occurs in experiment. In a dimer of the Dim. 2 type the O–
•••O chains are strongly bent, and that should be accom
nied by a decrease in the spectral shift. In addition, in suc
dimer both phenol molecules should lie in the same pla
and that decreases the probability of their formation in co
parison with dimers of the Dim. 1 type and, as a resu
should lead to a lower intensity of the band in the spectru
We note that then53555 cm21 band in the absorption spec
tra has a lower intensity than then53490 cm21 band. How-
ever, such effects can arise in dimers of the Dim. 1 type
which the hydrogen bond is strongly distorted by the matr
To elucidate the question of whether then53555 cm21 band
should be attributed to Dim. 2 or to distorted dimers of t
Dim. 1 type, we employed the usual tool in such cases
change of matrix. For this purpose we used a neon ma
since neon atoms are considerably smaller than argon a
and therefore the packing of the dimers in the neon and
gon matrices should be very different. If dimers of the Di
1 type with an appreciably distorted geometry are presen
the sample, then packing in different matrices will mo
likely stabilize the structures with a different degree of d
tortion. This should lead to different values of the shifts
the absorption bands of the distorted dimers, relative to
monomer bands, in different matrices. We shall return to t
question in more detail in discussing the spectra of pheno
a neon matrix.

The band with the maximum nearn53430 cm21, which
appears in the spectrum on decreasing matrix ratio imm
ately after then53490 and 3555 cm21 bands, is most likely
due to phenol trimers. The broad band with a maximum
aroundn53300 cm21, which is observed in the spectra o
the most concentrated samples, is apparently due to the
pearance of larger hydrogen-bonded complexes~as com-
pared to dimers and trimers!. These band are much wide
than the dimer bands, indicating the presence of large c
plexes in the sample which are distorted to different degr
by the matrix.

The bands of the free and bound O–H groups are w
separated from one another in the spectrum and one can
ily determine their integrated intensities, which are given
Table I as the values reduced to the same 1025 moles of
phenol per square centimeter of area of the sample. Since
number of O–H groups does not change upon the forma
of hydrogen bonds, the following relations should hold at
concentrations:

I m

Km
1

I h

Kh
5N

g

e
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TABLE I. Integrated intensities of the monomer components of the bands of C–O stretching~str. C–O! and O–H planar bending~bend. O–H!
vibrations and the bands of the stretching vibrations of the O–H groups of the phenols in the free~str. O–H (m)) and H-bonded@O–H•••O
(d1)—dimers of type Dim. 1, O–H•••O (d2) — Dim. 2, and O–H•••O – all complexes# in Ar and Ne matrices, given as the values reduc
to 1025 moles per square centimeter of area of the sample, for different values of the matrix ratioM. For the argon matrix two values—befor
and after annealing—are given.
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whereI m andI h are the integrated intensities of the bands
free and bound O–H groups,Km andKh are the correspond
ing molar integral absorption coefficients,N is the number of
moles of the substance per unit cross-sectional area of
light beam,C5Kh /Km is the coefficient of the enhanceme
of the intensity of the band upon the formation of a hydrog
bond, andI 0 is the intensity of the band of free O–H group
in the absence of complexes in the sample, i.e., in the limi
low concentrations.

From relations~1! for any two concentrations one ca
find Km andKh . Their averaged values, which satisfy~1! to
experimental accuracy at all concentrations, areC55, Km

5(5265)3105 cm/mole and Kh5(260630)3105 cm/
mole. As the size of the complex increases, the maximum
the band of the hydrogen bond shifts to lower frequenc
and it is expected thatKh will also increase. Therefore, th
value ofKh given above should be regarded as averaged o
the different complexes~dimers, trimers, etc.!. However,
since this averaged value satisfies relation~1! at all concen-
f
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f

of
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trations, the dependence ofKh on the size of the complex is
not strong, and the range of variation of this quantity m
likely lies within the stated error limits. Knowledge ofKh

enables us to use the intensity of then53490 cm21 band to
determine the number of H-bonded dimers of phenol. Si
only one of the molecules in dimer Dim. 1 is a proton don
the fractionNd of molecules that are part of a dimer is

Nd52I d

2I d

~KhN!
, ~2!

where I d is the integrated intensity of then53490 cm21

dimer band.
The results of calculations ofNd(M ) are presented in

Table II. Then53355 cm21 band was not taken into accoun
in these calculations, since in the majority of spectra its
tensity is less than the error to which the intensities of
other bands are determined.

The intensity of then53635 cm21 band is determined
not only by free O–H groups but also by O–H groups whi
are acceptors of the hydrogen bond in the phenol comple
As was shown in Refs. 11 and 12, the frequencies of th
vibrations differ by only 2 cm21, and in our spectra they
merge into a single band. For this reason the intensity of
lecules in
TABLE II. Fractions ~%! of the phenol in the form of monomers (Nm), dimers (Nd), and other~larger! complexes of phenol in Ar and Ne
matrices and the monomer fraction for hydroquinone~Hq! in an Ar matrix, at different matrix ratiosM. For phenol in an Ar matrix two
values—before and after annealing—are given, and also the monomer and dimer fractions calculated for a random distribution of mo
the sample.
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n53635 cm21 band cannot directly serve as a measure
the number of monomers. More-reliable data on the num
of monomers can be obtained from the concentration dep
dence of the intensity of the bands of C–O stretching vib
tions (n51260 cm21) and the O–H planar bending vibratio
(n51176 cm21),15 since the formation of the hydrogen bon
perturbs these vibrations both in the proton-donor a
proton-acceptor molecules. Figure 4 shows a portion of
spectrum containing these bands for two concentrationsM
51000 and 125. ForM51000 the spectrum essentially co
tains only narrow monomer bands. AsM decreases, much th
wider bands of complexes appear, overlapping with
monomer bands, and atM5125, as can be seen in the figur
the spectrum is a superposition of narrow and wide ban
For a more precise determination of the integrated intens
of the narrow~corresponding to monomers! spectral band we
used a special program to separate the spectrum into
components, having narrow~Fig. 4b1! and wide~Fig. 4b2!
bands. The integrated intensities of the monomer band
n51260 and 1176 cm21 are given in Table I for the differen
phenol concentrations. Calculations of the number of dim
from the intensities of the O–H stretching bands at low c
centrations show that atM51000 the unannealed samp
contains about 5% dimers of phenol. Taking this into acco
and using the values of the integrated intensities of thn
51260 and 1176 cm21 bands, we determine the absorptio
coefficients for the vibrations:K12605(2863)3105 cm/
mole andK11765(3263)3105 cm/mole.

Table II gives the monomer fractionsNm found as the
averages of the values of I 1260(M )/NK1260 and
I 1176(M )/NK1176 for these two bands.

FIG. 4. IR absorption spectra of phenol in the region of the C–O stretch
vibrations and the O–H planar bending vibrations in an argon matrix
matrix ratiosM51000~a! and 125~b!. Curves b1 and b2 are the result of
separation of curve b into components with narrow and wide bands, res
tively.
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IR absorption spectra of phenol in a neon matrix

Figure 5 shows the spectra of phenol in a neon matrix
the region of the proton stretching vibrations for the differe
concentrations, and Fig. 6 shows the spectrum in the reg

g
t

c-

FIG. 5. IR absorption spectra of phenol in the region of the proton stretch
vibrations in a neon matrix for different matrix ratios atT55 K: m indicates
monomers (n53650 cm21), d1 andd2 dimers (n53507 and 3563 cm21),
and t trimers (n53430 cm21) of phenol.

FIG. 6. IR absorption spectra of phenol in the region of the C–O stretch
vibrations and O–H planar bending vibrations in a neon matrix at ma
ratiosM51000 ~upper curve! and 250~lower curve!.
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of the C–O stretching and O–H bending vibrations. Anne
ing of the samples at 7–8 K did not cause any substan
changes in the spectra.

As in the case of the argon matrix, the absorption spe
of phenol in a neon matrix in the region of the proton stret
ing vibrations have five bands of stretching vibrations of
O–H group which are shifted somewhat to higher frequ
cies: a monomer band atn53650 cm21, dimer bands atn
53563 and 3507 cm21 ~the spectral shifts relative to th
monomer bands are 87 and 143 cm21, respectively!, a trimer
band atn53430 cm21, and a band of larger complexes
n53300 cm21. The bands were assigned to the various co
plexes on the basis of their order of appearance in the
sorption spectrum with increasing phenol concentration.

Starting from the spectral shift of 143 cm21 and working
by analogy with the argon matrix, the band atn53507 cm21

should be attributed to the hydrogen-bonded dimers Dim
The band atn53563 cm21 corresponds to then53555
cm21 band in the argon matrix and belongs either to
dimers Dim. 2 or to dimers with a single, but highly di
torted, hydrogen bond. As we have said, the value of
spectral shift of the band of the hydrogen bond is very s
sitive to the relative position of the molecules in th
dimer.2,3,7,16 Therefore, even small variations of the dim
structures due to the inhomogeneity of the matrix envir
ment will lead to appreciable broadening of the O–H stret
ing bands of the dimers in comparison with the monom
bands. In liquids, where the inhomogeneity of the enviro
ment and, hence, the variations of the structure of the c
plexes are large, the width of the absorption band due to
hydrogen bond is usually comparable to the value of its sp
tral shift.2 In our spectra the width of the absorption band
dimers with a hydrogen bond is approximately the same
both matrices and for both types of dimers and does
exceed 20 cm21 ~at half maximum!. This is evidence of the
small dispersion of such geometric parameters of the c
plexes as the O–O distance and the O–H•••O angle in the
chain of atoms forming the hydrogen bond in the dimers
each of the two types. The difference of the spectral shifts
the O–H stretching bands of the dimers in the argon~80
cm21) and neon~87 cm21) matrices is several times smalle
than the width of these bands. This means that the differe
of the structures of the dimers of each type in the differ
matrices is less than the variation of these structures with
given matrix, and we can state that then53563 cm21 band
in the neon matrix and then53555 cm21 band in the argon
matrix correspond to practically the same structure.

The size of a phenol dimer is of the same order of m
nitude as that of an atom of the matrix. It can therefore no
ruled out that there is only a small number~say, ten! of types
of cavities with substantially different geometries which c
accommodate phenol dimers with a single hydrogen bo
These phenol dimer1matrix complexes can differ spectrall
and each give a band in the IR spectrum. Such a phen
enon, which is called matrix splitting, is very ofte
observed.4,5 In rare-gas matrices the value of this splitting f
isolated molecules is usually not more than 10 cm21 ~Ref.
5!, but for the O–H stretching vibrations in hydrogen-bond
complexes much larger values of the splitting cannot
ruled out. In different matrices either the number of comp
l-
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nents into which the spectral band is split or the value of
splitting will differ strongly, making it possible to distinguis
matrix splitting from other effects. The van der Waals dia
eters of the argon and neon atoms~0.376 and 0.316 nm
respectively!17 are quite different, and so the hypothesis th
there exist only two types of spectrally distinguishable m
trix cells in which the phenol dimers can be fixed in the tw
matrices, with identical degrees of distortion of the hydrog
bond, is improbable, and most likely then53563 cm21 band
(n53555 cm21 in the argon matrix! should be attributed to
the dimers Dim. 2.

Table I gives the integrated intensities of the absorpt
bands of the phenol molecules in the neon matrix: monom
(n51260 and 1176 cm21) and stretching vibrations of the
free O–H group (n53650 cm21), dimers with stretching
vibrations of the O–H group (n53563 and 3507 cm21), and
other complexes (n53600–3150 cm21). The number of
monomers, dimers, and larger complexes of phenol, ca
lated on the basis of these data, are presented in Table I
determining the fractions comprised of monomers and co
plexes it was assumed that the integral absorption co
cients in the neon and argon matrices are the same. Sin
Dim. 2 both O–H groups form hydrogen bonds, the to
number of dimers should be given by the formula

Nd5~ I d212I d1!/~KhN!, ~3!

where I d1 and I d2 are the integrated intensities of then
53507 and 3563 cm21 bands, respectively.

As expected, the molecular complexes in the neon m
trix turn out to be much larger than in the argon matrix at t
same matrix ratios. The molar volume of solid neon is a
proximately 1.7 times smaller than that of argon, and the
fore to obtain the same volume concentration of the m
ecules to be investigated the matrix ratio for the neon sam
must be the same number of times larger. However, as
see from Table II, the number of monomers in the neon m
trix becomes the same as in the argon matrix only at a ma
ratio that is approximately three times larger.

COMPUTER SIMULATION OF THE FORMATION OF
MOLECULAR COMPLEXES IN A MATRIX

Physical justification of the model

In the joint deposition of molecular streams of the su
stance to be studied and a matrix gas on a cold substrate
matrix sample forms as a polycrystalline film. The sizes
the crystallites in a thin argon film lie in the range 0.1–1mm
for samples grown at a temperature of 15–17 K.17 At such
grain sizes one can neglect the volume of the grain bou
aries and assume that the sample is a single crystal of
matrix substance with a random distribution of impurity mo
ecules over its volume.

The ratio of the molar volumes of phenol and argon
the solid phase is equal to 3.9, and we shall therefore ass
that the phenol molecule occupies four sites of the arg
lattice. The distance between close-packed planes in the
gon crystal is 0.307 nm,17 which is somewhat smaller tha
the size of the phenol molecule in the direction perpendicu
to the plane of the benzene ring. We shall assume that in
argon crystal the impurity molecule substitutes for four
oms of the matrix, as is shown in Fig. 7a, and does not ca
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substantial distortions to the crystal structure. The ratio of
molar volumes of phenol and neon is 6.6, and we shall
sume that the impurity molecule substitutes for six neon
oms, as is shown in Fig. 7b. The distance between clo
packed planes in the neon crystal is approximately 2
smaller than in the argon crystal, and therefore the phe
molecule most likely cannot be incorporated into the ne
lattice without distorting it, but the lattice distortions we
not taken into account in the model.

Based on these considerations we constructed a m
on the assumptions that:

1! the sample is a single crystal of the matrix substa
with a face-centered cubic~fcc! structure in which the impu-
rity molecules substitute for some atoms of the matrix and
not introduce distortions to the overall structure of the latti

2! the impurity molecule lies in one of the close-pack
planes of the matrix;

3! the impurity molecule is assumed to be part of a co
plex if even one of the nearest-neighbor lattice sites is oc
pied by another molecule.

Computational method

The numbers of monomers and complexes are so
times estimated with the use of probability theory5 by calcu-
lating the number of molecules having one or more nei
bors in the matrix. However, such calculations are v
difficult for nonspherical molecules and for models taki
into account the discrete structure of the matrix. We theref
chose a method of direct numerical simulation of the proc
of formation of the matrix sample.

The cubic part of the fcc crystal of the matrix substan
was modeled by a three-dimensional numerical array. On
the axes of the cube was oriented perpendicular to one o
close-packed planes, and another axis of the cube was
ented along one of the directions of the smallest interato
distances in this plane. Each element of the array was pla
in correspondence with one lattice site, the coordinates
which were determined by the indices of the element.
impurity molecule occupied four sites of the argon or s
sites of the neon matrix in the configuration described abo
The array was filled by a procedure in which all of the e
ments were successively ‘‘scanned’’ and at each vacant
of the lattice the first site occupied by an impurity molecu
is picked at random with a probability 1/(M1V), whereV is
the number of lattice sites occupied by an impurity m
ecule!. Then another procedure is used to align the ‘‘m
ecule’’ by placing the second site at random in one of

FIG. 7. Proposed arrangement of the phenol molecule in the argon~a! and
neon~b! matrices.
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twelve possible directions, and then the third site in one
the three close-packed planes, etc., taking into account
dependence of the indices of the array on the position of
sites for the fcc lattice. To eliminate the effect of the boun
aries of the ‘‘sample,’’ periodic boundary conditions we
introduced, i.e., for a molecule found at the face of the cu
a molecule located on the opposite face was regarded
neighboring. The size of the cube was varied from 120 to
sites on a side for low and high impurity concentration
respectively.

After the array was completely filled the number
monomers and complexes consisting of two, three, etc. m
ecules was counted up. Since the process of ‘‘sample pr
ration’’ in this model is determined by random processes a
the samples are of small size, the results of the calcula
can have significant fluctuations. Therefore, depending
the number of molecules in the ‘‘sample’’ the calculation w
repeated many times for each concentration until the s
dard deviation of the number of monomers and dimers
came less than 2%.

Comparison of the results of the calculation and
experiment

The results of the calculations are presented in Table
The experimental values of the numbers of monomers
complexes of phenol in the argon matrix are given in pa
for before and after annealing of the matrix. The influence
annealing at temperatures of 25–30 K on the number
hydrogen-bonded complexes of phenol and diphenols
investigated in Ref. 18. It was shown that annealing affe
the number of H-bonded complexes differently for differe
phenols. The intensity of the spectral bands of some der
tives of phenol ~hydroquinone and resorcin! are hardly
changed by annealing, while for others~pyrocatechol! there
is a small~by 20–30%! increase in the intensity of the ban
of the hydrogen bond. The greatest effect of annealing
observed for phenol, for which the intensity of the band
the stretching vibration of the H-bonded proton increases
a factor of 1.5–2. The different role of annealing for th
different derivatives of phenol is due to the different positi
of the O–H groups in their molecules. As was shown in R
18, phenol molecules at temperatures above 30 K can
move along the sample but can randomly vary their orien
tion on account of thermal vibrations and the diffusive m
tion of matrix atoms. This process has been called ‘‘orien
tional diffusion.’’ For the first group of derivatives mentione
the probability of formation of a hydrogen-bonded compl
is very high even during growth of the sample because of
presence of two O–H groups quite far separated along
benzene ring. Therefore the role of ‘‘orientational diffusion
for these molecules is small. For phenol with one O–H gro
the probability of formation of a hydrogen-bonded dim
during growth of the film is small, and the ‘‘orientationa
diffusion’’ during annealing markedly increases the numb
of complexes with such bonds.

During annealing the number of complexes does
change on account of ‘‘orientational diffusion’’—only th
number of hydrogen bonds increases. This conclusion is c
firmed in the present study by the fact that the number
monomers of hydroquinone determined in Ref. 18~Table II!
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is in good agreement with the number of monomers of p
nol in the annealed samples. Therefore, in comparing
results of the calculation and experiment for the argon ma
one should use the experimental values for the anne
samples.

Annealing of the neon matrix, as we have said, does
lead to changes in the IR spectra. This is probably beca
the mobility of the phenol molecules in the surface layer
the growing sample is higher in the neon matrix than in
argon, and the neon matrix is completely annealed right d
ing growth. Therefore, for the neon matrix only one value
the integrated intensity and for the fraction of monomers a
complexes is given for each concentration in Tables I and

A comparison of the calculated fractions of monome
and dimers with the values determined from the experim
tal results indicates that a larger number of phenol comple
is found in the real matrix. This is particularly true for th
neon matrix.

A process that can alter the distribution of the phe
molecules is their motion along the sample, i.e., translatio
diffusion. At low enough temperatures the diffusion of im
purity molecules in the prepared samples can be neglec
During growth of the sample, however, a ‘‘warm’’ zone ma
arise in a surface layer, and for a certain time the neces
conditions for the diffusion of impurity molecules might e
ist in it. This process will give rise to an additional numb
of complexes~in comparison with the random distribution o
molecules! if the substance under study is insoluble in t
solid phase of the matrix. The degree of influence of t
limited-time diffusion depends on such factors as the s
strate temperature, the size of the molecules under study
rate of deposition of the sample, and the matrix substanc
is known5 that in the case of small~di- or triatomic! mol-
ecules at temperatures above 0.3Tm (Tm is the melting tem-
perature of the matrix substance!, diffusion in a surface layer
of a growing sample is so significant that it is almost impo
sible to obtain isolated molecules. Even for comparativ
large molecules, however, diffusion in the surface layer
the growing sample can have an appreciable influence on
formation of molecular complexes.

Incorporating translational diffusion effects

It is clear from general arguments that the average len
over which impurity molecules can move after striking t
cooled matrix cannot be large for molecules roughly the s
of the phenol molecule. We shall assume that this is not m
than 5–10 times the minimum interatomic distance in
crystal of the matrix gas, since otherwise practically no i
lated molecules would be observed in the matrix at conc
trations of 1:100–1:1000. Under our conditions of sam
preparation~substrate temperature 15 K for the argon an
K for the neon matrix, maximum rate of deposition
31026 mole/~cm2min! of a matrix gas cooled to 77 K!, even
at the maximum sample thickness~0.15 mm! the temperature
difference between the surface of the sample and the
strate due to release of the heat of condensation is not m
than 0.01 K. Therefore, diffusion is possible only in a limite
region near the place where each successive ‘‘hot’’ molec
strikes the surface, and only for a short time. Diffusive m
tion under the conditions for the existence of a ‘‘hot’’ regio
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around an impurity object~molecule or complex! depends
substantially on the size of that object, since the strength
the barrier will depend to a significant degree on the num
of atoms of the matrix that are moved during the displa
ment of the impurity by an amount equal to the minimu
interatomic distance in the crystal,19 i.e., as the size of the
complex increases, the strength of the barrier increases
the rate of its diffusion decreases. Since in our model the
of diffusion of the monomers of phenol was assumed to
small from the start, we shall assume that it is negligible
all complexes. Based on these assumptions, the model ca
amended with the following items:

1! translational diffusion can lead to a random displac
ment of impurity molecules by a distance not greater than
intersite distances in the matrix crystal;

2! translational diffusion is possible only for monomer
once formed, the molecular complexes remain immobile.

In our numerical simulation of the diffusion of mono
mers it was assumed that an elementary event~step! is the
random displacement of a molecule by a distance rang
from zero to the maximum dimension of the molecule, a
its acquisition of a new random orientation. After the rando
filling of the ‘‘sample’’ and the first counting of the numbe
of monomers and complexes, a special procedure is car
out in which all the elements of the array are successiv
‘‘scanned,’’ and when the first site marked as belonging t
monomer is found, this monomer is completely removed a
the site is marked as the first found. Then one of the twe
sites nearest to the marked site is picked at random,
starting at that site, a new molecule is constructed. If t
brings the molecule to the face of the cube, then it enters
sample from the opposite side. In such a procedure the ce
of the molecule can be displaced from zero to the ‘‘lengt
of the molecule. The average displacement of the cente
the molecule in one step will be approximately equal to o
interatomic distance in the argon crystal and 1.5 interato
distances in the neon. After this has been done for all of
isolated molecules in the first diffusion step, the numbers
monomers, dimers, etc. are again counted up. The maxim
number of diffusion steps in the calculations was equal to
for the argon matrix and eight for the neon.

Figure 8a shows the fraction of impurity molecules th
are isolated in the argon matrix as calculated for differ
numbers of diffusion steps, and also the number of phe
monomers found experimentally. Analogous results
shown in Fig. 8b for dimers. We see that the results of
experiment and calculation are in good agreement if it
assumed that the phenol molecule makes 1–2 diffusion st
Table III gives the results of a calculation of the number
monomers and small complexes in an argon matrix at
different concentrations for the first three diffusion steps. T
results of similar calculations and experiments for pheno
a neon matrix are shown in Fig. 9. Despite the large erro
the experimental data, one nevertheless can discern a
crepancy between the experimental and calculated data
pecially for the dimers. If one proceeds from an analysis
the data for monomers~Fig. 9a! then it can be assumed tha
the phenol molecule in the neon matrix makes 4–6 diffus
steps. In that case, however, the calculation predicts a m
larger number of dimers than is observed in the experim
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In the calculations we assumed that all the complexes,
cluding dimers, remain immobile. This assumption tends
overestimate the number of dimers in the calculation, si
at almost all concentrations the formation of dimers fro
two monomers occurs faster than the loss of dimers to
formation of trimers from a dimer and a monomer. Therefo
the discrepancy between the calculation and experiment
be regarded as evidence of a deviation specifically from
assumption. As we have said, the phenol molecule sho
create strong distortions of the neon lattice around it. Th
distortions and defects may be one of the factors increa
the mobility of the molecules and complexes in the ne
matrix.

CONCLUSIONS

Two types of hydrogen-bonded dimers are formed in f
zen argon and neon matrices as the concentration of the
nol molecules is increased. The dimers having a spectral

FIG. 8. Monomer fractionNm ~a! and dimer fractionNd ~b! for phenol
molecules in an argon matrix as a function of the matrix ratio for differ
numbers of diffusion stepsS ~solid curves!: S50, 1, 2, 3, 4, 5, 6~in part a
from top to bottom; in part b from bottom to top!. The curves with the
vertical bars are the experimental values~after annealing! from Table II.
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of 145 cm21 in the argon and 143 cm21 in the neon matrix
relative to the monomer absorption bands of the stretch
vibration of the O–H group are formed by two phenol mo
ecules with a single hydrogen bond. Their structure is pr
tically the same in both matrices and is probably close to
undistorted structure in the gas phase, in which the co
sponding spectral shift is 126 cm21.

The other group of dimers, having a spectral shift of
cm21 in the argon and 87 cm21 in the neon matrix relative to
the monomer absorption bands are most likely formed w
two hydrogen bonds. The structure of the dimers of phe
with a single hydrogen bond corresponds to more inte
absorption bands in the spectrum as compared to the b
of the dimers with two hydrogen bonds. This indicates th
the first type of dimer structure is preferable in solid rare-g
matrices. We note that in the argon matrix the dimers w
two hydrogen bonds are less stable than in the neon ma
The influence of annealing on the intensity of the absorpt
bands of dimers and monomers of phenol in the argon ma
is due to the orientational diffusion of the phenol molecu
which arises when the temperature is raised to 30 K.

On the basis of the integrated intensities of the abso
tion bands and the information about the absolute concen

t

TABLE III. Calculated fractions of molecules in complexes consisting ofN
molecules in an argon matrix for different numbers of diffusion stepsS and
different matrix ratiosM.

M

Fraction of the molecules, %

S50 S51 S52 S53

N51
1000 94.2 91.3 88.7 86.2
500 89.1 83.4 78.2 73.8
250 79.5 70.5 62.9 57.6
125 63.2 49.0 40.0 33.6
60 39.2 25.1 17.1 12.2
30 16.5 7.2 3.7 2.1

N52
1000 5.5 7.9 10.2 12.3
500 9.6 14.0 17.8 20.5
250 15.9 21.1 24.9 27.0
125 22.1 26.3 27.8 28.2
60 21.5 21.2 20.5 19.8
30 10.7 9.5 8.8 8.3

N53
1000 0.3 0.8 1.0 1.4
500 1.1 2.2 3.3 4.6
250 3.5 5.9 8.4 10.3
125 8.6 13.2 16.0 18.0
60 12.6 15.6 16.1 17.4
30 7.7 7.7 7.9 8.1

N54
1000 0.0 0.0 0.1 0.1
500 0.2 0.4 0.7 0.9
250 0.8 1.9 2.5 3.3
125 3.5 6.2 8.4 9.9
60 7.6 10.0 11.4 12.1
30 5.9 6.3 6.2 6.3

N.4
1000 0.0 0.0 0.0 0.0
500 0.0 0.0 0.0 0.2
250 0.3 0.6 1.3 1.8
125 2.6 5.3 7.8 10.3
60 19.1 28.1 34.9 38.5
30 59.2 69.3 73.4 75.2
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tion of the substance under study in the matrix, the abso
tion coefficients in the various spectral bands we
determined, and the numbers of monomers and dimer
phenol were estimated for the different matrices and differ
matrix ratios.

A computational model was proposed for determini
the numbers of monomers, dimers, and larger complexe
molecules such as phenol in a matrix. A comparison of
calculated monomer and dimer fraction with the results

FIG. 9. Monomer fractionNm ~a! and dimer fractionNd ~b! for phenol
molecules in a neon matrix as a function of the matrix ratio for differ
numbers of diffusion stepsS ~solid curves!: S50, 1, 2, 3, 4, 5, 6, 7, 8~in
part a from top to bottom; in part b from bottom to top!. The curves with the
vertical bars are the experimental values from Table II.
p-
e
of
t

of
e
-

rived from experiments indicates that the real matrices c
tain larger numbers of phenol complexes. This may be du
translational diffusion of phenol molecules during growth
the sample. Limited diffusion in a surface layer of the gro
ing sample can be taken into account through the motion
only the monomers. Such diffusion leads to a nearly twof
increase in the number of dimers in comparison with
random distribution of phenol molecules over the sample
the range of matrix ratiosM5500–200.

In the neon matrix the mobility of the phenol molecu
during growth of the sample is higher, and therefore the c
culation ~in the framework of the proposed model! would
require taking into account the motion of the simplest co
plexes in addition to that of the monomers. Such a mobi
of the complexes in the neon matrix would lead to a mu
lower number of isolated phenol dimers than in the arg
matrix for the same number of monomers.
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Thermal expansion of single crystals of the layered compounds TlGaSe 2 and TlInS 2
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Experimental data are reported from studies of the thermal expansion of single crystals of the
layered compounds TlGaSe2 and TlInS2 in the plane of the layers and in the direction
perpendicular to the layers in the temperature region 20–300 K. Observed features of the thermal
expansion are discussed in the light of the available data on the elastic properties of
TlGaSe2 and TlInS2. It is found that the differences in the temperature behavior of the thermal
expansion coefficients in the plane of the layersa i(T) in the TlGaSe2 and TlInS2 crystals
are due to the different degree of anisotropy of these crystals and to the different value of the
‘‘interlayer’’ elastic constantC13. © 2001 American Institute of Physics.
@DOI: 10.1063/1.1399208#
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Single crystals of the layered compounds TlGaSe2 and
TlInS2 are of interest in connection with the observation
structural phase transitions in them. A large body of exp
mental data on the dielectric,1–3 optical,3,4 and thermal5–7

properties of TlGaSe2 and TlInS2 shows evidence of the
presence of anomalies in the temperature behavior of a n
ber of physical parameters at temperatures in the phase
sition region. In Ref. 2 it was proposed that in TlGaSe2 the
phase transition to the ferroelectric phase atT5107 K is pre-
ceded by a transition to a state with spatial modulation of
structure atT5120 K, and this was confirmed by neutro
diffraction methods.8 The data from neutron diffraction mea
surements in TlInS2 have revealed9 that in the temperature
region 216–200 K there exists an incommensurate ph
with a modulation wave vectorqinc5(d,d,0.25).

The authors of the present paper made the fi
observation6,7 of the features in the temperature depende
of the coefficient of linear thermal expansion~CLTE! of
TlGaSe2 and TlInS2 single crystals in the plane of the layer
a i(T), and perpendicular to the layers,a'(T), in the tem-
perature range 20–300 K. Later papers11–13would report the
results of x-ray diffraction studies of the temperature dep
dence of the lattice parameters of TlGaSe2 and TlInS2 in the
phase transition regions. According to the data of Ref. 12
TlGaSe2 the sharp jump on thea'(T) curve is accompanied
by an abrupt decrease of smaller size ina i(T) in the tem-
perature interval 100–120 K. In Ref. 13 it was reported t
a'(T) in TlGaSe2 has two peaks, at temperatures of 107 a
114 K, but the values ofa'(T) at room temperature did no
agree with the data of Refs. 6, 11, and 12. Two peaks
a'(T) were also observed for TlInS2 crystals,13 at 196 and
214 K. The results reported in Ref. 11 on the temperat
dependence ofa(T) in polycrystalline samples of TlGaSe2

did not reveal any anomalies. It is well known that a gene
shortcoming of the x-ray method for studying the CLTE is
low sensitivity to relative elongationsDL/L ~in the best case
6761063-777X/2001/27(8)/5/$20.00
f
i-

m-
n-

e

se

t
e

-

in

t
d

n

e

l

DL/L reaches values of;1024!. This circumstance require
the use of a large temperature step~more than 10 K! in
experiments, and that undoubtedly distorts the characte
the temperature dependence ofa(T) in phase transition re-
gions.

The presence of discrepant and at times even contra
tory information about the temperature behavior of the CL
in single crystals of the layered compounds TlGaSe2 and
TlInS2, on the one hand, and the need for models that giv
consistent explanation for the features of the thermal exp
sion of the layered crystals TlGaSe2 and TlInS2 in the light
of the results of studies of their elastic properties,14,15 on the
other, prompted the writing of this paper.

EXPERIMENTAL RESULTS AND DISCUSSION

Dilatometric studies were done on an interferen
dilatometer in the temperature interval 20–300 K. The te
perature in the thermostatic chamber was automatic
maintained to within 0.05 K or better. The accuracy of t
measurements of the CLTE reached 231027 K21.

Samples with a dimension of about 5 mm along the
rection of measurement were prepared from single crys
grown by the Bridgman method. The crystal lattice of t
TlGaSe2 and TlInS2 crystals has axial symmetry~the axis of
symmetry is almost perpendicular to the plane of the laye!
and is classified as belonging to space groupC2h

6 .
Figure 1 shows our data on the temperature depende

of the CLTE of single crystals of TlGaSe2 in the plane of the
layers (a i) and perpendicular to them (a'). It is seen that
large positive values ofa'(T) are observed, as is characte
istic for practically all layered crystals in the direction o
weak coupling.16 The a'(T) curve shows pronounce
anomalies in the form of three peaks at temperatu
T5102, 110, and 120 K. Thea i(T) curve is much different.
The values ofa i(T) are negative below 135 K, and onl
above that temperature does it take on positive values, g
© 2001 American Institute of Physics
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out to a plateau with a valuea i'1231026 K21 at T
.200 K. At the temperaturesT5102 and 120 K thea i(T)
curve has anomalies in the form of pronounced dips.

Figure 2 shows data on the temperature dependenc
the thermal expansion of TlInS2 single crystals. It is seen tha
for the weak coupling direction the values ofa'(T) are
characteristically large, and atT;200 K an anomaly in the
form of a pronounced peak is observed, with a maxim
value ;15031026 K21. The a i(T) curve is featureless
having the standard temperature dependence for the CL

Thus, summarizing the experimental data, we note th
common property of the single crystals of the layered co
pounds TlGaSe2 and TlInS2 is the presence of large values
a'(T) in the weak coupling direction and sharp peaks in

FIG. 1. Temperature dependence of the coefficient of thermal expansio
TlGaSe2 single crystals in the plane of the layers (a i) and perpendicular to
the layers (a'). The inset shows the contribution toa i(T) of the first ~1!
and second~2! terms of relation~1!.

FIG. 2. Temperature dependence of the coefficient of thermal expansio
TlInS2 single crystals in the plane of the layers (a i) and perpendicular to the
layers (a'). The inset shows the contributions toa i(T) of the first~1! and
second~2! terms of relation~1!.
of

.
a
-

e

regions of the phase transition temperatures. A substa
difference is observed in the temperature dependence
a i(T) at low temperatures~in the region of the phase tran
sition and below!:

1! the CLTE in the plane of the layers,a i(T) is positive
in TlInS2 but is negative in TlGaSe2 below 135 K;

2! in TlGaSe2 single crystals the temperature depe
dence of the CLTE exhibits features in the region of t
phase transitions in both directions, while in TlInS2 single
crystals there are no features ona i(T).

To explain the substantial differences in the behavior
a i(T) in these crystals, let us turn to the known relation f
the CLTE in crystals with axial symmetry,17 which is valid
far from the phase transitions:

a i5
CV

V
3F C33

~C111C12!C3322C13
2 g i

2
C13

~C111C12!C3322C13
2 g'G , ~1!

whereCV is the heat capacity at constant volume,V is the
molecular volume,Cik are the elastic constants~C11 andC12

characterize the intralayer interactions, andC33 and C13 re-
flect the weak interlayer coupling!, and g i and g' are the
weighted-average Gru¨neisen parameters:

g i5( g i ,iCi /( Ci , g'5( g',iCi /( Ci .

Here Ci is the contribution of thei th mode to the heat ca
pacity, g i ,i52] ln vi /] ln a is the mode Gru¨neisen param-
eter, which characterizes the change in the vibrational
quency upon deformation of the crystal in the plane of
layer (a is the lattice parameter of the crystal in the plane
the layer!, g',i52] ln vi /] ln c is the ‘‘interlayer’’ mode
Grüneisen parameter~c is the lattice parameter of the cryst
in the direction perpendicular to the layers!.

As we see from relation~1!, a i can take negative value
in two cases:

1! when the first term is negative because of a nega
Grüneisen parameterg i ;

2! at positive values ofg i when the second term, whic
contains the so-called Poisson compression, is dominan
this case the strong expansion in the direction perpendic
to the layers is accompanied by a lateral compression in
plane of the layers which exceeds the intrinsic expansion
the plane of the layers.

Let us discuss the possibility of realizing the two cas
At first glance an estimate of the contributions of the tw

terms toa i does not seem to present any difficulty. Indeed
all of the elastic constants of the crystal and alsoa i(T) and
a'(T) are known, an estimate of the contributions me
tioned can be made using relation~1! and the analogous
relation fora' . The difficulty, however, lies in the absenc
of knowledge about the constantC13. As we stressed previ
ously in Ref. 14, in which the elastic constants of TlGaS2

and TlInS2 were determined by ultrasonic methods, the d
ficulty of determiningC13 in a layered crystal is due to th
complicated nature of preparing samples with a high-qua
cleavage surface at an angle to the layers, and for this re
data on the values ofC13 are lacking altogether or have ver

of

of
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different values in different studies. This is true for all la
ered crystals without exception. An incorrect determinat
of C13 can also lead to incorrect conclusions as to the mec
nism of the negativea i in layered crystals. In view of the
importance of this factor, let us discuss it in more detail a
consider an example of a ‘‘classic’’ layered crystal
graphite. To this day there is a common misconception in
scientific literature as to the nature of the negativea i in
graphite,18,19 based on an incorrect value ofC13.

It is well known that graphite is the most typical an
fully studied representative of the layered crystals. It w
observed experimentally relatively long ago18 that graphite
has a wide temperature region~up to 600 K! in which a i(T)
has negative values. The presence of negative value
a i(T) in graphite was explained by the long-standi
hypothesis18 that it is due to Poisson compression. This h
pothesis prevailed until quite recently and continues to
accepted in many papers to this day. The reason is that m
authors use too high values of the elastic constant,C13'6
31011dyn/cm2. Recent measurements ofC13 in graphite20

have shown that the value ofC13 in Ref. 18 and in many
other papers is several times larger than the value meas
in Ref. 20, viz.,C1351.531011dyn/cm2.

The present authors previously16 demonstrated for the
first time that in view of the smallness ofC13 in graphite, it
is the first term in relation~1! that is responsible for the
negative values ofa i(T), i.e., the negativity ofa i(T) is due
to the negative values ofg i . Back in 1952 it was shown by
Lifshitz10 that a feature of the phonon spectrum of layer
crystals is the presence of so-called ‘‘bending waves’
transverse waves propagating in the plane of the layers
polarized perpendicular to them. Because of the ‘‘membr
effect’’ inherent to bending waves, viz., the growth of the
frequencies under tension in the plane of the layers, the
responding mode Gru¨neisen parameters turn out to be neg
tive, and this can lead to negativea i in the case when the
bending waves give the dominant contribution to the therm
properties of layered crystals. The latter is possible only
the presence of strong anisotropy of the elastic propertie
more precisely, under the conditionC33,C13!C11,C12,
which, by the way, is by no means valid for all layered cry
tals.

It was shown in Ref. 16 that the Lifshitz theory ca
explain completely the temperature dependence ofa i anda'

in layered crystals of C and BN and helps in understand
the behavior ofa i anda' in the layered crystals GaS, GaS
and InSe. In particular, it was demonstrated that the nega
values ofa i in graphite and boron nitride are due mainly
the contribution of bending waves. The weak anisotropy
the elastic properties of GaS, GaSe, and InSe in compar
with that of C leads to the situation that the use of the the
of Ref. 10 for describing the behavior ofa(T) in those crys-
tals becomes incorrect. Nevertheless, it can be assumed
acoustic waves~which, strictly speaking, can no longer b
called bending waves in the case of weak anisotropy! corre-
sponding to oscillations directed perpendicular to the lay
have negativeg i and bring about negative values ofa i only
in a narrow temperature interval: 30–50 K in GaSe, as co
pared to 0–600 K in graphite. These conclusions are a
consistent with the conclusions of Ref. 21, in which a d
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tailed microscopic analysis is given for the low-temperatu
features of the CLTE in layered crystals.

The main conclusion of the studies described above
that in view of the small values of the elastic constantC13 in
layered crystals and the presence of low-frequency vibrati
with negative Gru¨neisen parametersg i the negativity ofa i

turns out to be due predominantly to the contribution of t
first term in ~1!.

We have attempted to apply the analysis carried
above for C, Bn, GaS, GaSe, and InSe to the layered crys
TlGaSe2 and TlInS2. The existing data, both those obtaine
by us in Refs. 14 and 15 and those given in Refs. 8 and
leave no doubt as to the low anisotropy of the elastic pr
erties of the TlGaSe2 and TlInS2 crystals. In addition,
whereas in graphite the layers are monatomic planes an
the layered crystals GaS, GaSe, and InSe the layers co
four monatomic planes, the layers in TlGaSe2 and TlInS2

have a more complex, ‘‘seven-stage’’ structure. It is clear t
in such a case the ‘‘bending waves’’ cannot play a substan
role in the thermal properties of the TlGaSe2 and TlInS2

crystals. This is confirmed by direct measurements8,9 of the
dispersion relations of acoustic waves in TlGaSe2 and
TlInS2.

Continuing our comparative analysis, we can state f
ther that the TlGaSe2 and TlInS2 crystals are even less an
isotropic than GaS, GaSe, and InSe. Therefore, it is rea
able to assume that negative thermal expansion in the p
of the layers in TlGaSe2 and TlInS2 may be absent entirely
In this sense the behavior of the CLTE in TlInS2 is com-
pletely understandable, while the negative value ofa i over a
rather wide temperature region in TlGaSe2 ~outside the phase
transition region! is in need of a special explanation. Figure
shows the temperature dependence of the Gru¨neisen param-
etersg i andg' for TlGaSe2 and TlInS2, calculated for val-
ues of the elastic constantC1351.531011dynes/cm2, which
is typical for practically all the layered crystals mention

FIG. 3. Temperature dependence of the Gru¨neisen parametersg i andg' for
TlInS2 ~a! and TlGaSe2 ~b!, calculated for a value of the elastic consta
C1351.531011 dyn/cm2. The dotted curves correspond to calculatio
of g i(T) for TlGaSe2 using C1352.531011 dyn/cm2 ~1! and 0.5
31011 dyn/cm2 ~2!.
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above.16 In addition, the dashed line in Fig. 3 shows t
g i(T) curves for TlGaSe2, calculated for two other values o
C13. The g'(T) curves are hardly sensitive to changes
C13.

In Fig. 3 the difference in the behavior of the Gru¨neisen
parameters of the two crystals outside the region of the ph
transitions is obvious. An analysis based on the data of Fi
leads to the following conclusions:

1. The g i(T) and g'(T) curves in TlGaSe2 are analo-
gous to the typical behavior for the GaS, GaSe, and I
crystals and also for other nonlayered anisotropic crysta22

in which the behavior ofg i has a characteristic decline wit
decreasing temperature, leading to the situation that at
temperaturesug iu!ug'u. In TlInS2 these features are absen

2. At values ofC13 that are typical for the majority o
layered crystals the negative CLTEa i in TlGaSe2 turns out
to be due to the contribution of Poisson compression~see
also the inset in Fig. 1!, and its role increases with increasin
C13.

3. In view of items 1 and 2, one can understand whya i

in TlGaSe2 is negative over a wider range of temperatures
compared to the layered crystals GaS, GaSe, and InS
which a i is negative only in a narrow temperature interv
This difference in the behavior ofa i can be explained only
by taking into consideration that the nature of the negativ
of a i in these crystals is different: in GaS, GaSe, and InSea i

is negative mainly because of the negativity of the param
g i in a narrow temperature interval, while in TlGaSe2 it is
because of the predominant role of Poisson compression

Thus the main reason for the different behavior ofa i in
TlGaSe2 and TlInS2 may be their different degree of aniso
ropy. This is also indicated by the values of their elas
constants given in Refs. 14 and 15. We note yet ano
difference of TlGaSe2 from TlInS2, which was first observed
by one of the present authors and co-workers in Ref. 15
the temperature is lowered from room temperature and
phase transition point is approached, the elastic constantC13

remains practically unchanged in TlInS2 but increases very
substantially in TlGaSe2. This conclusion was based on me
surements ofC11 and C33 ~determined from ultrasonic ex
periments! andC112(C13

2 /C33) ~experiments on the resona
vibrations of a cantilevered slab made from the layered c
tals!. We emphasize that in the experiments cited only
relative change in the elastic constantC13 was measured to
high accuracy. Therefore, unfortunately, we cannot use
absolute values ofC13.

ThusC13 in TlGaSe2 in the temperature region wherea i

is negative can be considerably higher than the value ofC13

that was used above in the calculations of the Gru¨neisen
parameters. In that case the role of Poisson compressio
TlGaSe2 increases still more. Incidentally, the relatively lar
value ofC13 can also explain the correlation in the behav
of a i anda' at the points of the phase transitions in TlGaS2

and the absence of such a correlation in TlInS2.

CONCLUSION

Experimental studies of the thermal expansion of
layered crystals C, BN, GaS, GaSe, InSe, and the result
TlGaSe2 and TlInS2 in the present study have revealed
peculiarity:a i can take on negative values. The temperat
se
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region in whicha i is negative varies from 0–600 K in C t
30–50 K in GaS, GaSe, and InSe. In an attempt to estab
the mechanism for the negativea i in layered crystals it was
found that in each particular case it is necessary to preci
determine the values of two contributions: the actual co
pression of the layer itself and the Poisson compression
the layer as a result of its strong expansion in the direct
perpendicular to the layers. Estimation of the contribution
the second term is made difficult because of the difficulty
determining the constantC13, which can lead to erroneou
conclusions as to the nature of the negativea i , as happened
in the case of graphite.

Analysis shows that in the layered crystals C, BN, Ga
GaSe, and InSe and negativea i is due mainly to the first
term, while in the case of TlGaSe2 the negativity ofa i may
be largely due to the Poisson compression.

The difference of the behavior of the thermal expans
in TlGaSe2 and TlInS2 is explained, on the one hand, by the
different degree of anisotropy and, on the other hand, by
large value of the elastic constantC13 in TlGaSe2 in com-
parison with TlInS2.

*E-mail: physic@lan.ab.az
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Detection of stacking faults in carbon dioxide clusters
S. I. Kovalenko, D. D. Solnyshkin, É. T. Verkhovtseva,* and V. V. Eremenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
~Submitted March 19, 2001!
Fiz. Nizk. Temp. 27, 921–923~August 2001!

An electron-diffraction study of clusters formed in supersonic jets of carbon dioxide is reported.
The mean size of the clusters varies from 43102 to 23104 molecules/cluster. From an
analysis of the diffraction patterns obtained it is established that clusters of these sizes have the
structure of the bulk crystal. Stacking faults are observed for the first time in clusters with
an average size of less than 1.73103 molecules/cluster; the density of these stacking faults
increases with decreasing size of the aggregations. It is found that the density of stacking
faults in ~CO2)N clusters is considerably lower than rare-gas clusters. ©2001 American Institute
of Physics. @DOI: 10.1063/1.1399209#
te
po

to
en

o
te
th

ca
nd
bu
rg

tu

th

t
o
th

t

on-
nic
yo-
jet.
zzle
the

tric
d to

lec-
of

ing
the

rrer
he

t a
The structure of rare-gas clusters, the interatomic in
action in which is well described by the Lennard-Jones
tential, has been studied in sufficient detail~see, e.g., Refs. 1
and 2!. In the case of linear molecules there is in addition
the central interaction a substantial contribution of nonc
tral electrostatic forces, causing the orientational ordering
molecules at low temperatures. The structure of the clus
of such substances as a function of the contribution of
anisotropic component to the total energy of the lattice
differ from the structure of rare-gas clusters. From this sta
point carbon dioxide is of great interest, since the contri
tion of the anisotropic component to the total lattice ene
of CO2 is more than 50%.3

The possible existence of icosahedral clusters of~CO2)N

was considered in Ref. 4, according to which such a struc
becomes stable only in clusters of sizeN,13 molescules/
cluster. In electron-diffraction studies5,6 of carbon dioxide
clusters it was established that the crystal structure of
bulk crystal is realized in clusters with mean sizesN̄ in the
entire interval of values considered (102 molecules/cluster
<N̄,105 molecules/cluster!. However, those studies did no
investigate stacking faults, the presence of which is imp
tant for understanding the mechanism of formation of
6811063-777X/2001/27(8)/2/$20.00
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crystalline phase in clusters.7 Thus the goal of the presen
study was to look for stacking faults in the~CO2)N forma-
tions.

The investigations were carried out on an apparatus c
sisting of a standard electron diffractometer, a superso
cluster-beam generator, and a cooled liquid-hydrogen cr
genic condensation pump for pumping out the gas of the
The supersonic gas jet was produced by a conical no
~throat diameter 0.34 mm, cone angle 8.6°, and ratio of
cross sections of the entrance and throat 36.7!. The diffrac-
tion patterns were recorded by electrometric and photome
methods. In the first case a retarding potential can be use
eliminate a significant part of the incoherently scattered e
trons and thereby improve the accuracy of determination
the shape of the diffraction peaks. Photographic record
was done for precise determination of the position of
diffraction peaks. The characteristic sized}N̄1/3 of the clus-
ters was determined with the aid of the Selyakov–Sche
formula from the broadening of the diffraction peaks. T
average size of the clusters was varied from 43102 to
23104 molecules/cluster by changing the gas pressureP0

at the entrance to the nozzle from 0.075 to 0.55 MPa a
constant temperatureT0529362 K. A detailed description
FIG. 1. BroadeningD111 of the~111! diffraction peak as a function of the gas pressureP0 at the nozzle entrance for a gas temperatureT05293 K ~a!; the mean

size N̄ of ~CO2)N clusters as a function of the pressureP0 for T05293 K ~b!. Both relations are plotted in logarithmic scale.
© 2001 American Institute of Physics
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of the apparatus and the experimental technique is give
Ref. 8.

It was established as a result of these studies that
clusters withN̄>33103 molecules/cluster the positions an
relative intensities of the diffraction peaks correspond to
Pa3 structure inherent to the bulk crystal. At smaller clus
sizes the relative intensity of the ‘‘superstructural’’ peaks d
to the orientational ordering of the molecules is found
decrease. This relationship correlates with the results of
6, where an intensification of the librational motion of th
CO2 molecules in small crystalline clusters was observ
Figure 1a shows the dependence of the broadeningD111 of
the ~111! diffraction peak as a function of the gas pressu
P0 at the entrance to the nozzle. HereD1115AB22b0

2/Ll,
whereB is the half-width of the~111! peak,b0 is the instru-
mental width of the diffraction line,L is the distance from
the sample to the detector, andl is the electron wavelength
Figure 1b shows the macroscopic cluster sizeN̄ as a function
of the pressureP0. The presence of this pressure depende
makes it possible to associate the broadening of the diff
tion peak with the size of the clusters. As we see from
figure, for P0>0.2 MPa (N̄>33103 molecules/cluster! the
experimental points are well described by a straight line,
slope of which, equal to 2.2460.04 in the coordinates
log N̄–log P0, is in rather good agreement with the valu
obtained on the basis of mass-spectrometric9 and
electron-diffraction6 measurements. As is seen in Fig. 1a,
the case of low pressures (P0,0.2 MPa, N̄,33103

molecules/cluster! one observes a deviation of the expe
mental points from the indicated straight line toward the s
of greater broadening. The deviation increases rather slo
with decreasingP0 with no sharp change in the character
the functionD1115w(P0), a finding which is evidence tha
the effect is due to stacking faults10 and not to the presenc
of icosahedral formations11 in the cluster beam. The presen
of stacking faults in the small clusters is also confirmed
the shift of the~111! and~200! diffraction peaks toward eac
other.10

The value of the deviation from linearity of the curve
the broadening of the~111! diffraction peak was used to
determine the density of the stacking faults. In the calcu
tion we used the well-known relation from structu
analysis10

1.5a1b

d111
j cosw5Dhkl

SF , ~1!

wherea andb are the density of stacking faults of the ‘‘de
formation’’ and ‘‘twin’’ types, d111 is the distance betwee
the close-packed planes,j cosw is the crystallographic con

TABLE I. Experimentally obtained parameters of~CO2)N clusters.

Pressure N̄,
P0, MPa d, Å molecules/clusters D111

SF , Å 1.5a1.b a

0.075 32 380 0.0144 0.185 0.12
0.100 39 711 0.0070 0.090 0.06
0.125 47 1200 0.0038 0.050 0.03
0.150 53 1750 0.0022 0.029 0.01
0.175 58 2300 0.0012 0.015 0.01
0.200 65 3200 0 0 0
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stant for the given family of planes, which in the case of t
~111! reflection is equal to 1/4, andDhkl

SF is the broadening of
the lines (hkl) due to the stacking faults.

Substituting all the necessary quantities into Eq.~1! and
neglectingb because it is small~this is indicated by the
absence of asymmetry of the diffraction peaks!, we obtain
the values of the density of stacking faults of the ‘‘deform
tion’’ type. All of the quantities determined from the exper
ment are presented in Table I.

Figure 2 gives the dependence of the densitya of stack-
ing faults on the characteristic size of the clusters. Here
comparison we also show the analogous curves for rare
clusters. As can be seen in the figure, the density of stac
faults in ~CO2)N clusters, as in the case of rare gases,
creases with decreasing cluster size. However, in the cas
carbon dioxide the stacking faults are observed in mu
smaller clusters and with a lower density than in the r
gases. This finding indicates that the energy of a stack
fault in carbon dioxide crystals is greater, because of
significant contribution of the anisotropic component to t
total binding energy of the CO2 molecule. At the same time
our observation of stacking faults in small~CO2)N forma-
tions gives us reason to assume that the initial stages of
mation of the crystalline phase are similar in clusters of c
bon dioxide and rare gases.

*E-mail: verkhovtseva@ilt.kharkov.ua
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FIG. 2. Density of stacking faults as a function of the characteristic clu
sized. ~CO2)N clusters~1!; rare-gas clusters~2!.2
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Influence of twin boundaries on the phase state and vortex dynamics near the melting
point in YBa 2Cu3O7Àd single crystals

A. V. Bondarenko,* A. A. Prodan, and M. A. Obolenski 

V. N. Karazina Kharkov National University, pl. Svobody 4, 61077 Kharkov, Ukraine

A. G. Sivakov

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine
~Submitted May 15, 2001!
Fiz. Nizk. Temp.27, 924–927~August 2001!

It is found that at temperatures above the melting point of the vortex latticeTm and below the
temperatureTp corresponding to the onset of pinning on twin boundaries, the
current–voltage~I–V! characteristics are linear at low values of the transport currentJ but are
substantially nonlinear at largeJ. This behavior of the I–V characteristics is interpreted
as the coexistence in the temperature regionTm,T,Tp of a pinned vortex lattice which is formed
near the planes of the twin boundary atT,Tp and an unpinned vortex liquid far the planes
of twin boundaries. ©2001 American Institute of Physics.@DOI: 10.1063/1.1399210#
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The influence of disorder on the phase state and pinn
of Abrikosov vortices in high-Tc superconductors is the sub
ject of intensive theoretical and experimental research.
assumed that in magnetic fields below the second crit
field Hc2 there exists a vortex liquid whose crystallization
the presence of weak disorder comes about in the form
first-order phase transition at a temperatureTm(H) below the
line Hc2(T).1 In the case of strong point disorder2 or planar
defects3,4 the first-order phase transition is suppressed,
the linear resistivityr l ~r l[dE/dJ at J50! becomes less
than the resistivityr f f of free flux flow at temperaturesT
.Tp.Tm , where the temperatureTp corresponds to the on

FIG. 1. Temperature dependence of the resistivityr at H50 and 15 kOe
and the derivativedr/dT of the r(T) curve measured in a field of 15 kOe
The dashed line shows the extrapolation of the linear part of the temper
dependence of the resistivity in the normal state,rn(T). The solid curve
shows the temperature dependence of the resistivityr f f of the viscous mag-
netic flux flow in the Bardeen–Stephen model;Tp corresponds to the start o
the pinning of the vortices at twin boundaries.
6831063-777X/2001/27(8)/3/$20.00
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set of pinning of the vortex liquid. The decrease ofr l is
explained by the formation of an entangled vortex liquid th
has torsional stiffness3 and, as a consequence, increas
viscosity,5 or by the formation of finite plastic barriers4 for
the entangled liquid, which leads to an exponential decre
of r l ~Ref. 6!.

In this paper we present the results of a study of
dynamics of the magnetic flux near the melting temperat
of the vortex lattice in a twinned single crystal o
YBa2Cu3O72d . Previous measurements of this sample
temperaturesT,Tm showed7 that the critical current de-
creases monotonically with increasing magnetic field. This
evidence that the oxygen content in the sample is close
stoichiometric,d<0.03 ~Ref. 8!, i.e., the point disorder is
very low. The twin boundaries~TBs! in the part of the crystal
where the measurements are made have a single direc
and the current vectorJ lies in theab plane and perpendicu
lar to the TB plane. The measurements were made in a m
netic fieldH515 kOe in a field orientationHiciTB. Under
these conditions the Lorentz forceF5J3B is parallel to the
TB planes.

As we see in Fig. 1, at temperaturesT.89.3 K the re-
sistivity r l is equal to the resistivity of the viscous flux flow
in the Bardeen–Stephen model,9 r f f(T)5rn(T)B/Bc2(T),
which is obtained following the procedure proposed in Re
on the assumption thatBc2(T)5(dBc2 /dT)(T2Tc), where
dBc2 /dT522.5 T/K, and the value ofrn(T) was deter-
mined by extrapolation of the linear part of the temperat
dependence of the resistance in the normal state. As we
in Fig. 2a, the I–V characteristics measured atT.Tp are
linear, attesting to the unpinned state of the vortex liquid.
temperaturesT<87.9 K the resistance is equal to zero, t
I–V curves are nonlinear, and theE(J) curves plotted on a
log–log scale have negative curvature. For an exponen

re
© 2001 American Institute of Physics
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dependence of the formE(J)}exp@2(JT /J)m# a positive cur-
vature indicates positivity of the exponentm, which is a char-
acteristic trait of vortex lattice creep.10 In addition, the tem-
perature 87.9 K coincides to within 0.3 K with the meltin
temperature of the vortex lattice in the untwinned crysta1

We therefore associate the temperatureTm'87.9 K with the
melting point of the vortex lattice.

Thus for T.Tp there exists an unpinned vortex liquid
which is characterized by a linear resistivityr l5r f f , and for
T,Tm there exists a pinned vortex lattice, the creep of wh
is determined by an exponentm.0. In the temperature in
tervalTm,T,Tp , as can be seen in Fig. 2, the I–V chara
teristics are linear at low values of the transport current
substantially nonlinear at large values. Here the linear re
tivity is less thanr f f ~see Fig. 2b!. This behavior of the I–V
characteristics can be explained by the simultaneous e
tence of a pinned vortex lattice and an unpinned vortex
uid. Let us discuss this possibility in more detail.

In untwinned crystals the amplitude of the thermal flu
tuationsu of the vortices is uniform over the volume of th
crystal, a circumstance which, in combination with the we
point pinning leads to a first-order phase transition atT
5Tm ~Ref. 1!. In the twinned crystals, however, in the tem
perature regionTm,T,Tp a fraction of the vortex linesnp

'a0 /d ~wherea0 is the distance between vortices andd is
the distance between twins! is trapped by the TB planes
since the superconducting order is suppressed at the T11

FIG. 2. Current–voltage characteristics in a magnetic field of 15 kOe~a!
and the current dependence of the differential resistivityrd5dE/dJ, nor-
malized tor f f ~b! ~the E(J) curves are shown in Fig. 2a!.
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The amplitude of these vortices is smaller than that of
vortices immersed in the bulk of the crystal on account
their two-dimensional nature.12 Since the interaction betwee
vortices is effective over a distance equal to the penetra
depthl of the magnetic field, the amplitudeu is modulated
over a distancex'l from the plane of a TB. In the tempera
ture region considered, the penetration depthl530– 40 nm
is comparable to the intertwin distanced'50 nm in the
sample studied, so that one can expect that the amplitude
be modulated at all distancesx from the TB planes: the value
of u increases continuously with increasingx. If at tempera-
tures T,Tp the rms amplitudê u& of the vortices located
near a TB plane is larger thancLa0 , wherecL is the Linde-
mann number, then the unpinned vortex liquid will coex
with the pinned vortices localized at the TB planes. In th
case one should observe a linear resistivityr l'(1
2np)r f f . In a magnetic field of 15 kOe one has the valu
a0'38 nm andnp'0.08, and so the linear resistivityr l

'0.92r f f , which, as can be seen in Figs. 1 and 2b, agr
with the experimental data obtained in the temperature in
val 88.9 K,T,89.3 K.

As the temperature is lowered further to the valueTs at
which the amplitudêu(Ts)& of the vortices located near th
TB planes becomes less thancLa0 , the vortex liquid near the
TBs will crystallize. Then the linear resistivity should de
crease with decreasing temperature in proportion to the
crease in the vortex-liquid volume fractionnl , which is de-
termined by the rationl5r l /r f f . Complete crystallization
should occur at a temperatureTm close to the melting point
of the vortex lattice in the untwinned single crystals, sin
the amplitudeu of the vortices located far from the planes
the TBs differs only slightly from its value in detwinne
crystals. This scenario agrees with the experimental data
sented in Fig. 1. The resistivityr l decreases almost linearl
from a value 0.9r f f to zero as the temperature is lowere
from 88.9 to 87.9 K, which coincides to within 0.3 K wit
the melting temperature of the vortex lattice in the untwinn
crystals.1 We therefore interpret the temperatureTs588.9 K
as the beginning andTm587.9 K as the end of the crystalli
zation of the vortex liquid.

Let us turn to a discussion of the nonlinear compone
of the I–V characteristics measured in the temperature in
val Tm,T,Tp . Subtracting the linear componentsEl(J),
shown by the dashed lines in Fig. 2a, from the measured
characteristics, and normalizing the difference to the volu
fraction comprised by the pinned vortex lattice,np5(1
2r l /r f f), we obtain the dependenceEp5(E2El)/(1
2r l /r f f) ~see the inset in Fig. 2a!, which corresponds to
motion of the pinned vortex lattice. It is seen that theEp(J)
curves plotted in log–log scale have negative curvature,
the dynamics of the pinned part of the magnetic flux is ana
gous to the dynamics of the vortex lattice at temperatu
T,Tm . Furthermore, theEp(J) curves are shifted to large
transport currents as the temperature is lowered, a trend
correlates with the behavior of theE(J) curves at tempera
turesT,Tm . These relationships are experimental confirm
tion that the nonlinear components of the I–V characteris
measured in the temperature intervalTm,T,Tp correspond
to motion of a pinned vortex lattice.

The experimental data obtained in the present study
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fer from previously published results: the resistivityr l de-
creases almost linearly with temperature in the intervalTm

,T,Tp , whereas in Ref. 7 for analogous experimental c
ditions ~Hic, Jiab, J'TB! the resistivityr l decreased ex
ponentially. This difference is probably due to the differe
concentrations of point defects in the single crystals stud
Indeed, in the presence of weak point pinning the resistiv
r l decreases sharply fromr f f to zero nearTm , while at the
same time the introduction of point defects leads to pinn
of the vortex liquid and to an exponential decrease of
resistivity r l with temperature,r l}exp(2Upl /T), in the in-
terval Tm,T,Tp ~Ref. 2!. Here the activation energyUpl

decreases with increasing magnetic field,Upl}H20.7, which
is a characteristic trait of plastic motion of an entangled v
tex liquid.6 Thus the entangling of the vortex lines at tem
peraturesT.Tm is realized in the presence of a rather stro
random pinning, and this vortex phase is characterized b
exponential decrease ofr l . Therefore the exponential de
crease ofr l observed in Ref. 7 is probably due to a rath
high concentration of oxygen vacancies, which are con
ered to be the main source of point pinning centers in YB
single crystals. In the sample investigated here the con
tration of oxygen vacancies is small,d<0.03. Therefore the
formation of an ‘‘entangled’’ vortex liquid is improbable, a
is confirmed by the linear rather than exponential decreas
r l(T) in our measurements.

We conclude by noting that the experimental results
tained in the present study are evidence of the coexistenc
pinned and unpinned vortex phases in the temperature re
Tm,T,Tp . We have shown that the dynamics of the pinn
phase is analogous to that of the vortex lattice at temp
tures belowTm . Therefore, we have come to the conclusi
that the formation of the vortex-lattice phase starts at te
peratures below the temperature at which pinning at
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planes of the twin boundaries begins, and this phase co
to fill the entire volume of the crystal as the temperature
lowered toTm .
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Observation of enhancement of superconductivity by an external electromagnetic field
and of rf phase-slip lines in wide tin films
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The enhancement of superconductivity by an external electromagnetic field and rf phase-slip
lines are observed in wide tin films. The temperature, frequency, and power dependences of the
critical current are investigated and demonstrate the phenomena observed. It is shown that
this class of nonequilibrium effects is common to both narrow and wide films. ©2001 American
Institute of Physics.@DOI: 10.1063/1.1399211#
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A study is made of thin (d;100 nm!, long (l;100mm!,
and wide (w;50 mm! films of tin deposited on substrates
optically polished crystalline quartz, which provides rath
good heat removal from the tin film. The films were obtain
by a technology that ensured their serration-free edges.
dc current–voltage~I–V! characteristics were taken by th
four-probe method. The frequency of the external irradiat
was varied over the range 0–30 GHz; the electric field vec
lay in the plane of the film along the direction of the tran
port current. The samples were shielded by a double sh
of annealed Permalloy.

In this communication we present the results obtain
for one of many tin samples studied; the results for the oth
were analogous. The following effects and features on
I–V characteristics were observed.

ENHANCEMENT OF SUPERCONDUCTIVITY

Figure 1 shows families of I–V characteristics for th
sample Sn-W4 (w542 mm, l 592 mm, d5120 nm, Tc

53.795 K, resistance Rn 5 0.14 V in the normal state a
T>Tc) at various power levels of the irradiation atf 59.3
GHz. For the first I–V characteristic the irradiation powerP
is zero, and the others are numbered in order of increa
power. The initial resistive parts of the first two I–V chara
teristics are shown in Fig. 1b. It is seen that under irradiat
there is an increase in both the critical current for the onse
flux creep,I c , and in the depairing critical currentI c

dp , at
which the first phase-slip line due to the direct current~dc
PSL! appears.1

It has been established that the supercurrent enha
ment effect increases with increasing irradiation frequen
and the region of power levels in whichI c(P) is higher than
I c(0) becomes larger as well~see Fig. 2a!.

It should also be noted that in wide films the temperat
region in which the superconductivity enhancement eff
exists increases with increasing irradiation frequency, wh
the maximum value of the relative increase in the criti
6861063-777X/2001/27(8)/3/$20.00
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current shows a noticeable tendency to decrease~see Fig.
2b!.

It is known that microwave irradiation of wide film
leads to a lowering of the edge barrier and depinning of
vortex lattice. Therefore the enhancing effect of irradiation
low power levels may be due solely to an increase in
order parameter, as follows from the theory of Ref. 3, wh
leads to an increase of the edge barrier and of the vo
pinning. Thus in a wide film found in a microwave field the
are three competing mechanisms by which the irradiat
acts: enhancement of superconductivity, suppression of
perconductivity, and the depinning of vortices, the motion
which leads to resistivity. A comparative analysis of the
sults obtained in the present study for wide films with t
analogous results for narrow channels3 indicates that the phe
nomenon of enhancement of superconductivity by a mic
wave field displays the same regularities in the two case

PHASE-SLIP LINES DUE TO THE dc CURRENT

It is seen in Fig. 1 that the behavior of the I–V chara
teristic depends on the irradiation power. I–V characteris
1–4 exhibit a clear structure of linear segments with dynam
resistancesRdn5nRd1 (Rd1 is the dynamic resistance of th
first dc PSL!, separated by voltage jumps analogous to t
which is observed in narrow channels containing phase-
centers~dc PSCs!.4 As in Ref. 1, we attribute this structure o
jumps on the I–V characteristics to the formation of
PSLs—two-dimensional analogs of the dc PSCs. The
namic resistance of the first dc PSL, likeRd1 for dc PSCs, is
determined by the penetration depthl E of a longitudinal elec-
tric field into the superconductor and the normal resista
Rn of the film. For the sample Sn-W4 it has a valueRd1

50.023V and, hence,l E5 lRd1/2Rn57.6mm. This value of
l E is in good agreement with the value ofl E which we ob-
tained previously for dc PSCs in narrow tin channels4 pre-
pared by the same technology that was used to make
wide films studied here.
© 2001 American Institute of Physics
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Analysis of the stepped I–V characteristics in Fig.
leads us to the following conjecture as to the mechanism
formation of the PSLs. When the transport current reac
the value I c at which the edge barrier is suppressed,
intrinsic magnetic flux vortices begin to enter the film a
creep toward the center. This process corresponds to the
linear region on the I–V characteristic forI c,I ,I c

dp . When
the current reaches the depairing valueI c

dp it become distrib-
uted uniformly over the width of the film, as is evidenced
the temperature dependence of the depairing current~see the
inset in Fig. 2a!. This corresponds to the critical state of th
film, which from the standpoint of the current distribution
no different from the state of a narrow channel at a curr
equal to the critical. Here the role of the vortices ends. It is
this juncture that the formation of the dc PSL occurs in
sample. A dc PSL appears across the sample, and at all o

FIG. 1. Family of current–voltage characteristics of the film sample Sn-
at different levels of the external irradiation power atT53.751 K andf
59.3 GHz~a!; fragments of the I–V characteristics1 and2 ~b!. The inter-
cepts of the dashed lines from I–V characteristics1–4 on the current axis

determine the so-called cutoff currentsĪ s ~Ref. 4!.
of
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e
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points of the dc PSL the order parameter oscillates in ph
at the Josephson frequency, at certain points in time van
ing simultaneously along the whole line. A quasinormal
gion is formed across the film and acts as a source of n
equilibrium quasiparticles. Precisely this scenario of eve
based on a numerical solution of the Ginzburg–Land
equations, was discussed in Ref. 5. Upon further increas
the current new PSLs arise, just as in the case of new P
in narrow channels. Here the I–V characteristics do not sh
any signs of the creep or flow of magnetic flux. The quest
of why a sample with PSLs is able to pass a significan
higher current than the value ofI c at which flux creep starts
in the initial stage of the process remains an open quest
just as the analogous question does in a system with PS

4

FIG. 2. Dependence of the relative increase of the critical curr
I c(P)/I c(0) on the microwave irradiation powerP/Pc at T53.744 K ~a!
and the dependence of the maximum relative increment of the critical
rent DI c

max(P)/I c(0)5@ I c
max(P)2I c(0)#/I c(0) on the temperature of the

sample~Sn-W4! ~b! for different irradiation frequenciesf @GHz#: 9.3 (j),
12.9 (s), 15.2 (n) @I c(0) is the critical current of the film atP50; Pc is
the minimum power of the electromagnetic radiation at whichI c(P)50#.
The inset shows the dependence of the depairing currentI c

dp on the tempera-
ture of the sample.
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why does the channel outside the PSCs withstand a cu
higher than the critical?

PHASE-SLIP LINES DUE TO THE ac CURRENT

The I–V characteristics of the tin film sample Sn-W
measured at high levels of irradiation power~curves5–11 in
Fig. 1! have a completely different qualitative form than
low power levels~curves1–4!. It is seen that I–V curves9
and10 have a common initial linear segment, the length
which decreases as the irradiation power increases, whil
differential resistanceR remains constant. In a narrow cha
nel this is explained by the onset of rf PSCs.4 In the wide
film this is evidence of the formation of rf ac PSLs. Sincel E

is a function of frequency, at high frequenciesl E( f ). l E(0)
~Ref. 4!. The dynamic resistanceR of the ac PSL, as in the d
case, depends onl E( f ). For the wide tin film Sn-W4 the
resistanceR of the common linear segment of I–V curves9
and10 is equal to 0.086V. On I–V curves5–8 the depin-
ning action of the microwave irradiation has a noticea
effect, causing an appreciable decrease in the creep, an
nt

f
its

e
the

form of the I–V characteristics approaches that correspo
ing to ‘‘ideal’’ flux flow. As the power is increased further th
sample passes into the critical state, but now it is an rf o
An ac PSL arises with a dynamic resistanceR1 less than the
normal resistanceRn ~see I–V characteristics9 and10!.
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