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The question of the influence of mechanical stresses, induced by pinning of magnetic flux, on low-
temperature structural phase transitions in HTSC systems is examined. A model is applied

to a specific structural transition in YB@u;Og,, and makes it possible to describe the
experimentally observed anomalies of various physical properties exhibiting hysteretic

behavior in the temperature range 50—200 K. The magnetostriction induced change, studied in
this work, in the position of the boundaries of the hysteretic region is estimate@00@
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1. INTRODUCTION 2. DESCRIPTION OF THE MODEL

A characteristic feature of high-temperature supercon- Ve shall study a type—Il superconductor in the form of
ductors(HTSC39 is the existence of strong anharmonic ef- an infinite plate of thicknessiplaced in a magnetic fielf, .
fects. This feature is manifested, for example, in the ”bra_orlented parallel to the plane of the sample. The plate is

tional mod f th ical chai in VB0 arranged perpendicular to tteaxis, and the center of the
ional modes of the apical chain oxygen in Yia5 0. plate lies at the center of the coordinate system. A model of

In discussions of mechanisms of HTSC a great deal of atteny cyitica) state is proposed for describing the electrodynamics
tion is devoted to the analysis of the role of lattice anharmoyy the superconductor. Let the magnetic field initially be zero

nicity and the associated structural instabitiffhe structural inside and outside the sample. In addition, let the critical

instability of YBaCu;Og .,  is apparently responsible for the currentj. be independent of the magnetic induction. Then

anomalies observed in the temperature dependences of tMaxwell’s equation for the inductioB,=B is

lattice constants, the thermal expansion coefficient in the di-

rection of anharmonic oscillations of oxygen ions, the ther- dB Molc: (d—l)<z<d

mal conductivity, and other parametérs.In connection —=10, |z|<(d—1) (1)
with the possibility of structural changes, the effect of pres- —poje, —d<z<(l—d)

sure on the critical temperature has been studied in a number

of works?® with the boundary conditio(*=d)=B,, whereu, is the

A magnetic field is also an external factor that influencegnagnetic permeability of the vacuum ardB,/(1ojc). Us-
a structural phase transitidd. For example, in the com- ing Eq.(1) we find
pound BaTiQ, possessing perovskite structure and conse-
quently similar to superconducting copper oxides, a 20 T
magnetic field shifts the structural phase transition from the B= 0, |z|<(d—1). 2
high-temperature unpolarized phase into the ferroelectric B~ woj(d+2), —d=z=(l-d)

phase by 0.2-0.3 K depending on the geometry of the . o )
experiment The dynamics of the ferroelectric interphase TN€ expressions for the pinning-induced stress@ with a

boundaries in strong magnetic fields was studied in Ref. gPrescribed magnetic flux deonsity distributi@fz) and their
and it was noted that a similar situation is possible for HTScAVerages along theaxis are

systems. In Refs. 8 and 9 it was assumed that the influence of

the magnetic field is due primarily to the magnetoelectric o= —(Bz(z)—Bg)

effect, which dominates magnetostriction, so that the latter 0

Ba—mojc(d—2), (d—l)sz=d

can be neglected. However, the low-temperature structural

1
transition observed in HTSC systems, which occurs at a tem- ~Bajo(d=2)+ 5 ol 2(d-2)?, (d-l)=z=d
perature below the critical temperatufg, is probably due 5
to the strong magnetostriction due to pinning of the magnetic ~ ={ —Ba/2o, |z|<(d—1),

flux.2® In the present work the influence of the pinning- _ 1, > _ger<(l—d
induced mechanical stresses on the structural phase transition ~Bajc(d+2)+ E'“OJ c(d+2)%, <z<( )
in HTSCs is investigated. 3)
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B2 B3 where the Boltzmann constant is set equal to 1. The equation
o=3 df (B%(z)—B2)dz=— Y 2 2 (4)  for the average vibrational frequency is
Mo

—+ 67 d
Mo

Hole mw?=A2+ @y, (10)

The relations presented above are validlfed. If this

inequality is violated, ther in Egs. (2) and (3) must be
replaced byd. Then, instead of Eq4) we have

wherego=2, ¢, and the single—particle potential is

A2=—A+3B((q)2+(89%)) +22, (Uap)Gap- (1)
a,B

1 1

= EMOJ (Z:dz_ EBaJ cd- (5)

A model Hamiltonian, derived using the idea of a local 3. DISCUSSION
normal coordinatéLNC), designated as,,, is used to inves-

tigate the structural phase transitidfs,including in The anomalies of various thermodynamic and kinetic
HTSCs!3 properties of YBaCu;Og ., and their hysteretic behavior in

the temperature range 50—208Kare presumably due to a
first-order structural phase transition occurring in the
H= E ( maf+V(dp) )+ E @an(Gn—n')*+ Hay, system'> A first-order phase transition can also be described
(6) in the model adopted by taking account of stresé&ince
hysteresis is observed in a quite wide region, the stresses
wherem is the effective mass corresponding to the criticalshould have a large effect and should result in large values of
mode; ¢, describes the coupling of the displacements ofthe pressure derivativéT/dP, whereT is the temperature
the LNC;V(qg,) is an anharmonic local potentlal which here of the structural phase transition. Specifying the model for

is assumed to be of the forM(q,) =(—A/2)qs+(B/4)ds;  the given situation, we assume that this transition is possible
Hg is the part of the Hamiltonian that describes the couplingas a result of the “condensation” of the optical moBg,,
of the critical mode and the lattice deformation: associated with the motion of the chain oxygen O1 in the
1 1 direction of thec axis, at the center of the Brillouin zone.
Hy=2, =MUu(n)+= >, Uapg(MU,s(N)Capys The transition occurs with the formation of a polar phase,
na 2 2 ndB.7.5 7 7 and we shall employ information about the double-well na-

ture of the potential in which the oxygen O1 occupies a

+ 2 Unp(N) q2G B~ > Ugp(Mo,p(n), (7)  position shifted perpendicul_ar to the basal plane by the

na.p amounts,=+0.4 A The displacement of the atoms O1
will be in this case the LNJfrom Egs.(8)]. It has been
concluded on the basis of measurements of the permittivity
by the ultrasonic method and observations of anomalies
made in Ref. 16 at temperatures 90 and 170 K that resonance
displacement-type ferroelectric phase transitions occur in
YBa,Cu;0;_,,. In addition, the authors of Ref. 17, who also
Mbserved spontaneous polarization, reported the existence of
a piezoelectric effect along theaxis.

We shall now apply the model described above to a
YBa,Cu;Og ,  Single crystal in the form of a plate whose
axis is aligned along the axis. We replace the local stresses
— Al + B<qn>3+3B<qn><5q§> (7_) by _the averages(S) and take account of the one-
dimensional deformations only. Here, we take for the effec-
tive mass of an oxygen atom participating in a critical vibra-
tion m=400 A"2eV~1. The corresponding component of
the tensor of elastic moduti;;= 150 GPa'it is related with

Caazzfrom Eq.(7): c3z= Cgzzs/ V., WhereV, is the unit cell

% (Uap(M)Capyst ((An)?+(8UR)Gap= Tap(M=0. | Glime in YBgCuwOg. «; and, we take the initial frequency

’ to be VA/m=336 cm *.1° Then a 20 T magnetic field with

We also used another approximation: all quantities chareritical currentj.=5x 10* A/lcm? (Ref. 20 and plate thick-
acterizing phonons are calculated for the “effective” crystal. ness 0.001 m shifts the lower boundary of stability of the
Then, in Eq.(8) the quantitiegqy), (U,g(n)), ando,z(Nn) high-temperature phase occurring at 50 K by approximately
are replaced by the volume-averaggs, after which Eq(8) 0.3 K in the direction of higher temperatures. The effect
is solved again but now with the local values. Then, forbeing described is relatively weak and depends on many
example, in the mean-field approximation, whose applicabilfactors—the geometry of the sample, the critical current, and
ity is limited to the long-range case, the correlation functionso on. In the situation at hand the pinning-induced magneto-
is striction is not the highest possible. For film samples, where

the critical field values at nitrogen temperatures are two or-
9 ders of magnitude larger than that used in the estimate, the
effect can be expected to increase.

whereu,,g(n) andu,(n) are, respectively, the displacement
and velocity of the center of mass of théh cell with mass
M; C,z,s are the stiffness coefficients; an@,; determine
the coupling of the soft mode and the deformation.

Calculating the free energy in the pseudoharmonic apg
proximation and neglecting resonance terms of the form
(69,6u,s(n)), which contain the fluctuation parts separated
from g, andu,z(n), we obtain from the condition that this
term be minimum the following equations for the equilib-
rium values(q,) and(u,s(n)):

20 2 (Uap(M)Capt 2 e (G —(An))=0; (B

1 ®
2\ /o 2\
<5qn>_<5q> ZwCOchT'
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The effect of a magnetic field, due to the pinning-
induced magnetostriction, on a structural phase transition is
characterized by a number of features. The result will depend
on the magnetic past history of the sample. Another feature is
that the magnetic flux and therefore the stresses are distrib-
uted nonuniformly. The investigation of phase transitions in
the presence of such a nonuniformity is a separate problem
and can be solved, for example, on the basis of the Landau
theory?>?? In Ref. 22 such a problem was modeled by the
situation with helium, where the vertical column of liquid
“He was studied in the Earth’s gravitational field and the
problem was to findl', as a function of height. Our model
can be used to derive an equation similar to the equation 16 b=05
expressing the minimization of the free energy in the Landau
theory. If the coupling of the LNC only with a one-
dimensional deformation, corresponding to a sample geom- | . | I
etry where for definiteness theaxis is oriented in th¢001] 0.2 0.4 0.6 0.8
direction of a lattice with period in the same direction, is z
taken into account approximately in the general modek|G. 1. Order-parameter profiles for various values of the fietthd fixed
adopted here, retaining for this in E() only the corre- plate thickness R=2.
sponding parameteiG;;=G and Cs33:=C and introducing
dimensionless quantities, the local ones depending only on

<Q>

the coordinatez, and the index indicating the position in _ d
space is dropped, (Q)z=0=(Q), Gz(Q Z=O=0, (14)
(U)= 9<u> b G? s G, where(Q) is the value of the order parameter obtained by
AV cB’ CA’ solving Eqg.(13) with volume-averaged stresses.
Figures 1 and 2 show the computational results for the
(Q)= «/B/A<q), Z=\2A/C%pyz, (12 profiles of the order parameté®) of the structural transi-

tion in a single-domain sample in a low—temperature ordered
then, combining the expressidB) and passing to the con- phase for various values of the dimensionless guantities, spe-
tinuum limit (see Ref. 1, we obtain the desired equation in cifically, the fieldb=B+G/CAu, and the half-widthD of
the form the plate, scaled aB=j.dVGuy/CA. Such dependences
for the above-described phase transition in ¥YBaOg .
(Q)((8Q?)(3—2P)—1+23) could indicate an “optical” deformation consisting of a dis-
42 placement of the atoms of chain oxygen along thexis
+(Q)3(1—2P)— —(Q)=0. (13) relative to the rest of the ionic core. In any case they make a
dz? corresponding contribution to the scattering function. In ad-

This equation, in contrast to the equations of Landau’s
theory, has no artificially introduced parameters, including
temperature-dependent ones, while all drawbacks character-
istic of the mean-field approximation remain in the model
employed. The equatiofl3) cannot be solved analytically,
and we confine ourselves only to qualitative arguments.
Thus, for certain conditions an equilibrium boundary can
arise between both phases in the sampince boundaries

are presentthe surfaces of the platea classification of con-
ditions on them for the differential equatiofld) is
admissible?® Simplified numerical solutions of E¢13) and
constructions of the profiles of the dimensionless order pa-
rameter(Q) of the structural transition, which illustrate to
some extent the general discussions concerning the proper- 1.7k
ties of Eq.(13), though they do not specify what kind of
structural transition occurs, were obtained in the classical
limit*? with the following parameters and boundary condi-
tions:

i
D/2
z

9BT

P=0.4, Q4=2¢o/A=500, t=

252 o FIG. 2. Order-parameter profiles for various values of the plate thickness
QgA Dand fixed fieldb=1.
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The field and frequency dependences of the surface impedance of a type-1l superconductor in a
mixed state in a constant magnetic field perpendicular to the surface are calculated taking
account of the nonlocality of the elastic moduli of the vortex lattice. It is shown that if there is
no surface pinning, a correct analysis of the elastic properties of the vortex ensemble

results in the Coffey—Clem model with small corrections. For strong surface pinning, the surface
resistance is predicted to decrease substantially at low frequencies. It is shown that the

results obtained when dispersion is taken into account by renormalizing the elastic fEodBili
Sonin, A. K. Tagantsev, and K. B. Traito, Phys. Rev4& 5830(1992] are incorrect.

© 2001 American Institute of Physic§DOI: 10.1063/1.1421455

1. INTRODUCTION spondingly, a modification of the expressid). In addition,
the approach described is used to construct a model of the

A general method for measuring electromagnetic properg,  tace impedance for SC with strong surface pinning.

ties of superconductor&SC9 in a mixed state, for investi-

gating mechanisms of pinning and the motion of vortices,, +,cqry

and for determining the microscopic parameters characteriz-

ing the motion of vorticegviscosity, pinning constant, Hall Let us consider a SC in an external perpendicular con-

constankis measurement of the complex surface impedancétant magnetic fiel®, (B.;<B,<Bc,), which is in equilib-

of a SC as a function of the frequeneyand amplitude of the ~ rium with inductionB, inside the sample. According to Ref.

ac electromagnetic field, temperature, and constant magnetf the elastic energy of a deformed VL is given by the ex-

field.1=* High-frequency methods are much more sensitivePression

than measurements in a constant curféecause of phase- 1 d3k

sensitive detectionand give richer information about the Fel Zf ua(k)tbaﬂ(k)u;(k)p, 3

dynamics of a vortex ensemble. Consequently, in order to BZ 77

construct a correct interpretation of the many experimentalvhere the integration extends over the first Brillouin zone of

data the theory of the response of a vortex latte) to an  the VL; u,(k) is the Fourier transform of the deformation

ac field must be l_Jnderstood in detai_l. _ ~ field; @ ,4(k)=(C11— CeelkoKp+ 5&5[(k§+ k3)066+ k§C44
One of the first phenomenological theories making it+ «, ] is the elastic matrix of the VLC;; are the correspond-

possible to take into account consistently the contribution ofng nonlocal(k-dependentelastic moduli of the VL; andg,

vortices to the surface impedance on a SC is the Coffeyis the Labush parameter. For a uniform deformation field

Clem (CO) theory?~’ Following Refs. 5-7, the surface im- u(k) = (uy(k,),0,0) the elastic energy can be represented
pedance of a SC in the mixed state is given by the expressiofy 8

Zcc=—iopoha(@,B,T) (1) 1 J+°°
=
A2(B,T)+\%(w,B,T) |2 <2
1+2i\%(B,T)/8:(w,B,T))

where\(B,T) is the London penetration depthg(w,B,T)
is the Campbell penetration depth at which disturbances in a Bg
VL decay; the quantitys,,; determines the dissipative contri- Cua(k)=—
bution of normal quasiparticles. In the low-temperature limit #o
(T<Tc) and at microwave frequencies the term wéhy in ~ where L=a/« (for an isotropic S¢ and a=a(B,) is the
Eq. (2) can be dropped. This is the case that we shall studgharacteristic intervortex distance.
below. We shall consider the case where a curréat]yexp

In the present paper it will be shown that a correct analy{—2z/\) flows in a layer near the surface; this current gives
sis of the elastic properties of a vortex ensemble, specificallyiise to the above-examined deformation of the VL. The equi-
the variance of the elastic moduli of a VL, gives exponentiallibrium deformation field is determined by the minimum of
decay of the electromagnetic wave in the SC and, correthe functional

) ) dk
|ux(K)[TCas(Kk+ ] 5. 4
)\ac(waBrT):

2

According to Ref. 9, fom<m\ (which is equivalent to
the conditionB,>B.,) the quantityC,4(k) is given by

L2
1Ko N2 ©
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+oo . , dk and, correspondingly,
F—f [(Caa(k)k*+ ap)|u(k)| ~2J(k)u(k)Bo] 7 —, ,
o N
6 —i _
© z ""“0{ M G-k (1 A gky)

whereJ(k) is the Fourier transform of the current.
It follows from Egs.(4)—(6) that

1 1 )]
X - . (12
1oJoh (exp(—klz) exgl —K,2) THhkg  1+hky

VD=5 2| T K e

3. ANALYSIS

where
In both cases Eqg7) and(11) correspond to nonexpo-
- ) 1 - , o nential penetration of the mixed field into the SC, in contrast

2ki=P+(P°=4Q)™ 2k=P—(P°—4Q)™%, to the CC model where the field penetrates to depth:’

6B~exp(—2z/\,). The nonexponential nature of the field dis-
P=L 24\ "2+ (\/LAo)%, tribution appears as a result of the second term in(&qg.as

L—0 we obtain the CC result for the field distribution and
the surface impedance distribution. Formally, las>0 the
Q=(L7\c)_2, )\%=B(2)/Moa|_- modulusCy,, transforms intoC,4, i.e. it corresponds to the
) ) case of a constant magnetic field parallel to the surface of the
Let the currend be induced by an electromagnetic wave ¢ Thys, the CC theory is an exact result for parallel orien-
h=h; exp(-iot—2/\) incident on the SC. Taking account of (a4i5n of the magnetic field. Physically, the presence of the
the VL motion arising in this caséin the quasistationary tarm withL in Eq. (5) makes it possible to satisfy the bound-
approximation, valid in the microwave rangeduces to re- ary conditionau(0)/dz=0 in Eq. (7)
; _ ; -1/2 e
placing Ac by Ac(w)=Ac(l-iw/wp) 7 where w, We shall now estimate the contribution of the term under

=ai /7, in Eq.(7) or equivalentlya by @\ (0)=a—iwn  gydy. Expanding the expressié®) in powers ofl/A <1 up
in Eq. (6). The motion of the VL results in a local change of {4 the first nonvanishing terms, we obtain

the induction in the SC and correspondingly to the genera-

tion of an electric field, which makes an additional contribu-

tion to energy dissipation. According to Ref. 10, the ac

component of the induction §B(z,t) (B=(6B(2) Z=—iwug
X exp(—imt), 0,Bg), whereB, is the stationary value of the

induction is determined by solving the equation

LA (w)

Nag(w)— W (@)

[)\ac(w)_)\]z] . (13

The analogous expansion for strong surface pinning

8B+ \2curl curldB = curl[ u(z) X By] @ IVes
with boundary conditiondB(0)=h,¢. The electric field is _ LA (o)
found from the equation cut=—JB/dt. Z= _"”'“0{ Nao(w) — xi)\ac(w))' (14)
Determining the surface impedance as the ratio of the
tangential components of the electfic and magnetic6B According to Eqs(13) and (14), the impedance can be
fields at the surface of the SC, we obtain written asZ=Z¢¢(w,B) —Z,o(®,B), whereZqc(w,B) is

determined by the expressidh), Z,,,{w,B) is a correction
due to the variance of the modul@,,. The field depen-

Z=i w#o[ A+ % dences of the s_urface resistance .ZRéor Eqs.(&?) and (12
Lo(ks—k1) are shown in Fig. 1 for low and high frequencigsmpared
1 1 with w,) with the following values of the parameters:
X — )] (9 A=0.1um, ®y/B=10°N-sin?, and @, /B=10
Ka(1+Xkg)  Ky(1+XNky) N/m?,? corresponding to typical values for HTSC materials.

Let us consider a SC with a strong surface pinning, whicHt iS evident that if there is no surface pinning, the difference
could arise because of an arbitrary degradation of the sufR€tween the result obtained in the CC model and the exact
face. From the standpoint of the response of the VL this idelation(9) is negligible and can be neglected in all practical

equivalent to the condition(0)=0 or calculations. For strong surface pinning the difference be-
comes larger and can reach 50% at low and of the order of

J+wu(k)dk=0 (10 10% at high frequenciesee Figs. 2 and)3The frequency

—w ' dependence of Rg,,,, with fixed B, has the following form

(with constant pinning Re Zo~ w? (w<w,) and ReZq,
~0~ 3 (w>w,). The frequency dependence of the relative
woJoh® contributionZ,,,, to the surface resistance is displayed in Fig.
u(z)= 2 7 3 for various values of the external fieR), .
BoL“(ko—Kkq)(1+N“kqk ) .
oL (ko —ka)( 1kz) In conclusion, we shall compare the results obtained
X (exp—kyz) —exp(—ky2)) (11)  with the results of the model developed in Refs. 11 and 12.

Minimizing the expressioi6) under the conditioii10) gives
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10B
4.0} 0.5 =
m‘a | 20 BC1
= 8 0.4
<, 8.0F N 30B,,
No B g
~
& < 0.3f
—~ 2.0t g
N N
e I £ 0.2}
1.0}
- 0.1t 0,
+ ! * L y p ) L N EPTITY E | NPT
20 40 60 80 Y
0 Ba/Bot 107 108 10° 10" 10" 10"
a/Be ©, s 1
gk FIG. 3. Frequency dependence of the relative contribution of the quantity
Z.on (14) to the surface resistance for various values of the external field.
7 =
mS 6
o
2 Al whereM, is the equilibrium value of the magnetization. In
o solving the equation for a viscous motion of vortices
R + naul gt=[IX By]+ C},9°ul 9z together with Eq(8) un-
g ot der the corresponding boundary conditionsu¢z), the field
distribution and the surface impedance were calculated. It
Tr 3 was shown that in the absence of volume pinniag € 0)
0 - 20 a0 8'0 the surface resistance at low frequencies decreases substan-
Ba/Be1 tially. However, in real HTSC samples at low frequencies it

is the quantitya, that determines the dynamics of the VL;
FIG. 1. Field dependencdst fixed frequencies»=0.0dw, (a) and 2%,  for « given above the theory of Refs. 11 and 12 gives an

(b)): 1—surface resistance in the CC modBl; 2—surface resistance inthe  nexnected result: the surface resistance with surface pinning
case of surface pinnind.2); 3—the term R&,,, (14); 4—surface resistance

in the model of Refs. 11 and 12 in the presence of surface pinning. In thdS greater than in the absence of surface plhnlng, a_md both

scales of the figure there is no difference between the curve 1 and the exa¢glues are much greater than the surface resistance in the CC

function (9). model. The field and surface dependences o¥Z Re the
model of Refs. 11 and 12 in the presence and absence of

_ surface pinning are presented in Figs. 1 and 2.
In contrast to the approach proposed in the present work, in

Refs. 11 and 12 the nonlocal express{hwas replaced by
a local renormalized value
4. CONCLUSIONS
CZ4: BoHO_C44(k:0, LZO):B()|M0|, (15)
In this work the linear response of a SC in a mixed state
to an ac field'surface impedangavas calculated for the case

F of a constant magnetic field perpendicular to the surface on
1k the basis of the linear theory of elasticity taking account of
L the variance of the elastic matrix of the VL. It was shown
'8310—2F that, just as for a parallel magnetic field, in the absence of
-, surface pinning the surface impedance of the SC is described
& » ] by the CC theory(1). The presence of strong surface pinning
& 1077 (10) can result(at low frequenciesin a substantial decrease
N F of energy absorption in the SC. The frequency dependence of
& 1078 ReZ is also determined by the expressitl): at low fre-
i quencies the corrections have the same dependence as the
8 Op main term ¢ w?), and at high frequencies their contribution
10 T becomes smallFigs. 2 and Band is not observable experi-
107 108 10° 10" 10'' 102 mentally.
®, $-1 It was also shown that taking account of the nonlocal

o ] nature of the elastic moduli of the VL by renormalization
FIG. 2. Frequency dependendesth fixed external field3,=15B¢,) of the 151112 044 10 incorrect results: the value of Rat low
term ReZ,,, (14) (1); surface resistance: with surface pinnii®) (2); in . . .
the CC model(1) (3); in the model of Refs. 11 and 12 without surface frequenues_ IS Sever?‘l orders of magnitude greater than the
pinning (4); in the model of Refs. 11 and 12 with surface pinnijy corresponding value in the CC theory.
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The thermodynamic properties of a mesoscopic-size, simply connected cylindrical normal metal
in good metallic contact with superconducting banks are studied theoretically. It is

commonly accepted that if the superconductor thickness is quite ¢ofidhe order of the

coherence lengihas is assumed to be the case here, a vector potential field, whose value can be
varied, exists inside the normal layer. It is further assumed that the quasiparticles with
energyE<A (2A is the superconducting gamove ballistically through the normal metal and
undergo Andreev scattering caused by the off-diagonal potential of the superconductor.

An equation is obtained within the multidimensional quasiclassical method which permits us to
determine the spectrum of the Andreev levels and to calculate the density of states of the
system in question. It is shown that the Andreev levels shift as the trapped fihanges inside

the normal conductor. At a certain flux value they coincide with the Fermi level. A resonance
spike in the density of stateg§E) appears in this case, since n&ar 0 there is strong degeneracy

of the quasiparticle states in respect to the quantum nuiplbaracterizing their motion

along the cylinder axis. As a result, a macroscopic humbey sthtes contribute to the amplitude

of the effect. As the flux is increased, the density of stat&s) \{ehaves as a stepwise

function of ®. The distance between the steps is equal to the superconducting flux quantum
hc/2e. © 2001 American Institute of Physic§DOI: 10.1063/1.1421456

INTRODUCTION potential field (the Aharonov-Bohm effed), and (ii) the
presence of an off-diagonal long-range order in
Quantum interference phenomena in condensed mattefperconductordin 1970 Kulik published an important the-
Were.flrst observed in superconductors. Soon after the micrQseetical papér describing the behavior of a thin-wall cylin-
scopic  Bardeen-Cooper-Schrieffer theory of  SUperyica normal conductor in the vector potential field excited
conductivity’ appeared, the effect of flux quantization was by an inserted solenoid. That was the first evidence suggest-
detected experimentally in a superconducting fifgrhis ing that coherent quantum properties are possible in normal

effect had been predicted previously by F. Londowho . £ qui h h i
showed that in a doubly connected superconductor a Certamonsuperconductn)gsystems of quite smafthough *mac

. . . roscopic” on the atomic scaledimensions at low tempera-
quantity (fluxoid) could take only quantized values. The .

L . : tures. It turns out that the magnetic moment of such a system
fluxoid is determined by the sum of magnetic fluxes through

the superconductor cross section plus an integral term depe'ns- an oscillatory function of the magnetic flux through the

dent on the superfluid current. In a bulk superconductor WithcyIinder orifice, and the oscillation period is equal to one flux

an orifice, flux quantization exists in its direct meaning, sincegduantum of t_he normal metdic/e. The quantization effect
the magnetic field does not penetrate inside the supercortl"Zlkes place in the absence of off-diagonal long-range order.

ductor. The integration path used to calculate the integral Reference 7 has stimulated much interest in quantum
fluxoid term can be chosen to lie rather deep inside thénterference effects in normal condensed media. It has be-

metal, where the superfluid current is zero. come clear that the Aharonov-Bohm effect is possible in sol-

For a thin-wall cylinder the flux can take any value, andids because the electron retains its “phase memory” over a
flux quantization shows up as oscillations of the current cirfinite length&y=7ve/a7T, which has the meaning of a co-
culating over the cylinder surface. The oscillation period ofherence length in a system with a disturbed long-range order
the magnetic field flux is equal to one superconducting fluxv is the Fermi velocity, and is the temperatuje With an
quantum®,=hc/2e. infinitely long electron mean free path and at temperatures

It was thought for a long time that flux quantization T~1K, & is about 10°cm, and coherent quantum phe-
could exist only in superconductors and was associated withomena become possible in normal conductors whose trans-
(i) the sensitivity of quantum electron states to the vectoverse dimensions are of the order&f. However, because a

1063-777X/2001/27(11)/10/$20.00 913 © 2001 American Institute of Physics
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doubly connected conductor should have a very small crossetals a variation of Rfluctuation by a value of the order
section, the idea of an experiment with an inserted solenoidf the atomic spacing causes a 100% change in the é&ffect.
seemed problematic. The need arose to study coherent quan-this case the flux quantization effect should vanish after
tum effects in simply connected cylindrical conductors in aoscillation amplitude averaging along the cylinder axis. For
magnetic field and to analyze the influence of surface anthis reason the effect was observed experimentally in semi-
bulk collisions on the oscillation amplitudes. It was shwn metals, where fluctuations on the scale of the atomic radius
for the first time in 1972 that flux quantization is possible inare unimportant for the amplitude of flux quantization be-
pure cylindrical solid conductors placed in a weak longitudi-cause of the smallness of the effective mass of the carriers. In
nal magnetic fieldsuch that the cyclotron radius much ex- currently accepted terms, this feature of flux quantization
ceeds that of the cylindgrThe oscillations of thermody- amplitudes in normal metals reflects the mesoscopic charac-
namic quantities in simply connected normal conductorger of the effect$?
present a more complicated case, which involves two oscil- The concepts of interference phenomena in condensed
latory components in their magnetic-field dependence. Oneedia have been further extended to dirty systems. Now we
of them is intricately dependent on the number of the harunderstand that because of its mesoscopic character, the flux
monics and the magnetic field and is correlated with thequantization effect with periodc/e is only possible in small
electrons of the central Fermi surface section. The other imetallic rings where no averaging over different impurity
characterized by a universéhdependent of the dispersion configurations is requiret:?® In this case we are dealing
relations for the carriejsperiod of the magnetic field flux with interference effects in the conductivity of low-
hc/e. The latter oscillations are caused by the skipping-orbitdimensional conductors, since with increasing impurity con-
electrons localized in a thin layéwith a thickness of about centration the oscillation amplitude of the thermodynamic
the de Broglie electron wavelengtihear the cylinder sur- (and kineti¢ magnitudes decreases exponentially. In rather
face. The effect is due to size quantization and to the sensleng dirty cylindrical conductorgor a large number of rings
tivity of the phase of the electron wave function to the vectorthe hc/e quantization disappears.
potential field. Along with mesoscopic flux quantization in normal met-

The spectrum of magnetic surface levels responsible foals, there is another important class of interference phenom-
the coherent phenomena in a normal cylindrical conductor irena induced by weak localization. These phenomena were
a weak magnetic field was obtained in Ref. 8. The nature opredicted theoretically by Altshuler, Aronov, and Spitai
these levels is different from what was described by Nee and981, when they were calculating the quantum correction to
Prange’ The magnetic surface levels at a flat boundary arehe conductivity of a metallic thin-wall cylinder in a longi-
genetically related to the magnetic field and vanish when théudinal magnetic field. The quantum correction evolves from
field is zero. In a cylinder the magnetic surface levels aranterference of the wave functions of the particles moving
formed by the sample boundary, but the magnetic flux isalong different trajectories. For arbitrary trajectories the dif-
included directly in the expression for the electronic energyference between the wave function phases is a random quan-
spectrum. This expression has been used to calculate a nutity, and the wave interferenc@fter trajectory averaging
ber of specific effect&!?~14In particular, the effect of dou- makes zero contribution to the conductivity. The sole excep-
bling the oscillation period of the critical temperature hastions are self-crossing trajectories, when each trajectory can
been calculated for a superconducting hollow cylinder withbe related to its time-reversed counterpart. The electron on
allowance for the quantization of single-particle the reversed trajectory experiences scatterings identical to
excitationst®> When the electron spectrum is smeared, a charthose on the initial trajectory but in a reversed sequence.
acteristic period of the Little-Parks efféet!® equal to the When the flux is trapped in the cylinder hole, the phase
superconducting flux quanturhc/2e appears. We should difference of the interfering waves can be varied, which
also mention the Aharonov-Bohm effect for electrons local-makes the magnetoresistance oscillate with the magnetic flux
ized above liquid helium covering the surface of a dielectricperiod hc/2e.?’
cylinder, with the magnetic field applied along its aXidn To observe this effect, the cylinder radius should not
such a system the electrons which obey Boltzmann statistiosxceed the distance along which the electron retains its
move along quasiclassical trajectories and acquire equal irfphase memory.” This scale it = (D74)Y% whereD is
crements of wave function phase. As a result the systerthe diffusion coefficient, andrq is the phase break time,
experiences magnetic-moment oscillations with a universalhich is dependent on temperature. Magnetoresistance oscil-
periodhc/e of magnetic flux. lations in dirty metallic cylinders with flux periodhc/2e

The effect of flux quantization in a normal, simply con- were first observed experimentally by Yu. Sharvin and D.
nected cylindrical conductor was experimentally detected bysharvin?®?° These experiments prove that elastic scattering
Brandt, Gitsu, Nikolaeva and Ponomaf®(see also Refs. 21 does not disturb the phase coherence of the electrons. Only
and 22 while investigating the longitudinal magnetoresis- inelastic processeschanging the energy condition of the
tance of pure Bi single crystals. This was the first observaelectron can influence the “phase memory” by smearing the
tion of an interference effect related to flux quantization ininterference situation. The effect does not disappear on aver-
nonsuperconducting condensed media. aging over the impurity distributions. In contrast to the me-

An important distinctive feature of flux quantization in soscopic effects, thiec/2e oscillations vanish in rather weak
normal metals is the presence of the factor ceRf(R+ «) magnetic fields.
in the oscillation amplitudd? kg is the Fermi momentum, The experimental detection of the Aharonov-Bohm ef-
anda is a auxiliary phase The implication is that in normal fect in condensed media has become possible due to the re-
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cent advance in the technology for producing metallic, semidifferent caustic radii, the caustic radius of the latter being
metallic, and semiconducting cylinders and rings. In theirlarger. This feature of the quasiparticle motion was taken into
experiments Brandet al?°~?2 used casting technology to account in deriving the condition for quasiclassical quantiza-
produce Bi single crystals from the liquid phase. Cylindricaltion of excitations. That condition for quantization has been
samples of high purity were obtained under a glass coatingbtained within the multidimensional quasiclassical method,
which was not removed during the measurement. The coawhich permit us to determine the spectrum of the Andreev
ing reinforced the samples mechanically and protected thelevels and to calculate the density of states of the system in
surfaces from environmental influences. Experimental meaquestion.
surements on such samples ensured reproducible results even The density of states as a function @fhas a steplike
several years latejprivate communication by Ya. G. Pono- behavior and experiences jumpsdat=hc(s+1)/2e (where
marev). sis a natural numbeyri.e., it has a resonance character. The
Observation of interference effects in disordered medidlistance between steps is equal to the flux quarttier2e.
has become possible due to miniaturization of structures angiant-amplitude oscillations of the conductance of an SNS
to the progress in microelectronic lithography. The experi-contact were predicted in Refs. 41 and 42 for the case when
ments performed by Yu. Sharvin and D. SharfAr? Webb the phase difference of the order parameter of the supercon-
et al,?® and Chandrasekhat al?® have clarified the possi- ductors is equal to an odd number timesFor our system
bility of making quite small instruments taking advantage ofthe resonance spikes of the density of states can be explained
new mesoscopic features of the physics of condensed matté$ follows.

Quantum interference phenomena have been discussed L&t Us consider two pointa andB on a given section of
in detail in a number of surve$s%°-33and articles$*-3 cylinder. Let us assume that a quasiparticle moves along the

This study is concentrated on coherent quantum phel_ine AB. In the case where the distan&B is of a mesoscopic

nomena in a mesoscopic-size cylindrical normal conducto?%ale there exists a Josephsr?n clurrelnt between the.sedpomts.
contiguous with a superconductor. The energy spectrum of such a local SNS contact is deter-

In recent years there has been extensive work in the fielm'ged bi’]_trr‘]e dorder dparamﬁte;hgase 4 dlrl:ferergj;tal at p|¢\nts
of mesoscopic systems, including superconducting structuregs”tWB' w 't(r:] epen ts or]r:‘ € an ; fhra Al\adang ell |
in proximity with normal metals. The experimental wdtk etween those points. € energy of the Andreev leve

discussed the magnetic response of clean Ag-coated Nrgachtehs the Ffrm' sur:lgt():.? wr;ened%#¢0(s+ 1).'In t]tus it
proximity cylinders in theuK region. In the mesoscopic case e spectiim exnibits strong degeneracy insotar as |

: becomes independent of the longitudifalong the cylinder
temperature regime the normal-metal-superconductor sys-". :
i) component of the quasimomenta. The range of degen-

tem shows the as yet unexplained paramagnetic reentrant &

fect, discovered some years a¥aThe theoretical papst eracy depends on the total fldx Therefore, in this case the

. . . density of states experiences a resonance increase with am-
reported numerical results for the local density of states in

the semiclassical Andreev billiards. It was shown that arP“tUde’ showing a steplike behavior with increasihg
energy gap develops in a chaotic billiards near the Fermi
energy, but there is no gap found in a circular billiards. FORMULATION OF THE PROBLEM

For our system we believe that the contact between the
pure normal and superconducting metals is good. As a result, Let us consider a pure, simply connected normal cylin-
Andreev scatterirffj of quasiparticles appears to be the mainder of radiusR. The particles with energig<<A experience
mechanism responsible for the formation of quantum stateAndreev scattering at their superconducting boundaries. It is
in the normal metal. It is assumed that the width of the su-assumed that the width of the superconducting layer is of the
perconducting layer on the cylinder boundary is of the ordeiorder of the coherence lengiy (or A, ). In this case the
of the coherence lengty. In this case the fluxoid is quan- fluxoid ®, is quantized,
tized, and the value of the trapped flux may change continu- 2

. . . TN )

ously. It is assumed that the cylinder radibRg, . O =0+— jﬁ j-ds=n®d,, n=0,1,2,...

A dispersion relation has been derived for the excitation c
spectrum, and the quasiclassical picture of the quasiparticlgnd the value of the trapped magnetic ftix= n®, through
motion has been analyzed. the superconductor cross section may change continuously

In previous studies on normal cylindéfsthe formation ~ (x_ is the London penetration depthis the superfluid cur-
of quantum states was associated with specular electron reent, andd,=hc/2e).

flection at the metal boundary. After each reflection from the  |n this Section we deduce a quasiclassical equation de-
boundary, the electron traveled along a trajectory tangent to gcribing the spectrum of quasiparticles in the normal part of
caustic whose radius was dependent on the magnetic quathe cylinder. To clear up the systematics of the states it is
tum number. After Andreev scattering at the NS boundary oiseful to proceed from the Bogoliubov-de Gennes
the cylinder, the trajectory of the quasiparticles is more comequationéﬁ

plicated. The energy of a “particle” type of excitation is .

higher than the Fermi energy, and its momentum exceeds the Heu(r) +A(r)uv(r)=Eu(r),
Fermi momentunt kg, too. As a result of Andreev scattering ~ % _

the “particle” transforms into a “hole” whose momentum is ~He(n+A*(Nu(n)=Eu(r).
smaller tharfik. It follows from the law of conservation of Here () is the two-component wave function of a quasipar-
angular momentum that the “particle” and the “hole” have ticle, E stands for the energy eigenvalues,

@
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1 e |2 from the single-valuedness requirement for the initial wave
QZW[ —ihV— EA} —{ functions, we arrive at the following condition: the parity of
2m is determined by the parity of the trapped flux quanta
is the single-particle Hamiltonian, dependent on the vecto[)]. Substituting the solution of the type given in Edd)
potentialA, ¢ is the chemical potential of the metal, amd  into Egs.(1), we obtain the equation for the radial function
is the effective electron mass. It is hard to solve EL.  of the problem. Its matrix form is
exactly, but the problem can be much simpler if we use the

I

stepwise potential approximation fax. Within the gauge h? ¢ 1d N 7\21
chosen forA, the order parameter is preassigned by the ex-  “2m* | “gr2 rdr | ™M 922/ 2
pression:
A(r)=A(r)exp(—i[7]6), —(kﬁ—qz)}R:(r)+UxA(r)R:=ER:(F), &)
A, >R, h he Pauli matrice;= d the=
A(r)= (2) Wwhereogy,o, are the auli matrice§;= 7;+[_7;], an _t et
0, r<R, on R refers to a “particle” or a “hole” radial function, re-

where 6 is the angle, which varies in the intervaiy ~ SPEctively. In a normal metar & R) we haveA(r)=0, and

<2, and[ 7] is the integer part ofy. With this choice of the Eq. (5) reduces to the equation for the Bessel function:
pairing potential it is a single-valued function of the coordi- E

nates. We disregard the distortions of the excitation trajecto-  R(r)~J+5, (krt 7 )r

ries caused by the magnetic field. In this study we confine Ur

our consideration to the vector potential field, taking into .0 the notationsk,=\/f,2:—_qz (the radial wave numbegr

accognt Its mfluen_ce on the phase increment in th? Wavging v, (the radial velocity are introduced. The solution of
function of the excitation. The case of weak magnetic fleIqu (6) for »=1 coincides in form with the wave function

will be the subject 9f another paper. . found for the vortex lines of a pure type-ll

As was shown in Refs. 7 and 8, the interference pattemguperconducto‘i“*‘“" if magnetic effects are neglected. We
of the oscillations of thermodynamic values have a common.. - thus see tr;at the angular momentunt (17— 5/2) for
cause, namely the Aharonov-Bohm effect. To describe th?he “particle” and # (m+7/2) for the “hole.”

field of the vector potential, we shall consider a normal hol- In the superconducting region R) the solution of Eq.

low cylinder whose inner radius tends to zero. Let us assum%) is expressed in terms of the Hankel functith&)(k,r)

that a solenoid is inserted into the orifice of the cylinder. ItandHEﬁ)(krr). Matching these solutions at the NS boundary,

excites the field of the vector potential. It is hard to realize . . R

o . S . we can obtain the equation for the quasiparticle spectrum. It

the situation in practice. Nevertheless, it is interesting to con- . !

. : : ; is, however, hard to derive the general expression for the
sider it because it demonstrates unambiguously the fact g

flux quantization. According to a calculatidrin a simply quasiparticle spectrum of the system by this method even in

. S : the case of our chosen stepwise potential). The thermo-
connected cylinder the oscillations that arise have the larges . . .

. ; S ynamic values can be calculated more conveniently using
amplitudes in the vector potential field because they tak

S . . . the approach based on derivation of the equation for the
contributions from all electron states with arbitrary magnetic . . . .

; . spectrum which gives asymptotically correct estimates of the

guantum numbers. When such a cylinder, with specular re-

flection of quasiparticles at the dielectric boundary, is placeéanergy levels. To do this we employ the multidimensional

in a weak magnetic field, the surface states with the highesquaS'CIaSS'cal method. . .
. = SIS . Keller and RubinoWf have generalized the conditions of
magnetic quantum numbens (the “whispering gallery

. A f the Bohr-Sommerfeld quasiclassical quantization. Com-
type statepare responsible for the oscillations with the quan- . . )
. 8 monly, such conditions have been derived assuming that the
tum flux periodhc/e.

Having performed the gauge transformation in Eds, quasiclassical wave function was
we can change over to the real pairing potential. In this case v (q. t)=A(q; ,t)exp(iS(q; ,t)/4), 7
the wave function can be written as

: (6)

whereS(q; ,t) is the total action and the amplitud€q; ,t)
u(r)y= u’(r)exp( —i @ g) , is a single-valued function of the coordinatgs Because of
2 continuity of the functionV, the differenceAS between
(7] (3)  any two values of the multiple-valued functi®{q; ,t) is
v(r)=v’(r)ex;{i 70).
) AS= 3€ pidgi=2w#An, n=0,1,2,.... (€]
The componenta’ andv’ of the new wave function are c
dependent only on the radial variable. Therefore, Efjscan

be solved as This equation should be valid for an arbitrary closed curve in

_ g space. The integral in Eq8) is the same for any closed
u'(r)=u’(r)exdi(mé+q2z)], curves which can be transformed into one another without
N . (4) crossing a singularity of the integrartelquivalent contoups
vi(r)=v’(r)exdi(mé+qz)], The authors of Ref. 46 assume that the amplitAde, ,t) is
wherem s the magnetic quantum number, aipis the wave  also a multiple-valued function of the coordinates, and they
vector component along the axis of the cylinder. Proceedingvrite
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Vo=, Ak(Qyt)eX% 7
k
instead of Eq.7). Here S, and A, are the branches of the

multiple-valued functionss and A. Then the requirement of
continuity of ¥, leads to

AS= fﬁ VS, ds=2mh
L

i
n+ — 3& VInAk-ds), (10
™ Jc FIG. 1. Two congruences of rays in a circular domain of the cylinder. The

. concentric circle of radiugy is the caustic of these rays.
whereds is the length element along the path 0 Y

Since the function&/ S and V In A are multiple-valued

(e.g.,M-multiple), we can joinM sheets of ouq space and he fi ¢ is the eikonal . f .
introduce the notion of a covering space in which the func- The first of Eqs(14) is the eikonal equation of geometri-

tions S and InA become single-valued. The independentcal optics. The other has the meaning of the law of conser-

H “ HN 2 _ H
(nonequivalentcontours in the covering space give the num-Vation of “probability” for |A|*. S=const can be interpreted
ber of quantization conditiorf&:* as the wave-front surface. The rays orthogonal to these sur-

The increment in the valugV In A-dsin Eq. (10) should faces are straight lines. To fulfill th_e bogndary_conditi@n

T =0, the terms should enter E¢L3) in pairs satisfying the
be calculated taking into account the fact that the functiorconditions:
In A changes at the contour points whekegoes toce. This P
occurs on caustic surfaces and surfaces of the points at which g =g, A i N 1
the quasiparticle stopsgi.e., its velocity becomes zero b gnan
Keller and RUbinO\ﬂF obtained the generalized quantization In passing through the caustics the phase with the am-
conditions taking into account the contributions from thepjitude A changes by- /2, and on reflection at the boundary
above specific points in the contodr it changes by- 7 (see Eq(15)). The quantization condition
takes the forrff

:_Aj/ y (15)

i

+d+b
"TaTa

§ pidinZWh(n‘Fg'F; . (16)

(d is the number of intercepts of the contafimand the caus- ‘

tic surfaces, and is the number of stopping pointsThe To solve the eigenvalue problem, it is necessary to con-
quantization conditions of Eq11) are valid both for the sider all possible rays inside the circular region. These rays
smooth potentials in the Schiinger equation and for the are tangent to the circle of radiag which acts as a caustic
free motion of a particle in a region confined within hard for them. In this case two families of rays pass through each

walls that reflect the particle specularly. point of the ring, and each family occupies completely the
region inside the circléFig. 1). On each event of reflection
A rigid-wall circle at the boundary, the rays change over from one family to the

other. It is easily seen that in this case the covering space

Keller and Rubinow’s method permits construction of : . . . . .
. . : consists of two circular rings which are joined along their
asymptotic expressions for the exact wave functions and thé

eigenvalues of the problem. Here we briefly outline theperipheries, their radii bein& and a,. Topologically, the

method for a particular example. Let a particle move freelygz\éfzggtzﬁfscsvﬁcﬁ (;z”;z;[ ;rgr?tr?cryfo gaso?nquctx)sclenizafln_
in a circular region with the radiu® restricted by rigid point. q Y

walls. Its behavior can be described by the Sdimger the_ number Of. quantization re_qw_rements fnecessary to de-
scribe the motion of the wave inside the circular region re-

equation duces to two. Let us choose the circumference with the caus-
) ) 2m*E tic radiusay as one of the integration contours. It does not
(A+k)W¥=0, k= K2 (12 cross the caustic, and therefate:b=0. On the basis of Eq.

(16) this gives the condition of angular momentum quantiza-
It is required thatl be zero at the boundary. The quasi- tion:
classical solution is searched for assuming that for High
k27ag=2mm, m=0,1,2,.... (17

values the wave function has the form

The other contour on the toroidal surface can be de-
E) (13) formed (without affecting the integralas shown in Fig. 2.
i

Calculating the contour integral, in EGL6) and taking into
Let us assume further that each term in Et3) com-

account thad=b=1, we can obtain, by means of Ed.7),
. . " : a transcendental equation for the eigenvalues of the wave
plies with Eq.(12). Substituting Eq(13) into Eg. (12) and quatt 'genvald wav
setting the coefficients ok? and k equal to zero, we can

vector?#®
obtain the equations fd8 andA. with any arbitraryj:*® m 3
q ! ! y ) \/szz—mz—marccoTsz(n+ —

(VS)?=1, 4
2VSVA+AAS=0.

N
v=> kSA+0
=1

(14 (18

n,m=0,1,....
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where ¢ is the chemical potential of the metal minus the
energy of the motion along the NS boundary. Proceeding
from Eq.(22), we obtain

. 3§ de=f pods—f p.ds
L

=2wh N o

1 E o }
n+ —arccos-+—. (24
FIG. 2. A closed curve on the toroidal covering space associated with two m
ray congruences, considered in Fig. 1. Introduction of the quasiparticle velocity along the path
of the motion leads to the expression for the spectrum of the
SNS contact which was obtained by Kufik

This method also permits us to find an analytical expres- mhoe 1 E o
sion for the wave function. Keller and Rubinow compared it  E,= N+ —arccos-*-—. (29
. . L T A 2
with the exact solution of the problem,
W ~J(kR)eM’, (199 Andreev reflection of excitations at the cylinder boundaries

and thus showed that the quasiclassical solutions obtained Let us deduce an equation for the spectrum of quasipar-
for eigenfunctions and the eigenvalues are asymptotically exticles with energieE<A which move inside a normal cy-
act. In the region between the caustics and the sample bounlfiiadrical conductor with a superconducting coating. The nor-
ary, the Debye asymptotics of the Bessel functiongfi mal metal is assumed to be pure. Excitations move in it
<KkR) is used as an asymptotic approximation to the funchallistically and experience Andreev scattering at the NS
tion J,(kR). The solution attenuates exponentially inside theboundary. We shall analyze the features of the quasiparticle
caustic m>kR). trajectories within the system studied. Let us assume that the
normal metal initially has no trapped magnetic fldx=0.
The tangential components of the wave vector of the quasi-
particle are conserved at the NS boundary of the metal dur-
ing the scattering of a “particle” into a “hole”(and vice

We can show that similar quasiclassical quantizationversg. The angular momentum of the “particle” and “hole”
conditions can be written for structures in which excitationsare conserved, too. Since the “hole” has a smaller quasimo-
are reflected at the boundary of their localization region bymentum than the “particle,” the caustic radius of the
the Andreev mechanism. Let us first consider an SNS contachole” should be larger than the caustic radiag of the
with flat parallel NS boundaries. We analyze a family of “particle.” Therefore the angles of incidence of the “par-
parallel raystrajectorie$ directed at a certain angteto the  ticle” and the “hole” at the NS boundary will be different,
normal to the film boundary. We choose one of the rays as ghat of the “hole” being smaller. Thus the quasiparticle tra-
path of integration;. The covering space can be con- jectory is not strictly recursive. When a certain fldx is
structed out of two similag spaces(of SNS contactsin  trapped in the normal cylinder, the angular momentum of the
which the quasiparticles move in opposite directions. Orthole” increases tof(m-+%/2), while that of the “particle”
each Andreev reflection event the amplitude of the wavejecreases té(m—7%/2). This implies that atb #0 the dif-
function of quasiparticle is multiplied by the factor ference between the angles at which the “particle” and the

y=g i arccosE/ (20) “hole” approach the boundary becomes larger. The change

in the angular momentum in the case®#: 0 is caused by

For a closed contoul; the complete change of the the screening superfluid current in tBdayer of the struc-

SNS contact in zero magnetic field

phase on the NS boundaries is: ture. The qualitative form of the quasiparticle trajectory in-
1 1 side the cylinder cross section is shown in Fig. 3.
E(—i)z arccof/A= ;arcco:EIA. (21 The multidimensional quasiclassical method can be gen-

eralized readily to the motion of quasiparticles experiencing
In the case of a current-carrying state, the difference beAndreev scattering at the boundaries of a circular region.
tween the superconducting order parameter phasgfstwo  Instead of Eq(14), we obtain similar separate equations for

the given superconductors is added to the phase(E.  “particles” and for “holes.” The wave function ) of the
Assumingd=b=0, we obtain the generalization of Ed.1) initial equation(1) in the preassigned field of the vector po-

for a SNS contact: tential A (A, =A,=0;A,=®/27r) is a single-valued func-
1 E o tion of r on a complete circuit over the cylinder surface.

ﬁpidqizzwﬁ n-+ —arccos— +—| . (22)  After the gradient transformatioM’=A+Vy using the

L ™ A 2w function y = +#c[ ] 6/2e, the pairing potentiaA becomes

Let us denote the quasiparticle momentum inside the Neal, and the new wave functioflj:]i differs from the former

layer asK: (“) in having a factor ¢ 1)L7!, where[7] is the number of

23 wave function of the “particle” on the circular contour of

Do= V2 ((+E), “particle” quanta of the trapped fiR. The phase increment in the
0_ 1
[p1=\/2m*(§—E), “hole”’, ( radius a, is $(kg+e/hcA’)-ds=2 mm. The phase incre-
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NOCK)

L%

which we can also introduce two families of rays moving
inside the circular ring and having the ralianda, . Thus,
in our case the covering space consists of two circular rings
for “particles” joined along the circumferences of radf
andag and two rings for “holes” joined along the circum-
ferences of radiR anda; . Topologically, this space has the
form of two tori, one inside the other, whose surfaces have a
common contact line along the radi& Such surface has
only three independent contours which do not contract to a
point. Two of them give quantization conditions relating the
corresponding angular momentum, quasimomenta, and caus-
e o;,i,oi. tic radii of the “particle” and the “hole”[see Eq.(26)].
,\”\'/‘(Q}\Q/i,\ The third contour on the covering surface can be de-
‘A”‘"}’ formed to the shape shown in Fig. 4. The contour integral
can be calculated taking into account the conditen0 and

FIG. 3. Quasiclassical picture of the quasiparticle trajectories inside thgha increment in the wave function phase at each Andreev
circular normal domain of a metal coated with a superconducting layer. The tteri t P di f Ha6) th btai
“particle” and “hole” trajectories are tangents to caustics of different radii. scattering event. Proceeding from H@6), we thus obtain

the equation for the spectrum of quasiparticles inside the

N Co?
NS

cylinder:

ment of the wave function of a “hole” can be found similarly m

. - 202 2 2p2 _ 2 0
on the contour of radiug;. As a result, we arrive at the \/kOR mg \/klR mi—mg arcco%<—
expressions oR

kodo=M—7/2, kia;=m+7/2. (26) my 1.1 E
+ = +-+— .
my arccoskl—R | n 5 Trarccosx (27

The derivation of the second equation(6) takes into ac-

count the fact that the effective charge of the “hole” is op- Here k, andk; are the wave vectors of a “particle” and a

posite in sign to the charge of the “particle.” “hole,” respectively, in the N layeftheir expressions are
The problem of the energy eigenvalues can be 5°|Ve?;iven in Eq. (23)]; ﬁm0=ﬁ(m—7;/2) and fim,=#(m

tuasr:n?an%a?igr?hirfaadszgprf;m- dpc\asscsr;-:l‘)ins ItrlleFrlT?é)t%ntrc])? araXL 7/2) are their angular momenta is the absolute value of
9 % the magnetic quantum number, ane-0,1,2.... The quasi-

usa, . Let us fret consider the rays desaribing he mo-C3SSICa parameter ofthe problemkgR==k,R=K:R> 1.
tion of tlh.e “particle.” As in the case of specular reflection . Note tha_t the coefficient 1/2 within the brgckets on the
from the boundar .the circular ring betw the ralind right-hand side of Eq(27) shows the change in the wave

. Y, th g between the ra<ian function phase during the quasiparticle scattering at the caus-
ay contains two families of such rays. Family | includes thetiCS a, anda,. The number of intersections of the path of

fr;i%s"ﬂ?\gggsfig?o;h;;\li)?soﬁ:g\i% ti?q tt?]?a ?)?)ls)soigteagi?ec- integration and the caustic surface is two, as is seen in Fig. 4.

tion. At the NS boundary the rays of family | transform into We should then pud=2 andb=0 in Eq.(16) and tqke into

thos;e of family II. After Andreev scattering on the off- accognt t.hat because of the two Andreev reflectlons of the

diagonal potential .a “particle” transforms into a “hole,” for quasiparticle at the NS boundary, the phase has the increment
' ' —arccosE/A [see Eq(2D)].

As follows from Egq. (27) the energye in units of
#2/2m* R? and the quantum numbens;, g are related by the
condition: k32— g?)R?=¢+m3. In order to clarify its mean-
ing we introduce the angléy at which the quasiparticle is
incident on the NS boundaryik2—q?=kgsin®. In this
case, for the fixean the minimal angle of incidence for the
quasiparticle with energy e is equal to Ui
=arcsin(\/s+m21/kFR). Assumingm;~0, we see that the
limiting value of the angle is9~\E/{, below which a
change of the Andreev reflection to conventional specular
reflection on the off-diagonal potential of the superconductor
takes placé®°

Equation(27) implicitly determines the dependence of
the E levels on the quantum numbensm, q:E,(q).

Let us consider special cases of Eg7).

i) Let m~1, »=~0. A quasiparticle moves along the cyl-
FIG. 4. Shape of the integration path used to derive a quasiclassical equinder diameter. When the radif&is large, the situation re-
o e e e panard e VS By . obIes an SNS contact. Indeed, n this case (E9) can
shifted so that they could show the processes of “particle’-to-*hole” and 9IV€ & spectrum resembling that obtained by Kulik, where
backward scattering. the phase difference of the order parameters is zero,
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_ mhu, 1 1 E 28
n="g | Nt 5+ —arccosy), (28)

wherev,=2{/m*.

ii) Let the trapped flux b@»]=1. The magnetic quan-
tum number 2n is then half-integer. Expanding E@7) in a
power series in the small parametekfR<1 gives

Am

keR’
If R=¢&y (& is the coherence lengththe spectrum in Eq.
(29 coincides with the spectrum of low-lying levels of the

vortex lines of a type-Il superconductr*>°?if all magnetic
effects are neglected:

(29

_ wA’m
=%
Finally, note the the following particularity of the sys-

tem, seen from Eq(27). In the limiting casekgR>1, after
expanding the left-hand side of E(R7) to first order in

1kR and taking the limit e—~0 one obtains 7 7/2
—7m/keR=7(n+1). Thus to zeroth order in /R

H=2(n+1). (30

We will show below that whenever the trapped flixin the
N layer is a multiple of the flux quantuimc/2e, the mesos-
copic system in question manifests resonance.

DENSITY OF STATES OF NORMAL EXCITATIONS IN A
CYLINDER

Let us calculate the density of statelE) for excitations

localized in a normal cylinder which experience Andreev

scattering at the NS boundary. We proceed from

v(E)= 2, | dgé(E—E.m(Q)).

n,m;o

31
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The spectrun{32) was obtained on the assumption that
the quasiparticle energy was close to the Fermi enerdy
As was noted in the Introduction, the Andreev levels of the
mesoscopic system can shift when the flux changes; at a
certain value of the flux they can coincide with For low
energiesE, the quasimomenta of a “particle” and a “hole”
(and the radiay anda, of their causticsbecome practically
identical. We may therefore assume that in the description of
these two states the quasiclassical trajectories would be sim-
pler in shape than in Fig. 3: when the “particle” is reflected
from the NS boundary, the “hole” comes back to its initial
point at the cylinder surface. Within our approximati@2),
we should take into account that inside the cylinder cross
section there exist a great number of “SNS contacts” with
the preassigned chord length, i.e., these states possess high
degenerate multiplicity abol~27R/\g>1 (\g is the de
Broglie wavelength We took this fact into consideration
when calculating the density of states of the system in the
vicinity of resonance.

As a matter of fact, calculation of the thermodynamic
quantities far off resonance should be based on the general
equation for the spectrum of quasiparticles, E).

The resonance contribution taE) can be calculated
using the spectrum of lower energy levels

(n+1—

On substituting Eq(34) into Eq.(31), integrating oveq
and «, and summing over spin, we obtain

mho(q)

Y
En(®)= SR sinar2

L

5 (34

V(£)~A£fwda
0

The summation is over all quantum numbers and the

spin o.

Equation (27) determines the quasiparticle spectrum
Enm(d). In the quasiclassical approximation an analytical
solution could be obtained. In particular, expanding the left-

hand side of Eq(27) in 1/kR<1 and taking Eq(23) into
account, we obtain

£ _ mhu(q) 7 +1+1 E
(D= SR[sinarz |\~ 27 %" 3+ arccosy ).

(32

The spectrunt32) is similar to that obtained by Kulik®
for an SNS contact. This spectrum corresponds to motion

guasiparticles between two points on the cylinder surface

parametrized by the radial angte with the distance be-
tween these points beingR2sina/2|. However, contrary to

a 7 o
+oo Sif— ol n+1— — a—e sine
2 2 2
X > = = 2 i
T n+1—la n+l—la —g2sirf—
21 21 2
(35
where
A S8LRM* 27R
N Wﬁ )\B !

L is the cylinder height, and(x) is the step function, equal
to unity atx>0 and to zero ak<<0. We introduce the di-
mensionless energy =E/E,, E,=%2/(2m*R?). As Eq.
(35 shows, for a preassigned flux, the denominator of the
radicand can become zero at a certain angle a(®d).
Whene—0 one hasy,=(n+1)2x/7. In this case the in-
O(?qualities

P

(n+1)27
f< 77:_
o

O=a,= =,
7

(36)

the case of a standard SNS contact, the phase differen@se fulfilled, which leads to the conditiom+[7]=2(n
—7al2m depends on the flux. For given, the spectrum +1). Thus, with a preassigned fluk, the number of terms
(32) describes an “SNS” contact with an effective density of in the series of Eq(35) is limited, and it increases with

statesv(E; ). The total density of states is given by: growing ®. _ . .
Prior to calculation of(¢), let us discuss the question of

the contributions of different angles, to the resonance am-
plitude. It is reasonable to assume that because of the factor

2
V(E)~f0 v(E; a)da. (33
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sir’ &/2 in the numerator of Eq(35), the anglesay,~ 7 are
the main contributors to the integral. For such an “SNS con

Gogadze et al. 921

flux, the caustic “crawls” through the NS boundary of the
cylinder, an event which is accompanied by a rearrangement

tact,” the Josephson current flows through the cross sectioff all quantum states. The rearrangement occurs always
of the cylinder along its diameter. On the other hand, sincavhen the flux trapped in the N layer changes by

the resonance conditigi35) contains the product of the flux
times the angler, we may expect an extra contribution to the
amplitude of the effect from smaller angleg when the flux

=hc/2e.
To conclude, we note that the mean free path of the
quasiparticles was expected to be the largest parameter of the

increases. As a matter of fact, this expectation is based on tHgoblem. Allowance for the scattering by impurities will de-

approximate resonance condition obtained from @§) in

crease the amplitude of the resonance spikes.

which the first term in the radicand is kept while the second

term, &2 sirf /2, is dropped.

CONCLUSIONS

We thus arrive at the conclusion that the main contribu-
tion to the resonance of the density of states appears near the A theory of coherent phenomena in simply connected

angle a= . Introducing the notatiort=m7—a<1, a=n
+1-7/2, b=7/2w, we obtain the equation for the reso-
nance condition:

2

5)2

1— —

a®+b?£*+2abé— 82< 7

0, (37)
whose solution i§=—al/b*¢. It is seen that fob~ 1, the
energye and the value oé are both small, but the condition
a=¢ is always fulfilled. The expression in brackets in front
of the radical in Eq.(35) is therefore of the order of the
energye and cancels with the energy factor ©in front of
the integral sign. The remaining integral is estimated to be

constant of about unity.

cylindrical normal conductors with a mesoscopic-scale cross
section has been developed in this study. It is assumed that
the normal metal is pure and coated with a thin supercon-
ducting layer with a thickness of the order of the coherence
length&,, and that their electric contact is good. Under these
conditions the quasiparticles with ener§y< A experience
Andreev scattering at the NS boundaries. They move ballis-
tically through the normal metal in the field of the vector
potential excited by a narrow solenoid at the center of the
conductor. On a single circuit of a quasiparticle along the
perimeter of the cylinder cross section, the phase of a “par-
éicle” (“hole™ ) wave function changes by e/hcfA-ds.

L

This integral is equal to the fluxp through the surface

The resonance-induced spike of the density of states abounded by the trajectorg. In the field A excited by the
ways appears when the Andreev level coincides with th&olenoid, the flux® is a constant independent of the trajec-
Fermi energy at a certain flux in the N layer. The sharptory shape. The sensitivity to the vector potential field is

increase in the amplitude(E) at E—0 is caused by the

integral contribution of the states of quasiparticles indexed

by the quantum numbey, which describe the quasiparticle
motion along the sample axis.
When the resonance is disturbed, the conditior-{

—pal2m) #0 is fulfilled, and for low energies— 0 we find

1 dxsiré mx

v(o)(s)~27738f —COSZ[Z’JTZbX] ~¢g.

0

(39

Near the resonance, the ratio of the resonance and no
resonance amplitudes of the density of states is
res

v 1 1
—g~—>1.
S

(39

identical for all the quantum states of the quasiparticles.

If a simply connected cylinder is placed in a weak mag-
netic field, the situation becomes more complicated. For dif-
ferent quantum states of the quasiparticle the increment in
the wave function phase is determined by the flyxwhich
depends on the shape of the trajectory. As follows from stud-
ies of quantum coherent phenomena in normal conductors
with specular reflection of electrons at a cylinder boundary,
the universal periothc/e of the flux oscillations of the ther-
modynamic quantities is only connected with the states lo-
Ralized near the cylinder boundary.

This study is confined to the effect of the vector potential
field on the phase of quasiparticle wave functions, which
permits us to investigate the shapes of the quasiclassical tra-
jectories of “particles” and “holes.” The quasiparticles ex-

It is thus shown that on variation of the trapped magnetigerience Andreev scattering at the NS boundaries. As a re-

flux, the density of states of a normal cylindrical conductorsult, a set of Andreev levels appear, which determine the
coated with a thin superconducting layer £,) is described behavior of the thermodynamic quantities of the structure.
by a stepped functionb. The step spacing is equal to a Within the multidimensional quasiclassical method, a disper-
superconducting flux quanturb, and the step height in- sion relation was obtained, which can be used to find the
creases with the flux. Differentiation of the density of statesspectrum of Andreev levels. Expanding it in a series in the
with respect tod gives a set of resonance spikes spaced aparameter K-R<1 (the quasiclassical parameter k&R
hc/2e. >1) and keeping only the zero-order terms in the equation,
The physical reason for the features having a period ofve obtain Eq(34) for the energy near the Fermi level, which
the superconducting flux quantush, is as follows. As is  bears resemblance to Kulik’s spectrum for an SNS cofifact.
seen in the spectrum of E¢R7), for preassigned magnetic The expression describes the states of the quasiparticles in-
flux @, g, and the energy, there is a highest magnetic quanside the cylinder cross section when they move along the
tum numberm which can be used to describe the Andreevchord connecting two points at the NS boundary of the
levels. This quantum number is responsible for the largessample. The chord length depends on the radial angh
caustic realizable for quasiparticles moving ballistically nearwhich both the points are visible. The product of this angle
the cylinder boundary. At a certain value of the changingand the trapped flux has the meaning of the phase difference
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of the contact. The spectrum of E@4) is used to calculate

the density of states(E) as a function of the fluxp, which

displays a stepwise behavior. Whenever the flux increases bZ)3/
the value®, the number of steps increases by one. If thex.

density of states is differentiated with respect to the fyya
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Optical reflectivity studies of the ferromagnetic me@MM) to antiferromagnetic insulator

(AFIl) phase transition are performed on M8, sMNO5; manganite in a wide temperature and
magnetic field range. The formation of a domain structure in the AFI state during the

FMM —AFI phase transition is observed. It is shown that the two types of domains observed are
energetically equivalent states. On the basis of the experimental results and symmetry

analysis we conclude that these domains are crystal twins. The twin domain structure of the AFI
state in the NglsSrp sMnOg is visible in reflected unpolarized light due to a different tilting

of the surface in the domains. The two-phase domain structure XM formed in the vicinity

of the phase transition is also studied. It is found that a thermodynamically equilibrium two-
phase stripe domain structure does not develop. The absence of the magnetic intermediate state is
due to the large energy of the interphase wall, which results in the stripe structure period

being much larger than the size of the sample. 2@01 American Institute of Physics.

[DOI: 10.1063/1.1421457

INTRODUCTION accompanied by charge ordering, i.e., spatial ordering of the
holes and corresponding spatial ordering of the*Mand

In the last decade the perovskite manganese oxides within** jons. In the temperature rande<T,,_, the applica-
the basic formula R ,A,MnO; (where R=trivalent rare- tion of a magnetic field leads to melting of the charge order
earth ion, A=divalent alkaline ioh have been of great inter- in Nd, S, sMnO; and induces a transition to the FMM
est because of the unusual magnetic and transpostate? The electric conductivity during this transition varies
properties: The most spectacular effect in the manganites isover two orders of magnitude, and the magnetization
the colossal magnetoresistance observed in the vicinity of thehanges by a value of 24 per Mn aton? The FMM—AFI
Curie temperature. Moreover these compounds exhibit intefphase transition in NS, sMnO; is also accompanied by
esting phenomena such as charge and orbital ordering, th®nsiderable changes in the lattice parameterslq 3
Jahn-Teller effect, and magnetic- or electric-field-induced—10~2) and unit cell volume €10~ 3).2° It was suggested
phase transitions. In some of them a spontaneous and early studie%that there is no change in the crystal sym-
magnetic-field-induced phase transition from an antiferroimetry at this transitiorithe crystal has orthorhombic symme-
magnetic insulating(AFl) to a ferromagnetic metallic try both in the FMM and AFI statesHowever, recent syn-
(FMM) state takes place The nature of this phase transi- chrotron and neutron diffraction investigations have shown
tion is rather complicated and its understanding is yet tahat the FMM-AFI transition is accompanied by a lowering
emerge. of the crystal symmetry from orthorhombispace group

Ndy St sMNnO; is one of the manganites that demon- Imma to monoclinic(space groug®2;/m).>® In a previous
strate such a FMM AFI phase transitioR: The ferromag- papef we reported that the FMMAFI phase transition in
netic ordering occurs in this crystal 8t =255K. At atem-  Nd, 5SrpsMnO; is followed by the formation of a domain
perature Ty,_; near 1® K a spontaneous first-order structure in the AFI state which is visible in unpolarized
FMM —AFI phase transition takes place. This transition iswhite light.

1063-777X/2001/27(11)/7/$20.00 923 © 2001 American Institute of Physics
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In the present study we have investigated this domain
structure in a wide temperature and magnetic field range with
the goal of understanding its nature.

EXPERIMENT

The Nd, sSr, gMnOg crystal was melt-grown by standard
floating zone method and had a cylindrical form 3 mm in
diameter. X-ray analysis showed it to be a single crystal. The
samples were then cut perpendicular to the cylinder axis;
their thickness varied from 0.5 to 3 mm. For our experiments
the samples were optically polished with diamond paste. To
remove the surface strain that occurs as a result of polishing
they were annealed for 20 hours at 950 °C in air.

The experiments were performed on two setups. The first
one permits simultaneous optical imaging of the domain
structure and indirect measurements of the reflected light in-
tensity from the different domains. The samples were
mounted in a continuous-flow He cryostat placed in a Bitter
magnet with magnetic field range up to 15 T. The image of
the sample produced by the reflectance optical microscope
was recorded with a CCD camera connected to a video re-

corder. Nonpolarized white |ight from a filament Iamp was FIG. 1. Domain structure of two I\;gSrMMnO3 crystals in t_he AFI state.
d to image the surface of the sample. The video ima: Images(a) and (b) show the domain structure after the first and second
use g ple. g(':‘AcfilfFMMfAFl transition cycles, respectively. Imagés and(d) show a

were subsequently analyzed to determine the reflected ligh{milar sequence for a second crystal.
intensity. In this case an interference filter with=634 nm
was placed after the source of light. Field dependences of the
reflected light intensity were obtained by computer process=162 K. Thus the first-order FMMAFI phase transition is
ing of the image. accompanied by substantial hysteresis. Coexistence of the
The second setup allows direct measurement of the réEMM and AFI phases was observed in a temperature region
flected light intensity. In this case the sample was mounted i®f about 2 K. The AFI phase was nonuniform with clearly
an optical He cryostat, where it was placed in a superconvisible domain structure that remained unchanged in the
ducting magnet with a maximum field of 5 T. A He—Ne laser whole temperature rang€0—-160 K at zero magnetic field.
at =633 nm was used as a source of light with an opticalThere were also no variations of the domain structure in a
chopper in the beam. The light reflected from the sample wagagnetic field up to the field of the phase transition to the
detected with a photomultiplier connected to a lock-in. ThisFMM state. After a spontaneous or field-induced phase tran-
setup as well as the previous one allows us to measure trggtion to the FMM state and a subsequent reverse transition
reflected light intensity both from the whole surface of theto the AFI state, the newly formed domain structure was
sample and from separate domains. To measure the intensiggually different from the previous one. From this fact one
of the light reflected from individual domains, the image ofcan conclude that the domain structure in the AFI state
the sample was projected on a screen with a diaphragm. Bymerges at the FMMAFI phase transition. This domain
shifting the diaphragm position we could measure the restructure does not exist in the FMM state.
flected light intensity from different domains. This setup also ~ The photos in Fig. 1 show the domain structure of
affords the possibility of visual observation of the domainNdpsSih sMNnO; in the AFI state. Two examples are given in
structure using a reflectance optical microscope and videbig. 1, showing the domain structure of the same sample
camera. after the first (Fig. 13 and second(Fig. 1b AFI—
The magnetization measurements were carried out witfMM —AFI transition cycle. A comparison of the two images
a moving-sample magnetometer in a variable-temperaturghows that the domain structures formed in successive cycles
cryostat and in fields up to 20 T. can be quite different. The images in Fig. 1¢c and Fig. 1d,
respectively, represent a similar sequence on a second
sample.
The main features of the domain structure observed in
It was found that there are distinct changes in the unpothe AFI state are the following. Two types of domaibsight
larized reflected light intensity at the FMIVAFI phase tran- and dark exist in the AFI state. The domain walls have a
sition in Nd, S, sMnO; (Ref. 7). This effect made possible favorable orientatiorfFig. 1). Two primary directions along
the optical observation of the two-phase domain state that ighich the walls are oriented can be selected in the sample
formed at this first-order phase transition. Besides, the dotsee Fig. 1ab
main structure in the AFI phase was visually observed and Figure 2 shows the representative stages in the domain
recorded. With temperature decrease a spontaneotdisrmation during the FMM-AFI phase transition. Figure 2a
FMM —AFI phase transition takes place B&~154 K, while  shows an image of the sample in the homogeneous FMM
temperature increase results in a reverse transitiod at phase. The transition occurs by the nucleation and subse-

EXPERIMENTAL RESULTS
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FIG. 2. Images of the field-induced FMIVAFI phase transition in NgkSry sMnO;. The temperature of the sample= 150 K. External magnetic field, T:

1.8(a), 1.2(b), 0 (c).

guent propagation of the domains of the energetically favorsity is given in arbitrary units and normalized to the value of
able phase. As these domains extend, the concentration of thige reflected light intensity in the FMM state. The field at
energetically unfavorable phase decreases, until the samplewhich the jump in intensity occurs corresponds to the
completely transformed to the AFI phase. Figure 2b repreAFI—FMM phase transition field. The transition field de-
sents an image of a two-phase state with both FMM and AFtreases with temperature increase. It is clearly seen that this
phases present. Figure 2c is an image of the surface in tHest-order phase transition is accompanied by a hysteresis in
fully developed AFI phase but with clear optical contrast inl(H). This hysteresis becomes smaller as the temperature
bright and dark domains. We did not find an intermediateincreases. The width of the temperature range of the
state with a periodic FMM-AFI domain structure in the AFI—FMM phase coexistence also decreases at higher tem-
Ndp 5Sry.sMnO;5 crystals.

Field dependences of the reflected light intensitiy)

peratures. The transition width decreases fidAli oo =1 T
atT=20K t0 AH = 0.5 T atT=140 K. The change in the

from the whole surface of the sample were measured to deeflected light intensity level in the AFI state after a full cycle
termine the hysteretic AHFMM transition fields and the can be attributed to a different concentration of the bright
field range where AFlI and FMM phases coexist. Typicaland dark AFl domains before and after the AFHMM —AFI

I(H) curves are shown in Fig. 3a. The reflected light inten-transition. Note that the reflected light intensity in the FMM
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FIG. 3. Field dependences of the integrated reflected light intensity for the whole surface of the @ngpid field dependences of the magnetization
I(H) andM (H) curves are presented for=20, 80, and 140 K. The reflectivity is normalized to the FMM state.
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FIG. 4. Field dependences of the reflected light intensity measured for(@aakd bright(b) domains at the temperatures 30, 60, and 140 K.

state remains practically unchang@dthin the experimental transition from a dark AFl domain to the FMM state and the
error limits =5%) in the present temperature and magneticinverse transition to a bright AFI domain. In Fig. 5b ti{&l)
field range. dependence that corresponds to the transition from a bright

For comparison we measured the field dependences @&FI domain to the FMM state and the inverse transition to a
the magnetizatioM (H) for the same sample. Typicil (H) dark AFI state is shown.
curves are shown in Fig. 3b. The width of the phase transi- TheH—T phase diagram of N@dSr, sMnO5 constructed
tion on theM (H) curves is generally larger than that seen onfrom the results of the optical studies is shown in Fig. 6. The
the opticall (H) curves. This indicates some additional inho- value of the transition fields in the phase diagram were de-
mogeneity of the bulk of the sample. termined from thel (H) curves for the whole sample and

To reveal the nature of the domain structure observed iorrespond to the center of the field interval of the
the AFI state the field dependences of the reflected light inAFI+FMM phase coexistence. The unfilled symbols corre-
tensity were also measured for single-domain areas of the
sample. Figure 4 shows th€H) curves for dark(a) and
bright (b) domains at different temperatures. The reflected
light intensity for dark domains is much lower than for the
FMM state, while for bright domains it is higher. It is impor-
tant to note that the AFHHFMM phase transition occurs at
the same magnetic field in the dark and bright domains.
Therefore these domains are not thermodynamically different
phases but energetically equivalent states. The strongest drop
of the reflected light intensity was observed in thi)
curves for bright domains in the vicinity of the phase transi-
tion (see Fig. 4b, bottom curyeSuch behavior of the inten-
sity can be associated with changes in the optical properties
of the crystal as a result of the elastic strains arising near the
interphase wall. These elastic strains undoubtedly must arise
because of the large changes in the crystal lattice parameters , ‘ ,
at the phase transiticit 6 8 10 12

As was mentioned above, the domain structure in the BoH,T
AFI state before transition to the FMM state and after reverse ) o ) )
wansition (0 the AFI State often differs. Therefotg) T1o; > Hec dependences of e refectod jgt ety measa i 2
curves like those presented in Fig. 5 were observed in SOMgr|—FMM—AFI transition cycle at the place of the dark domain a bright
cases. Figure 5a shows HiiH) curve that corresponds to the one arises, aT=100K (a), and vice versa, af =150 K (b).

1/ Ty
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FIG. 6. H-T phase diagram of NdSr, gMnO; constructed from optical
studies. The unfilled symbols correspond to the phase transition from the
AFI to the FMM state, and the filled symbols correspond to the reverse
transition from the FMM to the AFI state. The transition fields were deter-
mined from thel (H) dependences for the whole samfi&cles and for the
bright (up triangleg and dark(down triangley domains, and also from the
M(H) dependencetsquares

spond to the AH-FMM phase transition observed with in-
creasing magnetic field and the filled symbols correspond to
the reverse transition in decreasing field. The difference be-
tween the transition fields obtained for these two cases cor-
responds to the hysteresis in th@d) curves. It is clearly
seen in Fig. 6 that the hysteresis decreases at higher tempera-
tures.

Another sets of symbols presents the transition field val-
ues determined from the{H) dependences measured sepa-
rately for dark and bright domains. The phase diagram
clearly demonstrates good coincidence of the transition fieldsiG. 7. (Upper panel The optical setup to demonstrate the origin of the
for dark and bright domains in the whole temperature rangeeptical contrast between crystal twirsower panel a — Two white spots

The values of the transition fields obtained from the®" the screen correspond to separate major directions for specular reflection
from the corrugated surface of the sample. b — Image of the sample when

M(H) curvgs are falso indicat.ed in the phase diagfBig. 6) both reflected beams are captured by the objective. No domain structure is
for comparison with the optical results. These values werebserved. c, d: The first beam is closed off. The domain structure is ob-

determined in the same way as the transition fields from théerved visually. e, f: The sepond beam is closed off. Inverse changes occur
I(H) curves. The results obtained from optical and magnetid" e contrast of the domain structure.
measurements are in satisfactory agreement. Therefore opti-
cal studies probe information about a rather deep surface
layer of the sample and represent the bulk properties of theample becomes corrugated, and the surfaces of the twins of
crystal. The influence of the surface on the AIHMM tran-  different types form a certain angle with each other. In this
sition in Nd, 5Srp sMNO5; was not revealed. case the light intensities reflected from the surfaces of the
The above experiments demonstrate that the two types different types of twins and captured by the microscope ob-
domains(dark and bright observed in the AFI phase are jective can be different, which results in an optical contrast
energetically equivalent states formed during the transitiorbetween domains. In other words, part of the light reflected
from the FMM phase to the AFI phase. It is reasonable tdrom the surface of the twins of one type is not captured by
suggest that these domains are crystal twins emerging at thibe objective, and these domains are observed as dark.
FMM —AFI phase transition, accompanied by a lowering of ~ To check this suggestion the following experiment was
the crystal symmetry from orthorhombic to monoclinic. performed. The basic scheme of the optical setup used for
However, the problem of the optical contrast in unpolarizedthis experiment is presented on the upper panel of Fig. 7. A
reflected light at the crystal twins still remains to be solved.beam from a He Ne laser illuminates an area of the sample
During visual observation of the domain structure in theincluding both types of domains. The reflected light is used
AFI state we found that variation of the angle of incidence ofto image the surface using a microscope objective. On an
light on the sample results in changes of the optical contrashtermediate screen we can determine the intensity distribu-
between domains. Dark domains can transform to bright otion in the reflected beam. In the FMM phase we observe a
vice versa, and at a certain angle of incidence the opticadingle bright spot on the screen, corresponding to the specu-
contrast between domains may disappear. Moreover, the cotar reflection of the optically polished surface. However, in
trast between domains also vanishes when a microscope otite AFI domain phase we find two spafSig. 79. If the
jective with a sufficiently large aperture is used. This sug-optical alignment is such that the light of both spots is used
gests that during crystal twin formation the surface of thein the image, then no optical contrast is seen between the
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different domaingsee Fig. 7lh However, if we close off half  In order for(2) to be an equation of a plane the following
of the beam with one of the two bright spdfsg. 7c, ¢, we  additional condition must be satisfied:

can observe the contrast domain struct(feg. 7d, f. This

strongly suggests that the optical contrast between the do- de‘lSﬁ —&j) |=0. ©)

mains is caused by a different angle of specular reflection for ) ) N
the two types of domains. The estimated tilt angle of thelt is easy to check that in the case considered, the condition

domain surface igg~1°. (3) is satisfied and the solutions of the equati@hare two
This experiment allows one not only to explain the ex-Orthogonal planesx=0 andy=0. Thus coherent domain
istence of the optical contrast, but also to correct the data fof/alls have to be arranged in these crystal planes.
I(H). The real change of the reflected light intensity during _ When the results of the above analysis are compared
the AFI-FMM phase transition can be observed only on theWith th.e experimental data the following can be seen. The
I(H) curves for bright domains. A small increase of the re-analysis performed shows that two types of crystal twins can
flected light intensity, i.e., a small increase of the reflection@/iS€ at themmm- 2/m phase transition. This is consistent
coefficient, was observed on these curves at the transition #ith optical observations that also show two types of do-
the AFI phasgFig. 4b. The decrease in the intensity of the Mains in the AFI state of NgSiogMnOs. It also follows
I(H) curves for dark domains and for the whole sample isffom the symmetry analysis that coherent walls of two types
related to the fact that part of the reflected light was not(Planesx=0 andy=0) occur in the twinned crystal. It is
captured by the objective and registered by the photomulticlearly seen from Fig. (a, b that there are two favorable
plier. Thus the curves for dark domains and for the wholedirections of orientation of the domain walls. The slight de-
sample did not show the real picture of the changes in th¥iations of the domain walls from these directions can be
reflectance at the transition. However, they were much bettegttributed to the elastic strains always existing in a real crys-
than thel (H) curves of the bright domains for the purpose of tal- The angle between the two prevalent orientations of the
determining the value of the transition field and the phasélomain walls is 70—-80¢Fig. 1. If the monoclinicz axis is

coexistence region. perpendicular to the surface of the sample, then the angle
between coherent domain walls oriented in #e0 andy
DISCUSSION =0 planes is equal to 90°. However, if the monoclinic axis is

tited away from the normal to the surface of the sample, as

As we have said, the cause of the AFI phase inhomogeis confirmed by x-ray analysis of our samples, this angle is
neity can be the formation of a twin domain structure duringless, and that explains why the angle between domain walls
the transition to a state with lower crystal symmetry. Accord-observed in the experiment differs from 90°.
ing to Refs. 5, 6 and 8, the symmetry of NN, MnO; Thus the results of the symmetry analysis are in good
changes from orthorhombitspace grougmma to mono-  agreement with the experimental data. This allows us to con-
clinic (space groupP2;/m) at the FMM-AFI transition.  clude that the domains observed in the AFI state are crystal
The formation of the twin domain structure in the AFI state twins that form at the transition from the orthorhombic FMM
was observed previously in &S, sMnO;3 by electron dif-  phase to the monoclinic AFI phase.
fraction techniques. Finally, let us consider some properties of the two-phase

Let us perform a symmetry analysis of the twin domainstate observed near the FMM-AFI phase transition. As was
structure that can arise in the asymmetric phase during thgientioned above, no magnetic intermediate state, i.e., ther-
phase transition accompanying the lowering of the symmetrynodynamically stable periodic two-phase domain structure,
from orthorhombic(point groupmmm) to monoclinic(point  forms at this transition. Usually the absence of an intermedi-
group 2m). At the structural transition the crystal loses the ate state can be attributed to variability of the transition field
following symmetry operations: two reflection planegahd  in the sample. The intermediate state does not arise if this
2y, and two rotation axes,,2and 2, (the monoclinic axis is  variability substantially exceeds the valuerMAM, where
the z axis). The lost symmetry operations are indeed twin-AM is the magnetization jump at the phase transition nd
ning operations. Two types of crystal twins can be formed ais the demagnetizing factor. Typically for YeBr, sMnOz we
this phase transition. These twins differ by the sign of thefind AM =200-220 emu/ci(Fig. 3(b)) and a field interval
shear deformation in thety plane and transform one into of the intermediate statéH=0.3—0.4 T. This indicates that

another by the twinning operations. Monoclinic shear deforthe absence of the intermediate state is not due to inhomo-
mations in the two types of twins can be described by theyeneity of the sample.

second-rank tenso&sﬁ andsi} with the following matrices: Apparent|y a |arge energy of the interphase wall due to

the strong elastic strains is the main reason why the interme-

€ o 0 e —& 0
. o B " 2 diate state does not form. These clastic strains must arise in
ej=| ez €2 O |, ej=|{ —ea €2 0 ). he vicinity of the interphase wall as a result of the dramatic
0 0 &3 0 0 &g changege~1x10 ?; Ref. 4, in the crystal lattice param-

(1)  eters at the FMM—AFI phase transition. Optical measure-

Consider possible coherefiwithout any twinning disloca- Ments in polarized light give us the possibility of estimating
tions walls between these twins. The condition of coexist-the width of the strained area of the crystal in the wall vicin-

ence of the deformations, i.e., the absence of strains in thiy |~60um. Ifitis assumed that the dominant contribution
wall. ist® to the interphase wall energy is the contribution from the

L elastic strains, the wall energy can be estimated using the
(eij —&ij)XiX;=0. (20 following formula
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o=Cel, (4) It was also shown that no thermodynamically stable

hereC is the elasti tant. For thi h estimai striped two-phase domain structure forms at the FMM—AFI
wheret. 1S the e1astic constant. or this rougn estimation Wephase transition. The absence of the magnetic intermediate
have neglected the strain inhomogeneity in the vicinity of the

. A2 N state at this transition is due to the large energy of the inter-
wall. As_summg C~10' erg/cn?, we get U~6x_105 erg/ phase wall, which results in a stripe domain periodicity much
cn?. Using the value obtained for, we can estimate the

. . . 7 larger than the size of the sample.
period D of the stripe domain structure of the magnetic in- g P
termediate stat&:

U'd 1/2

D= ) , (5) 1A. P. Ramrez, J. Phys.: Condens. Matt@r8171(1997).
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F(&)(AM)?
. . . _ 11 Science270, 961 (1995.
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The crystal structure of the manganite JM8r, sMnO; is studied at temperatuie=300 and 77.3

K by means of an x-ray diffractometer. It is shown that the transition from the ferromagnetic
metallic state to the antiferromagnetic insulating charge-ordered state is accompanied by a
lowering of the symmetry of the structure from orthorhombic to monoclinic. The space-

group symmetry of the orthorhombic and monoclinic phases is identifiéthmsand P2, /m,
respectively. Twinning of the crystal and the formation of a twin domain structure with

coherent boundaries in the (QCcrystallographic planes are found. 2001 American Institute

of Physics. [DOI: 10.1063/1.1421458

INTRODUCTION responds to a distortion of the ideal cubic perovskite struc-

. ) ) o ture by rotation of the octahedra with respect to[th@l] and
Keen interest in the investigation of the manganeserq1 directions.

based compounds (R,A,MnO3) with perovskitelike struc-
tures is connected with their high potentialities for technical
applications due to their colossal negative
magnetoresistandeThe manganites are also attractive ob-
jects for basic physical research primarily for a combination
of different phase transformations in the electronic, mag-
netic, and crystallographic subsystems.

Recent studies of N@Sr, sMnO3 have revealed a num-

ber of spontaneous phase transitions observed on decreasinc

temperature. At a temperatuile=250K the crystal trans-
forms from a paramagneti®M) metallic state to ferromag-
netic (FM) metallic one, and at a temperature of about 158 K
a first-order phase transition to an antiferromagn&seM)
insulating charge-ordered state was observed in this cristal.
In a temperature range belolw 158 K a magnetic field in-
duces the reverse transition to the FM metallic state.

At room temperature the manganite N8y sMNO5 is
characterized by a perovskitelike orthorhombic structure
(Fig. 1), though there is a discrepancy in the published data
on identification of the symmetry space group of this crystal.
In Refs. 2-5 the NglsSrp sMnO; compound is attributed to
the space groupmma In this case its crystal structure is the
perovskite one, distorted by rotation of the octahedra with
respect to th¢101] direction in the perovskite structure. At
the same time, in Refs. 1, 6 and 7 the space group of the

As the temperature is decreased below 250 K an increase

manganite NglsSrsMnO; was determined _aE’mma This  FiG. 1. The unit cell of the manganite NeEBr, sMNO; (the inset shows the
group has lower symmetry as compared witimaand cor-  chosen spatial axes for the orthorhombic and monoclinic systems
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of the lattice cell parametesandc and a decrease of the  ingly, it is important to modify the common methods of x-ray
parameter is observéd. The lattice symmetry does not data processing using modern computer techniques. Here we
change. used an approaétbased on the differential Lipton technique
The ideas about the crystal structure ofgN8Ih sMnO3;  for indexing the diffraction patterns and estimation of the
in the AFM insulating state also diverge. According to theunit cell parameters; (i=1,2,3) for the orthorhombic and
results of Refs. 6—8 the structure of this compound does nanonoclinic systems. The classic techniques allow one to es-
change during transition to AFM insulating phase and staysimate only the order of the complex crystal lattice param-
orthorhombic. However, in Refs. 2—5 results were obtainecdkter. The differential Lipton technique was used as a basis for
which suggest that the crystal structure in this state becomebke algorithm of the program in order to estimate the param-
monoclinic with the space group2,/m. etersa; and confine them by the least-squares technique.
The aim of this work is the investigation and identifica- This algorithm included probability distribution for estima-
tion of the N@ sSrpsMnO; crystal structure in the metallic tions of the lattice parameters and preliminary analysis of the
state at room temperature and in the insulating state belowmeasured and computed scattering amplitudes. Such values
the charge-ordering temperature by means of x-ray scatteringf lattice parameters were selected, which corresponded to

measurements. the local maxima of the probability distribution function. As
the latter may have false maxima, which are not associated
EXPERIMENTAL TECHNIQUE with real values of the cell parameters, the proposed algo-

rithm provided additional procedures for estimation of the

Single-crystal and pqwder Sa”.‘p'es of the manganlt‘?eliability of proposed structure models, which allowed one
Ndp 5SrhsMnO3 were studied. The single crystals were ob- to exclude false maxima

tained by the floating zone technique at the University of

Warwick as well as at the Institute of Physics of the Polish

Academy of Sciences. The single crystals were used foF XPERIMENTAL RESULTS AND DISCUSSION

analysis of Laue patterns and also for observation and inves- The Laue patterns registered at room and low tempera-
tigation of the twin domain structure by means of tures are presented in Fig. 2. The point Laue patterns, shown
w-scanning. For x-ray diffraction analysis the powders weren the picture, unambiguously identify the sample as being a
prepared from single crystals in a commercial dispergator. l§ingle crystal. In order to avoid the situation in which the
should be noted at once that the results obtained for thgample is a large-grained polycrystal and the incident beam
samples prepared at the University of Warwick and at th@eaches only one of the grains, the sample was shifted by
Institute of Physics of the Polish Academy of Sciences coinsmall distances parallel to the film plane. The fact that the
cide fairly well. patterns obtained in various positions of the sample did not

The single-crystallinity of the samples under study wasdiffer proves the single-crystallinity of the sample.
proved by the Laue patterns. This way of characterizing the |t is important to note that all the reflections on the Laue
samples was chosen as an express and direct one. A thiglatterns are double, as is seen from Fig. 2. This circumstance
sample with high x-ray absorption was studied; the reversenay be explained by mosaicity of the crystal, i.e., it consists
Laue patterns were taken, because the reflections in thgf blocks. The misorientation angle calculated from the Laue
sample at low angle# are strongly weakened and are not pattern is about-0.13°, which is in good agreement with the
observed. low-angle boundary between the blocks.

The x-ray spectra(¢) were registered on a DRON-2.0 The low-temperature Laue pattern shows changes in the
diffractometer, using the Bragg—Brentano scheme of focusreflection positions, though it is difficult to estimate the
ing (6—2¢ schemg The complete spectra of the diffracted structure change correctly. For that the more accurate and
radiation were obtained, with a subsequent identification ofnformative x-ray diffraction analysis is required.
the unit cell system and parameters. The accuracy of the Figure 3 presents the diffraction patterns obtained at
intensity measurements was 0.5%. The lattice parametetgmperatures of 300 and 77.3 K for the powder sample of
were determined to withint0.01%. The other used tech- Nd, sSth sMnO;. The low-temperature scanning was similar
nique wasw-scanning, when the sample only rotates aroundo that at room temperature, which simplifies considerably a
the goniometer axis, while the counter is immobile and iscomparative analysis of both diffraction patterns from the
mounted at a fixed double angle of diffraction with respect tosame sample at different temperatures. The chosen spatial
the primary beam. The latter registering technique was usegixes for the unit cells in the orthorhombic and monoclinic
to obtain the “reflection curves” of the single crystal. systems are presented in Fig*1.

The DRON-2.0 diffractometer was also used in the cryo-  The quantities 2 and the reduced intensities were de-
genic experiments: in this case the small-size cryostat fofived for each maximum from the diffraction pattern at room
x-ray powder measurements in a temperature range 4.2—-3@@mperature. Every peak was indicated using computer data
K was installed. processing, and the space system was determined. In Fig. 3

In the experiment an x-ray tube with a copper anode washe indices of the reflecting plane are indicated near every
used §cuk, =1.54178 A). The spectra were registered in thepeak. Together with the extinction laws for the orthorhombic
angle range 2=20°-80°. system it clearly shows that at room temperature the

In principle the problem of structure analysis is solvedNd, 5Sr, sMNnO; belongs to the space grodpma For this
for the crystals. However, utilization of the known tech- space group the following laws are valid:+k+1=2n for
niques in structure identification for complex compounds of-lines of the(hkl) type, andk+1=2n for lines of the (&I)
ten turns out to be inefficient without computer aids. Accord-type!*
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FIG. 2. The Laue patterns for single-crystal N8r, sMnO; at T=300 (a)
and 77.3(b) K.

tern at room temperature weee=5.4302A,b=7.6177A,
c=5.4860A.

From a comparison of the diffraction patterns in Fig. 2
the change of the diffraction spectrum in the low-temperature
state relative to that at room temperature is clearly seen.
However, the large number of superimposed lines does not
allow one to perform a qualitative analysis of the crystal
lattice modification in the AFM insulating state. Therefore, in
the next stage of the investigation the most intense lines were
recorded in a discrete mode at both room and low tempera-
tures. The results obtained are presented in Fig. 4. They
clearly demonstrate that at low temperature the double maxi-
mum (200)/(121) splits into two separate maxima.

The shift and splitting of the diffraction maxima may be
induced both by a change of space group and by anisotropy
of the thermal expansion. Cooling of our samples is accom-

Eremenko et al.
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FIG. 3. The diffraction patterns for the NeSr,gMnO; powder sample at
T=300(a) and 77.3(b) K.

ever, the shift of the diffraction lines induced by thermal
expansion anisotropy is lower than that induced by a change
. of a space symmetry group. Besides, the change of lattice
parameters due to thermal expansion is smooth, while near
160 K we have a jumplike change of the cell parameters,
which is attributed to a change of the space group symmetry.
The above consideration are based on the data of Ref. 3.
The AFM insulating state, which is observed in the
The unit cell parameters derived from the diffraction pat-Ndy sS1p sMNO; manganite below 158 K, is characterized by
a monoclinic structure and belongs to the space group
P2, /m. The processing of the diffraction spectrum gave the

| (121),,,5+(200),,15

-o-T=77.3K
—-e

-e-T=300K

00
32.4 32.6 32.8 33.0

20, deg

33.2 334 336

panied _by a d_ecrease of the cell _para_meter_s, V\_/hiCh in tUrB|G. 4. The results of the discrete recording of th&1) and (200) reflec-
results in a shift of the corresponding diffraction lines. How- tions atT=300 and 77.3 K.
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FIG. 6. The results of-scanning of th€200) maximum atT =300 (a) and
following unit cell parameters of the monoclinic phase: 77.3(b) K.
=5.4851A, b=7.5223A, c=5.5186 A, and the ang!®
=89.455A.

It is important to note that, as is clearly seen from Fig. 4,
in this angle range the diffraction reflections correspondin
to the orthorhombic phase are not observed. This suggegf
that in our case the state of the samplelr'at77.3K is ho-
mogeneous, i.e., phase separatisnnot observed.

Consequently, the transition from the FM metallic state
to the AFM charge-ordered insulating state is accompanied ing is d d sch ically in Fig. 5
by a structural transformation. It should be mentioned that af~scanning 1s emonst_rate SC ema_mca y In FIg. ©.
the transition from the orthorhombic phase with space group The prof_||es of the mterfere_nce Ilnoes obtained by means

. . of w-scanning at room (2=33.04°) and low (2
Immato the monoclinic phase with space groBg,;/m the

. =32.65°) temperatures for th@00 planes are shown in
crystal loses some elements of symmetry, namely 2 reflectloEig 6. The curves presented clearly indicate that at low tem-
planes of them type and, consequently, 2 twofold rotation s

: erature an additional reflection appears, corresponding to
axes normal to these planes. It is known that at a phas . :
" . . ) : the occurrence of the twinned domain structure. Thus the
transition with symmetry lowering, a twin domain structure

mav appear in the low-svymmetrv phase. In the situation Conr_esults of an x-ray structural investigation unambiguously
y app y yp ' rove the formation of the twinned domain structure at the

sidered, twins may form in the monoclinic phase which ar . . -
. . tr?nsmon from the orthorhombic to the monoclinic phase.
separated by coherent domain boundaries along the planes 0

the (00) type. Then in the monoclinic phase of the
Ndy 551 sMNO; single crystal 2 sets ofh00) planes will
exist, with an interplane angles(Fig. 5. Our x-ray investigations of the manganitc
The domain structure in the AFM insulating phase ofNd sSrp sMNnO; have shown the following:
Ndp 5S1h.sMnO3 was observed visually in Refs. 12 and 13. It 1. In the orthorhombic phase the crystal structure of
was assumed that the observed nonuniform state is comNd,sSrysMnO; corresponds to the space groupma The
nected with the formation of the twin domain structure at theunit cell of the orthorhombic phase is characterized by the
transition from the orthorhombic to the monoclinic phase.lattice parametera=5.4302 Ap=7.6177 Ac=5.4860A.
However, the final conclusions as to the nature of the ob- 2. At the transition to the AFM insulating charge-ordered
served domain structure could be derived only from thestate the crystal symmetry lowers to monoclinic. The sym-

more-direct measurements, in part from the x-ray study.
In order to reveal the twins, a@-scanning of the single-

rystalline sample relative to th€00) planes was per-

S : o

ormed. The orthorhombic and monoclinic phases were ex-

amined at room T=300K) and low {[=77.3K)

temperatures, respectively.

The principle of the twin structure revelation by

CONCLUSIONS
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Measurements of the conductance of a metal nanowire are performed. A niobium nanowire is
produced during etching and subsequent anodization of a macroscopic wire at the location

where the wire is preconstricted. At the final stage, before the conductor ruptures, the dependence
of the conductivity on the decreasing diameter shows a distinct step structure with horizontal
sections approximately corresponding to integral conductance quahta=27.75 10" °S.

This phenomenon is explained as a discrete passage of electron wave functions through an
atomic-size metal contact between two massive electrode20@&L American Institute of Physics.

[DOI: 10.1063/1.1421459

The fundamental discoveries made in the field of submidis proposed for measuring the thickness and the conductance
cron structures in the last decade have influenced the devedf metal nanowires. This method is an elaboration of the
opment of semiconductor technologies. The sizes of théechnique proposed in Ref. 4.
components of computer chips are now approaching 150 nm, A circular notch is made, using a lathe, at the center of a
which corresponds to only several hundreds of atoms. CorB.05 mm in diameter and 3—4 cm long niobium wire. This
sequently, the characteristics of atomic structures are of inecircular notch decreases the diameter of the wire by a factor
terest for science and possibly for future technologies. of 2—3. This conductor is glued using Stycast 2850 FT glue,

There are a number of methods for measuring the conso that the notch lies between two nearby drops of glue.
ductance in nanowires, i.e. wires whose diameter equals théext, the mixturé HF+HNOz+H,Om (in equal parts is
diameter of one or several atoms. The most widely usedripped onto the substrate with the conductor at the location
methods are the STMscanning tunneling microscope of the notch and the electrical resistance is measured. The
method and the break-junction methédlhe STM method etching of the niobium decreases the diameter of the wire
employs a fine needle which can be moved very accuratelgnd the resistanc® starts to increase rapidly. WheR
in the vertical and horizontal directions. Initially, this needle reaches 2—2.%), the acid is washed off the conductor with
is placed against the surface of a flat metal conductor. Thedistilled water. The diametett of the narrowest part of the
the needle is raised. The metal atoms “stick” to the needle asvire decreases to 10—15 nm. This estimate follows from
a result of cohesion. As the needle is raised, a thin wire formSharvin's relatioh for a ballistic point contact: d?
between the conductor and the needle. This wire gradually= (pe /ne?)/R, wherepg is the Fermi momenturm is the
becomes thinner. It is believed that the diameter of this wireconduction electron density, arel is the electron charge.
reaches the diameter of one atdnSince current flows Next, the conductor is placed into a small reservoir filled
through the needle contact with the conductor, the conducwith distilled water; a schematic diagram of the reservoir is
tance of this thinning nanowire can be measured right dowrshown in Fig. la. An anodization circuifig. 1a and a
to a diameter of the order of one atom can be measured. measurement circuftFig. 1b] are connected to the wire in

A break junction is a method for measuring the conduc-+the reservoir.
tance of nanowires by stretching of the conduét@rcircular The anodization circuifFig. 14 intended for oxidizing
notch is made at the center of the conductor and the conduthe conductor in the reservoir consists of a platinum elec-
tor is glued to a substrate consisting of a special plastic, strode P immersed in the water, a potentiometer, an ammeter,
that the notch lies between two nearby drops of glue. A sloand a dc voltage sourdd00 V). Since the oxygen ions are
is cut on the opposite side of the substrate at the location afegatively charged, a positive charge is applied to the nio-
the notch in order to be able to bend the substrate. The sulbium conductor in order for the oxidation reaction to occur.
strate is secured along the edges and buckles before the cofhe negative electrode is made of platinum to prevent oxi-
ductor breaks. Then, using a piezoelectric element, the sulgtation and etching of the electrode. The potentiometer serves
strate is slowly unbent, while the contact has not yet beeffor regulating the anodization current. Since during anodiza-
restored. Bending and unbending the substrate producestian the niobium wire becomes coated with a layer of a non-
nanowire between two parts of the conductor and the eleazonducting oxide, the current in the circuit will decrease and
trical conductance of this nanowire is measured. a potentiometer is used to maintain a constant current.

In the present paper a chemical-reactions-based method The measurement circyiFig. 1b] consists of an ac volt-

1063-777X/2001/27(11)/3/$20.00 935 © 2001 American Institute of Physics
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FIG. 2. Conductancé& of a nanowire(in units of conductance quanta
versus time for two different contacts: Nb 030 and Nb 05a(b)
Plotter

Gmeas— G=Gy, where G ¢as1S the measured conductance
and G is the conductance of the 1(kresistor, equal to
b Combut 10 3 S. The sample conductance obtained is normalized to
puter the conductance quantu@,=2e*h=7.75<10"°S (h is
Planck’s constant
FIG. 1. Anodization circui{a) and resistance measurement cir¢bjt The Figure 2 shows the time-dependences of the reduced
sample is located in a rgservoir with distilled water, P—platinum electrodeconductance_ Before the conductor ruptures, a step change of
A—ammeter. An acoustic generator feeds a frequency of 21 Hz to the
sample. The ac voltage on the sample is measured with a synchronod§® conductance occurs as a result of the quantum nature of
amplifier SA. The sawtooth generator produces a voltage proportional to théhe propagation of electron waves in a nanoconductor whose
time. An analog—to—‘digitgl converter and a computer are used to record th gnsverse size is of the order of the de Broglie wavelength
measurement data in a file. of Fermi electrons. This is indicated by the nearly integral
values of the conductance quanta on flat sections of the ob-
served curve. It could be inferred that the transitions between
age generator with frequency 21 Hz, a H)Mesistor, a ac- these sections correspond to oxidation of individual niobium
curate 1 K) resistor, the experimental sample, a synchronoustoms. However, this is not so, as one can see from the
amplifier, aXY Rikadenki potentiometer, a ramp voltage gen-horizontal section of the conductance prior to complete rup-
erator, and a computer. The reference voltage from the gerure, which corresponds to a contact diameter of 1 niobium
erator is applied to the synchronous amplifier, and the appatom. The conductance of 1 niobium atom, as a rule, is
ratus measures only the signal that has the same frequenhbigher than 1 quanturhThis is because the conductance of a
and phase as the generator signal. The® idsistor is con- niobium atom is due to several electronic orbits, each of
nected to the generator; this resisance is much larger thamhich carries less than 1 quantrilowever, the last plateau
that of the experimental sample, so that the generator can lie the conductanc&(t) (see Fig. 2 is most often observed
treated as an ac current source. The accurate resistarfe¢e 1 kear 2 quanta, which corresponds to a single-atom contact.
is necessary to prevent the measurement apparatus from be- In summary, the steps at the last stages of anodization
ing overloaded when the contact on the sample is brokercould be due to several factors. In the first place, if the orbital
The synchronous amplifier measures the voltage on thstructure of the electronic wave functions of the last niobium
sample, which is proportional to the resistance. Theatoms is neglected and the decrease in the diameter of the
Rikadenki plotter is used as an analog—to—digital convertemanowires as a result of oxidation is assumed to be a smooth
the output voltage from the synchronous amplifier is fed tofunction, then the steps could be due to the quantum-size
the Y coordinate and time is recorded on tecoordinate. effect, where the wavelength of the Fermi electrons is of the
The ramp voltage generator gives a signal proportional to therder of the transverse size of the constriction. In this sim-
time. The computer writes all data from the plotter to a file.plified model the step height is equal to 1 conductance quan-
After the anodization circuit and the measurement circuittum, while for a cylindrical model of a contact it is equal 2
are connected to the niobium conductor, the anodization cuguanta because of degenerddy the second place, as a
rent is set at 1QuA. Oxidation proceeds quite rapidly, and result of anodization, oxidation itself can occur in a step
the anodization current decreases rapidly. With the anodizananner as oxides with various stoichiometry, which discon-
tion current kept at a constant level using the potentiometenect channels from the conductance of a niobium atom
the conductor is anodized while its resistance has not yawhich are associated with particular orbits, are formed. In
reached 1 R (in this case, the diameter of the conductor isother words, measuring the electrical conductance makes it
3-4 atoms at the narrowest poinfThen, the anodization possible to observe various oxidation steps corresponding to
current is decreased to 0.5+ in order to slow down the the last niobium atoms.
anodization process. The entire process takes 1-3 h, depend- In the break-junction method the plateau on the steps is
ing on the magnitude of the current. ordinarily attributed to elastic stretching of a nanowire,
The results are recorded during anodization. Thewhich precedes an abrupt decrease of the diameter as a result
resistance—time curve is observed on the computer monitoef relaxation. We underscore that in our method the horizon-
The sample conductance is found using the relatiorial stepped sections are due to other factors.
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p 1 - of the atoms during the stretching and relaxation of the nano-
r —l wire at low temperatures. The broadening of the nearby
0.75T peaks(G=1.8 and 3 in our experiments is probably due to
- the quasistationary arrangement of the atoms of the metal
05 t and the oxide and the stepped oxidation of various orbits in
- the last niobium atoms prior to the break.
025} Since the intermediate niobium oxides NbO and NbO
- and various intermediate steps between them possess semi-
0 3 &t 5 7 8 metallic and semiconductor character, the conductor diam-
G . 2e/h eter actually decreases continuously. This fundamentally dis-

tinguishes the chemical oxidation method from the
FIG. 3. ProbabilityP of the appearance of a plateau in the time-dependencdnechanical STM and break-junction methods.
of the conductancéfor eight contacts (see Fig. 2 as a function of the In summary, we propose a new method for observing
conductance for Nb nanowires obtained by anodization at room temperaturg.q 14 ctance guanta in metals. This method is distinguished
by simplicity and the absence of deformations in the struc-
, ) ) i . ture of the metal, as compared with the stretching deforma-
Figure 3 displays a histogram reflecting the probabilityyi,, of nanowires in the STM and break-junctions methods.
of observing a plateau in the time-dependence of the conduGryig method makes it possible to measure the conductance of
tance as a function of the conductari@eThe histogram was 5 metal nanowire whose transverse section decreases quasi-
constructed in a manner so that each plateau corresponds t%@ntinuously. The method does not require low temperatures:
rectangle of width 0.2in the units 2%/h) and unit height, the amount of equipment required is minimal. ’
centered at a value of the conductance where the derivative
dG/dt possesses a minimum, i.e. at a point where the func- We thank I|. K. Yanson for posing problem and for con-
tions G(t) are as horizontal as possible. The peaksGat stant encouragement.
=1.8 and 3 are strongest. We compare this histogram with
the histogram obtained at Leyden University by the breaksg_mai: fisun@ilt. knarkov.ua
junction method at low temperaturésig. 4).2° In contrast to
our experiments, one wide peak with=2.3 is observed
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Xenon excimer compounds with oxygen in low-temperature inerttBasrystal matrices are
investigated. The transformation of the excimer emission spectrum as a reslt of a change

in the Xe concentration is analyzed. It is shown that the luminescence band with a peak near 1.7
eV could be due to the superposition of two bands \&th,=1.8 and 1.72 eV. The higher-

energy band witl,,,,=1.8 eV is observed at low xenon concentration, and it can be interpreted as
a transition from the 4I1 state of the complex XeOto the lowest state Xe®°I1. The

band withE,,,=1.72 eV, which predominates in the intrinsic Xe matrix with oxygen impurity

and high-concentrated solutionstiXe+0O, is attributed to emission of the triatomic

excimer XgO*. A comparative analysis of the experimental data and theoretical calculations,
obtained for analogous compounds of xenon halides and hydrides as well as the xenon
compound with the isoelectronic S atom, is performed. The results suggest that the 3.33 and 3.58
eV bands observed in the xenon matrix belong to emission of charge-transfer complexes

Xe; O and Xg'S™. © 2001 American Institute of Physic§DOI: 10.1063/1.1421460

1. INTRODUCTION the real influence of the matrix on the structure of these
complexes and it makes it possible to determine the possibil-
The energy structure and scintillation characteristics Oity of the existence of the triatomic complexes )@ . The
condensed inert gases and their compounds with other el@iminescence of the system X©, is investigated in the
ments are of interest in connection with their use as laseftrinsic Xe matrix and in matrices of lighter inert gases Ne,
media and for detecting the products of nuclear reactionsar, and Kr. Analysis of the concentration and dose depen-
The possibility of the existence of strongly bound inert-gasgences of the observable luminescence makes it possible to
excimer compounds$R) with electronegative elements and determine the existence of two overlapping bands in the

radicals Y(H, OH, F, Cl, Br, ) is due to the existence of a range from 1.5 to 1.9 eV. Various versions of the identifica-
bond with charge transfer ¥ .1 As a result of the high tion of each of them are considered.

ionization energy of inert gases, the electronic excitation en-
ergy corresponding to the formation of excimer complexes of
thi; type is usally 3-5 eV. Compounds with qtqmic OXYGEN,, YENON EXCIMER COMPOUNDS IN A GAS AND IN A
which also possesses a negative electron affinity, differ fromy, xrrx
simpler systems with univalent reagents by the presence of
one other form of excimer compounds with a covalent bond  Figure 1 displays the theoretical molecular potentials of
RO*. The are formed from unexcited R atoms and excitedkenon excimer compounds with oxygen in the free Statel
oxygen atoms © in the valence state$S and 'D.! The the radiative transitions observed in the experimental spectra.
electronic excitation energy corresponding to the formatioriThe band system Xe02'S — 113 near 2.3 eV is most char-
of these molecules does not exceed 4 eV. Thus, a quite conacteristic for the luminescence of the gas mixturerX.3>
plicated system of molecular potentials is characteristic foiThe radiative transition from the same upper stag B the
inert-gas oxides. This system is manifested in the compleyowest repulsive ternX®II is manifested as a very narrow
structure of the optical spectrum from the near—IR to theemission band withE,,,=4.025eV. The strongest band in
VUV range. Of all the inert-gas oxides the xenon excimerthe VUV region of the spectrum is the band wily,.y
compounds with oxygen have been studied most intensively:=5.275 eV; this band is identified as a transition from the
since they are most stable. Nonetheless, many unresolvéowest state of charge-transfer complex to the ground term
questions, concerning the virtually complete difference bed3IT—X>I1.6-8 Several weak maxima at 4.59, 4.25, and 3.76
tween the excimer radiation spectra in the gas phase and &V were interpreted as transitions fromIl to the lowest
the crystal matrix of xenon remain for these compounds. lying valence state of the complex X&013%3, 1'3, and
Our objective in the present work is to investigate the1'II, respectively. Finally, we note that a number of early
transformation of the luminescence spectra of excimer comworks on the gas systems X©, reported the observation of
plexes of xenon and oxygen on transition from the gas phaseontinuum radiation in the longest wavelength region near
to a matrix of inert elements. This yields information about1.8 eV3®

1063-777X/2001/27(11)/11/$20.00 938 © 2001 American Institute of Physics
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12 10 eV? largely corresponded to the excitation spectrum of
Xe*(2P) +07(2P) Xe} in crystalline xenor?
E— In Ref. 14 the band widtlE,,,=1.67 eV was observed
10 under excitation with laser radiation with lower energies
En,=5 and 6.4 eV. From this it was concluded that the state
XeO* (1) could be populated from the state of the
charge-transfer complex X® . In Ref. 15 we obtained the
r photoexcitation spectrum of two bands whf,,=1.65 and
6k 1A 3.35 eV at energies from 4.8 to 5.6 eV. Both bands have the
same radiative decay time constart 227 ns and showed
Xe(1SO)+ o*('s) the same temperature behavior and similar variations of in-
tensity as a function of irradiation time. Assuming that the
lowest emitting state of Xe0™ is 3'¥, the authors of Ref.
Xe('Sp)+0"('D) 15 referred the bands with,,,,=1.65 and 3.35 eV to a tran-
-] sition from this term to the levels'1l and '3 of XeO*,
respectively; in addition, the matrix shift of the levelX3 is
Xe(1so)+0(3P) estimated to beAEg=—0.78eV. In this case the rule that
Ot 1 1 e s— R ) —— . . . . .
1 2 13 4 & '8 terms with identical symmetry cannot intersect with the state
213 operates. It was also assumed that the interaction of
both levels should result in deepening of th&2potential
FIG. 1. Potential curves of xenon excimer compounds with oxyg&ne by approximately 0.7 eV compared with the theoretical val-
arrows show the transitions observed in the experimental emission spectta€s of D,. At the same time the position of the tertil
of the gas phase. remained essentially unchanged. Thus, the question of the
character and strength of the interaction of inert-gas excimer
compounds with a crystalline environment became espe-

All bands associated with a transition from the stats 2 cially urgent for resolving the contradictions which have
XeO* are completely absent in the spectrum of the crystaP''S€n- _ o _
matrix Xe with oxygen impurity. A comparatively weak band Stabilization of excimer molecules in inert-gas matrices
with E,.,—=4.9€eV is observed in the VUV region of the is due primarily to the symmetric polarization interaction
spectrum; this band is present only at low oxygen concentaith the environment, ordinarily characterized by the spec-
tions. The most characteristic excimer radiation associate@l matrix shift. The emission-band maxima shift to lower
with the presence of oxygen in Xe crystals are two intensé&nergies bydAEs~0.1eV compared with the gas phase, but

re s A

bands with maxima near 3.3 and 1.7 eV. the other spectral characteristics change very little: shape,
Despite the fact that there is an entire series of workd1alf-width, and lifetime. _
devoted to the study of these barid&’ the interpretation of Another possibility for lowering the energy of the sys-

their origin is quite contradictory. Specifically, there exist®m RtY in an inert-gas matrix is formation of triatomic
two different interpretations of the emission band i,  molecules RY ™. The energy gain is much greater in this
=1.7 eV in Xe crystals with oxygen impurify*” which is the ~ case and is approximately 1 eV, which corresponds to the
main object of the present investigation. binding energy in the molecular ion;R The radiation of
The wide continuum band with,,,,,=1.66 eV and half— triatomic complexes ordinarily has a larger width and a com-
width A;,=0.88eV was first detected in the mixture Xe paratively longer lifetime than that of diatomic complexes.
+1%N,0 with excitation by synchrotron radiation with en- Compounds of similar type are observed in Ar, Kr, and Xe
ergy E,,=8-10eV? A local maximum with En.y matrices with halogen and hydrogen impurities. Such mol-
=1.86eV was observed on the high-energy edge of thi€cules can also form in the gas phase under sufficiently high
band. We observed a similar structural band near 1.7 eV angas-mixture pressur@>1 bar? As far as the possibility of
radiation with E,,~=3.3eV in the spectra of Xe with re- triatomic inert-gas compounds with oxygen existing, it has
sidual oxygen impurities under excitation by slow electronsbeen provet?** that the molecule ArO™ is stable in the
with E,=200eV° It has been investigated in det&il*>  intrinsic matrix. Evidence of the possibility of the formation
The damping kinetics of the luminescence band in the re@f triatomic complexes XgO™ has been obtainéd'®in an
region of the spectrum at=25K gives two different radia- analysis of the photoexcitation spectra of the ternary solid
tion decay constantst;=110ns forE,,=1.86eV andr,  solutions Ne-Xe+O,. Nonetheless, it is believed that tir-
=290 ns forE,—=1.66 eV? According to the energy posi- atomic molecules of this type are unstable.
tion of this band, close to the energy of the transiton  The lack of computational molecular potentials of
O* 'D—3P, it was identified as radiation from Xe&Gstates charge-transfer compounds ® has for many years made
kinetically coupled with the valence staté' @'D), specifi- it difficult to identify the complete emission spectrum in
cally, 1*S, and T'II. Since theoretical calculatioffssubse-  crystal systems RO. In contrast to the potentials of RQ
quently showed that the lowest of these term&3(JLinter-  which were calculated quite a long time aahe potentials
sects with repulsive branches of the ground state, the mosif the compounds X&O~ were obtainedab initio only
likely candidate for the radiating state remains the téfin  recently?> Consequently, all preceding identifications of the
The excitation spectrum of this band, measured from 8.1 t@pectral bands were based only on estimates of the param-
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eters of the potentials obtained from gas-phase experimenkelium cryostat with the temperature of the copper substrate
and analogs with compounds of this type with halogen andegulatable over the range from 2.5 to 78 K. The samples
hydrogen atoms. We note that the results of Ref. 2 agree wellere grown by depositing a gas mixture with the appropriate
with the experimental data and earlier calculations for low-composition on the cryostat substrate at a temperature close
lying covalent compounds RO At high energies the calcu- to the sublimation temperature of the most volatile compo-
lation of Xe" O~ potentials shows that the lowest state is thenent of the solid solution. The thickness of the polycrystals
triplet term 11 and the singlet terms'X and 2A lie ap-  obtained wasd~1 um and the crystals were completely
proximately 0.3 eV above®II; this is at variance with the transparent. The measurements were performdd= K.
results obtained in Ref. 15. The initial inert gases contained oxygen impuriy,

The effect of the matrix environment of inert gases on~10"3—10"%at.%; a mixture WithC02: 0.1—1 at.% was

excimer molecules with a covalent bond R@as investi-  ,5aq as a control. The Xe impurity concentration in neon and
gated theoretically in Refs. 18, 25, and 26. According t0 Refarqon matrices varied from 0.03 to 30 at.%. The radiation
26, the decrease in the energy of the atof(D), COMMe- was detected using DFS—24 and DFS—8 monochromators in
spondln? to the I state, iSAEy~0.04eV, and for O("S)  the range 2.5 e¥7500-5000 A. The spectral resolution was
and O (*P) the decrease i4Ey~0.01 and 0.11 eV. These ( g15 and 0.06 nm, respectively. Systematic measurement of
results agree reasonably well with the experimentally datane spectral diagrams in definite time intervals made it pos-
On the other hand, the method used in Ref. 18 to simulatgjhie to obtain the dose dependences of the luminescence. At
the crystal system XeO results in much larger values of the {ho  same time, the intensities of the impurity bands

energy gain in the state'¥, AE, =1 eV. Xe* (3P,, 1Py), Xe§(3EJ), and O (3S, 5S) were recorded
Since the effect of the matrix environment on charge-i, the vuv range with a VMR—2 monochromator. The
transfer complexes X@" in inert-gas crystals have still ot hane and position of these bands were quite reliably deter-

been investigated theoretically, the experimental matriXyined in previous studies. The working vacuum in the cry-
shifts of the emission bands of halides in Xe can be preysiat was maintained at the level #bar.

sented for making comparisons: they are approximately 0.4
+0.2eV?’ The computed values of the polarization interac-
tion with the medium for X§CI‘, for example, are 4. EXPERIMENTAL RESULTS
—0.39 e\® and agree with the experimental value. _ _ _

Thus, the question of the nature of excimer compounds '€ luminescence spectra of the solid solutions-Xg
in Xe crystals with oxygen impurity and the influence of the I @ neon or argoriR) matrix contain three types of bands,
matrix environment on their binding energy remains contro-€ferring to excitations of the matriéR*, R;), noninteract-
versial. In some sense the transitional stage from the gd§9 Xenon and oxygen impuritie&e*, Xe5 , O*, 03), and
phase to crystalline xenon are matrices of lighter inert gasedetéronuclear excimer compounds of oxygen with the inert
Ne, Ar, and Kr, whose polarizability increases in the se-aoms of the matrix and xenon impurigR™0~, RO,
quence given. Analysis of the transformation of the spectra€O"). This radiation covers the range from the far-UV to
of XeO* and X&' O~ from the lightest to the heaviest matrix the near-IR. The present work focused on the system of
can yield substantial information for making a correct iden-Pands in the spectral range 1.5-2.5 é\g. 2). Additional
tification of the emitting states. Such investigations in thisStudies are required to identify several overlapping bands
field are still inadequate. The system of transitions from thet higher energies from 2.5 to 4 eV, which are due to the
state 23 has been investigated in greatest déillhe mea- X€ impurity. We note only that for concentrations
sured matrix shift of the radiation’2 —X3IT in Ar is only cx8>Q.3 at.% bands with maxima at 3.44 and 3..54 eV, re-
—0.06eV, and the minimum of the'¥ potential becomes SPectively, were observed in the Ne and Ar matrices.
deeper by 0.1-0.25 eV, depending on the enumeration .Of the previously |'d.ent|f|ed bands 'the rad|at|on' near 2.2
adopted for the vibrational levels in the gas ph&s@he €V is due to the translmon g's—'D)ina Ne matrix and
transition corresponding to the emission band of Xe@ar  the transition 2% —1'S ArO* 1and 3KrO‘ in Ar and Kr
1.7 eV in Ne and Ar matrices has been investigated only ifnatrices***'The transition ®(*D—°P) near 1.96 eV was
Ref. 16. Only one luminescence band was detected in th!SO observed in the neon matfiin addition, the impurity
region 1.5-1.9 eV in a neon matrix with oxygen and xenonluminescence s_pe_ctra in Ne, Ar, and Kr matrices contain the
impurity; this band has a quite complicated structure consist?ell-known radiation system of “green” bands 0‘; gr;e com-
ing of three local maxima. The photoexcitation spectrum Ofplex_XeOf(212—>112) in the range 2.2-2.5 el The
this band was similar to that of %ein a Ne matrix. On this ~Matrix Snt‘g(t ofmgge band maximun0-8) of this system is
basis it was concluded in Ref. 16 that the observed radiatiof Es=Es~ —Eg~ =0.076,—0.027, and—0.016 eV, respec-

could be due to the formation of the triatomic excimer com-tively (according to the enumeration proposed in Ref. 29 for
plex Xel O~ the vibrational statgs Our data for Ne and Ar agree well

with Ref. 29. In Kr the Xe® bands are too diffuse to make
such a comparison; the two narrow bands near 2.15 eV are
due to the transition % — 1111.2°

The radiation of pure crystals of the inert gases Ne, Ar,  We discovered a dependence of the position and width of
and Kr as well as their mixtures with oxygen and xenon hasndividual bands of the transition'Z — 113, on the oxygen
been studied by cathodoluminescence analysis using maoncentration in the matrix. Figure 3 displays the corre-
noenergetic electrons with energ~0.4—2 keV. The op- sponding emission spectra in Al%Xe+ 10 3%0, and
tical investigations were performed with a continuous-flowAr+ 1%Xe+ 1%0O, crystals. At low oxygen content in the

3. EXPERIMENTAL PROCEDURE
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FIG. 2. Luminescence of excimer complexes Xeil@ matrices of the inert

gases Ne, Ar, Kr, and Xe in the spectral range from 1.5 to 2.5 eV at

=5 K with cxe=1% andce,= 10 3%. With the exception of Xe, the spec- E eV

tra are normalized to the maximum intensity for the transitiod 2 113 ’

RO* near 2.2 eV. In the Xe spectra the broken line corresponds toF|G. 4. Bands, normalized to the maximum of the emission spectrum, with

T=20K. Emax N€ar 1.7 eV in argorfa) and krypton(b) matrices with different Xe
concentrations: 0.1%l), 1% (2), and 10%(3).

<

1.9

matrix the bands shift to lower energies and broaden, which ) _ )
is especially appreciable for transitions on lower vibrational ~_ Virtually all spectral bands described above are absent in

levels of the state 5. We note that the maximum energy SClid Xe, containing oxygen impurity. The only band appear-
shift is 0.012 eV for the(0-5 band. The intensity of ing in all four matrices is the quite wide continuum in the red

the transition 35 — 113 increases with the Xe concentration r€gion of the spectrum from 1.5 to 1.9 eV. The shape and
up to Cye~0.3at.%, after which it decreases in the rangeWIdth of this band depend appreciably on the Xe impurity
Cye>1 at.%. concentration in neon, argon, and krypton matrices. Figures

The band with a maximum near 2.1 eV is also charac# and 5 show this transformation as a functionogf in

teristic for this region of the spectrum. As far as we know,
thus far there exists only a tentative identification of this

band as being due to the radiative transition of {3¢ in " 100 % Xe

Ne and Ar(Ref. 16 or (XeO)* in Kr with no identification '/\
of the corresponding statésWe observed a correlation of . ' ‘ ! '

the intensity between the 2.1 eV band and the “green” bands -W\__
as a function of the Xe concentration. . : L -

3% Xe

:1‘%)@/ T
2.0 2.1 2.2 23 24 25 . . .

E.eV 1.6 1.8 2.0
E,eV

I, arb. units

FIG. 3. Luminescence spectra of “green bands” of the transitidl 2
—1'3 XeO* in Ar+1%Xe+10 3%0, (1) and Ar+ 1%Xet+1%0, (2) FIG. 5. Evolution of the emission spectrum of the band near 1.7 eV in a
crystals. neon matrix as a function of the Xe concentration.
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FIG. 6. Normalized, at the maximum, luminescence spectra of Ne, Ar, and T Ne +0.1% X
Kr crystals with xenon and oxygen impurity concentrationg;=1% and 1001 )
Co,= 103%. The xenon spectrum with the same oxygen impurity is pre-
sented for comparison.
50
argon and neon matrices. In the latter case the characteristic 0

background of the crystal-Ne matrix was subtracted from the

total emission contour. Figure 6 compares the luminescence

spectra of Ne, Ar, and Kr crystals with onby.=1 at.%. In FIG. 8. Decomposition of the luminescence band near 1.7 eV into compo-

all cases presented it is observed that the band SpIItS into Wents: 1 contour of the experimental spectrum), @ntour of the XgO*

components with maxima neB,,~1.8 and 1.7 eV. In what spectrum, Bresult of subtracting the %&* contour from the experimental

follows we shall denote them as, and X5, respectively. spectrum._The resulting_curve is a superposition of tth(eba_nds(4) a_md_

According to FigS. 4 and 5, as the Xe concentration in_the red wing from the high-energy band, presumably associated with impu-
. . - . ity Xe; (5).

creases, the ratio of the intensities between the maxima

changes in favor of the long-wavelength maximum.

Two maxima can also be identified in experiments withyp to 25 K. The continuum in the intrinsic xenon matrix can
various oxygen concentrations. As the oxygen concentratioBe associated to the maximum of the luminescence spectrum
increases, the intensity is redistributed in favor of the shortx,, in the lightest inert matrices. With respect to the latter,
wavelength bandsee Fig. 7. measured in a neon matrix, the continuum under study is

In the xenon matrix the continuum radiation has only shifted in xenon in the direction of lower energies by 0.02
one maximum at 1.7 eV with a quite large half-widlh,,  eV. In other matrices the banés andX, overlap too much
=0.17eV and a weak shoulder in the region 1.8 eV. Thl&o make a confident Comparison_
gives the band a pronounced asymmetry at high energies. The bandX,, obtained from a sample with the lowest
The shoulder becomes more distinct as temperature increasgg and O concentrations, and the batdfrom samples with
high Xe concentration were used to separate the observed
band into its componend$; andX,. According to Fig. 8 and
Table I, the position of th&; bands is essentially indepen-
100F Ar+t1%Xe o~ -« dent of the xenon concentration, and the half-width of the

! \ band is approximatelj,,,~0.16eV.

[ \ The X; band dominates the spectra of all matrices with
50l N q low xenon concentrations,<0.3%. Increasing the concen-

’/ tration at first results in an incresae of both bands, butas
’ 1%05 increases, the band, starts to grow beforeX;. For cye
4 ) . =1% the intensity of the banX, starts to decrease, so that
the bandX, becomes dominant. Figure 9a shows the depen-
dence of the intensity ratio of the bands, XeO* (2%
—113), and Xé& (*P,) on the xenon concentration in Ne
matrices. The ratiosl (X;)/1(XeO*) and [(Xy)/1(Xe*)
clearly increase asy, increases. From 0.1 to 10% the band
intensity ratio increases approximately by a factor of 50. For

100+

I, arb. units
03

50

T

0,
’ 1%02 TABLE I. Energies of the maxima and half-widths obtained for the bands

-3
— 10 "% 03 X1 andX, by decomposing the experimental spectrum into two components.
L 1 1 1

1.6 1.7 1.8 1.9 Band E,.. eV Arp, €V
E,eV

X1 1.8+0.01 0.16-0.01
FIG. 7. Influence of different contents of oxygen on the luminescence spec- X, 1.715 0.174
tra of Ar+0O,+Xe crystals withcy,=0.1 and 1%.




Low Temp. Phys. 27 (11), November 2001 A. G. Belov and E. M. Yurtaeva 943

(]

N

I(X)/I(XeO")

—_

o I/lmax _

(=]

I(X,)/1 (Xe'),I(Xz)/I (Xe0")

Imax , arb. units

1.5 -1.0 -05 0 05 1.0
log[CXEs%]

07l b 0 5 10 15 20 25 30 35 40

' t, min

FIG. 10. Effect of the irradiation dose on the luminescence spectrum of the
crystal NetXe+0O, with cx.=0.3% anchZ: 1073%. Irradiation timet,

min: 3 (1), 22 (2), and 389(3). The spectra are normalized at the intensity

maximum. The real change in the intensity of the maximum with increasing
irradiation time is shown in the bottom part of the figuil)(

Ar+ 1%oz+x§f

I(X,)/I(Xe0")('s -'D
o
<

PP 1) for concentrations 0.1 up to 10% Xe this continuum

0 1 can be represented as a superposition of at least two different
bandsX; andX,, differing by the position of the maximum,

FIG. 9. 3 Band intensity ratiosl (X,)/1(XeO*)(2'3-1!3) (00) and  the shape, and the concentration dependence;

I(Xp)/1(Xe* (*P,) (O) versus the xenon concentration in the Ne matrix; 2) the bandX; predominates in the luminescence spec-

1(X;)/1(XeC") (x) is presented for comparison; the solid line is the curve trum at low Xe concentrations and intensifies with increasing
of growth of pair centers Xe as a function of concentration;)b oxygen concentration;

1(X,)/1(XeO*) versus the Xe concentration in an Ar matrix with different

-1
log[cxe. %]

oxygen content. 3) the pand)(z predominates in the spectrum for high Xe
concentrations and decreases as the oxygen concentration in-
creases;

comparison, Fig. 9a shows the intensity rati¢X,)/ 4) as the irradiation dose increases the intensity becomes

| (XeO*), which within the limits of stability of the experi- redistributed between the bands and X, in favor of the
ment and the accuracy of the separation of the contduyrs |atter;

andX;, is essentially constant. 5) the concentration dependence of the intensity of the
The analogous dependencel €X,)/1(XeO*) on the xe-  bandX; correlates with the concentration dependence of the
non concentration is also observed in Ar crystddg. 9b. intensity of the transition Xe©2'S — 1S, while the inten-

We note that in an Ar matrix with low oxygen contety,  sity of the bandX, increases strongly compared with XeO
=10"3% the intensity of the ban, increases with sub- with increasing xenon concentration.

stantially lower xenon concentrations compared with the ma- These facts make it possible, at the first stage of the
trix containing 1% Q. The intensity ratid (X,)/1(XeO*) is  discussion, to associate the bafdwith a diatomic complex
approximately 5 times greater in the argon matrix with low (XeO)* and the ban, with triatomic complexes of xenon
oxygen content. This probably means that the formation efcompounds with oxygen (%©)*.

ficiency of the complexes responsible for emission of the  The fact that the ban&, corresponds to the triatomic
bandX, decreases as the impurity oxygen concentration incomplex (XgO)* is confirmed by the fact that the intensity

creases. ratios | (X,)/1(XeO*) and I (X,)/1(Xe*) (see Fig. 9ade-
Figure 10 shows the effect of the irradiation time on thepend on the xenon concentration essentially identically and
intensity distribution between the bands and X, with im-  reproduce the concentration dependence of the formation

purity content 0.3%Xe and 16%0, in a Ne matrix. Ac-  probability P, of a pair impurity center of xenon with ran-
cording to the figure, as the irradiation dose increases, nglom substitution of a xenon atom for matrix atoms. The
only do the intensities 0k, andX, increase, but the relative probability P, can be estimated &5

intensity of these bands changes in favoiXgfat the initial

stage of irradiation. Evidently, this could be due to radiation- P,=1-(1-c¢)%, Z=12, 1)

stimulated diffusion of xenon impurity in inert matric&s. . o o
where ¢ is the xenon concentratiorz, is the coordination

5. DISCUSSION number, and the second term is the probability that a second

xenon atom does not appear on random substitution into the

first coordination sphere of a given xenon atom. The concen-
Summarizing the results presented above, we shall enduration dependencé), shown in Fig. 94solid line), is iden-

merate the basic features of the continuum emission band itical to | (X,)/1(XeO*) and(X,)/1(Xe*) within the limits

the range 1.5-1.9 eV: of the experimental variance.

A. Diatomic and triatomic excimers in a crystal matrix
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Another, controversial, argument in favor of the conjec-B. Effect of an additional Xe atom. Can the X, band be
ture made above is the excitation spectrum of the bépnd attributed to the polarization interaction of the excimer
near 1.7 eV in an Ne matri% which is very similar to the (XeO)* with a neighboring xenon atom?

excitation spectrum of X in an Ne matrix;® though Before we consider the possible paths of radiative and
slightly shifted to lower energies by approximately 0.04 eV.nonradiative relaxation of excimer states, we must discuss
There are also differences in that the relative contribution othe question of whether or not the bards and X, corre-
impurity exciton-like states of Xe is smaller than in the ex-spond to different types of excimers (XeOand (Xe0)*
citation spectrum of the xenon molecule3Xm Ne. A simi-  or to one and the same compound (X&ut in different

lar conclusion can also be drawn by comparing the excitatiomattice sites. Here we have in mind completely isolated im-
spectra of the band WitlE,,,=1.66 €\’ and X§?' in an  purity sites surrounded by matrix atonille, Ar, Kr) and
intrinsic Xe matrix. Nonetheless, this similarity is still not a sites which possess in their nearest-neighbor environment an
final proof that the band, is correctly attributable to a additional Xe atom which does not form a chemical bond
triatomic exciplex (Xg0)*, since the molecular state of with an excimer molecule. In the second case the influence
Xe’z‘ in this case can be only an intermediate link for trans-of the polarization contribution of the additional Xe atom in
ferring energy from the higher-lying excitonic bands. On thisthe nearest neighbor environment of an excimer molecule on
level the direct excitation spectra of this band are more inthe energy of its radiative transition must be estimated.
formative. Up to now such investigations have been per- Apparently, the most direct answer can be obtained by
formed only in the intrinsic xenon matrix, from 4.8 to 5.6 comparing the luminescence spectra of the transition
eV15 The spectrum obtained agrees well with the excitatior? > —1' in diatomic molecules XeO with the same Xe
energy of this ban&.,,=5 eV and 6.42 eV in Ref. 14. Thus, |mp9§|ty concentration(1%) but different oxygen content

it can be concluded that the population of the correspondin§10 ~ and 1% (Fig. 3). For low oxygen concentration the
emission center in the xenon matrix comes from states loPresence of an additional Xe atom near a Xe@olecule

cated somewhat above the dissociation limit-5@* (1S) becomes much more likely, and a red shift of the lumines-
—4.18eV. cence band is indeed observed. Nonetheless, the maximum

value of this shift is very small-0.012 eV), much less than

It is also known that in an Ar matrix the photon excita- ]the difference in the position of the maxima of the bads
tion energy 5.64 eV makes it possible to fill a certain state o . . )
9y P andX,. The shift of the band with a maximum near 2.1 eV

a complex with charge transfer, which is manifested in radia- ;
tion near 4.3 eV° This state possesses triplet symmetry anc1does not exceed- 0.002 V. These values of the shift agree

fills the state 23 nonradiatively?® Since the ground state of completely with the difference in the binding energy per

the excimer XeO is the triplet terd¢®IT and the lowest state gto(r;e)";l \(/:\%Ztr?la Is?;tl(izs,b\rc:toigfforrakt(rg r)nezr;gst-);ir;or?bor
of Xe*O™ is the triplet term 211, it is natural to infer that _K' g 9

T ) ) . environment of an excimer XeOis replaced by a Xe atom
p';"toexg'ta“o” fills, first and foremost, pr§C|ser this Statethe approximate estimate of the change in the interaction
X°’II—1°I1. The analog of such a transition was recently ;

X . h energy gives
observed in an argon matrix for A©~.3*

We shall now compare these results with the computed
potential £IT Xe*O™.2 First, the difference of the computed
energy 5.77 eV of the radiative transition®Il — X°IT from
the experimentally measured energy of this transition in thavheren=6 is the number of nearest-neighbor atoms in a
gas phase 5.3 eV must be taken into accdrince the subs_titgtion site, the most stable position of oxygen in a Ar
energies of transitions from other states are predicted muchatrix* o _
more accurately, it can be inferred that the computational ~ The value presented above is in good agreement with the
error refers to the state®Il and is approximatelyAEg resylts for an analogqus t;ansmbﬁ—lD in the sulfur_ at_om
=0.47 eV. Taking this correction into account and the factS" In Ar and Xe matrices? We recall thaa S atom is iso-
that the matrix shift of the luminescence of the analogou€!€ctronic wih a O atom and has similar interaction energy
charge-transfer complexes X and X F~ in an Ar ma- potentials with .the.Xe atom, which were also calpulated in
trix fluctuates for various states fronAEs=—0.4 to Ref. 1. The main difference between Xe8nd XeJ is that
—0.5eV2 the energy of the minimum of the tern?H in for XeS 11§ the lower state I has a sha!loyver well:
an argon matrix can be approximately estimated as De:10'33 eV._ In contrast to XeQ, the radiation 23 .

—1'3 XeS* is observed not only in Ar and Kr but also in
Xe. The corresponding matrix shifts amEg=—0.015,
—0.04, and—0.065eV?® Thus, the difference in the ener-
Emin(1311) = Eqeo 1311) — AE4+ AEg~6.13-0.47 gies of the transition ¥ —13 in Ar and Xe matrices does
not exceed 0.05 eV. This shows that, in the first place, there
0.45=5.2eV. @ is no substantial deepening of thé3l potential in a Xe
matrix and, in the second place, when a single Ar atom is
replaced by a Xe atom the energy of the stat® thanges
It is obvious that this state can easily be filled in Ar by anby not more than 0.01 eV.
excitation with energy 5.64 e¥. It is possible that even in On this basis it can be concluded that the relatively large
the intrinsic Xe matrix the start of the excitation spectrumdifference of the energy position of the maxima of tke
near 4.8 eV can correspond to filling of precisely this state.andX, bandsAE = E,,(X;) —Ena{X2)=0.08 eV is a conse-

AD,=[Dy(Xe)—Dy(Ar)]/n=0.01eV, (©)]
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quence of the fact that the structures of the correspondintyveen 211 and 'S, can decrease substantially. In this case,
complexes are different. it is radiative relaxation from the statél that can be most
Nonetheless, it is not due to the character of the internalikely in the Xe matrix.
bond in the complexes. Both bands manifest properties of The comparatively short lifetime for the forbidden tran-
compounds with a covalent bond. The energy position of th&jtion =227 n® does not contradict the assumptions made
continuum bandX; +X; near 1.7 eV changes very little in ahove. We recall that in the gas phase the transititg'D
different matrices, which is characteristic precisely for . 3p) js forbidden[ r=110s(Ref. 39]. In a Ne matrix it
stretching excitation§>*® Conversely, the matrix shift of the jaocreases to— 32 25 This decrease of the lifetime is due to

radiation of charge—transfer'complexes is ordinarily severa.\.ghe partial removal of the forbiddenness on the transition
tenths of an eV. For comparison, we can present the matnxD_)gP in a crystal matrix and also the formation of mo-

shifts of the radiation of XéF~ in Ar and Ne, which are 0.44 . .
o7 . lecular bonds. As model calculations shtiie atoms in the
and 0.06 eV, respectivefy. The strong influence of the ma- . . .
Qearest-nelghbor environment of an excited atoi(‘0)

trix on charge—transfer complexes is due to solvation effect . L . .
g P ndergo an asymmetric shift in different directions by the

arising as a result of the polarization interaction of chargeu ) X
states with the surrounding Ar and Xe lattice. amount 0.1-0.2 A, and the shift of the Gitom itself rela-

The X, band in a neon matrix is distinguished from the tive to the central position reaches 1 A. As a result, a very
general emission contour even at concentratiops-0.1%  Strong shortening of the lifetime of the radiating state is ob-
and both bandX, andX, simultaneously exist in the spec- Served. Thus, for example, for the radiatiofi(&—'D) in
trum practically up to 10 % Xe. In our view this fact does not the gas phase=800 ns;* and for the corresponding transi-
agree with the suggestion that the matrix shift of a charge-tion XeO* (22 —1%) in Ar 7=112ns*
transfer complex is-0.78 eV™® It is obvious that for con- The energy of the transitiok; corresponds to the theo-
centrationscy,=0.1-1% it is unlikely that quite large re- retically computed potential of (Xe®)? The transition
gions of accumulation of impurity Xe atoms, where strong2'> —113 is predicted there very accuratelAE, ;
polarization interaction could form, resulting in a large low- =E,— Eg4,e= —0.05eV. On the basis of these data and the
ering of the potential XeO™, will appear. radiation energy in the gas phase, we estimated the errors in

There is another fact that seems to contradict the ass@erming the energies of other valence transitionss 2
ciaiiorl of radiatic'm'nea.r l7eVioa charge—.transfer complex_> X3 (Eo=4.22€V, AE, x=0.195eV and 111
Xe O . The radla}tlve lifetime of the; band in a Xse matrix %31y (Eeo=2.13 €V, AE, y=AE, yx—AE; ,
is, according to different data=290 ns or 227 ns'® which —0.26V). Correspondingly, the energy of the transition

is an order of magnitude greatgr than the lifetime of Q1T X3IT in a gas should be 1.93 eV. This value agrees to
charge—etransfer Complex xe~ 171 n the fr.ee stater within 0.1 eV with the energy of th¥, band in Ne. It could
=10ns’ However, if the observed radiation is due to the e . .
transition 33— 113 (Ref. 19 with a much larger lifetime, be difficult to obser.ve this band in the gas phase bgcaugg of
the absence of a better resolved transitioH - °I1) in the the _symme_try forb|ddenn(_ess. Nonetheless, the umdentnﬂgd
spectrum becomes incomprehensible. contmugm in thg red region of the .spectrum, observeq in
some investigations of a gas mixture of xenon with

oxygen>* could be due precisely to this radiation.

We can also make certain assumptions concerning the
relatively narrow band withe,,,=2.1 eV, whose intensity

According to the energy considerations presented aboveorrelates with the transition XéO2'S — 113, The energy
there is greater justification for associating tKe and X,  position of this band in various matrices differs approxi-
bands to transitions of (Xe®)and (XgO)* from states mately by 0.2 eV and is 2.12, 2.09, and 2.07 eV in Ne, Ar,
associated with valence excitation of oxyger(&D).  and Kr matrices, respectively. It is not observed in Xe crys-
Among the three terms converging to the dissociative limitiys  judging from the small width, this band corresponds to
Xe(lso')+o*(1_D)='1.96 ev, Ihe most likely radiating 5 yansition to a quite flat section of the lower term. Of the
state, in our view, is the term™1l. It possesses a shallow energetically suitable states, only potentials of the covalent

minimum, in contrast to the purely repulsive stafe\] and . o :
does not intersect the repulzive )l;rar?ch of the gr(iund Stat%ompounds possess this specific proper_t)_/. On the ?aSIS of the
X311, in contrast to the term. The depth of the potential Working parameters of Ref. 2 the transitions2-1'A or

1 1 At _
well of the state T in the free molecule is estimated to 3 Ejﬁ 2 gouldtcorresprc])nd to _radlatlcir? l;ear 2,['.1 ev. How
range fromD.~0.03 e\ to D.=0.06 eV In a Ar matrix  €Ver there is not enough experimental information concern-

this potential becomes deefernd in the intrinsic Xe ma- i_ng _this band to make a final identification of the band. The
trix the state 11 can be even more stable. The stafgr1 lifetime 7=115ns of the band of XeO with Epa
intersects the repulsive staté31™ at the interatomic dis- —2:08€V in a Kr matrix, measured in Ref. 17, agrees well
tancer,=2.25 A, i.e. quite far from the position of the po- With the lifetime of the transition Xe02'X —1*A in Kr.2
tential minimar ;= 3.4 for 3.6 A for the 33 and 111 states, This makes it more likely that this band is due t632
respectively Therefore the nonradiative dissociative annihi- —1*A. On the other hand, for excitation X&@vith energy
lation channel of the statell, most likely, will be ineffi-  Eexc=5.64€V in an Ar matrix, the presence of a band near
cient. On the other hand, if the influence of a charge—transfe?.1 eV in the spectrum was not mentiorfédlhis could be
complex results at least in a small lowering of the levil1  due to the fact that the corresponding radiative term lies
then the probability of nonradiative phonon relaxation be-aboveE,,., i.e. it is associated to the state&3or 2A.

C. Identification of radiating states
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D. Estimates of transition energies from charge-transfer which agrees quite well with the energy 3.33 eV of the band
complexes in a crystal matrix maximum in a Xe matrix. We now estimate the energy posi-
tion of the radiative term of XgO~. The internuclear dis-

We shall now consider the influence of the matrix envi- g ) ] i
ronment on the radiation energy of charge—transfer com{@nce between the ions Xeand O in a triatomic molecule

plexes X O~. This makes it possible to estimate the possi-'S 0Ny 5% greater than for asdiatqmic molectfeThe en-
bility of attributing the continuum band near 1.7 eV to the ergysof the XeO zground state”I1 with r(Xe—Q)=2.9A IS
transition 33 113 and the 3.3 eV band to3 1111 E(X°II)~0.1eVs The variance of the theoretical values for
. : " :
proposed in Ref. 15. The Ne matrix, because of its higrhe energy of the ground stake’ ; of the X molecule in

plasticity and weak polarizability, ordinarily contributes the region of strong interatomic repulsion is quite large,

minimal shifts to the emission energy of impurity molecules. E(X€2)~0.5=0.1eV (see, for example, Refs. 40 and)41

For example, the shift of the emission energy of a Charge_Consequently, for an equilibrium internuclear distance of the
lecular ion Xg r.=3.1A% we chose the valug&(Xe,)

transfer complex XeF~ is only —0.06 eV?’ This suggests MO _ .
that the matrix shift for XéO~ radiation in neon is of the =0.§2ev, which corresponds to the latest experimental
same order of magnitude. Thus, the energy splitting betweeflat@~ Thus, the energy position of the minimum of Y@

the terms Xé0 (3!3) and XeJ 1S in a neon matrix N & Xenon matrix can be approximately estimated as
should differ very little from the gas phase, and we can ex- ) - — +A— 3

clude any large deepening of thé31 potential by 0.78 eV, Enin(X€2 07) =Es(Xe, O7) + Es(XID) + E(Xe,)

as proposed in a xenon matfixIn accordance with the cal- ~3.33+0.1+0.5=3.93 eV. (5)
culations performed in Ref. 2 and taking account of the 0.47

eV correction to achieve agreement between the compute—l[hIS energy level was found to be somewhat lower than the

tional and experimental potentials X@~, the proposed en- state 22' This COU|d. pe iNhy ”{er‘? IS no radla_tlon corre-
ergies of the transitions'E — 1S and 35— 111 can be sponding to the transition*2, —1-% in a Xe matrix and in

estimated and should be approximately 3.9 and 3.75 eV, rdighter matrices with higher Xe concentrations, when impu-

spectively. The experiments show that in a neon matrix ral'y paurs x% are most likely to form. .

diation is not observed in this energy range, and once again Continuing the gnalqu to xenon f|u0l’|d$S,7WE shall as-

the bandsX; and X, are present in the spectrum. sume that the matrix sh|f_ts for X& +an_d XgO are ap-
We shall now estimate the energy of the radiative tranproi(?!mately _the same, i.eAEg(Xe; O _):_ —0.43 eY i

sition in Xe; O~ assuming a simple law that is charcteristic Xe.” Then in the gas phase the radiation from;Xe

for other charge—transfer complexes of inert gases. We not%homd be observed for

that diatomic compounds with halides X8~ and hydrides Eg(Xe; O )=Eg(Xe; O )—AEg(Xe O")
Xe"H™ do not occur in the intrinsic Xe matrix, since the
triatomic molecules X£G~ and Xg H™ are energetically fa- =3.33+0.43=3.76 eV. (6)

vored. The radiation of a charge—transfer CompleXlndeed comparing with the spectrum of the gas mixture
Ar;O ?*?%is also observed in an Ar matrix with oxygen ’ parng P g

impurity 3-8 Xe+N,0 shows that a quite wide radiation band with a com-
T . . . lex structure, which can be a superposition of the emission
According to Table Il, the difference in the energies ofp berp

S : . ; ands Xé0 (2311 — X3I1)" and Xg O™, lies in this region.
radiation from the lowest diatomic states in a free state an . . o . .
. . . o - he difference of the energies of the radiation from diatomic
from triatomic states in an intrinsic xenon matrixA€s g

. ; triatomi lecules i
=1.9-1.8eV for a wide range of reagents. In this case, theand riatomic molectlies 1s

corresponding radiative transition X& —Xe,O* should AE(Xe; O )=E(Xe"O")—E(Xe;0)

be observed in the energy range
=5.275-3.76=1.51¢eV, 7)

Eq(Xe; O )=Eg(Xe"O7)—AEg_g(Xe'F) _ _
which agrees reasonably well with the analogous energy for
=5.275-1.92=3.35¢V, (4) xenon fluorideq1.49 e\j in the gas phase.
A similar comparison for the compounds X& and
Xe*Cl™ likewise shows that the radiation energies of di-
TABLE Il. EnergiesE,,,, of the emission band maxima for certain charge- atomic and me}tomlc excimers are_ the same. These, estimates
transfer complexes of Xe with reagents the Y in the gas phase and in a soli@'€ pPresented in Table Il. The luminescence band with energy
Xe Matrix as well as their difference. 3.58 eV was observed in a Xe matrix with S as the
— impurity.** Although initially it was attributed to radiation of
Reagent E,(Xe"Y), eV E(XelY), eV EEM::&;Y); the compound X&S™, the authors believe that in this case
v " gas "lsolid X&) "ev.  the matrix shiftAES(XeQO*)f_l.BG eV is too large, and
they suggested that the transition occurs not into the ground

D 6.525[Ref. 4§ 4.862[Ref. 47] 1.663 but rather into a valence state correlating with¥&(*D) or

o) 5.275[Ref. 27 3.33% 1.942 xe+S(S) F : int th ¢ cuch an i

F 3.520 [Ref. 48 1,500 [Ref. 27] 1.920 e+S( _). ~rom our viewpoint the presence of such an in-

s 5.462[Ref. 6 3.583 [Ref. 44** 1.879 tercombination transition in the spectrum and the absence of

cl 4.025 [Ref. 4§ 2.164 [Ref. 43 1.862 a better resolved transition into the ground state contradicts

Br 4.396 [Ref. 48 2.583 [Ref. 43 1.813 the association made above. Undoubtedly, the regularities
*Value and identification of this work, see also Refs. 13 and 15. presented are still not absolute proof, but from our standpoint

** This identification is proposed in the present work, see text. the association of the 3.58 eV band in the Xe matrix to a
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transition from X¢'S™ and 3.33 eV to a transition from state E(Xe; O —Xe,0* )~E(Xe; O7)—Ep+AE4(S)
Xe, O~ is completely consistent with preceding investiga-

1 — A
tions of excimers in solid matrices. The position of the mini- +0E(1711)=3.93-1.97-0.1+0.03

mum for Xg'S™ En=4.1eV, computed analogously, in a ~1.9eV. (8
Xe matrix was 1.3 eV above the dissociation limit of ) ) _
Xe+S*(1S). Thus, the radiative transition X&S 23 This value is appreciably greater than the energy of the

—1'3 in an intrinsic matrix becomes possible, as is c)b_observed transition. Nonetheless, considering that such esti-
served experimentally. ’ mates are quite approximate, the assumption made above
Our investigations and the results of Ref. 13 show thafannot be completely excluded, and the close similarity of
the band withE,,=3.3eV is observed in the spectrum of the excitation spectra of the 1.7 and 3.3 eV bands and their
solid solutions of Xe in Ar and Xe in Ne only for sufficiently lifetime®® requires additional investigations of this question.
high concentrationsy,™>0.3%. In addition, the lifetime of a We are still inclined toward the previously made association
state of a charge—transfer complex>@ in an Ar matrix is of the radiation near 1.7 eV to a transition from the state of
unusually sensitive to the Xe concentratfSrFor cy,=4% Xe,O* on the basis that the energy of this band is essentially
the lifetime of the emission band of X&  near 4.3 eV independent of the polarization influence of the matrix envi-
decreases by almost an order of magnitude from 340 to apnment and corresponds numerically to shifts characteristic
ns, and the relative intensity of the radiation of X@& and for a valence transitiol? It seems to us that the possibility of
Xe,O* (2'3) decreases and the stat!2is no longer filled the existence of such compounds, whiclaigriori excluded
from higher-lying charge-transfer complexes. Indeed, latet” Ref. 26, even thoug'h. .the formally constructgd potent|al_
calculationd showed that the lowest state of X8~ pos- presumes such a possibility, need to be reexamined theoreti-

sesses a triplet symmetry and intersects with the tefna ~ Cally: o

the top of the potentials. The energy of this state is too low tg 0" completeness, several elucidating remarks concern-
relax nonradiatively as a result of an interaction with higher-Nd the ionic centers found in xenon clusters are required.

energy states of Xe. Consequently, we thought that the The Iumlngscence baq@s of Xe clust_ers near 1.9 an+d 15eV
quenching of XéO~ could be due to the formation of tri- are classified as transitions from excited ionic states;)Xe

atomic excimers XEO~, which with 4% Xe are statistically © (X€)* .** The corresponding radiating states are ident-
entirely likely. fied as transitions similar to a free ion QL((d/2)£},—>1(1/2)u

The position of an impurity oxygen atom in the xenon and 2(1/2)—1(3/2), o o
crystal lattice can play an important role in the formation of EVen though the indicated bands lie in the energy range

excimer molecules. An oxygen atom in a Xe matrix can oc.of the investigated bands; andX;, we believe it extremely

cupy three possible lattice sites: an interstitial site, a substidnlikely that the ionic centers are associated with the ob-

tution site, and a so-called builtin site, which is energeticallySe"ved radiation. In tEe first place, the excitation spectra of
most favorablé® Builtin sites contain most of the impurity e Xz band withE,,=1.72 eV, which were investigated in

oxygen atoms, which start to move to freer substitution site®Ur€ X& and in a Ne matrix with Xe impurity, lie signifi-
as the crystal temperature increase$ 4030 K.17 In the light cantly below the ionization threshold of Xe, which excludes

of everything said above, it seems possible that triatomi@"Y possibility of associating it to ionic states. As far as the

molecules with a covalent bond can form precisely in theP@ndX1 With Epna=1.8€V is concerned, it is unlikely to be

builtin interstitial sites, while in less compressed sites substi@Ssociated to the 1.9 eV band in Xe crystals for purely sta-
tutions can form predominantly diatomic molecules. Our in-tistical reasons. In clusters the band Wma‘,le'g evis
vestigations show that an activation transition corresponds tgPServed only when the number of atoms in thi 10,

a change in the shape of the band near 1.7 eV-a80 K V\{hlch_co_rresponds to the posathy of _the formauon of ex-
(Fig. 2). The largest local maximum 1.8 eV, which forms a Citéd ionic centers O@)* or (Xe;)* with partial charge
shoulder on the luminescence band wEh.=1.7eV in deloqallzauon“. I_t is obvious that forcy,= 10 % it is im-
crystalline xenon could correspond to diatomic compoundsPOSsible to achieve such a large accumulation of impurity
This assumption completely explains the different lifetime of2{0Ms in & matri{see Eq.(1)]. Radiation from diatomic
the components:r,=110ns for E,,~=1.86eV and 7, molecular |ongs (Xg)* could be o_bs_erve_d only at energies
=290 ns forE,,,,=1.66 eV? below 1.6 e\*° and consequently it likewise cannot be asso-

ciated with the ban&; which was investigated.

E. Alternative variants of the identification of the bands
X; and X, 6. CONCLUSIONS

To check the possible association of the 1.7 eV band to  In this work we investigated the luminescence of xenon
the radiation of the complex %@~ we shall estimate the excimer compounds with oxygen in inert-gas matrices. The
energy of a transition from the corresponding lowest state talependence of the luminescence spectrum and the intensities
the term XgO*, associated with ©(1S). Assuming that the of its individual bands on the matrix properties and xenon
energy of the polarization interaction of the matrix with and oxygen concentrations was analyzed. The change in the
O* (1S) has the same valtRAE4(S)~0.1eV as for an iso- form of the continuum luminescence band with maximum
electronic aton* (1S), and the magnitude of the repulsion near 1.7 eV as a result of a change in the Xe concentration
potential atr=2.8A is SE(1'11)<0.03eV? the corre- was described by a superposition of two bands of different
sponding radiation could be observed with nature.
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QUANTUM LIQUIDS AND QUANTUM CRYSTALS

Effect of an orientational phase transformation on low-temperature creep in n-H,
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The low-temperature stationary creep of solid normal hydrogen grown in a polycrystalline form
is investigated. The experimental temperature range 1.4—4.2 K includes the temperature

T. of the phase transformation afH,. It is found that as the temperature rofH, decreases to

T. the stationary creep rate of the samples abruptly decreases. This which could be due to
stiffening of then-H, lattice as a result of orientational ordering of the orthomolecule2001
American Institute of Physics[DOI: 10.1063/1.1421441

The H, molecule is a quantum-mechanical system conthe applied stress in the temperature range 1.4—4.2 K,
sisting of four Fermi particlegtwo protons and two elec- including the phase transition poimt . A feature indicating
trons with half-integer spins. As a result of the requirementthat the phase transition influences the plastic deformation
that the total wave function be antisymmetric, there exist twaate ofn-H, is observed is observed in the behaviog¢T).
nuclear spin modifications of H-ortho- and para-, which Samples 50 mm long and 10 mm in diameter were
are described by different sets of rotational stdtke quan- grown from gaseous Jtollected above the surface of liquid
tum numbers) assume the values 0, 2, 4, ... for even totaln-H, with purity 99.999 mole %. The gas accumulated under
spin of the nuclei=0 and 1, 3, 5, ... for odd total spin  a small excess pressujia order to create a reserve of, for
=1). At temperatures below 85 Kespecially, in a crystal growing samples and to prevent air from enteyiagj room
only the lower stated=1 andJ=1 are occupiedsee, for temperature in a 12KH18N10T steel injection system. As a
example, Ref. L As a result of the loss of the high symmetry result of the extremely low partial pressure of all possible
characteristic of sphericakH, molecules by orthohydrogen, nonhydrogen impuritie3at the boiling point of hydrogen the
0-H, molecules interact more rigidly in the latti¢primarily =~ H, gas had the highest possible purity and enriched as highly
via electrostatic quadrupole—quadrup@Q) forceg. The  as possible with the main hydrogen componedptsho- and
hydrogen modifications behave as two fundamentally differpara- in the natural ratio 3)1n-H, was crystallized in a
ent and mutually soluble substances. The anisotropic EQQquid helium cooled gas ampfilAs a result of the rapid
interaction between orthomolecules for concentrations removal of the vapor above the samples, the samples were
>53% initiates orientational ordering, which occurs at afreed from the ampul walls. The loading of the samples,
concentration-dependent temperatilifeand is accompanied annealed at 10-11 K, was performed with a movable rod
by a crystallographic transition from a hexagonal closeconnected with the core of an electromagh@he samples
packed lattice structuréstable at high temperatuteto a  grown were polycrystals with 1.5—2 mm grains.
cubic structure. For ortho-Hconcentration equal to 75% The temperature of the samples was regulated by evacu-
(n-H,), orientational ordering with a structural change hcp—ating vapor above liquidHe. It was measured according to
fcc occurs when the temperature decreases to 1.58el€  the helium vapor pressure and monitored with carbon ther-
Ref. 2 and the references cited ther&he overall crystal mometers to within=10 2 K. The error of temperature sta-
symmetry is lowered fronP6;/mmcto Pa3.2® bilization and the temperature nonuniformity along a sample

Phase transformations in molecular crystéler ex-  did not exceed 10'K. The increase in the sample length
ample, in CH®) lead to a sharp change in a number of plas-was measured with an inductive displacement sensor to
ticity parameters, including the stationary creep ggtender  within 10~ °cm.
the action of a constantly applied stress. In hydrogen the Figure 1 displays the temperature dependences of the
phase transformation is accompanied by a change in the psteady creep rate of n-H, samples. These curves were ob-
sitional order of the centers of gravity of the molecules, andained for three values of the constant stresspplied to the
in this connection the character of the behaw@il) is of  samples(0.02, 0.06, and 0.1 MPaThe experimentally ob-
special interest. tained values of were averaged over several measurements;

Up to now there has been no information on the assumethe deviation from the average did not exceed 3-5%. It is
influence of a phase transition on the valuesofor solid  evident in the figure that in the high-temperature phase of
normal hydrogen. In the present paper we present the resulisH, all € temperature dependences presented tend to satu-
of an investigation of the temperature dependence of the staate on cooling, and this tendency tends to be disrupted when
tionary (steady creep rate: in solid n-H,, for three values of the phase transition point, whesedecreases abruptly for all

1063-777X/2001/27(11)/3/$20.00 949 © 2001 American Institute of Physics
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tively rapid blocking of the deformation of individual grains

1.0 0.1MPa by neighboring grains because there is no possibility for five
» slip systems to appear in the grains simultaneously, which is
osl necessary to preserve their continuity. This gives a basis for
_ ' expecting a higher plasticity in-H, at temperatures below
o B the point of the crystallographic transformation of its struc-
L 06 0.06 MPa ture.
(@)
:; L { The observed feature of the temperature dependence of
04l : ¢ for n-H, agrees qualitatively with the results of the inves-
| 0.02 MPa tigation (see, for example, Ref.)Df the effect of a phase
B V{' A/A//_\ transition on the stationary creep rate of crystalline methane,
0.2 oy where the low-temperature phase transitisae Ref. 3 and
4 the references cited thereesults at the transition point in an
| :Tcl | | | | abrupt change of by almost two orders of magnitude. Thus,
0 1 2 3 4 5 6 the lower values of the creep rade the higher degree of

T,K hardening, and the lower plasticity ofH, in the fcc phase
at temperature$<T are due primarily to differences in the
character of the rotational motion ofH, molecules near the
phase transformation temperature and the presence of long-
range order in their relative orientations in the crystal.

At temperatures below. an o-H, molecule undergoes
librational oscillations, preserving the arrangement of the

FIG. 1. Temperature dependences of the stationary creepe rafen-H,
polycrystals for various values of the applied stress

three indicated values af, is crossed. This shows that the
rate of stationary plastic flow-H, is sensitive to the struc- .onters of gravity at sites of the typea3 in the close-

tural phase transformation. packed latticé. The equilibrium positions of the axes of the
It follows from the measurements of the steady creeR,hohydrogen molecules are directed along the four spatial

rate ofn-H,, which are presented in a wide range of tem-giaqonals of a cube. The disruption arising with the motion
peratures 2—13 Ksee Ref. 2 and the references cited there of dislocations at temperaturds<T, not only in the posi-

that the activation energy of steady creep for temperatureg,nai byt also orientational order inr&H, crystal causes
2K<T<4.2K is _close to the charactgnstlc energy of the e symmetry axes of the crystal to tilt away from the equi-
noncen_tral EQQ_lnteractlon for two nelghbo_rmgHz Mol jiprium orientations. A transition through the point of the
ecules in the lattice3.2-3.3 K see R_ef')ZTh'S shows that orientational phase transition with increasing temperature is
the quadrupole—quadrupole interaction between orthohydrqudmar”y accompanied by the appearance of spontaneous
gen molecules play a determining role in the kinetics ofgetormation(see Ref. & It follows from experiment that
low—temperature creep mf,'HZ' . long-range order in the relative orientations of orthomol-
The observed feature in the behavioreohear the phase  gcjjes helow the temperatufe increases the friction in the
transformation point im-H; is due to the difference of the | ice for dislocations im-H,. The facts that as the symme-
fundamental physical properties of the ortho- and paragy of the crystal changes as a result of the hcp—fec phase
modifications of solid —the presence of orientational or- ansition inn-H, and that the structure of the dislocation
dering ofo-H, molecules and the difference of the structuralpy qjej changes with the appearance of four sublattices with
state of crystallinen-H, at temperatures below and above jittarent orientations of the symmetry axes of thé, mol-
Tc. The results obtained clearly show that the orientational,; a5 must be taken into account. Instead of isolated dislo-
ordgring induced among the o_rthomolecules by the eleCtroéations, existing al>T,, in n-H, samples at temperatures
static quadrupole—quadrupole interactias temperature de- 1 _gyperdislocations arié8with antiphase displacement
creases td.=1.58K, the short-range order is accompaniedyqcior /2 [110] (a is the distance between nearest neigh-
t_)y the appearance of Iong—range order in the mutual orlentadorg and antiphase boundaries. FeH, they separate spe-
tions of the orthomolecules in the-H;, crysta) and the e rotational domairfscharacterized by different orienta-
structural phase transition influence the mechanisms of dg;yns of the molecular axes a-H,. Such domains arise in
formation ofn-H,, which determine the kinetics of the sta- qecylar cryocrystals with a predominant anisotropic EQQ
tionary creep ofn-H, near the phase transition (¥4, interaction between the molecules. This is probably the rea-
<2K). . son for the appearance of jump in the creep rate of hydrogen
It should be noted that the crystallographic fcC-hcpy; the transition through the phase transition paigt It
phase transition probably does not play the main role in th%hould be noted that the observed behavick &, to a large

change in the plasticity parameters fH,. This result i gegree  similar to the changes observed in the mechanical
based on the fact that a temperatures belqw where the properties(for example, the microhardnésef heavy mo-

distribution of the centers of mass of the hydrogen moleculeg,q |5 crystals of the type ( at their phase transition
in ann-H,. polycrystal is characteristic for the fcc structure, poinf:10

the stationary creep rate of the samples is not higher but

rather appreciably lower than in the anisotropic hcp struc-  We are deeply grateful to V. G. ManzhelM. A. Strzhe-
ture. To interpret this observation the polycrystalline naturemechny, M. |. Bagatski, V. D. Natsik, and A. I. Prokhva-
of the experimental samples nfH, and the general specific tilov for helpful remarks and I. V. Legchenkova for assisting
nature of hcp crystals must be taken into account: comparan the presentation of the results obtained in this work.
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It is shown that the interaction between vibrational modes polarized parallel and perpendicular to
the layers in a strongly anisotropic layered crystal is very weak for frequencies above the

van Hove frequency, which corresponds to a transition from closed isofrequency surfaces to
surfaces which are open in the weak-coupling direction. Such mode quasisplitting results

in quasi-two-dimensional behavior of phonons polarized along layers and quasi-one-dimensional
behavior of phonons polarized in a direction perpendicular to the layers and localized near

light or strongly coupled impurity atoms or monolayers. 2001 American Institute of Physics.
[DOI: 10.1063/1.1421462

INTRODUCTION the strong intralayer interactiony(&1).2 (This phenomenon
is usually termed quasisplitting of photon modess a re-

The SF“dy of states localized near flat defects of a CryStaéult, the isofrequency surfaces of phonon modes polarized
structure is necessary for understanding the thermodynam ong layers are strongly extended in the direction of weak

and kinetic properties of real crystals and for solving applie coupling and are open in this direction in a very wide fre-

probtler?s of aco_(LjJsto-, ?pto- :;ndhImmroe!t;ctrorﬂdevelop- d uency range, where the spectral properties of the corre-
ment ot waveguide systems, nighly SENSIve Sensors, an Sqf)onding vibrations are essentially two-dimensidhalhe

on). A number of works where the resonance states localize ) . . . .
) uasi-two-dimensional behavior of phonons polarized along

in macroscppic-size multilayer cr_ygtal structures are studie Lyers signifies that virtually all of therfexcept extremely
on the basis of the theory of elasticity have appeared recentl%ng wavelengthare localized in the plane of the layers. On

(see, for example, Ref. )1 However, because short- . .
. . _the other hand the isofrequency surfaces corresponding to
wavelength phonons make a large contribution to all vibra-

tional characteristics of such compounds and further miniaEhe phonon branch polarized in the weak-coupling direction

turization of technical devices is a practical necessity it is("e" perpendicular to the laygrdo not extend in any crys-

definitely of interest to use the methods of the atomic dy_tallograpmc direction and there are no quasi-low-

namics of a crystal lattice to study resonance effects. fjimensional §ingulgrities in the behavior of the correspond-
Here, it is especially important to study localized and'M9 phonons in an ideal layered crysta}l. )
quasi-localized vibrations in crystals with strong anisotropy | N€ flexural stiffness of the layers in virtually all layered
of the interatomic interaction, specifically, in quasi-two- CTYStais(see, for example, Refs. 316 much smaller than
dimensional crystal structures. In the first place, such object{® Strong intralayer interaction and the maximum phonon
fall between three-dimensional lattices and low-dimensionafréduency for the latter branch is appreciably lower than the
structures, which differ qualitatively from three-dimensional Maximum frequencies for the two other acoustic branches. It
structures by the formation conditions and characteristics off ©f the same order of magnitude as the frequencies of the
localized states. In the second place, weak coupling betweeff? Hove singularities, corresponding to the transition of
atoms even in a single crystallographic direction, which isisofrequency surfaces of these branches from closed to open,
natural for such crystals, makes the localized stétspe- i.e. in this frequency range, where the two-dimensional na-
cially near surfacasvery sensitive to external perturbations. ture of the phonons polarized in a planar layer is most strik-
In the present paper oscillations localized near an impu'mgly manifested, vibrations of an ideal layered lattice which
rity monolayer in the interior of a layered crystal are studied.are polarized in the weak-coupling direction are essentially
It is shown that for sufficiently strong layered anisotropy thenonexistent. Such vibrations in this frequency range can arise
behavior of such oscillations is quasi-one-dimensional@s & result of the presence of definite defects—light or
which makes it possible to use exactly solvable onesStrongly-coupled impurity atoms or impurity monolayers. In-
dimensional models, taking into account only the ratios ofdeed, in strongly anisotropic crystals the vibrations of light
the elastic moduli of the crystal, to describe states localizedmpurities™>*® or atoms of light sublatticés are very
near flat defects. strongly localized in the weak-coupling direction. In addi-
In a strongly anisotropic layered crystal, where atoms oftion, the frequency of the corresponding pronounced reso-
various layers are coupled with one another much morgance vibration, as a rule, lies precisely in the range where
weakly than the atoms in a single layer, the interaction bethe isofrequency surfaces of vibrations polarized in the basal
tween vibrations polarized parallel and perpendicular to thglane are open in the weak-coupling direction. Such strong
layers is proportional to the squared small “anisotropy paJocalization of the vibrations in the frequency range where
rameter” y—the ratio of the weak interlayer interaction to the phonon density of an ideal lattice is by no means small is

1063-777X/2001/27(11)/6/$20.00 952 © 2001 American Institute of Physics
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due to the absence, in this region of an ideal lattice, of vi- 1
brations polarized perpendicular to the layers and to the  Po(A) —ImM Gog(A). (1)
weak interaction of phonons with this polarization with two-
dimensional phonons polarized in parallel to the layers. The complete distribution functiog(\) of the squared
Quasi-one-dimensional singularities should appear in the pbdrequencies is the arithmetic-mean of the spectral densities
havior of these strongly localized vibrations. To prove thisgenerated by the linearly independent vectufs.
assertion we shall examine vibrations localized near an im- The functionGyo(A) can have poles only outside the
purity m0n0|ayer ina Strong]y anisotropic |ayered CrystaL continuous SpeCtrUm, i.e.in the region where this function is

The most natural classification for describing localizedpurely real. These polesy determine the squared discrete
states is one based on a representation of the vibrations adagal frequencies. The residues of the Green'’s function at the
superposition of diverging wave# contrast to the conven- Poles
tional decomposition in terms of plane szgl%?). The 2 O=rés, ) GogM) @
J-matrix method(or the recursion metho completely d
corresponds to such a classification. This method does natre the intensitiesor weightg of the local vibrations.
employ explicitly the translational periodicity of the lattice The root-mean-square displacement of an atom with ra-
and therefore its application to ideal and defective structuredius vectorr as a function of the squared frequency and
is essentially the same. In addition, the nondegeneracy of thiemperature is proportional to(\) for vibrations with fre-
spectrum of the operatofsf the corresponding’ matrices, guencies in a band of the continuous spectrum, an,dfﬁ(’)
which we employ here to describe the vibrations of the sysfor vibrations with discrete frequencies.
tem, makes it possible to avoid many computational difficul-
ties. ) o QUASISPLITTING OF PHONON MODES IN A STRONGLY

In the recursion method all spatial displacements of thexnisoTROPIC LAYERED CRYSTAL
atomsH are represented, using an appropriate choice of so- _ _ )
called generating vectoh{)i), as a direct sum of subspaces If the displacements of one atom of a given model in

H® which are invariant under the operatbrdescribing the directions parallel and perpend|cular3 respectively, to the
. . ) basal plane are taken as the generating vedipendh, ,
vibrations of the crystal:

then, because of the quasisplitting of the phonon modes po-
larized in these directiorfsthe corresponding spectral densi-

2( 3 &)(r, r') ties (1) will be identical, to within the squared small param-
r, r = —_—, .y .
fm(r)ym(r’) eter vy, to the phonon densities of the corresponding

branches. In what follows we shall treat the spectral func-
. tions as functions of the frequeney and not its squara
Hered(r,r") is the force-constants matrix, which describes= 2, j.e., the quantities;(w)=2wp;(w?). They satisfy the
the interaction between atoms occupying points with vectorselations
r andr’ andm(r) andm(r’) are the masses of these atoms.

These subspaces, ordinarily termed cyclic, are linear hulls . (w)zilm(h @h )= a’c
spanned by a sequence of linearly independent vectors Xy T o 0mh)3
{£" h{y>_ . Orthonormalizing this sequence we obtain an )
orthogonal basi$hﬂ)};}0 in which the operato£?), engen- xS Vd—sx +0(9A);
dered by the operatat in the subspacei (!, is represented i=1 Jog=o [Vkag(K)L
by a tridiagonal Jacobian matrix7(matrix). We shall desig- 3
nate its diagonal matrix elementsa$ (n=0, 1, 2,...) and _ il h Gh.)= a’c
the off-diagonal elements 4s"). The indexi enumerating v w)=im(hy, Gh, )= (27h)3
the subspaces will be used only when various cyclic sub-
spaces must be distinguished. % § dS; +0(9?)
The distribution of the frequencies of the atomic vibra- sk =0| Vk3(K)| v

tions in the system is ordinarily expressed in terms of the .
i ) ~ S A were, as usualsee, for example, Ref. 18the integral ex-
matrix elements of the Green’s operatbs (A — L)+ (here

tends over the isofrequency surfacg(k) = =1,2,3
\ is the squared frequency and the eigenvalue of the operatodlhdoIsq is an elementqof thiZ surfagg( )=« (d )

L). If hy=r|u) e H is taken as the generating vector, i.e. the  The model of a strongly anisotropic layered lattice
displacemenu of an atom with radius vector, then the  should describe the basic distinguishing features of the pho-
matrix elemeniGy(\)=(hg, Ghg) will contain complete in- non spectrum of crystals in a given class. First and foremost
formation about the frequency characteristics of the vibrais the presence of low-frequency short-wavelength acoustic
tions of the system, where each atom moves in the directiophonons in the spectrugsee, for exampl®, Refs. 3—14 in

of the vectowu. The conditions for the existence of the imagi- the weak-coupling directioiin k space all three acoustic
nary part if Goo(A) determine the limits of the bands of the branches have low frequencies right up to the boundary of
continuous spectrum of the vibrations, and the magnitude athe first Brillouin zone, and one of them, polarized in a di-
the imaginary part characterizes the frequency distribution ofection perpendicular to the layers, remains low-frequency
a given atom within these bands. The spectral density noifor kCx0y also. The dispersion law for this mode for wave
malized to 1 is vectors in the basal plane, for the case where the flexural
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stiffness of the layers is much greater than the weak inter-
layer interaction, can be quasiflexutdf:82°0f course, for
the model at hand the conditions for translational and rota-
tional invariance, stability, and transition to the long-
wavelength limit of the equations of lattice dynamics in the
equations for the theory of elasticity should be satistme,
for example, Refs. 18 and 19

For the model we shall use a body-centered tetragonal
lattice and we shall orient the four-fold axis in the direction
of weak coupling. Since the atoms in the neighboring layers
of such a lattice are shifted relative to one another in the
direction of the basal plane, to describe the weak interlayer
interaction it is sufficient to consider the central interaction
of the nearest neighbofsot lying in the same plane-the
lattice will be stable. To describe the intralayer interaction
we shall confine our attention to the interaction of the first
and second neighbors in the basal plane, and we shall take
account of the central and noncentral interaction between
them. The force-constants matrices have the form

@ (a,0,00=— Sl oV 8 x+ BV (8 y+ 8 )];
a? & 0
®,(a,a0=—| ¢ «? 0 |;
o o0 p?
1 1 ¢
a a as
(I)ik 5,5,7 =—a; 1 l &
& € 82

Herea andc=ae are, respectively, the interatomic distance
in the basal plane and in the direction of the four-fold axis.
The parameterg™ and B8(®) describe the noncentral inter-
action between the first and second neighbors in the basal
plane. The condition that the lattice-dynamics equations be-
come the equations of elasticity theory gives the following
relation between these parametegsl)=—28)=4. The
same relation follows from the conditions that there be no
stresses at the boundary oriented along the basal plane, and
we can neglect the relaxation of the force constants on such
a free surface.

The parameter&ﬁl) and «, describe, respectively, the
central interaction of the nearest neighbors in the basal plane
(the strongest in the lattig@and the weak interlayer interac-
tion (also purely centra) where y=a, /a{Y). The quantity
a{? characterizes the central interaction of the second neigh-
bors in the same plane, and the paraméjeraﬁz)—ﬁlz
This model is stable for positive values@f', a, , &, «?,
and 0<B<1.

The matrix®;,(0,0,0) is obtained from translational in-
variance. The symmetry operations of the point gr@up

Ve s arb. units
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O)/Cl)o

FIG. 1. Evolution of the spectral densitieg, as a function of the anisot-
ropy of the interlayer interactiofparametery): y=0.03(1), 0.01(2), 0.003
(3), and.001 (4).

can be used to find all other force-constants matrices frongurve2 (y=0.01) corresponds to layered crystals where the

those described above.

ratios of the elastic constant€;3/Cq1~Cys/Cq1—0.1,

We shall now analyze the dependence of the quantitieshich is characteristic for many layered compou@sSe,
vi(w) on the parametety. All other parameters are fixed: Gas, InSe;, and so oh The curves3 and4 correspond to

a?=0.2a{", p=0.05(Y, andc/a=2; the frequency is
conveniently measured in terms ef= \/aﬁ”/m. Figure 1
shows the evolution of the spectral densitigg,. Curvel
corresponds tey=0.03, which for our choice/a=2 corre-
sponds to a weakly anisotropic crystalich as Ph). The

v=0.003 andy=0.001(even stronger anisotropy—such as
in graphite.

The spectral densities, ,(w) are Debye-shaped up to
the frequencyw, (w§= 16« /m) at which the isofrequency
surfaces become open in the weak-coupling direction, pos-
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8 dependence of the frequency on the parameters of a defect,
i.e., on the variation of the mass and the force interadiion

this case the interlayer interactiorshould be similar to the

6k behavior oflocal vibrations lying outside the bands of the
continuous spectrum of a linear chain. It is obvious that in
this case the frequency range of localization of the spectral
densityv,(w) will play the role of a band of the continuous
spectrum of a linear chain. The impurity distinguished by
mass and force interaction in an infinite linear chain can
result in the appearance of two local vibratithts

V,, arb. units
S
T

2
| ) (0*)2 1+ 7 l1-¢ 3+¢
! Y178 Tte Ty * n

[\ t®z
00570 85 1.0 it W L
_ - _ ) 4
FIG. 2. Evolution of the spectral densities as a function of the parameter 2 2 (1+7n)
y (the numbering of the curves is the same as in Fig. 1 W)= (w*) Tv

sess a “kink” van Hover singularity of this frequendgtheir where o™ is th_e upper I?mit of the band of the continuo_us

curves near this singularity are shown in the inset on aspectrum of a linear chair; and » are the relative change in

enlarged scale have a pronounced two-dimensional charac-r!]nass :_;md the force ponstant, respectively. Here., the impurity
itself vibrates only with one of the local frequencies, and

Vbrational requency of the Itice 1 ssentialy independen] S6cond 10cal freguenay; cortesponds to an antiphase
d Y y P isplacement of the nearest neighbors of the impuftite

of a, . T_he two—dlme.nlsmnal van Hove smgulqnnes, cor- impurity atom itself is at rest
responding to a transition from closed to open isofrequency Let a light monolayer, coupled with the layers of the

surfaces and vice versa in the direction of propagation of Fnain lattice more strongly than the coupling within the layer

:Lansverse V\I/a\{e '3 tTe ba}[ial ptl)a(m@. the (zjlrglctlgtr.kiofor itself, be embedded in a layered crystal described by the
€ wave polarized along Ihe abscissa and diredolor a - ., 4o onsidered above, i.e., a defect system consisting of

\('za:/ en ptﬁle:rlziesdniloiztg r?;i(;)r:dkl)nat‘ivfri \tlﬁrylshea;rp tﬁe:ksvathree neighboring rows in a layered crystal. In the mon-
© ere € ctwee € layers ese Valyomic lattice approximation, describing the main distin-

Hove singularities are logarithmjic . .
A sharp low-frequency peak forms in the spectral densi_gwshmg features of the phonon spectrum of strongly aniso

. ) J7 . T tropic layered crystals, this simulates, for example, the
t|e§ vy(w) with dgcreasmg mterlayer mteracqo(rlﬂg. 2. embedding of a light alkali metal in a layered semiconductor.
This peak determines most anomalies of the vibrational ther- ~ ~ . . .
modynamic properties of such systerfsee, for example, As a rule, hereg/a<c/a (the~tllda de5|g~nates thg properties
Refs. 30 and 31 For a, <f the topology of the low- ©f the impurity atoms Let m/m=0.5, a/a and c/a=1.5.
frequency surfaces of a vibrational mode polarized perpensince in most cases the light atoms possess the smaller
dicular to the layers is determined primarily by the quasiflex-atomic radius, as a rufé,z{Y<a{". We shall choose the
ural term. The strong anisotropy of this term in the basalffollowing values of the force constants in the defect system:
plane(the isofrequency surfaces extend along the coordinate("=0.50(Y; @(?=0.1a(Y; B=0.04a(V; and, @, >« .

axeg gives rise to oscillations of the corresponding spectral  Figures 3a—3d correspond to different values of the in-

densities(curves2—4). teraction between a defective monolayer and the main lattice

(a): a—a,=01aY; b—a,=012%"; c—a,
QUASI-ONE-DIMENSIONAL CHARACTER OF OSCILLATIONS :0_15aﬁl); and, d_;lzo_]_?&yﬁl)‘ All four figures show
LOCALIZED NEAR AN IMPURITY OR AN IMPURITY

the relations(4) wj;(n) (for e=(m—m)/m=—-0.5) and
w)2(7n) (curvesl and2). The figures also show the curves of
Quasi-two-dimensionality of the spectral densitiesthe spectral densitie@s functions of the frequenggener-
vy y(w) is observed at frequencies=w,, i.e., primarily  ated by displacements in the weak-coupling direction: the
outside the localization region of the spectral densiffw). atoms in the impurity monolayécurves3) and layers neigh-
Consequently, quasi-one-dimensionality is by no meansoring the impurity layer in antiphase to one anotf®nrves
characteristic for vibrations of an ideal layered lattice which4) (w,,—upper boundary of the band of the continuous spec-
are polarized in a direction perpendicular to the layers andrum of an ideal layered crysalCurves3 contain sharp
interact weakly with quasi-two-dimensional phonons polar-resonance peaks corresponding to vibrations localized prima-
ized in the basal planesee Fig. 2 rily on the impurity monolayer itself. The propagation of
At the same time the correspondingly polarized vibra-these vibrations in the plane of the monolayfer example,
tions of defect atomsgimpurities and impurity monolayers as a result of a noncentral interactomic interactigives rise
can easily possess frequencies greater than the van Hote an additional(“satellite”) peak, whose height decreases
frequencyw,. In this case their behavior, specifically, the sharply when the frequency of the main peak lies outside the

MONOLAYER
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20
15

impurity in the three-dimensional structure of interest to us.
Such a vibration is very highly localized. The frequency is
noted by the symbab* ~ w,,\/C33/C4; (the ratio of the elas-
tic moduli C53/C41~0.1, just as for many layered semicon-
ductors.

The frequencies of the quasilocal peaks in the cuf/es
and 4 agree well with the frequencies,;; and w,, for the
same value of the parameter which for a layered crystal
plays the role of the effective change in the interlayer inter-
action. This identity shows that the vibrations localized near
an impurity monolayer are quasi-one-dimensional. The char-
acter of the propagation of vibrations in the planes of defec-
tive layers (for example, will the “satellite” peaks in the
curves3 in Fig. 3d always be sharp®epends on the inter-
atomic interaction in the plane of the lay@e. on the model
chosen. However, the frequency of the localized vibrations
is essentially model-independent and are determined by the
expressiong4), describing the frequencies of local vibra-
tions in a linear chain, even though local frequencies outside
the bands of the continuous spectrum are poles of the
Green’s function of a linear chain and the quasilocal peaks in
the corresponding spectral densities of a layered crystal lie in
a band of its continuous spectrum and cannot be such poles
in our case.

v, arb. units
N
i

CONCLUSIONS

In summary, quasisplitting of vibrational modes polar-
ized parallel and perpendicular to layers occurs in a strongly
207 d anisotropic layered crystal. At frequencies above the van

15+ Hove singularity frequency,, corresponding to a transition
o from closed isofrequency surfaces to ones that are open in
10r : the weak-coupling direction, the phonons polarized parallel
sF 77777 N U to the layers are essentially two-dimensional.
0 At In an ideal layered lattice the frequencies of the phonons

OI.6 OtG polarized in the weak-coupling direction are mainly below
/ w, and consequently no one-dimensional singularities can be
©/7Om observed in their behavior. At the same time the vibrations of

FIG. 3. lllustration of the quasi-one-dimensional behavior of vibrations |o-'mPU”_tY atoms or impurity monOIa_yers having the same po-
calized near a light f/m=0.5) strongly coupled &, > ya{")impurity larization can possess frequencies abexg and conse-
monolayer in the interior of a strongly anisotropic layered crystal ( quently they can be quasi-one-dimensional.
=0.01): @, =0.1(" (a), 0.125" (b), 0.15(" (c), and 0.17%(" (d). If the interlayer interaction is stronger for impurity at-
Curvesl and2—the functions4) w|,(7) (with e=(m—m)/m=—0.5) and oms(or atoms of impurity monolayershan for atoms in the
o2(7); curves3 and 4—spectral densities(w) generated by displace- main layered lattice, then quasilocal vibrations with frequen-

ments in the d|rect|<_)n of vyeak co_uplmg_ of the atoms in the _|mpur|ty mono- ning abovewz (but below the upper limit of a band of the
layer and layers neighboring the impurity monolayer, in antiphase with one

another, respectively. The broken curves show the total phonon density of grONtiNUOUS SpeCtrUm of an ideal crystalill be _due tf) not
ideal lattice. only the corresponding displacements of the impurity atoms

themselves but also the antiphase displacement of atomic

layers neighboring the impurity layers, which together with
band of the continuous spectrum of an ideal crystal. Vibrathe impurity monolayer form a defect system, in this direc-
tions with frequencies of both of these peaks are essentiallion.
absent from the frequency spectra of atoms of other layers Both types of localized vibrations will be quasi-one-
(even layers close to the impurity monolayefhe large dimensional. Their propertieghe frequency and the degree
broadening of the quasilocal peaks on the cu#ese also  of localization will essentially be independent of the geom-
due to propagation of vibrations in the plane of the corre-etry of the layers and the character of the intralayer interac-
sponding layers. tion, i.e. the lattice properties that are due to the specific

The effective maximum frequency, which appears in themodel under study. Such localized vibrations can be de-

expression(4) as a factor, is chosen according to the fre-scribed using the exact analytical expressi¢fisobtained
quency of the local vibration generated by a light isotopicfor models of linear chains with impurities.

0.2 04
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Yn Ref. 2 this is illustrated for the behavior of van Hove singularities,

which are extremely sensitive to the interatomic interaction.
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Numerical values are obtained for the parameters of the crystal-field potentials and crowdions
(self-energy, effective mass, characteristic lepdtin Ar and Kr fcc cryocrystals, Cu and

Al fcc metals, ande- and §-Fe bcc metals. The calculations are performed assuming that the
interatomic interaction in the crystals can be described by empirical Lenard—Jones and

Morse pair potentials. A new algorithm is developed and used for calculating the crystal-field
potentials. The algorithm is based on a representation of the crystal lattice as a collection

of parallel atomic rows. An analytic expression in the form of a trigonometric series is obtained
for the potential describing the interaction between an atom in a close-packed row and the
crystal matrix. An explicit analytic expression is also obtained for the energy parameter
characterizing the interatomic interaction inside a distinguished row. It is shown that the

main condition for weak coupling between close-packed rows and the crystal matrix, admitting
the existence of crowdions and the application of the long-wave approximation for

describing crowdions, is satisfied in all crystals investigated.2@1 American Institute of
Physics. [DOI: 10.1063/1.1421463

INTRODUCTION atomic row and the periodic potential of the substrate simu-
. . - ) _lates the interaction of this row with the crystal matrix.
Crowdion lattice excitations are one of the interesting |, Ref. 13 it is shown that in describing crowdions it can
objects of investigation in modern crystal physics. Crowdi-pe a5sumed, to a first approximation, that the crystal matrix
ons can play a large role in the dynamics and kinetics ofs gnsolutely stiff, i.e. its deformations can be neglected.
radiation defects, diffusion processes, and certain phenomeRg,an, it is convenient to use the functionix,t) describing
. . . —8 . ) il
of inelastic deformation of crystals” In the modem inter- longitudinal displacement field of the atoms from their
pretation a crovx_/dlon. is a nonlinear solltary wave of d'splace'equilibrium positions in an ideal crystal, which depends on
ments which arises in close-packed ath'C ro‘\{fr?and IS COMthe coordinatex along the chain and the tinteas the natural
sidered to be an example of a topqloglcal _SOI'_O : dynamic field variable. It is assumed that the directions of
In Ref. 13 the problem of crowdion motion is formulated o axis & and the displacement(x,t) are given by the
as a dynamical problem of a three-dimensional crystal Iatélementary translations vectdr of the crystal along the

tice. It is shown that the correct separation of nonlineary o mic chain under study. The functional energy correspond-
crowdion excitations and linear elastic deformations in aing to this approximation is

three-dimensional crystal is possible only in the long-

wavelength approximation. This approximation corresponds 1 (=
to crowdions with sufficiently large widthh>b and suffi- H= b
ciently low velocity V<c (b and c are, respectively, the ’°°
characteristic values of the interatomic distance and th?_| . . e

sound velocity in a crystalWhen the requirements indicated erems 1S the mass of the _atoms in the dl_stmgwshed oW,
above are satisfied, it is possible to pass to the continuuryis the interatomic interaction parameter inside the distin-

limit in the equations describing crowdions, crowdion exci-glJIShed _row,dD(u):qJ(u_er) IS the per|qd|c potential of the
tations can be distinguished against the background of smaﬁryStall f'el.d for atoms in the distinguished rosubstrate
elastic deformations of the crystal, and the description ofotentia), u=gdu/aox, andu’=gu/dx. _ _

crowdions can be reduced to the analysis of solitary waves in N the present paper we shall consider simple crystals
a one-dimensional Frenkel'—Kontorov ~ crystal. The conS|§tlng of |glent|cal .atoms, the mteracﬂop between WhICh
Frenkel'—Kontorov model of a one-dimensional crystal con-at @ distance is described by a pair potentigl(r). In this
sists of a chain of strongly interacting atoms which undergd@se the expressions for the parameteand the potential
one-dimensional motion on a stationary periodic substraté (V) aré

which creates a relatively weak potential fiéftf:***>when

this model is compared with a real crystal, it is assumed that
the mobile chain of atoms corresponds to a distinguished

ma
7(

. w
u)+ E(u’)2+<b(u) dx. (1)

#U(p)
Ipidpy’

1
w=3 > Pibk (2
p
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the conditions admitting the use of the Frenkel'-
‘D(U)ZER: [UR—-7)-UR)], 7=¢. (3 Kontorov model and the long-wavelength approximation for
describing crowdions in particular specific crystals are

Here the summation extends over the equilibrium posiXMOWN; _ .
tions p of the atoms in the distinguished row and the atoms  th& numerical values of the parametey the explicit
R of the matrix. The second term in brackets in E8) expression for the crystal field potentia(u), and numerical
defines the reference point for the potential energy, which i§Stimates for geometric and energy characteristics of crow-

chosen so that the potential is nonnegativ@)=0 . dions have been obta!ned for specific crys'gals.
In our recently published pagérthe structures and dy- Thus far only the first steps toward solving the problems

namical properties of crowdions were analyzed for an arbi-l'_s'[ed above have been made. Specifically, computer calcula-

trary periodic potentiatb(u). The analysis shows that the tions of the energies of static crowdion configurations for
structure of a crowdion can be described by the solutiorP€Veral fcc and bee crystals have been performed by

H 8-20
u(x,t) in the form of a kink characterized by a set of param-molecular-dynamics methods! _
etershg, \p, and\®: In the present paper we perform a comprehensive analy-
£ m:» m-

sis of all questions enumerated above for simple atomic fcc

No= W/D'(0), \ny=\WI[D"(D/2)], and _b_cc crystals_. The analys_is is ba_sed on thg use of cliass_ical
empirical potentials to describe the interatomic interaction in
NE =20, /]®"(b/2). 4) crystals: the Lennard—Jones potential and the generalized

Morse potential. Analytic expressions for the parameter
Here ®"(u) = (d2du?)®(u) and @, =d(b/2) is the height and the crystal-field potentiab(u) are obtained for close-
m

of the barrier. It was established that for a wide class of@cked atomic rows in such crystals; it is shown that the
single-barrier symmetric potential(u) satisfying the con- condition of weak coupling of these rows with the crystal

dition for applicability of the continuum approximation but Matrix is satisfied; and, an algorithm is proposed for calcu-
differing from the curvature at the minimumu€0) and lating the energy, the effective mass, and the width of crow-
maximum (1=b/2) points the relation dions in these rows. The influence of the form of the inter-

atomic interaction potential and the temperature dependence
b of its parameters on the crowdion parameters is discussed.
Aot )\marcsm_*l (5) FCC Ar and Kr cryocrystals, fcc Cu and Al metals, and the
m bcc a- and 6-Fe metals are chosen as specific examples for
which numerical values of the basic parameters of the crystal
can be used to estimate the characteristic width of a stati§e|d and crowdions are obtained.
kink 5. The second term in E@5) determines the width of In the present work a new algorithm, based on a repre-
the central part of the kink and the first term determines theentation of a crystal lattice as a collection of parallel atomic
extent of the “wings” of the kink. When the parametetis  rows is developed and applied used to calculate the crystal-
used to characterize a crowdion the specific nature of crowfie|d potentials. This method for calculating the crystal-field

dion excitations in real three-dimensional crystals should bgotentials admits a natural generalization and can be used for
taken into account: since the deformation fields of a crowtomplex multiatomic lattices.

dion at large distances from its center have power-law
asymptotic behavior*!’ the parametek is the characteris-
tic size of the crowdion nucleus in a three-dimensional
crystal.

A crowdion excitation(just as any stable solitary wave Let us consider fcc and bcc monatomic crystals where
can be treated as a particle possessing an intrinsic field etlie close-packed atomic rows are oriented along crystallo-
ergy E, and effective rest mass,. For a static crowdion in  graphic directions of the typgl10) and(111), respectively.
the Frenkel'—Kontorov mod#i these quantities are given by We shall assume that a centrosymmetric pair potential

Ne=2

1. ANALYSIS OF THE INTERACTION OF CLOSE-PACKED
ATOMIC ROWS WITH A CRYSTAL MATRIX

the expressions U(lr—r’]) (r andr’ are the coordinates of two arbitrary
atomg describes the interatomic interaction in the crystals.
1(b m, (b This assumption is considered to be acceptable for a micro-
Esozﬁfo V2w (u)du, mS:FL V2 (u)/wdu. scopic description of the physical properties of solidified in-

(6)  ert gases and simple metals. As a rule, it is widely used in
computer simulation of atomic structures of such crystals
Taking account of the elastic complian@ieformabilit)  and defects in therft:~24
of the crystal matrix could result in a substantial renormal-  Let us select an individual close-packed atomic row
ization of the values of these characteristics of a crowdifon. where the crowdion excitation will be studied: in what fol-
The use of the general assumptions and conclusions déws we shall call this row the reference row. The crystal
the theory of crowdions to interpret the crowdion-inducedfield ®(u) for atoms of a given row, written as a su@), is
physical effects presumes further elaboration of the theorpest calculated as follows:

and, first and foremost, that the following problems are = — the crystal matrix is represented as a collection of
solved: atomic rows oriented parallel to the reference row;
the criteria for the existence of crowdion excitations in — summation is performed over the sites in one such

specific crystal structures have been established; row;
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— summation is performed over a sequence of rows.
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®(u). For a bcc lattice, the atomic rows within an individual

The crystal-geometric substantiation of the proposedoordination cylindrical are divided into two groups with
procedure is given in the Appendix. Here we note only thedifferent shifts with respect to the reference row; this makes
main circumstance that determines its effectiveness: the pdhe calculation somewhat more complicated. Despite this dif-

tential ®(u) is a periodic function so that it is convenient to

ference, the potentiab (u) can be written in the same series

represent it as a Fourier series, and the proposed procedui@m for both types of lattices:
makes it possible to obtain such a representation in an ex-

plicit form comparatively easily.

For the calculations we shall use a cylindrical coordinate

system with polar axis @ oriented along the reference row.
We shall find the potentiab(u—hb, r,) which an atomic
row oriented parallel to @, possessing a peridg and lying
at a distance | from Ou generates at a pointon Ou as:

¢(u=hb,r ;)= > U(Jri+(u—hb-nb)?),

whereh is the fractional part of the atomic coordinate on the
Ou axis. Using the well-known Poisson summation formuila

> f(m= X

n=—ow n=-—ow

f(z)e?™"%dz

and performing some simple transformations we obtain the

following expression fokp in the form of a Fourier series:

1
e(u—hb,r,)= z(PO(rL)

0

+ <pn(rl)005(%_hb)), 7
n=1
where
4 (= 2mn
<pn(u)=5JO U(vrf+§2)003( 7; §)dg.
_ €S))
n=01.2,... .

The relation(7) also makes it possible to write in the
form of a Fourier series the crystal-field potentia(u) for
atoms in the reference row, determined by the expreg8ion

As shown in the Appendix, the reference row can be viewed

- mnu
d(u)= 2, <I>nsin2(—), 9
A=1 b
where the coefficients are given by the relation
d,=— 2NZ1 Znen(Ry)COg27nhy). (10)

The values of the parametdisRy, Zy, andhy, of course,
are different for different types of latticesee Appendix
Specifically, for a fcc latticeb=d® is the period of an
atomic row of the typg110); for a bec latticeb=d®® s

the period of an atomic row of the typglll); d is the
magnitude of the basis vectors of the corresponding primi-
tive cells.

The relationg9) and(10) are valid for an arbitrary cen-
trosymmetric pair potential and make sense if the integrals
(8) exist. The specific form of the crystal-field potential
®(u) given by Eq.(9) depends on the magnitudes and signs
of the coefficientsb,,. It can be easily shown that the po-
tential @ (u) on a single period0,b) possesses extrema at
the pointsu=0 andu=b/2. One condition for mechanical
stability of the lattice is thatb (u) must possess a minimum
at the pointu=0. It will be shown below that all pair poten-
tials U(r) used in the present paper give for fcc and bcc
lattices the following resultu=0 is a minimum and the
pointu=h/2 is a maximum of the functio® (u) i.e.

o 2=
d"(0)=2|— n?®,>0,
b) =1

w43

(1)
2 o]
> (—1)"n2d,<0.

n=1

b

2

as an axis of a discrete set of coaxial cylindrical surfaces

(coordination cylinderswith numbersN and radiir, =Ry,

Taking account of the above-listed properties of the po-

where atomic rows of the same type, corresponding to théential & (u)and using the relatiof®) we obtain the follow-
matrix, are located parallel to one another. The coordinatioling expression for its amplitude:

cylinder with numbeiN containsZ atomic rows, which can

be shifted with respect to the reference row by a fractional

part of the periodb, determined by the shift coefficieht .
The quantitiesRy, Zy, and hy are crystal-geometric pa-

rameters of the lattice; their values for reference rows of the

type (110 in a fcc lattice and(111) in a bcc lattice are

D=0 (b/2)= D, Dy ;. (12)
n=1

The problems listed in the introduction can be solved
using twp types of relatively simple empirical potentials

presented in the Appendix. The arguments given above anghich have tested many times in the description of the physi-

the relation(7) make it possible to represent the potential
®(u) as a sum of the contributions(u—hyb, Ry) due to a
sequence of coordination cylinders.

The advantage of the method of summing over coordi-

nation cylinders when calculating the crystal field potential
for atoms of a close—packed row in a fcc lattice is fully

cal properties of various crystals:

the two-parameters( o) Lennard—Jones potential
o 12
7

U(r)=4e , (13

utilized, since all atomic rows belonging to the same coordiwhich is widely used in the physics of cryocrystals;

nation cylinder have the same shifts relative to the reference

the four-parameter g(rg,«,m) generalized Morse

row and make the same contribution to the desired potentiglotential
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€ em(ab)?| coshHmab/2)
U(r)= {exg —ma(r—rg)J]—m w= m exp(mar
m-1 4m=1) | " sink(mab/2) rmato)
xex{ —a(r=ro)}, (14) cosHabl2)
. . . . ——————expary) |. (18)
previously used to describe the mechanical properties of an sink?(ab/2)

entire series of cubic metals; the parametdras been varied he algorithm d ibed ab b q cul
from 1.25 to & (the classical Morse potential is a particular 1€ @lgorithm described above can be used to calculate
case of the potentiall4) with m=2) the crystal-field potential in a complex crystal lattice whose

Substituting the relation&L3) and (14) into Eq. (8) and unit ce!l contains several types of different 'atoms. For this
performing the integration we obtain the following: the Igtt!ce mu;t be' represented as a collection of suplattlces
for the Leard—Jones potentiél3) consisting of identical atoms and a _system of a_tomlc rows
must be constructed for each sublattice, after which the con-
e 27nRy 1 [o\22 tributions of these sublattices must be summed taking ac-
en(Ry) = Texp( S ) ( ) count of their shifts in accordance with the basis vectors of
the crystal lattice.
> (470)(10—K)! ( b )11—k <a>6

r

2°51

2. CALCULATIONS OF THE PARAMETERS OF THE

>< R— J—
=0 k!I(5—K)! AN r CRYSTAL-FIELD POTENTIAL AND CROWDIONS
2 (4mn)k(4—K)! [ b |5k There are a number of reviews and monographs, for ex-
><k_0 K=K R_N) : (15  ample, Refs. 21-24, devoted to a detailed discussion of the

problems of computer simulation of lattice defects. A key
question of a computer experiment is the choice of the physi-

for the generalized Morse potentigl4
g P ) cal model of a crystal and an adequate description of the

demaRy Ry exp(mar ) interaction of atoms with one another. A strict quantum—

en(Ry) = Tm_1_ 1( an) 5 mechanical analysis of interatomic interactions in a real crys-
nm tal is very difficult, so that, as a rule, a number of simplying

Ry explarg) assumptions concerning the character of the interaction and

_Kl(znlf) B (16 the form of the potential are used. Specifically, in most cal-

culations the multiparticle forces are neglected, and the crys-

wherez, = V4m2n?+m?a?b? andK(x) is a Bessel func- tal energy is written as a sum of interatomic pair interactions.
tion with imaginary argumen‘tmodified Bessel function of The contribution of mUltipartiCle interactions is different
the third kind. in crystals with different types of chemical bonds: this con-
The potentiakb(u) can be further ana|yzed and used totribution is small for solidified inert gases, but it plays a
obtain the characteristics of crowdions only for specific crys-determining role in metal crystals. Although modern elec-
tals using computer calculations and the sequences of quaionic theory of metals, in principle, makes it possible to take
tities Ry, Zy, andhy presented in the Appendix as well as into account the electronic structure of a metal, specifically,
reference data on the numerical values of the parameters #te existence of conduction electrons and the structure of
the empirical potential§13) and (14). We note only that the internal electron shells, in the description of interatomic in-
quantitiese,(Ry) given by the relationgl5) and(16) decay teractions, this path is too difficult a problem in the computer
exponentia”y as the radRN and the numben increase’ (o) simulation of metal CryStalS. For this reason, pair empirical
that the serieg9) and (10) converge rapidly; this greatly potentjals_ are also most often _used for me.t_als. In _a_II cases,
simplifies the numerical analysis. Specifically, it has beerfwo criteria are used for choosing the specific empirical po-
found that for all specific examples considered in the preserientials: such potentials must correctly reflect the basic fea-
work the first term in the serie€) determine the potential tures of the chemical bond and it must be possible to express
®(u) with relative accuracy of the order of 0.07-0.gkee  them as simple analytical functions. The simplest empirical
Tables 1-4 i.e., the lattice potential is essentially identical Pair potentials are used for simulating solidified inert gases—
to the model potential proposed in the classical Frenkel'-{wo-parameter power-law functions. The specific nature of
Kontorov work** metals is most often taken into account by choosing pair
In concluding this section we shall also give expressiongotentials in the form of three- or four-parameter exponential
which are convenient for calculating the energy paramater functions. . . .
characterizing the interatomic interaction in close-packed ~We believe that atomic cryocrystals are a convenient
atomic rows. Substituting the expressida$) and(14) into ~ model object for studying the physics of crowdions. The
Eq. (2) and performing the summation we obtain: wide spectrum of properties of these crystals is described, for

for the Lennard—Jones potentidld) example, in the monogragAAll inert gases, except helium,
form a fcc crystal. Inert gas atoms possess filled spherically

symmetric electronic shells and their interaction can be ap-

' 17) proximated, to a high degree of accuracy, as a sum of pair

potentials. Analysis of multiparticle interactions have shown

where{(x) is the Riemann zeta function, and that their contribution increases with the atomic number of
for the generalized Morse potentigdl4) the inert element and is 6% for xenon.

12

0.6
—7«6%7)

g
w=24e[26§(12)(B



962 Low Temp. Phys. 27 (11), November 2001 Natsik et al.

In the present work we performed calculations for argonTABLE 1. Crowdion and crystal-field parameters in cryocrystals.
and krypton. Aside from the small relative contribution of

. . . . . Crystal Ar Kr

the multiparticle interactions, these crystals are characterized.
by comparatively small values of the de Boer quantum paT: K 5 80 5 80
rameter, i.e. they possess relatively small zero-point vibragl'/;)v>< 10 72'? 770'008 B 60é17 B 6?3'13
tional amplitudes, and consequently they can be treated /q>1><103 15 16 15 15
ordinary crystals with atoms localized at the lattice sit&5. q;i, elv 0.12 0.08 0.17 0.13

The Lennard—Jones potentid3) is probably the most o, ev 0.01 0.61 1.41 1.02
popular potential for describing the properties of atomic cry-2/®m 8.36 7.54 8.39 7.89
ocrystals. The values of the parametersand ¢ are ordi- )‘mslb S';g g'gi é';g S'gi
narily determined from gas-phase measurements or accorg- ey 0.30 019 0.42 031

ing to the size of the lattice constafextrapolated to 0 K
and the binding energy of the crystal. The values obtained by

a number of authors differ somewhat from one another. Wel_h |  the lati ; ted in Ref. 31
employed the values of the parameterande presented on ; eva uelsto the at ICE parameters are presented in Ret.
page 365 of Ref. 26. or several temperatures.

We studied the fcc metals Cu and Al as well as lacc 2.1 Atomic cryocrystals
and 5-Fe. In the calculations of the atomic configurations of The computational results for Ar and Kr for two values

defects in cubic metals, the interaction between atoms, as & the temperatr 5 K and 80 K are presented in Tabld |
rule, is described using the Morse potential or its generaliza- It is evident from Table | that the weak-coupling coné:ii-
tion (14). In Refs. 28 and 29 the experimental values of thetion for the distinguished atomic row and the matrix sur-

lattice parameter, the lattice binding en_er(g;yer atom, and rounding this row, as well as the main condition for the ap-
the bulk modulus were used to determine the parameters ?J?Iicability of the long-wavelength approximatiow'®,, can

the I\./Ilorse.pot.ential. Inoaddition, it was required that the Bornye regarded as satisfied at all temperatures. Our numerical
stability criterion hold _ estimates of the crowdion width,,/b~2.7 and the crow-

_ The parameters of the Morse potential for some metalgjig, effective massn,~0.3m, also support this conclusion.
with a cubic lattice were determined in Ref. 28. In Ref. 29 \nie shall now discuss in greater detail the properties of
different values of the Morse potential parameters were obg,q potential® (u), which is determined completely by its
tained for Cu and Al, and this potential was used to CalCUlat%OefﬁCientsq)n_ It is obvious that the absolute values of
the energy of stacking faults and the energies and atomig,ese coefficients decreases rapidly with increasingor
configurations of complete and split locations. The values ofpis reason we present only the values of the first three co-
the parameters in the generalized Morse potetidl were  gficienty, and their signs alternate. According to the exist-
calculated in Ref. 27 for a number of cubic metals for sixing| classificatiof®'® the crystal-field potential® (u) which
values ofm ranging from 1.25 to 6. In the calculation the \ye obtained for Ar and Kr are single-barrier potentials. Since
values of the parameten, the lattice parameter, and the the coefficientd,>0, according to Eq(11) these potentials
elastic constant€;; andC,, were given. In the present work possess a minimum at the point=0 and a maximum at the
we employed the values of the parameters of pair potentialgoint u=b/2. The amplitude of its first harmonic determines
from Refs. 27-29; the values of the lattice parameters anghe amplitude of the potentidh(u) to within 0.2%, since the
the binding energies of the crystals were taken from Refssecond harmonic in Eq12) does not change the amplitude
31-33. of the potential but rather only changes the form of the po-

In computer simulation of crystals, taking account of thetential: &, and ®, possess different signs, and whég is
thermal expansion is a separate problem. In the investigatioaken into account the slopes of the maxima of the potential
of the desired temperature dependences of the geometric afiftrease somewhat and the slopes of the minima decrease
energy parameters of crowdions and of the lattice potentiadomewhat. The modulus of the ratio of the second deriva-
we took account of only the temperature dependence of thgves at the extrema points of the potential is approximately
lattice parameter, making the assumption that the parametets7 and increases very little with increasing temperature. At
of the pair potentials are temperature-independent quantitieg0 K the absolute values of the coefficiedts decreased by
The temperature dependences of the lattice parameters for Approximately a factor of 1.5 for Ar and 1.3 for Kr, but the
and Kr were taken from Ref. 26. To estimate the values ofelative magnitudefsb,,/®,| increase only about 68%. Thus,
the crowdion parameters in Cu and Al at premelting temperathe very small contribution of the highest harmonics to the
tures, for definiteness we took as the reference points thgotential®(u) tends to increase somewhat with increasing
melting temperature of these metals and calculated for thenemperature.
the values of the lattice parameters, using experimental data The parametew decreases with increasing temperature
on thermal expansiotf. by a factor of 1.7 for Ar and 1.4 for Kr. It is the temperature-

It is well-known that iron has three crystalline modifica- dependence of the parametarand®, that determines pri-
tions. Two of them possess a bcc lattice. The low-marily the temperature-dependence of the crowdion energy.
temperaturex phase is stable below 1184 K and the high-The crowdion energy decreases with increasing temperature
temperatured phase is stable above 1673 K. We performedapproximately by a factor of 1.6 for Ar and 1.3 Kr. However,
calculations for these crystal modifications using a singleéhe parameterd s and mg change very little with increasing
Morse potential whose parameters can be found in Ref. 28emperature.
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TABLE Il. Crowdion and crystal-field parameters in Cu. TABLE Ill. Crowdion and crystal-field parameters in Al.

Potential 27 28 29 Potential 29 28

m 1.25 2 6 2 T, K 293 932 293 932
o, eV 1.66 1.66 1.67 1.60 1.47 1.33 d,, eV 1.20 1.11 1.21 1.11
®,/d,;x10° -92 -97 -106 106 —-90 —-95 O, /D, x10° -8.5 -8.9 -9.2 -9.7
by /D, x10° 3.3 3.7 4.4 3.9 33 36 dy/d,x10° 3.0 3.2 3.4 3.6
o, eVv 1.66 1.66 1.67 1.60 1.47 133 &, eV 1.20 1.11 1.21 1.11
w, eV 24.5 25.5 28.9 24.3 23.3 203 o, eV 19.5 17.4 19.0 16.9
wl®, 1.48 154 17.3 151 15.9 153  o/d, 16.2 15.7 15.7 15.2
N\s/b 3.34 3.41 3.62 3.38 3.46 3.39 \s/b 3.50 3.44 3.44 3.38
ms/mg 0.23 0.23 0.22 0.23 0.23 0.23 mg/m, 0.22 0.23 0.23 0.23
Eqo, €V 5.70 5.83 6.22 5.58 5.24 4.64 Eg, eV 4.33 3.93 4.30 3.87
T, K 293 1356

The crowdion energy in atomic cryocrystals was foundparameters change very little. The following regularity is
to be quite large: even for premelting temperatures in Ar it ishoted: the larger the number of the harmonic, the more
more than two times greater than the binding energy of agtrongly its amplitude increases with increasmgiowever,
atom in the lattice, which is 0.08 eV. It is interesting that thesince the coefficient®,, themselves, starting with=3,
binding energy for the Ar and Kr lattices, calculated at 80 Kare very small, this property essentially is of only theoretical
on the basis of the model being studied, decreased by onkjterest. The parametav increases most strongly with in-
4% and 2%, respectively, compared with its value at 0 K. Increasingm; this increases the ratio/® ;, by approximately a
conclusion, we note the following result which is helpful for factor of 1.17 and the crowdion self-enerBy, by approxi-
making practical estimates: calculating the crowdion energynately a factor of 1.09. The width and effective mass of the
on the basis of only the first harmonic of the potendilu)  crowdion vary much less, and aw increases, the ratio
(i.e. in the classical Frenkel'—Kotorov modelverestimates Ms/m, decreases and the ratiq/b increases. It can be con-
the value with an error of the order of 5%. cluded, on the whole, that varying the form of the potential
by varying the parameten in Eq. (4) does not substantially
change the numerical values of the parameters and does not
lead to the appearance of qualitatively new features. We also

The computational results for Cu and Al are presented imote that the magnitudes of the working parameters are es-
Tables Il and lll, respectively. sentially the same for the forms of the Morse potentials pro-

The conditions for the existence of crowdions and theposed in Refs. 28 and 29.
applicability of the long-wavelength approximatiow/' ® A calculation of the binding energy for the Cu lattice
>1 for these crystals holds much better than for cryocrysusing the family of potential§14) and the parameters pro-
tals. posed in Ref. 27 gives for different valuesrofa variance of

The general laws characteristic for all of our potentialsthe values of the order of 35%. The smallest difference from
are as follows. The signs of the first several coefficights the experimental value 3.5-3.6 eV is obtained witk 2.
alternate and the absolute values of the coefficients decrease For the reasons presented above, to investigate the influ-
with increasingn much more rapidly than for cryocrystals: ence of temperature on the crowdion parameters we confine
the ratio|®,/®,| is of the order of 102, and the value of ourselves to calculations using only the classical Morse po-
®,/d, does not exceed$10 °. As a result, the amplitude tential. It is evident from Tables Il and Il that the parameter
of its first harmonic essentially determines the amplitude ofv and the crowdion energi(s, change most strongly with
the potential® (u). Taking account of the second harmonic increasing temperature: approximately by 10-15%. Thus,
increases very little the slopes of the maximum and dethe temperature dependence of the crystal-field and crowdion
creases the slopes of the minimum, but this refinement is gbarameters in fcc metals is weaker than in cryocrystals.
no practical value. In both metals the crowdion energy is greater than the

The generalized Morse potentidl4) used currently for  binding energy of an atom in the lattice. For Cu this excess
simulating metal crystals possesses an additional parameteorresponds to approximately a factor of 1.5 at 293 K and
m, which gives wider possibilities for varying the potential 1.32 at premelting temperatures. For Al the difference is
compared with the classical potential, for whiol=2. In  somewhat smaller: a factor of 1.3 at 293 K and 1.2 at pre-
this connection, it is desirable to discuss the influencenof melting temperatures.
on the crystal-field and crowdion parameters which we are In concluding this section we shall discuss one other
studying. Analyzing crowdions in Cu, we performed calcu-important question. Previously, the energy of a crowdion
lations for six values of the parametaand established that configuration of atoms in Cu crystals was calculated on the
the m-dependences of all quantities which we studied aréasis of a discrete—continuum computer model, which did
monotonic. Consequently, to illustrate the effecthobn the  not assume absolute stiffness of the crystal matrix. In the
values of the working parameters we presented the results famitial variant of the model of Ref. 2, the value 3.20 eV was
the standard valuen=2 and for two limiting valuessm  obtained for the crowdion energy, and the value 4.59 eV was
=1.25 and 6. Table Il shows that for values of the parameteobtained in the improved variant in Ref. 19. The latter value
m within the indicated limits all crystal-field and crowdion is approximately 20—30% smaller than our estimates ob-

2.2. FCC metals
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TABLE IV. Crowdion and crystal-field parameters én and 5-Fe. CONCLUSIONS

Crystal a-Fe &5Fe In this work we presented a comprehensive analytical
T K 203 1073 1698 and numerical analy5|_s of a r_1un_1ber (_)f qgestlons concerning
D, eV 0.98 0.90 0.84 the problem of crowdion excitations in simple atomic crys-
®, /D, x10° 5.5 5.7 5.9 tals with fcc and bcc structures. The following basic results
P3/Pyx10° -3.0 -32 —34 were obtained.

@, eV 0.98 0.90 0.84

A new algorithm, based on a representation of the crystal

o, eV 35.9 32.4 30.2 . : )
0lD,, 36.7 36.2 359 lattice asa collection of parallel atomic rows, was deyeloped
Ne/b 5.15 511 5.09 and applied for calculations of the crystal-field potentials. An
me/m, 0.15 0.15 0.15 analytical expression in the form of a trigonometric series
Eso, €V 5.35 4.87 4.57 was obtained for the potentidh(u) describing the interac-

tion between an atom in a close-packed row and the crystal
matrix. An explicit analytic expression was also obtained for
the energy parametev characterizing the interatomic inter-
tained on the basis of the undeform@dsolutely stiff crys-  action within a distinguished row. The calculations were per-
tal matrix. It follows from the general theory of crowdidfis  formed assuming that the interatomic interaction in crystals
that this difference is always present, and the comparisogan be described by the empirical Lennard—Jones and Morse
made above gives its sign and an estimate of its scale.  pair potentials.
Numerical values were obtained for the crystal-field pa-

rameters for Ar and Kr fcc cryocrystals, Cu and Al fcc met-

2.3. BCC metals als, anda- and 5-Fe bcc metals. It was shown that the form

The results of numerical calculations far and 5-Fe at ~ Of the potentiakP(u) in the crystals studied is nearly mono-
several temperatures are presented in Table IV. The mo&@rmonic: the contribution of higher-order harmonics does
important result for bcc metals is that the condition for thenot exceed 7% in cryocrystals and is less than 1% in metals.
existence of crowdions and the applicability of the long- |t was shown that the main condition whereby the close-
wavelength approximatiow/®,,>1 holds with a large mar- Packed rows are weakly coupled with the crystal matrix,
gin at all temperatures. The rat@®,, is two times greater Making possible the existence of crowdions, and the applica-

than for fcc metals. This results in an appreciably larger nufion of the long-wavelength approximation for describing
merical value of the crowdion widths/b~5.1 and smaller ~crowdions, holds in all of the crystals studied. The ratiovof

effective massng/m,=0.15. to the amplitude of the crystal-field potentiad,

For bce metals the absolute values of the coefficidnts = max®(u) is approximately 8 for fcc cryocrystals, 15 for
likewise decrease rapidly with increasimg just as for fcc fcc metals, and can reach 36 for bcc metals. In all such
metals. However, their signs alternate in a different order: théattices the characteristic crowdion width is several times
first two coefficientsb, and®, are positive. Consequently, greater than the parameter of a close-packed row.
taking account of the second harmonic in E@). increases Numerical values were obtained for the basic parameters
the slopes of the minimum and decreases the slopes of tf crowdions: the self-energy, the effective mass, and the
maximum of the potentia® (u). This change is small, since characteristic length. All values obtained agree with existing
the modulus of the ratio of the second potentials at the exPublished data.
trema of the potential is approximately 0.96, but nonetheless It was established that the approximation of an abso-
for this form of the potentiatb (u) the extent of the crow- lutely rigid crystal matrix and the one-dimensional Frenkel’—
dion periphery decreases and its central part is more sharp|§0nt0rov model make it possible to obtain estimates of the
distinguished. At the same time, the relative contribution ofcrowdion energy which are approximately 20-30% higher
the second harmonic is almost half that in fcc metals, so thdhan the values obtained by molecular-dynamics methods.
the potential®(u) in a- and §-Fe is closest to a purely We are grateful to A. S. Kovalev for his interest in this
harmonic potential. work and for helpful discussions.

The influence of temperature on the crystal-field and
crowdion parameters fak- and 5-Fe are of the same order
of magnitude as for fcc metals: the crowdion enefgy
decreases approximately by a factor of 1.17 as the homologi- It is well known that the lattice of an ideal crystal can be
cal temperature varies from 0.16 to 0.94. The endfgyis  obtained by infinitely repeating in space a single unit cell
greater than the binding energy of an atom in the fcc latticausing a triplet of basic translations—noncoplanar veatigrs
by approximately 26% at 293 K and 8% at premelting tem-d,, and d5.%® Together with the representation of a crystal
peratures. lattice as a collection of sites, in certain cases it is helpful to

Computer simulation of intrinsic local defects in bcc represent this lattice as a collection of straight parallel atomic
metals was performed in Ref. 35 and the crowdion energy imows. Such a representation is obtained naturally if all trans-
a-Fe was found to be=4 eV. Our estimate oEgyin the stiff ~ fers of the unit cell are first performed using one of the basic
crystal matrix approximation is approximately 30% greatertranslations: for example, repeating the translatiprof any
than this value. This discrepancy makes it possible to estisite of the unit cell gives an infinite row of identical points
mate the decrease in the crowdion energy as a result of elagith periodd;. The remaining two translations will result in
tic relaxation of the bcc lattice. parallel transport of the atomic row obtained and form a

APPENDIX
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system of rows of the same type, consisting of identical at-
oms. The crystal basis determines the relative arrangement of
the indicated systems of atomic rows and types of atoms in
each system, and the number of systems of atomic rows is
equal to the number of sites of the unit cell. We recall that for
a lattice consisting op types of different atoms the unit cell
contains at leagp sites.

Since the choice of a unit ceftriplet of basic transla-
tions{d;}) is not unique, the representation of the crystal as
a collection of atomic rows is likewise not unique. When the
crystal lattice is partitioned into a collection of atomic rows,
the direction of the rows can be given using any vector from
a set of vectors formed by all possible triplét}.

If a simple(monotonig crystal lattice possesses a primi-
tive cell, then it can be constructed using translations only of
a single site. The primitive cell of an fcc lattice corresponds
to a triplet of vectors whose components in a Cartesian co-
ordinate system tied to four-fold symmetry axes adeg:
=(a/2)(1,1,0),d,=(a/2)(1,0,1), andl;=(a/2)(0,1,1). All
vectors have the same length=a/+\/2 (a is the lattice pa-
ramete), which corresponds to the minimum distance be-
tween two atoms. Therefore, a monatomic fcc lattice can be
obtained using two-dimensional translations of a single
close-packed atomic row with crystallographic direction of
the type(110).

A primitive cell of a bec lattice corresponds to the triplet FiG. 1. Two-dimensional grids formed by points of intersection of the axes
of vectors d;=(a/2)(1,1,1), d,=(a/2)(1,1~-1), and d;  of close-packed atomic rows with crystallographic direct@a0 in an fcc
=(a/2)(1,—1,— 1), which have the same length= a\/§/2’ I_attice and(l;Ll} _in a bc_c I_at_tice vyith the(llQ) anq (112) planes respec-
equal to the minimum distance between two atoms in thiglvely: @ —qrid sm_as c_omudln_g with the lattice sites and ogcuplgd l.)y at-

i : R . oms; O,®, ©—aqgrid sites which do not correspond to lattice sitéy;,
lattice. Therefore, a monatomic fcc lattice can be obtaineg, . . _radii of the first several coordination cylinders. A two-
using a two-dimensional translation of a single close-packedimensional grid in an fcc lattice; the atomic rows corresponding to the sites
atomic row with crystallographic direction of the typg11). O are shifted along the 0 axis by half the perioda/\2 (a); two-

The basis vectors of primitive rhombohedral cells of fcc d|men5|or1al grid in a bec IaFtlce; the atomic rows corresppndmg to.t'he sites

. . . . @ are shifted along thex0axis by 1/3 of the perlod\(§a/2) in the positive
and bcc Iattlges uniquely d_et_ermme_ the collection of Close'direction and those corresponding to the siggsare shifted by 1/3 of the
packed atomic rows comprising a simple crystal. Of courseperiod (,3a/2) in the negative directioth).
in a system of close-packed rows there are no distinguished
rows—all atomic rows are equivalefisotypic). However,
the description of the lattice in a skewed basis is not always
optimal; it is often more convenient to switch to a rectangu-of the crystallographic rows with directiofi$11] intersect a
lar coordinate system by combining one of the axes of th€111) plane is formed by superposing three regular triangular
system, for example, for definiteness the &xis, with the  grids, consisting of equilateral triangles with edge length
axis of one of the close-packed atomic roimege called this  \[2a (such grids are ordinarily called close-packed 3
row the reference royy placing the origin of coordinates at grids*’). These grids are shifted relative to one another in the
one of the sites of the row. Then tly®z plane is also the direction of the height of the triangle by a distance equal to
crystallographic plane of the ty@10 in an fcc lattice and  2/3 of the height, which corresponds ®/2a. The sites of
a plane of the typ€111) in a bcc lattice. The points of inter- only one grid coincide with the sites of the crystal lattice,
section of the axes of close-packed rows with this plane formand it corresponds to the atomic rows which are not shifted
planar networks, which are shown in Fig. 1. along the & axis relative to the chosen reference row. The

In an fcc lattice the structure of these intersection pointsecond grid corresponds to atomic rows, which are displaced
is formed by superposing two equidimensional rectangulaalong the & axis by 1/3 of its period, equal t¢3a/6. The
grids (with edge ratio 1i/2), which are displaced relative to third grid corresponds to atomic rows which are shifted
one another by half the diagonal of a rectangle. The sites adlong the & axis by 2/3 of its period, which ia/\/3. It can
only one grid coincide with the sites of the crystal lattice andalso be assumed that these rows are shifted alongxlaxié
the atoms occupy these sites, while the sites of the other gridy an amount equal te- 1/3 of its period.
are unoccupied. The first grid corresponds to atomic rows of  The quantitative structural characteristics of the local en-
the type (110, which are not displaced along thex @xis  vironment of the reference row are the number of neighbors
relative to the chosen reference row, and the second gritfirst, second, and so pmnd the corresponding distances to
corresponds to rows which are displaced along its axis byhem. In our case it is natural to use terminology matched
half a period, equal ta/(2+2). with the generally accepted crystal—structural concepts, so

In a bcc lattice the structure of the points where the axeshat in what follows we shall employ the following terms:
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Y1t is well known that the law of corresponding states holds very well for
solidified inert gases, i.e., on the homological temperature scale the tem-
perature dependences of the lattice characteristics of such crystals are
identical?® This circumstance makes it possible to extend the results of
Table | to Xe.

Nth coordination cylinder with radiuRy and coordination
numberZy (N=1,2,...).

A. Sequence of coordination cylinders for an fcc lattice

For an fcc lattice the radii of the coordination cylinders
and the coordination numbers are determined by the follow-
ing sequences:

Rnv_ V2Ry

d~  a

V3 V11 V19

S|V B2

1H. R. Paneth, Phys. Re80, 708 (1950.

2L. Tewordt, Phys. Rev109, 61 (1958.

3J. Friedel,Dislocations(Mir, Moscow, 1967.

4J. Manning Diffusion Kinetics of Atoms in Crysta(lir, Moscow, 1972.

SA. Seeger, Phys. Status Sol@8, 235(1970.

6L. M. Brown, Scr. Metall.8, 1045(1974.

’C. h. Wao and W. Frank, J. Nucl. Matdr37, 7 (1985.

8Yu. E. Golovin and F. I. Tyurin, Fiz. Tverd. Tel&t. Petersbung42, 1818
(2000 [Phys. Solid Statd2, 1865(2000].

\/E,ag,zﬁ,... ,

(Al) 9A. M. Kosevich, Physical Mechanics of Real Crystallaukova dumka,
Kiev, 1981).
ZN:{4: 2,2,4,4,2,4,4,8,2,. } (A2) 10A. M. Kosevich and A. S. Kovalevintroduction to Nonlinear Physical

lvsis sh h I . in th di Mechanics(Naukova dumka, Kiev, 1989
Analysis shows that all atomic rows in the same coordi-i1y | | em, Introduction to the Theory of Solitoriir, Moscow, 1983.

nation cylinder possess the same displacertedohg the &  12A. S. Davydov,Solitons on Molecular SystengSlaukova dumka, Kiev,
axis) relative to the reference row. To characterize this shift,131988- _ o

to each coordination cylinder we associate one dimensionless\T/'erab N?f;';;gdsz :églgg?re”ko' Fiz. Nizk. Tem6, 283 (2000 [Low
Co_efﬂC'enthN: equa'_ in absolute m_agthd_e to the shift in 14y, |, Frenker’, Introduction to the Theory of Metalauka, Leningrad,
units ofd and assuming the value 0 if the shift is zero and the 1972.

value 1/2 if the shift i=i/2. The values ohy, are given by the ~ :°O. M. Braun and Yu. S. Kivshar, Phys. Re§06 1-2(1998.
sequence 16y, D. Natsik, S. N. Smirnov, and E. |. Nazarenko, Fiz. Nizk. Ter#ip,

316 (2001 [Low Temp. Phys24, 233(2001)].
hy={1/2,0,0,1/2,0,0,1/2,0,1/2,0,.}.. (A3)

B. Sequence of coordination cylinders for a bcc lattice

A, M. Kosevich and A. S. Kovalev, “The theory of dynamical crowdions
in strongly anisotropic media” iDislocation Dynamicg§Naukova dumka,
Kiev, 1975.

A, Seeger and E. Mann, J. Phys. Chem. Solifls326 (1960.

19R. A. Johnson and E. Brown, Phys. R&27, 446 (1962.

For a bcc lattice the sequences of the radii of the coor2r. A. johnson and E. Brown, Phys. R&&4, A1329 (1964.
dination cylinders and the coordination numbers are as fol?'V. M. Agranovich and V. V. Kirsanov, Usp. Fiz. Nauki8 3 (1976

lows:
Ry 2Ry (22 4\2 214
T2kl 3 2\/2/3,T, — 242, 4213,
226 82 2438
\/_, \/_ \/_,2\/14/3,... , (A4)
3 '3"' 3
Zn=1{6,6,6,12,6,6,12,6,12,12, .}.. (A5)

The distribution of shiftshy of the atomic rows in this case

22y, V. Kirsanov and A. N. Orlov, Usp. Fiz. Nauk42, 219(1984).

Zyu. A. Osip’yan (Ed), Crystal Defects and Their Computer Simulation
(Nauka, Leningrad, 1980

24yu. A. Osip’yan(Ed), Computer Simulation of Defects in Metéldauka,
Leningrad, 1990

5E. Madelung, Mathematical Methods of Physid§izmatgiz, Moscow,
1960.

2B |. vrkin and A. F. Prikhot'ko[Eds], Cryocrystals(Naukova dumka,
Kiev, 1983.

27F, Milstein, J. Appl. Phys44, 3825(1973.

2|, A. Girifalco and V. G. Weizer, Phys. Ret14, 687 (1959.

29R. M. J. Cotterill and M. Doyama, Phys. ReM5 A465 (1966.

30M. Born and H. KuhnDynamical Theory of Crystal Latticedzd. Inostr.

exhibits the following features. All atomic rows belonging to  Lit., Moscow. 1958.
the same coordination cylinder are either undisplaced or ar&A. Guinier,X-Ray Diffraction Analysis of Crystal§os. Izd. Fiz.-mat. lit.,

. - . . Moscow, 1961
displaced relative to the reference row. If there is a dlsplaceng. V. Samsonov(Ed), Physicochemical Properties of the Elements

ment, then half the atomic rows belonging to the coordina- (Naukova dumka, Kiev, 1965
tion cylinder have a shift-d/3 and the other half have a shift **C. Kittel, Introduction to Solid State Physi¢§|. red. fiz.-mat. lit., Nauka,
—d/3. Having noted this feature, to each coordination cyIin—MZOISCNOWv_&_ngh e on of Solidaiauka, M 1974
. . . . . . 1. NOVIKIva, ermal expansion o {o]] auka, iVloscow, 4
der we a§SOC|ate a smg_le |nd|catqr of.the absplute mggmtud@l N. Harder and D. J. Bacon, Philos. Mag58 165 (1988,
of the shift—the coefficienhy, which is zero if the shift is  36yy._ |. sirotin and M. P. Shaskol'skay@he Principles of Crystal Physics
0 and 1/3 if the shift ist d/3 The values of the parametey (Gl. red. fiz.-mat. lit., Nauka, Moscow, 19%5
are determined by the foIIowing sequence: STW. PiersonThe Crystal Chemistry and Physics of Metals and Alidys,
) Moscow, 1977, Part 1.
hy={1/3,0, 1/3,1/3,0,0,1/3,1/3,1/3,0, .}...

(AB) Translated by M. E. Alferieff
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The results of experimental investigations of the temperature dependences of the surface
resistance and specific heat of ternary rare-earth compounds are presentgdl §,ubeFgAlg,

CeFgAlg, CeCpAlg, YFe,Alg, YCr,Alg, YMNn,Alg, UCWAIlg, LaAgsing, and PrAging,

which have ThMn, structure. It is shown that at a certain temperature, characteristic for each
compound with Fe, Cr, and Mn, below the &léemperature a jump is observed in the

total impedance and specific heat. At lower temperatures a negative magnetoresistance is observed
in these compounds in weak magnetic fields. Superconducting phases are found in the
compounds ScRAlg (T.=6 K), YCr,Alg (T,=4.5 K), YFg,Alg (T,=6 K), and PrAgIng

(T.=8.3 K). © 2001 American Institute of Physic§DOI: 10.1063/1.1421464

INTRODUCTION another phase transition occurs in a narrow2(K) tempera-
] ) ture range betweem, (minimum of Ry) and T, (maximum
The crystal structure and magnetic properties of ternary, R.). This transition is accompanied by an anomalous in-
CH%mIF:_)(r)uﬁr(rj]SYRbMﬂS \((R:hl_.a'\,/lzcve ' CFr)r,Mltlwd,FSnéoGlc\jlli -[:bhlil?y, crease of the specific heat néfarand by an abrupt increase
Lo e P f ohmic losses betwe€ely andT; (the jump width<10 K).
various combinations are described in Refs. 1-5. They al - :
weak constant magnetic field partially or completely re-

possess ThMp type structure. The results of experimental he i in th . N . .
investigations of the low-frequency impedance and Specifi(Enoves.t e mcreaselmt e resistance. Negative magnetoresis-
tance is observed in the temperature rafigecT<<T,;. A

heat of the polycrystalline compound LufA¢g, where only . i L
the iron atoms possess a magnetic moment, are presentedSPerconducting phageot more than 5%is observed in the

Refs. 6,7. The following features of the compounds weref@mpound forT<24 K. This is confirmed by the presence
noted in Ref. 6. of the Meissner effect, a singularity in the behavior of the
Anomalies of the temperature dependences of the spé&pecific heat, levitation, and resistive and magnetic measure-
cific heatC(T) and ohmic losse®R¢(T), due to antiferro- ments. The results can be explained by the fact that b&low
magnetic ordering, with maximum &t=100.5 K are ob- the magnetic structure is a layered antiferromagnetic super-
served in the temperature range 98—108 K. It was found thdattice “magnetic Fe—nonmagnetic Lu—magnetic Pelh

1063-777X/2001/27(11)/7/$20.00 967 © 2001 American Institute of Physics
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such a system the spin-dependent scattering of charge carri- 1.0 T e
ers, resulting in a negative magnetoresistance, is important. - Te 2 ..4.1 .5.-"
The superconducting state probably arises only in layers B .—.a-.w&o"""""'“"'f} a
where there is no magnetic moment, which is the reason for 0-7,: 0 1
the small amount of the superconducting phase. 1.0] Fa—
The results presented in the present paper are essentially i .T..L-’
a continuation of the experimental investigations presented 0.8r ..‘
in Refs. 6—10. The goal was to obtain answers to the follow- B I1 s
ing guestions. 06 To gesst™e, K
Are the phase transition nedf and the superconducting -““‘Tr” f b
phase observed only in Luf&lg or do they also occur in 0.4f 2 0 1
other compounds in this family? 10F =
If these phase transitions also exist in other compounds, ._,o'°
then how do the magnetic properties of the R and M ele- _ B o T
ments affect them? c% I: o* *
To this end investigations of the magnetoresistant prop- o ‘,,,:: oo’
erties of LuFgAlg were continued and the temperature de- T 0.5‘_”" C‘
pendences of the specific heat and active part of the imped- o 1_0" .."
ance of polycrystalline samples SgPRé&;, CeFgAlg, ...'
CeCpAlg, YFeAlg, YCrsAlg, YMn,Alg, UCuAlg, i I Lot ¢
LaAgging, and PrAging, which also possess ThMpn I T I o ot T
structure>*® were continued. These compounds were chosen _iSs 2 487%¢ g 00"
for the following reasons. 0.5 d
The magnetic properties of Ce, Sc, and Y atoms differ 1.0] .if
substantially(for example, the magnetic susceptibility of Ce <
is y=2.5x10 % and that of Sc isy=1.810 °). This makes s
it possible to determine the influence of the magnetic prop- 0.7F 77,0 ’
erties of R elements on the total impedance and specific heat T, .,.-'
of the compounds investigated. . T 2,.3.. .’
At the same time replacing the strong magnetic Fe by a 0.4} T2 .;*.7,&?’ ‘.. To o
weak antiferromagnet Cr and weak paramagnet Mn deter- wee T b L °
mines the influence of the magnetic properties of M ele- 1_0:’ .j
ments. i T, ‘....Toooooo
The compounds CeRalg and YMn,Alg are also inter- T .,&..To ...o“ T
esting in that two magnetic elements Ce and Fe are present in 07 seobat® Seo L f
the first one and two virtually nonmagnetic elements Y and 4 10 100 300

Mn are present in the second one. T.K

The precious metal Ag and Cu, which can posses$iG. 1. Temperature dependences of the surface resisRncscaled to
transition-metal properties, are present in the compoundBs(300), of the compounds Luf#lg (a), ScFgAlg (b), CeFgAlg (o),
UCu,Alg, LaAgsing, and PrAging. YCr,Alg (d), CeCrAlg (e), and YMnAlg (f).

SAMPLES AND MEASUREMENT PROCEDURE
measures to homogenize the samples by annealing. The spe-

Arc and induction melting were used to obtain the poly- .ific heat of the samples YQAlg, CeFgAlg, and YMn,Alg

crystalline. ) ) was measured before and after annealing for 7 days at
The complicated cross section of the samples made §5goc.

impossible to calculate their resistivity. Consequently, the

surface resistand®; was measured by a contact-free resona-

tor method. The measurement setup and procedure are dggoerMENTAL RESULTS
scribed in Refs. 6 and 11. The surface resistance was mea-

sured at 10 MHz for compounds with #Fe, Cr, and Mn Figure 1 shows the temperature dependencefRgQf
and 5 MHz for compounds with MCu and Ag. scaled to the surface resistance at room temper&y{&900),
Just as in Ref. 6, indium was used as the referencéor the compounds LuR&lg (a), ScFgAlg (b), CeFgAlg
sample. (c), YCr,Alg (d), CeCpAlg (e), and YMn,Alg (f).
The specific heat of the samples Cgllg, YCr,Alg, It was established experimentallgee Fig. 1 that in all

and YMnAlg in the temperature range 1.5-20 K and compounds named above the temperature dependence of the
UCu,Alg in the temperature range 1.5-95 K was measurededuced surface resistance is observed above some tempera-
by the absolute calorimetry method. The presence of manture T* characteristic for each compound.

peaks and the extremely wide temperature range where the (The values ofT*, Ty, Ty, T, T, Re/Rs(300), and
anomalies are observed can be explained by the multiphag¥ Rs(300), whose meaning is discussed below, are presented
nature of the compounds, which made it necessary to takie Table I)
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TABLE I. Characteristic temperatures and resistive parameters of the experimental compouflg.RM

*

i To T T2 Te A/RY(300),
Compound K R /Rs(300) K2
LuFe,Alg 100 77-97 74-95 30 24 0.78 1820°°
ScFgAlg 180 50 42 10 6 0.518 7.4610 °
CeFgAlg 180 20 17 <42 0.496 2.5610°*
YCr,Alg 100 18 15 8 45-4.9 0.552 30
CeCrAlg 160 25; 10 20;8 10; 6
YMn,Alg 100 13.5 12 8 0.755 3.3510 4
YFe,Alg 55 50 30 6 0.8
UCu,Alg 0.65
LaAgsIng 0.58
PrAgsing 8.3 0.69

In all experimental compounds, just as in LuRb; (see R for precisely such a sample. However, as follows in Ref.
Figs. 4a and 5 in Ref.)6 a transition accompanied by an 6, the temperature dependence Rf of some LuFgAlg
abrupt increase iRg and negative magnetoresistance is ob-samples in the interval;— T, does not follow a quadratic
served at certain temperatufg and exists up to a certain law, but rather can be described by the expres&gnT",
temperatureT,<T;. In Fig. 1 the broken lines show the n<1.
values ofRy(T)/Ry(300) for all compounds in & =50 Oe For the CeCjAlg sample a series of anomalies is ob-
magnetic field. served in the form of a wavy variation of the resistance and

The temperature dependence of the surface resisRyice negative magnetoresistance in a certain temperature range
of the compounds Sckalg, CeFgAlg, YCrjAlg, and below each maximum value of the resistarisee Fig. 1g
YMn,Alg, in the temperature randgg — Tg can be described Thus, there are several values Bf and T, for this com-
by the equation pound.

Ry(T)=Rg+AT2. 1) In SchAIS and YCpAlg a negligible amount of a su-

perconducting phase appears at a certain temperdiure

Figure 2 shows (solid lines the dependences which is several degrees beloW, just as in LuFgAlg.5’
Rs(T)/Rs(300) for the compounds YMmlg (1) and  Thjs is evident from the results obtained in measurements of

CeFaAlg, (2), calculated using Eq1) taking account of the R (T) in a 50 Oe magnetic fielgsee Fig. 1, broken lings
parameters presented in the table; the dots in the figure rege|ow T, the magnetoresistance is positive.

resent the experimental values. The influence of annealing on the parameters of the
In certain samples of Lulz&lg the dependenc®y(T)  compounds should be noted.
can also be described by the Eg) in the temperature inter- Figure 3 shows the temperature dependences of the spe-

val T, —T,. Figure 1a shows the temperature dependence qffic heat of the compound YGAlg; these curves were ob-
tained beforgFig. 3a, curvel) and after(Fig. 3a, curve?)
annealing. The figure also shows the temperature depen-
dences of the specific heat of YMAlg samples(Fig. 3a,
curve 3) and CeCRAIlg sampleqFig. 3b, curvel3) after an-
nealing. The specific heat measurements were conducted se-
rially; the initial temperature, the heating rate up to the initial
temperature of a series, and the temperature “step” were
varied. Such an experiment made it possible to establish the
sensitivity of the specific heat to the indicated parameters in
the temperature ranges where specific heat anomalies are ob-
served.

For YCr,Alg sample these are the intervals 7.5-10 K
and 11.5-18 K, and for YMyAlg the interval is 10-15 K
(Fig. 3. The dependence of the specific heat on the kinetic
parameters and thermal past history of the sample indicates
the presence of hysteresis, which identifies the phase trans-
formations as first-order transitions.

Figure 4 displays data on the temperature dependences
of the specific heat and resistance of the compound,Xigr
5,0 Just as for LUFRAlg, a correlation is observed between the

4 10 17 specific heat anomalies of the specific heat and resistance. At
T.K temperatureT; a weak magnetic field starts to affect the

FIG. 2. Computedsolid lines and experimentally determinddots tem-  f€sistance(Fig. 4a, dotted ling and at temperaturg, the
perature dependences /R¢(300) for YMn,Alg (1) and CeFgAlg (2). field no longer has an effect, while &t a superconducting

8,0

10R; / R¢(300)
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FIG. 3. Temperature dependences of the specific heat of the compound )
YCr,Alg before(1) and after(2) annealing and YMyAl ; after annealing3) between the temperature dependenRgsl) and X (T) is

(a). The temperature dependences of the specific heat of the annealed com}eany seen in the figure.
pounds YCfAlg (1), YMn,Alg (2), and CeCyAlg (3) in the coordinates In Ref. 6 it is indicated that the application of a constant
CIT(T?) (b). L .
magnetic field H~50 O¢ at T<T, virtually completely
eliminates the abrupt increase of the surface resistance in the

phase is formed. The singularities in the behavior of the spe- 1.0
cific heat are observed precisely at these temperatures.

Figure 5 shows the temperature dependences of the spe-
cific heat of the compound YAl in the temperature range
where the superconducting phase is formed prior to anneal-
ing (curvel) and after annealin¢curve 2) of the sample. It
follows from the figure that annealing increasesand in-
creases the amplitude of the anomalyOnAt the same time,
according to measurementsR§, an increase in the percent-
age of the superconducting phase as a result of annealing is
not observed, though a constant magnetic field starts to have
an effect at higher temperaturés5 K before annealing and
4.9 K after heat treatment

Figure 6 shows the temperature dependerigs) and
the reactive component of the total impedaxce(2) of the
compound LUF@ALg atH=0 andH =50 Oe:Rs (3) andXs  FiG. 5. Temperature dependences of the specific heat of the compound
(4), scaled toR4(85) andX4(85), respectively. A correlation YCr,Alg before(1) and after(2) annealing.

C, J/mole-K

5 6
T,K
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FIG. 6. Temperature dependence of the acte(1l) and reactiveXg (2)
components of the impedance of the compound LARgwith H=0 and
same forH=50 OeR; (3) and X (4).

compound LuFgAlg. However, LuFgMAl g samples where
the amplitude of the anomaly iRg at T=T, is large were
also investigated. In these samples an abrupt decred3g of

R,/ R (300)

with increasing constant magnetic field is observed. Figure 7 —
shows the dependené®(H) of one such sample at=30 § 69— — — — ;A
K. ~
It should be noted that in certain samplésr example, < 6.8 !
in YMn,Alg) the post-annealing amplitude of the abrupt in- P | | ! !
crease irRgs and the influence of a constant magnetic field on 1ok 2 5 T K 9
the ohmic losses decrease. s ' geeeet®
Measurements dR¢(T) for UCu,AL g and also the com- 3 Jee®
pounds LaAging and PrAglng in the temperature range I . ot
o’
4,00 [ e
L]
0.75e"
¥ 1 1 1 ] 1 cH
0 100 200 300
T,K
FIG. 8. Temperature dependences Rf/R (300) of the compounds
UCuW,Alg (a), LaAgsing (b), and PrAgIng (c). Inset in Fig. 8bRy(T) of the
compounds LaAgng (1) and PrAging (2) in the temperature range 15—-30
@ K. Inset in Fig. 8c:Ry(T)/R(300) for the compound PrAtng, H=0(1)
L3751 andH =500 Oe(2).
e
4.5-300 K were performed in order to compare the charac-
teristics of the dependenc&XT) and Ry(T) of transition
and precious metal based compounds. The specific heat of
the compound UCJALg was measured in the temperature
range 2-95 K. The dependencBg(T)/R(300) for these
compounds are presented in Fig. 8: UBLg (a), LaAgsing
3,50 " =3 4 (b), and PrAglng (c) and the curveC(T) for UCu,Alg is
10 10 H Oe 10 710 presented in Fig. 9. The inset in Fig. 8b shows the depen-

FIG. 7. Surface resistand®; of the compound LuF&lg versus the mag-

netic field intensity aff =30 K.

denceR((T) for the compounds LaAgdng (1) and PrAging
(2) in the temperature range where they intersect. The inset
in Fig. 8c shows the temperature dependence6R4(300)
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DISCUSSION

Gurevich et al.

words, a “magnet—rare-earth—magnet” superlattice, whose
electric parameters are sensitive to a weak constant magnetic
field, forms.

If the boundary region between the antiferromagnetic
layers is nonmagnetic, then superconductivity occurs pre-
cisely here, and therefore a “magnet—superconductor—
magnet” superlattice is formed. This explains the small
amount of superconducting phase. In different compounds
the M and R atoms can possess a magnetic moment; this
changes the conditions for the appearance of a superconduct-
ing phase. The more pronounced the magnetic properties of
R, the less superconducting phase is formed. Indeed, in com-
pounds with scandium with a strongly magnetic transition
metal Fe the superconducting phase is formed though in
smaller quantities than in a compound with Lu. At the same
time, in compounds with cerium—a strong paramagnet—
superconductivity is not observed, at least at temperatures
T<2 K. In addition, as asserted in Ref. 12, magnetic order-
ing is not observed in Ce@Alg. In Ref. 12 a large value of
the Sommerfeld constany, obtained at low temperatures
nd indicating the presence of heavy fermions in this com-
pound, is noted. Figure 3@urve3) shows our curve o€/T
versusT? for CeCrAlg. Our results agree to within 10-15%
with the data presented in Ref. 12.

The compound YCAlg, consisting of nonmagnetic yt-
trium and a weak antiferromagnet chromium, is interesting.
For this compound'.=4.5 K. But our preliminary investi-
gations of a YFgAlg crystal indicate that replacing Cr with
Fe increase3 . up to 6 K.

The large(0.22 J/mole< K?) value ofy in the compound
YCr,Alg is interestingFig. 3b, curves 1, 2 We recall that in

Analyzing the results obtained, we note first the generaFUF&Alg y=0.075 J/mole K?.

features of the physical characteristics of the experimental

compounds of the system Rl g.
In all experimental compounds with transition metals theVirtually nonmagnetic yttrium and weakly magnetic manga-
temperature dependence Bf possesses a linear section, N€se. Manganese can be magnetic or nonmagnetic depending

which is a characteristic indicator for compounds with rare-0n the Mn—Mn distance. The critical distandg=2.6 A; for
earth elements. A linear dependence is observed in the pard<<d. the magnetic moment vanishes. This should be noted
magnetism region_ A phase transition accompanied by an e.gl connection with the fO”OWing circumstances. Our results
sentially abrupt increase of resistance occurs at temperaturéy’ the dependence of the specific he€4fT) and resistance
T<T*. At temperatures below the phase transition the resisR(T) of the compound YMpAlg differ from the depen-
tance decreases with temperature, and the slope of ttéences presented in Ref. 13, where no anomalies were ob-
change is different for different samples. Nonetheless, &erved in the behavior of the specific heat in the range 1.5—
common typical sign of the indicated phase transition is &200 K. Our sample at low temperatures exhibits anomalies
negative magnetoresistance, which is observed for all experwhich are accompanied by hysteresis. Such a discrepancy

mental samples in temperature range—T, in a weak
(~50 Oe€ constant magnetic field. In addition, not oriR

We note that a superconducting phase likewise is not
formed in the compound YMghlg. This compound contains

could be due to the existence of a phase with Mn in our
samples; such a phase possesses a magnetic moment and

but alsoX and therefore the total impedance are sensitive taindergoes magnetic ordering at low temperatures.

the transition and a magnetic field, as is evident in Fig. 6.
The above-described features in the behavioRgfat

We note nonetheless that the compounds CA&Re
CeCpAlg, and YMnAlg exhibit the same characteristic be-

T<T, are probably common to all families of compounds havior as systems exhibiting superconductivity: an abrupt in-
RM,Alg with transition metals.

According to Refs. 1-3, this is because all compoundsompanied by a negative magnetoresistance with decreasing
of this type possess the same magnetic structure with thréemperature(lt has not been ruled out that in these com-
magnetic sublattices: R and two M sublattices. At theeNe pounds a superconducting phase can form at lower tempera-
temperaturely they all undergo an antiferromagnetic order- tures)

ing, and forT,<Ty there occurs a magnetostructural phase

crease of the electric resistance at a certain temperature, ac-

Itis evident in Figs. 8a and 9 that two noticeable anoma-

transition where antiferromagnetically coupled layers, sepalies are observed in the regular dependeig€3) andC(T)
rated by layers of a rare-earth metal, which can be nonmagsf the compound UCIAL g: in the region 30—40 K and near
netic, weakly magnetic, or magnetic, are formed. In othe60 K. Small anomalies ifiRg(T) were also observed in the
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temperature range 225-200 K. It is known that fortions of Fermi or non-Fermi liquid behavior of the com-
UCu, 4Alg_y Ty is sensitive to the concentration ratio of pounds, the type of magnetic, structural, and
the components. For=0 Ty=40 K and decreases to 5 K superconducting transitions, the values of their characteristic
for x=1.5% For our samples the degree of deviation from parameters, the presence of heavy fermions, and other prop-
stoichiometry is unknown. Consequently, we attribute theerties.
anomalies atT=30-40 K to antiferromagnetic ordering. We thank V. N. Svetlov, E. L. Kravchenko, and V. B.
Since these temperatures are somewhat below 40 K, the r&tepanov for their contributions to the annealing work per-
maining anomalies could be due to imperfection of theformed on some of the experimental samples.
samples. This work was supported by the Ukrainian Ministry of
It should be noted that in contrast to systems of the typgducation and Science, contract No. 2M/75—2000.
RFegAlg, a negative magnetoresistance is not observed in the
UCu,Alg system.
Just as ip(T) in Ref. 10, anomalies are not observed in
the temperature dependencesgffor compounds LaAgng
and PrAging in the temperature range 5—-300 K. This con-twhen this article was already in publication, two worlks Shimizu, T.
firms that there is no antiferromagnetic ordering in this tem- Kiura, S. Furomoto, K. Takeda, K. Kontani, U. Onuki, and K. Amaya,
perature range. Comparing the depende€$) andp(T) Nature 412, 316 (2003); S. Sa.tx'ena and P..Littlewood, Natugd2, 290
from Ref. 10 shows that all experimental temperatures the 200 Where superconductivity of pure iron <2 K under strong
. . s e 05 compression was reported, appeared. In this connection we would like to
standard relatl(_)n of electrodynamics 'S SatISfIEQi.V_p : note that, for example, in a Scfdg single crystal the Fe—Fe distance is
The behavior of the superconducting phase in the com-, 55 A instead of 2.86 A in pure metallic irdd. Stepien-Damm, private
pound PrAgIng with T.=8.3 K was quite unexpected. It communication Therefore, iron in a ThMp type crystal lattice is sub-
was known previously that a superconducting phase eﬁsts iHECtid tohstrong chemoilcal ‘CQmphreSS(ﬂb%ut 12%(;- _Coc?sequeﬁtly, it could ;
— e that the superconductivity that we observed is due to the superconduc-
:]nedpl?]eE’(:Igtlj&giv{/lff???:éngﬁkggﬁtg1(15)a?§ -Cl;f’l_tﬁ: flﬁgh- tivity of chemigally compresZed iron and chromium sublattices. P
temperature superconductor PsBa;O, presented in Refs.
16-18 are especially interesting. Unusual properties of this
compound were observed in these works. Its structural and
physical properties were nonuniform and they depended
strongly on the te(.:hnOIOglcal conditions under WhICh the , . H. Buschow, J. H. N. Van Vucht, and W. Van der Hoogenhoff,
samples were obtained. Thus, the samples can be insulators; | ¢ss-common Mes0, 145 (1976.
metals, or superconductors willy ranging from 0 to 80 K. 2A. M. Van der Kraan and K. H. J. Buschow, Phys@# 93 (1997.
The amount of the superconducting phase also fluctuatedK. H. J. Buschow and A. M. Van der Kraan, J. Phys. F: Met. PBy§21
over wide limits. This indicates once again the great impor-4(1978' . .
Lo . . J. A. Paixao, S. Langridge, S. A. Sorensen, B. Lebech, A. P. Gonsalves,
tance of further comprehensive investigations of ternary rare- ; Lander, P. J. Provn, P. Burlet, and E. Talik, Physic288-236 614
earth compounds fabricated by different technological tech- (1997.
nigues. A superconducting phase is not observed in8Gu 5P. Schobinger-Papamantelles, K. H. J. Buschow, and C. Ritter, J. Magn.

and LaAgIng samples, at least above 4.5 K. Magn. Mater.186, 21 (1999. _
A. M. Gurevich, V. M. Dmitriev, V. N. Eropkin, L. A. Ishchenko, N. N.

Prentslau, and L. V. Shlyk. Fiz. Nizk. Tem@5, 19 (1999 [Low Temp.

CONCLUSIONS 7F>hys.25, 10(1999].
A. M. Gurevich, V. M. Dmitriev, V. N. Eropkin, L. A. Ishchenko, N. N.
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compounds LuFglg, ScFgAlg, YFeAlg, YCr,Alg, and ,on Low-Temperature Physi¢doscow, 1998, p. 142.
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the magnetic state of the compounds. 1996.
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P . y y " P p. . gyl’lV. M. Dmitriev, M. N. Ofitserov, and N. N. Prentslau, Radiotekhnika
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Effect of low temperatures on deformation localization in supersaturated Al—Li alloys
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Active loading at temperatures 295, 77, and 0.5 K is used to study the parameters of the
stretching curve and the plastic deformation distribution in quenched and aged Al-Li alloys with
7.0 and 10.4 at.% lithium. It is shown that for aged alloys, in contrast to quenched alloys,

the strength is characteristically high, the plasticity reserves are low, and the deformation
distribution (macroscopic sections of deformation localizajisnonuniform, if loading

is conducted at room and low temperatu(285 and 77 K The deformation of quenched and

aged alloys under deep coolitgt temperature 0.5 Kis distributed more homogeneously

through the samples. The results are attributed to the influence of low temperatures on the rate of
thermally activated processes, controlling the motion of dislocations through impurity

barriers and the deformation-diffusion dissolution®fprecipitates. ©2001 American Institute

of Physics. [DOI: 10.1063/1.1421465

INTRODUCTION plastic deformation of the alloy at a fixed rate is strongly
temperature-dependent.

The plasticity of supersaturated alloys exhibits a number  Another feature, arising as a result of phase decomposi-
of interesting features due to two effects: aging and the asion, of plastic deformation in a supersaturated Al—Li alloy is
sociated dispersion hardeniﬁg’.articles of anew phadpre-  spatial nonuniformity of plastic flow, detected at room
cipitates, arising in the solvent matrix as a result of aging, temperaturé.The new defects—antiphase boundary inside a
are a major factor influencing the dislocation multiplication §” precipitate shearing a dislocation and steps on the surface
and mobility in alloys. The size and volume fraction of pre- of the precipitate—increase the internal energy of the pre-
cipitates and the plasticity parameters of an alloy dependipitate. As a result of the thermally activated diffusion of
very strongly on the conditions of aging, first and foremost,lithium, some precipitates dissolve during plastic flow and
its durationAt, and temperaturd ,. Another factor influ-  precipitate-free channels, where dislocation motion is facili-
encing the kinetics of plastic deformation of an alloy is thetated, form in the crystal. Localization of plastic flow in such
deformation temperatur€y of the sample. The temperature channels results in deformation hardenifgrmation of dis-

T4 determines the rate of elementary thermally activated prosolution clusters in thejpnopening of cracks, and premature
cesses, which make it possible for dislocations to overcomé&acture of the sample.
impurity atoms and precipitates. Transverse slip of dislocations inside precipitates and

At close to room temperatures aging of Al-Li alloys deformation—diffusion dissolution of precipitates are ther-
containing more than 5 at.% lithium is accompanied by thanally activated processes that can be suppressed at low tem-
formation of coherent precipitates offaphase (AdLi) with peratures. Consequently, the laws of plastic flow of super-
a L1, superlattice in an fcc aluminum matfixThe appear- saturated Al—-Li alloys under sufficiently deep cooling should
ance of§’ precipitates makes the plastic deformation processliffer from the laws described in the reviews Refs. 2 and 3.
in a supersaturated alloy specific primarily due to the mechak has already been shown in Ref. 5 that #eprecipitate-
nism by which slipping dislocations shear the precipitdtés. associated decrease of the yield stress at temperatures below
It is well known that plastic deformation of the fcc matrix of 50 K is compensated by an increase in the yield stress in the
aluminum is produced by conservative motion of whole dis-solid solution(in the regions between precipitates a result
locations of the slip systedf111}{110. However, in arL1,  of the thermally activated motion of dislocations through lo-
superstructure such dislocations are not whole. Shearitig a cal barriers. As a result of the superposition of two processes
precipitate, they form an anitphase boundary in it, increasingvith opposite temperature sensitivity, the total yield stress of
the deforming stress. In addition, transverse slip of these dighe alloy is athermal. The present work is devoted to study-
locations from the{111} into the {010, plane can occur in- ing the influence of low and superlow temperatures on the
side a precipitate, as a result of which steps appear on tHecalization of plastic deformation in supersaturated Al—Li
dislocation lines and additional stress is required to overalloys with various phase compositions: homogeneous
come these steps. Since transverse slip in precipitates iscuenched alloys and aged heterogeneous alloys, containing
thermally activated process, the additional stress required fqurecipitates of a second phase, are studied.

1063-777X/2001/27(11)/4/$20.00 974 © 2001 American Institute of Physics
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1. EXPERIMENTAL PROCEDURE Al-104at.%Li Al-70at.%Li

Supersaturated Al-Li alloys with 7.0 and 10.4 at.% Ata=0h Ata=0h
lithium were investigated. The flat polycrystalline samples
(grain diameter 0.31 and 0.44 mm, respectivelyere
paddle-shaped with a ¥3x1 mnt working part. The
samples were subjected to homogenizing annealing at 800—

810 K for 5 h, quenching in “ice water,” and aging up to 7.5 05K
h at T,=473K. The aging regime chosen, on the basis of

structural investigation$;® produces a large increase of the -

radius and volume fraction o’ precipitates: for average =3

lithium concentrations 7 and 10 at.% the particle radii are o 7K

10-15 and 15-20 nm and the volume fractions of the par-
ticles are 0.03-0.06 and 0.15-0.20, respectively.

The quenched and aged samples were deformed by
stretching at the constant rate=10"%s ! in a cryostat at
temperatures =295, 77, and 0.5 K. Liquid nitrogen and
liquid He* and Hé were used for cryostating.

The influence of the aging tim&t, and the deformation
temperatureTy on the parameters of the stretching curve
load P—absolute elongatiom\l and on the macroscopic
plastic deformation distribution along the sample was stud-
ied. To this end, prior to deformation, a thin needle was used
to deposit 15 markers spaced every 1 mm on the entire work-
ing part of a sample and the deformation of various section§IG. 1. Load-elongation curveB(Al) of quenched Al-Li alloys 4t,
of the sample was estimated according to the displacement of0 h) deformed at temperatur&=295, 77, and 0.5 K.
the markers in an optical microscope. The displacement mea-
surement error was 0.01 mm.

the load, see inset in Fig.),lwhose study falls outside the
scope of the present work, is observed in quenched and aged
2. EXPERIMENTAL RESULTS AND DISCUSSION alloys deformed af4=0.5 K.
2.1. Stretching curves The parameters and e, Show similar behavior as a

. . function of At, and T4 for the alloys Al-7.0 at.% Li.
The load—elongation curvé¥(Al) for samples of Al—Li Hnetl a d y oLl

alloys deformed after homogenization and quenching and af-
ter aging are displayed in Figs. 1 and 2. The Idadthe 2.2. Deformation distribution along the sample
elongation up to rupturél,, and the hardening factor of Observations of individual sections<1,2,...,15) of
the quenched sam_plgs increase yviFh decreasing de.formaticgpqe working part of the deformed samples showed that the
temperatureTy. This is characteristic for most aluminum— character of the deformation distribution along a sample de-
based solid solutions. o ~ pends strongly on the aging timkt, and the temperature

_ The stretching diagrams in Figs. 1 and 2 have distinctr - Typjcal histograms illustrating the relative deformation
critical values of the loadP, which correspond to the onset e;=Al; /1, of individual sections of a sample are displayed in

of plastic flow. In addition, for all experimental samples UsedFigs. 4 and 5. The data correspond to average deformations
in this work the maximum elongation and change in the;<g og.

transverse sections remain very small compared with the ini-
tial lengthsl, and transverse sectioisg. Consequently, the
yield point oo=Py/Sy and the maximum relativg Qeforma— Al-10.4 at.% Li Al -7.0at.%Li
tion & ma=Almax/lo can be regarded as the plasticity param- At,=7.5h At,=7h
eters of the alloys.

The plasticity parameters of the alloys change substan- 0.8¢ 0.5K
tially as a result of aging at=473K: an increase in the | 05K
yield point oy is accompanied by a sharp decrease in the 0.6
plasticity reserves . compared with the quenched state. Z [
Figure 3 shows the yield stress, and the maximum elon- - 0.4y
gation g4 VErsus the aging timat, of the alloy Al-10.4 ;295 K 205 K
at.% Li, deformed aff 4=295, 77, and 0.5 K. The quantity 0.2}

o increases appreciably, and the plasticity reseryg de- -
creases fot,<<4 h; further aging does not increasg or
decrease 5. We call attention to the characteristic features
of the deformation of the alloys Al-Li at sub-Kelvin tem-

peratures; aﬂ-d:_(?-5 K the plasticity TEServe max even in_‘ FIG. 2. Load—elongation curve®(Al) of aged Al—-Li alloys deformed at
creases; in addition, abrupt deformatiGabrupt change in temperatured =295, 77, and 0.5 K.

77K 77K

0 12345 12345
AL, 1073m
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0.5 - Al-10.4 at.% Li
Al-10.4at.%Li
0.4 0.2_ Ata=7.5h
x 05K
x L
€ 03 0.1_‘—[— —
i 0.2 - ] I
: 0 2 4 6 8 10 12 14
= 0.2
01 > —
0 -

0 2 4 6 8 10 12 14
140 0.2 T
120 o1
g " | e
2 T T T y
- 80 0 2 4 6 8& 10 12 14
5 60 [
40 FIG. 5. Distribution of the relative deformation in an aged Al-10.4 at.% Li
o0l sample deformed at the indicated temperatures.

0 1 2 3 4 5 6 7 8 . .
Ata,h aged for 1.5 h, and once again deforn{Bd. The histogram
A illustrates the comparatively uniform deformation distribu-
FIG. 3. Maximum deformatio® ., (@) and yield stress, (b) versus aging ~ tion characteristic for single-phase alloy, while sections of
time for the alloy Al-10.4 at.% Li deformed at temperatufigs-295 (@), deformation localization can be seen in histogram B. The
77K (O), and 0.5 K(4). tests were also performed in the opposite sequence: first an
aged sample was deformed and then the sample was homog-

Comparing the relative deformation of various sections€hized and deformed once again. The deformation localiza-
of quenched and aged samples, deformed at 295, 77, tion sections arising at the first stage vanished after homog-
and 0.5 K, we note the following features: enizing annealing. However, this result could be due not only

1) a nonuniform distribution of deformatiofsections of t0 the phase composition of the sample but also the relax-
deformation localizationis observed only in aged samples ational processes occurring at high annealing temperature.
containing precipitates of a second phéBa. 5); The varianceD? of the quantitys;=Al;/I; can serve, to

2) at temperatureTy the quenchedFig. 4) and aged @ first approximation, as a parameter characterizing the de-
(Fig. 5 samples deform with the same degree of uniformity.9ré€ of nonuniformity(localizatiorn) of deformation:

The influence of the decomposition of a supersaturated 15 /e 2
solid solution and of the formation of precipitates during ~ D2=— >, ( - ) ,
aging on deformation localization in individual sections of 15
the samples is illustrated in Fig. 6. Histograms of a Al-10.4where
at.% Li sample are presented here. This sample was first

&

deformed after homogenization and quenchi#y, then —:i e
I 15 = I
Al-10.4 at.% Li The estimates of the variance for different aging times
Ata=0h and deformation temperatures of the alloy Al-10.4 at.% Li
0.2 are presented in Fig. 7. The variance of the local deforma-
01 0.5K tions along the samples is similar for the alloy Al-7.0 at.%
: Li.
0.2° 2 4 6 8 10 12 14
o Al-10.4 at.% Li
= o1 77K Ty =77K
< 0.2
0 2 4 6 8 10 12 14
0.2 =
> 0.1 B
0.1 295K <
Ll L] ] LT A
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14

i i

FIG. 4. Distribution of the relative deformation in a quenched Al-10.4 at.%FIG. 6. Distribution of the relative deformation in a Al-10.4 at.% Li sample
Li sample deformed at the indicated temperatures. deformed at 77 K after quenchind) and after agindB) for 1.5 h.
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D 16f Al—10.4 at % Li rather the yield stress remains high as a result of the increase

1.4 in the friction stress in the matrix.

It should be noted that macroscopic-scale localization of
1.2 plastic deformation of the alloys Al-Li was detected and
1.0 analyzed previously in realand computér experiments:
08l precipitate-free channels were of the order of “10
0.6 —10 “mm wide. In our experiments macroscopic 1 mm
' wide deformation-localization zones were studied. It is natu-
0'4‘ ral infer that such large-scale deformation localization is due
0.2 e 4 A to spatial fluctuations, arising as a result of deformation-

T ! - diffusion dissolution of precipitates, of the distribution of

0 1 2 3 4 5 6 7 8 free channels.
Atalh

FIG. 7. Variance of the relative deformation as a result of aging of the aIon3' CONCLUSIONS

Al-10.4 at.% Li for At, and deformation at temperaturég=295 K (@), Two qualitative conclusions can be drawn from the ex-
77K (O), and 0.5 K(A). perimental data obtained in this investigation:

— the deformation kinetics and the plasticity parameters
of supersaturated Al—Li alloys at moderately low and room
temperatures depend strongly on the aging time and there-
r]‘ore on the size and volume fraction 8f precipitates; this is
Ydue to the specific manner in which dislocations shear the
precipitates and to the deformation—diffusion dissolution ef-

It is evident from Figs. 4 and 7 that the plastic deforma-
tion of quenched samples for moderately low and sub-Kelvi
temperatures is distinguished by a high degree of uniformit
this case corresponds to quite low vali2s-0.2—0.3. Ag-
ing of the samples foAt,<4 h creates the prerequisites for
deformation localization, but such localization appears only =

. . — under deep cooling, when thermally activated pro-
for deformation at room and moderately low temperaturesCesses are sunpressed. quenched and aged Al—Li allovs char-
here, the quantityp, increases by a factor of 2—&ig. 7). bp i~ 9 y

Localization is not observed for deformation of aged sampleggit;”f;g:;l%smw a combination of high strength and a plas-

at sub-Kelvin temperatures. It is also seen in Fig. 7 that long-
time aging withAt,>4 h does not increasb, i.e. it does We thank S. N. Smirnov and V. S. Fomenko for helpful
not intensify the localization effect. recommendations.

The dependenc®(At,,T4) shown in Fig. 7 qualita-
tively agrees with the experimental dependesgg(At,,Ty) *E-mail: isaev@ilt.kharkov.ua
in Fig. 3: deformation localization is the prerequisite for de-
creasing the plasticity reserves of the sample.

It was previously believed that localization degrades the!V. Gerold, “Precipitation hardening” irDislocations in Solidsedited by
macroscopic characteristics of an alloy for large deforma-,F R-N: Nabarra1979, Vol. 4, p. 219. .
. . I. N. Fridlyander, K. V. Chuistov, A. L. Berezina, and N. |. Kolobnev
tions e~0.2 at room and high temperatufesThe funda- Aluminum-Lithium Alloys: Structure and PropertieNaukova dumka,
mental possibility of localization for small deformations was Kiev, 1992.
simulated in Ref. 9. In our experiments an increase in thejE- Nembach, Prog. Mater. Sei5, 276 (2000. _
parameteD characterizing the degree of localization is ob- :\(/ialzre:g%t,sgsl_&gg%et, C. Marchionni, and J. L. Verger-Gaugry, Philos.
served even for deformatiors~0.08 and depends strongly sy, v, Isae’v, V. V. Pustovalov, V. S. Fomenko, and S.Shumilin, Fiz.
on the temperatur€,. The weak localization of deformation  Nizk. Temp.22, 99 (1996; [Low Temp. Phys22, 74 (1996].
at sub-Kelvin temperatures confirms the hypothesis men-f\T/ g S?QdaijJgaé‘lddE- A. dsga”ie' ;'w_A%ﬁ Maﬁg-gﬂéﬂl’%ﬁ- c00
tioned in the introduction that thermally activated processes (iggzr.o » H-~J. Gudiadt, and J. Lendval, Phys. Status Solid3
are the basis of this phenomenon: low temperatures preverfik. Triuncauf, J. Pesicka, C. Schlesier, and E. Nembach, Phys. Status So-
deformation-stimulated dissolution of precipitates and for- lidi A 131, 345(1992.
mation of channels free of precipitates of a second phase.A- Kalogeridis, J. Pesicka, and E. Nembach, Acta Matér1953(1999.
Here, the plasticity reserve of the alloy does not decrease, baitanslated by M. E. Alferieff
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SHORT NOTES

Oscillatory acoustoelectronic effect in quasi-two-dimensional conductors in a
guantizing magnetic field

O. V. Kirichenko* and V. G. Peschanski

B. I. Verkin Physicotechnical Institute for Low Temperatures, Ukrainian National Academy of Sciences,
pr. Lenina 47, Khar'kov, 61103, Ukraine
(Submitted May 24, 2001

Fiz. Nizk. Temp.27, 1323—-1326November 2001

It is shown that the quasi-two-dimensional character of the electron energy spectrum of a layered
conductor results in a large decrease of the absorption of longitudinal sound propagating in

a direction normal to the layers in a quantizing magnetic field2@21 American Institute of
Physics. [DOI: 10.1063/1.1421466

Acoustoelectronic phenomena in degenerate conductotattice defects, phonons, and others. According to the
in a sufficiently strong magnetic field are very sensitive toprinciple of detailed balance, the collision operator acting on
the form of the electronic energy spectrifhThey were the equilibrium statistical operatof, gives zero, i.e.,
successfully used to reconstruct from the experimental dat\';\,coII {?0}20-
the Fermi surface—the main characteristic of the conduction “\yie shall assume that the perturbation of the electron
electron spectrum in metals. At low temperatures, where th%ystem by a sound wave with frequeneyis weak, and in
temperature broadening of the Fermi distribution function ofi,o expression
charge carriers is much smaller than the splitting between the
magnetic field quantized energy levels, the dependence of -

S= Tr[ }

the damping d t of the sound on th tic Held A"
e damping decrement of the sound on the magnetic ifle Weon{f}In :

has the form of giant oscillation’s.
At such low temperatures the damping of sound waves

in degenerate conductors is due primarily to the interaction o sja) confine our attention to the asymptote with respect
of charge carriers with the wave. With adequate accuracy thg, e smajl deviation of the statistical operator from the
absorption of acoustic energy per unit time per unit volume

of a conductor is equal to the dissipative electron function equnlbrlum_operatoﬁl:_f—f(_). . .
In the linear approximation in the weak perturbation of

Q=TS (1)  the electrons by a sound wave the collision opertfgy{f }

is a linear integral operator acting ép. For greater clarity

in calculating the dissipative functicd@ we shall employ the

7 approximation for the collision operator, which makes it
S= —Tr{?c Inf+(1—f)In(1—f ), 2) possible to represent this operator as the operator multiplying
f, by the collision frequency %/

4

whereT is the temperature anfl is the entropy density of
the electrons. The quanti§is determined by the relatiént

where the nonequilibrium statistical operafosatisfies the

kinetic equation 2

R N f1

R A R T
E""V'E""[HO""lef]zwcoll{f}' 3

] . In the collisionless limit, i.e. fow7>1, the explicit form of
The sound wave excites the accompanying electromagnetigq coljision integral is immaterial, and forr<1 the repre-

wave and renormalizes the electron enesdyy the amount sentation 0Ny {f,} in the form (5) is adequate in many

58_:A”9” ' Th|s perturbation of the electronic system by cases, for example, for the propagation of longitudinal sound
lattice vibrations takes account of the correctidn to the i, the direction of a magnetic fielt=(0,0,H). We shall
unperturbed electron Hamiltonidt. HereV is the electron  examine this case below and we shall calculate the sound
velocity operatoru; is the crystal deformation tensor, and damping constant’, equal to the ratio of the dissipative

A is the deformation potential tensor taking account of thefunction to the acoustic energy flux density?w?s/2, where
conservation of the number of electrons. The summation in, is the crystal densitys is the sound speed, andis the

Eqg. (2) extends over all variables defining the state of thedisplacement of the ions.

electrons, including the spin variables. For longitudinally polarized sound there is no need to
The collision operatchou takes account of the interac- take account of the electromagnetic fields generated by the

tion of electrons with various scatterers—impurity atoms,acoustic wave. When such fields are neglected only the di-

1063-777X/2001/27(11)/3/$20.00 978 © 2001 American Institute of Physics
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agonal components of the statistical operator differ fromwherel’ y=mNvw/47ps?, N is the charge carrier density,
zero. Using the kinetic equation it is easy to obtain for theu is the chemical potential, and
matrix element}" the expression

Foo cog x
. 1 dfo(en) . X)= PRV
f Py, pz)( ikv,~ilow+ P A TnnAnn( Py, P Ui, 1+ (ko SinX— o)

(6) 1

—u+Qh n+§ —(nhvy/a)cosx

wherek is the wave number. We employed the Landau gauge G,,(x)=cosh 2
for the vector potentiah=(0,Hx,0) of the magnetic field. 2T
Aside from the projection of the momentup,, another For wr<s/ nu, the functionF (x) possesses sharp peaks

good quantum number is the projection of the generalizegs the order of I 7v o7 wide, but in a wide range of acoustic
momentumP, , which is related with the kinematic momen- fraquencies such thabr<1, the functions areS,(x) are
tumpy asPy=py+eHx/c. The continuously varying, and  sharper. The width of the peaks of these functions is of the
Py and the discrete quantum number which enumerates order of (T/ 7)Y and they are associated with the sharpest

the energy levels of an electron in a magnetic field, wergeaks in the acoustic energy absorption. They occur for mag-
chosen as the independent variables defining the state of gfatic fields satisfying the condition

electron. 1 "
. - . v
Th_e sound absorptlon coefficient can be eas!ly_ found for M—ﬁﬂ( n+ _) + 5 ° g (13)
an arbitrary electronic energy spectrum. For definiteness we 2 a

shall consider a layered conductor with a Qquasi-tWo-rpq elactron density of states has a singularity, which gives
dimensional electronic energy spectrum with the very simplg;se 4 4 sharp increase of the acoustic energy absorption by

form electrons. The height of the peaks fargr<u/T is
(p)= Pt by ! osPe ()
e(p)= 2m 7]l)oa 7 Fmaxz 0 1/27]3/2ka7', (14)
(Tw)
under conditions where and outside the peak the background part of the function
T<hQ<ppu. @ T(H)is(T/ nw)Y? times smaller thad' ™ Compared with

an istropic metal, longitudinal sound propagating in a direc-
Herea is the disetance between the layerg,is the Fermi  tion normal to the layers of a quasi-two-dimensional conduc-
velocity, 0 =eH/mc, m and e are the electron mass and tor decays very weakly, and a plot of its dependence on the
charge,c is the speed of light, ang<1 is the quasi-two- magnetic fieldI'(H) lies much below the analogous curve

dimensionality parameter. _ _ I'y(H) for an isotropic metal. For example, fdtwyr
A component of the deformation potential can be de-<(./T)Y? the ratio of the maximum values of the absorp-
scribed as tion coefficient is
ap Fmax
A,= pmv’ cos——. 9) =12, (15
h Iy

The electron energy levels neglecting the spin splitting Figure 1 showd™/T"; versus the magnitude of a strong
magnetic field.
E -~ ﬁ ap; It is easy to show that the magnetic field dependence of
n+ 7V o — COS (10 ; T 2 :
2 a h the absorption coefficient is qualitatively the same for arbi-
trary quasi-two-dimensional electronic energy spectrum. For

e,=hQ)

depend only on the two variablesandp,, and the dissipa-
tive function of the electron system assumes the quite simple

form
2eH 2ntila  gfo(e,)  K2w?| A ul%T 1.0}
Q=——22f dp, 2 — 2
c2mh) <5 Jo de, 1+7(kv,—w) o
(1) S
Substituting =
0.5+
afo 1
de,  ATch(e,—pm)/2T]
into Eq. (10) and using the dimensionless variable
1 1 1 |

=ap,/h we obtain the following expression for the damping 0 01008 0.01 0.012

constant: (H-Hg)/Hy
hQ 2
F=F07]2—kvo7'2 J dxF(X)G(X), 12 FIG. 1. T'/T'y versus H—Hg)/Hy, where H, satisfies the relation
T = Jo Q(Hg)/ £=0.02; 7=0.01,wr=0.1,kvgr=5x 10, u/2T=10"
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an arbitrary dispersion law for charge carriers the electrordirection normal to the layers an electromagnetic with elec-

density of states has a singularity, where the area of the setric field lying in the plane of the layers is excited. The result

tion of the Fermi surface by the plamge=const has an ex- is that the Joule losses become very substantial, and as a

tremum as a function ob,. Thus, the extremal area of the result the sound absorption coefficient in the layered quasi-

section of the Fermi surface determines the period of théwo-dimensional conductor is equal in order of magnitude to

oscillations ofl'(H). the absorption coefficient in a normal metal with the same
The relations presented above, as noted above, are valaharge carrier density.

in the semiclassical approximation, wheyg># and the

chemical potential is essentially independent of the magnetite-mail: kirichenko@ilt.kharkov.ua

field strength. In the opposite limiting cage)> nu the

complex dependence @f on H can no longer be ignored in

Eqg. (13). This case merits a separate investigation, especially s g. pippard, Philos. Mag, 1147 (1958.

for #Q>nu, where the maximum of the absorption of 2E. A.Kaner, V. G. Peschanskiand I. A. Privorotski, Zh. Eksp. Teor. Fiz.

acoustic energy splits into a doublet with the splitting pro- 40 214(1961 [Sov. Phys. JETR3, 147 (1961)].

V. L. Gurevich, V. G. Skobov, and Yu. D. Firsov, thﬁ) Teor. Fiz40,
portional to the quasi-two-dimensionality parameter of the 786 (1961 [Sov. Phys. JETR3, 552 (1961)].

conductor. 4E. M. Lifshitz and L. P. Pitaevski Statistical Physic§Nauka, Moscow,
The case examined above is the only case where anomad9es, Part 2.

|0us acoustlc transmlSSlon Of a quaSI tWO dlmen5|ona| con- D N. ZUbareVNoneqU|I|br|Um Statistical Thermodynam|@sauka Mos-
cow, 197

ductor occurs. For transversely polarized acoustic wave W, 1973.

propagating in the direction of a magnetic field oriented in aTranslated by M. E. Alferieff
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Identification of the stripe state of a YBa ,Cu3;Og¢.4, Superconductor according
to optical absorption data

V. V. Eremenko, V. N. Samovarov,* V. L. Vakula, M. Yu. Libin, and S. A. Uyutnov

B. I. Verkin Physicotechnical Institute for Low Temperatures, Ukrainian National Academy of Sciences,
pr. Lenina 47, Khar’kov, 61103, Ukraine

V. M. Rashkovan
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The doublet structure of the electron—bimagnon absorption band with maxima at 2.145 and 2.28
eV is observed for the first time for the metallic phase of ¥BaOg . , with x=0.85 (T,

=88 K). As the YBCO film cools down, the doublet band arises quite sharply near the pseudogap
state aff <130 K and remains in the superconducting phase<aT ;. In the superconducting

transition region the amplitude of each doublet component increases. Comparing with

data on the splitting of the neutron scattering peak in YB@0ODai et al, Phys. Rev. Lett80,
1738(1998] showed that the splitting of the absorption band reflects the formation of a

stripe superstructure consisting alternating dielectric and metallic quasi-one-dimensional stripes.
© 2001 American Institute of Physic§DOI: 10.1063/1.1421447

1. The question of the coexistence of antiferromagneticgap, to superconductivity was proved in Refs. 10—12. Diag-
(AF) and superconductingSC) phases in copper-oxide nostics of the PG state on the basis of the absorption spectra
HTSCs is now one of the most controversial questions in thén the visible-frequency range is presented in Ref. 13. The
problem of superconductivity. For these materials the quessentral results of these investigations can be formulated as
tion of the nature of the pseudogdPG state, preceding follows.
superconductivity in the temperature ranfg<T<T*, is 1. In the metallic phase of YB&u;Og, , an absorption
just as acute. These questions can be answered, for exampandA+J at ~2.2 eV, identified as an electron—bimagnon
using the spin-echo, nuclear relaxation, angle-resolved phdand, arises in the region of formation of the PG state at
toemission spectroscopy metho@ee the reviews in Refs. temperaturesT <T*. When the samples are cooled below
1-4. Neutron scattering methods are especiallyT* this band appears even if it is absent in the metallic phase
informative>® However, at the present time there is no gen-at room temperature. In the AF phase the intensity of the
erally accepted point of view concerning the nature of the Sand increases sharply on cooling below theeNempera-
and PG states in copper-oxide HTSCs. Nonetheless, the coture Ty .
clusion that superconductivity in these compounds is associ- 2. In the SC phase the entire spectral composition of the
ated with the phase separation of samples into dielectrimtraband and interband optical absorption becomes “fro-
(with short-range AF orderingand metallic quasi-one- zen,” and the electron—bimagnon bami+J becomes
dimensional stripe phas&$ sounds increasingly more con- temperature-independent.
vincing. The metallic stripes with quasi-one-dimensional  These experimental data can serve as proof of the mag-
motion of holes are separated by dielectric stripes, whichetic nature of the PG state and evidence for the spin-
together form a superstructure that fluctuates in time andluctuation mechanism of superconductivity in cuprate
space’ Each stripe is several lattice constants wide. AHTSCs.
static stripe structure can exist in manganates and In the present work we investigated the fine structure of
nickelate€ Apparently, the stripe structure was first pre- the electron—bimagnon absorption bahét J with tempera-
dicted theoretically in Ref. 9. ture passage through the PG and SC states. The currently

In the present paper we present the results of opticalidely discussed data on inelastic neutron scattering in cu-
investigations, which we believe will lead to progress in theprate HTSCs served as the motivation for such experiments.
solution of questions concerning the PG and SC states on thhe neutron experiments showed that nEathe peak of the
basis of the stripe superstructure model. The results wernmelastic neutron scattering by incommensurate AF fluctua-
obtained by absorption optical spectroscopy of YBCO films tions (see Ref. 5 and references cited therehich is attrib-

In many respects this method has no analogs for classicaited to phase separation of the sample into dielectric and
low-temperature superconductors and can be regarded asveetallic stripes of a dynamic charactef,splits nearT.

new independent method for investigating the superconduc- 2. Temperature investigations of the absorption spectra
tivity of HTSCs. The sensitivity of absorption spectra in the a(w) of YBa,Cu;Og, 4 films with x~0.3 (dielectric AF
energy range 1 eV, much greater than the energy of the S@hase and x~0.85 (metallic phasgwere performed in the

1063-777X/2001/27(11)/4/$20.00 981 © 2001 American Institute of Physics
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temperature range 170-200 K. The critical temperaiye 0.08

for the metallic film was 88 K with SC transition wid#s 1

K. The single-crystal films possessedrientation relative to

the SrTiQ, substrate and their thickness was2300 A . The 0.04

measurements of the absorption coefficier{tw) (optical

densityal) were performed in unpolarized lighE(L ). The

absorption of the films was measured in the frequency range

1.8-2.6 eV, which contains the electron—bimagnon absorp-

tion bandA+J. The YBCO absorption bands are identified

in greater detail and the methodological features of the mea-

surements are presented in preceding wotkS. -0.04
3. We start with the data for a dielectric film. First we

note that at 300 K the absorption spectrum of such a film is

0.00

al(T)-al(140K)

typical for the dielectric phase of YB&u;Og., with X -0.08 ' . L . '
<0.43The visible-frequency part of the absorption spec- 20 2.2 24
trum is described by a sum of three componeai$300 K) Energy, eV

=(al)at(al)arst(al)cr, ,Where @l)a is the narrow- FIG. 1. Temperature variations for the difference absorption spectia
bandA component; &)+ ; is the narrow-band\+J com- = 4(T)— al(140 K) of a YBaCus04 5 film in the antiferromagnetic phase
ponent; and, &l)ct is the continuum component of inter- at different temperatures. The solid lines show the model curves in the form

band transitions through the optical gijg=1.7—1.8 eV.  Of single Gaussian curves. Key) Energy, eV, 2 Gaussian.
The Gaussian contours

) (E—Eg)? difference of two Gaussian contouf®) with different tem-
al(E)= U—\/;ex;{ - T‘Z ' 1) peratures. However, if the variance of the Gaussian is a weak
function of temperature in the AF phase, then the difference
where o is the variance of the contoug, is the amplitude A(al)a,; itself is essentially a pure Gaussian widhy, ;
coefficient, andg is the position of the maximum, describe =const and amplitude coefficient Aua, 3= u(T)
the narrow-band components well. According to Refs. 13— (140 K). The results presented in Fig. 1 show that for
and 14, theA component is due to transitions through the T<Ty~200 K the variance of a contour is,, ;=0.05 eV,
optical gap from the correlation maximum of the density ofi.e. in the AF state it decreased several fold, but even in the
states at the top of the valence bdimdthe metallic phase the AF phase itself the variance changes very little on cooling
Fermi level shifts into the region of this maximyit 300  from 140 to 200 K. At the same time, as one can see from
K the parameters of thA& contour in a dielectric are usually Fig. 1, the oscillator strength of thRe+ J transition increases
Eo~Ey, 04=0.14-0.17 eV, up=0.4—0.6 eV. For our appreciably as the temperature in the AF phase decreases.
YBCO samples the parameters fell into this range of valuesThus, on cooling from 140 to 102 K the addition to the
The A+J band is split from theA band by the bimagnon amplitude coefficient iSAua,;=u(102 K)— (140 K)
excitation energyh w,,~3J~0.3 eV, whereJ=0.1 eV is =0.0036 eV, and with further cooling to 44 Kua,;
the exchange interaction energy of the spins in a £pi@ne.  =0.01 eV. Thus, in the dielectric phase, for a transition from
A+J transitions arise as a result Aftransitions but with the  the short-range AF ordering witli>Ty to long-range AF
additional creation of two magnons with energy corresponderdering with T<Ty the variance of theA+J band de-
ing to the boundary of the Brillouin zone. At 300 K the creases, the amplitude of the bafaptical transition prob-
parameters of theA+J contour in YBaCu;Og,, for x  ability) increases and continues to increase right up to 44 K.
~0.3 wereE;=2.055 eV,0,.;=0.16 eV, andu,;3;=0.32 At temperaturesT<44 K all temperature variations vanish
eV. As temperature decreases, the dielectric YBCO trangsee Fig. 1L The temperature-independence of the absorption
forms into the AF phase, and far<0.3—0.35 the Nel tem-  spectra is typical for excitofelectron—magnon absorption
peratureTy=250-200 K. In the AF phase, as a result of a in classical AF crystals at temperatures close to and below
decrease in magnon damping, the dispersion ofAhend  the spin-wave gap enerdy.For dielectric YBaCuyOg_ «
A+J bands is smaller than at 300 K, and the amplitude ofthis gap isAy/kg~40—60 K, which explains the absence
these bands, i.e. the oscillator strength of the transitionf variations in the spectra as temperature decreases below
increases? 44 K. It should be noted that in the AF phase the Gaussian
Figure 1 shows for the AF phase of YBau,Og5 the  A+J contour is structureless in the entire experimental tem-
difference spectra of the optical densiy(al). ;= al(T) perature range.
— al (140 K) in the frequency band of th&+J contour for 4. We now consider the optical data obtained for the
temperatures 20, 44, and 102 K. It is evident that AhieJ superconducting metallic film YB&u;Og,, (Xx~0.85) at
band in the AF phase does not possess a fine structure andt@smperatures from 170 to 200 K. Both the formation tem-
described well by a single Gaussian contél)y, shown in  perature of the PG stafE* =120—-130 K and the SC tran-
Fig. 1 (solid curve. The narrow-band\+J absorption band sition temperaturd ;=88 K fall into this range. The value
lies against the background of temperature variations for th&* =120-130 K was obtained in a number of other inde-
continuum interband absorption band, for whidlfel)ct  pendent measuremertt$Ve note immediately that at room
=alc(T) — al1(140 K)~—0.05. Generally speaking, the temperature the electron—bimagnon bantlJ was absent in
difference spectrum (al) 5, ; should be determined by the the absolute absorption spectra of this film because the mag-
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T, - T, sponds to~50% of the initial amplitudes of the components
with passage of the PG state in the temperature range 112—
| 150-170K " 155 K. The variance of the contoimagnon dampingdoes
LI PR X - .
i T i i iR B R | not change on passage through. With further cooling

- T from 70 to 20 K, even in the SC phase there are no tempera-

ture variations of absorptiomM(«al)., ;=0, data 5, i.e. the
doublet structure itself of thA+J band and the parameters
of the band remain unchanged in the entire region of the SC

o state.
>3 5. Briefly summarizing the results obtained, we note first
1 that in the metallic phase of YBCO the electron—bimagnon
= band possesses a doublet structure similar to that observed in
?é the inelastic neutron scattering peak. This is the first obser-
&; vation of such an effect in HTSC optics. Optical investiga-
= tions clearly show that the doublet structure arises on passing
- through the PG state. Neutron scattering data have made it
| 20-T1K v v v S5 possible to observe the doublet structure at temperatures only
-3 eV W — several degrees above .°> Our optical investigations show
: . : L T quite unequivocally that the doublet structure reflecting the
1.8 2.0 2.2 2.4 26

stripe state in YBgCu;Og . appears quite sharply precisely
Energy, eV near T*=120-130 K. The energy splitting between the
FIG. 2. Temperature variations of the absorption spedtrd — al(T,) doublet Compor_lentAE:O.14 eV can b_e compared with the
—al(Ty) for a YBCO superconducting film. The temperatufigs-T, for ~ Neutron scattering data. Thus, according to the neutron data,
each measurement range are presented to the left of the experimental dafgr YBCQO near optimal doping the difference of the wave
The data2 correspond to the formation region of the pseudogap and the dat@ectorS for incommensurate spin fluctuations responsible for
4 to the superconducting states. The solid lines show model curves in thah . . . .
form of a sum of two Gaussians. the splitting of the inelastic neutron scattering peakiis
=0.2 A~1. This splitting corresponds, to a first approxima-

nons decay and an electron—hole pair forms in the metalli#on. to the energy differencaE=Ak#v =0.12 eV, where
phase(as shown in our work? at 300 K theA+J maximum hv=0.6 eV-A is the velocity of spin waves in YBCH.
shifts and rapidly decays with increasing doping; traces ofl he quantityAE corresponds to the splitting of the disper-
this maximum can be observed only in undoped films withSion curve for magnons, because of the appearance of the
x<0.7). stripe superstructure. The neutron valik and the optical
Figure 2 shows the difference absorption spectra/alueAE of the splittings agree well with one another. The
A(al) ps 3=l (T,)—al(T,), measured in definite tempera- results presented probably serve as the first optical proof of

ture ranges on cooling of the film. The data labeled with thethe stripe structure of the PG state. It can also be asserted
numberl refer to the temperature range fréfg=170 K to that the formation of the PG state is a necessary condition for
T,=150 K, i.e. for the regionT>T*. It is evident that as the appearance of superconductivity in YBCO. The doublet
temperature decreases, the narrow-band componeftructure of the “magnon” absorption band remains in the
A+Jdoes not appeafmore detailed measurements showtemperature range of the SC phase. This undoubtedly attests
that it is absent from the entire range 300—150 Khe data to the compatibility of the short-range AF order and super-
2 refer to the temperature range 155-112 K, includifig It ~ conductivity, and superconductivity is probably established
is clearly seen that as the formation temperature of the P@s a result of the global phase coherence between the metal-
state is crossed, the electron—bimagnon peak does not simgig stripe phases formed in the PG state.

arise, but rather it appears in the form of a doublet band with ~ We also call attention to a nontrivial effect which ap-
maxima atEq;,=2.145eV andEy,=2.28 eV. (At energies pears with the formation of the SC state. It turns out that for
below 2 eV the increase in absorption is due to the appeaformation of the SC phase the probability of electron—
ance of anA contour with maximum near 1.7 €% The  bimagnon excitation increases substantially, but the variance
solid curve shows the sum of two Gaussians of #isJ of the Gaussian contours, i.e. the damping of the magnons,
doublet with} "=0.053 eV,05"’=0.045 eV, andu}™’  remains practically unchanged. This result definitely requires
=0.0024 eV,u5"?=0.0015 eV. We underscore that for the a special theoretical analysis.

PG state the variance of each doublet is essentially the same On the methodological level our results also show that
as that for the AF phase of the dielectric. With further cool-optical absorption spectroscopy can be used actively to de-
ing the temperature variations for the doublet which arisesermine the nature of superconductivity in cuprate HTSCs,
vanish(data3) in the temperature range from,=113 K to  especially in polarization measurements. The high informa-
T1=98 K (T .<T<T*), A(al)a+;=0. However, according tion content of this method cannot to be compared with its
to the datad, when the SC transitionT(;=88K) is crossed limited use at low frequencies for classical superconductors
in the temperature range 100-70 K, the amplitudes of eactvith the standard electron—phonon pairing mechanism.

peak increase additionally, i.e. the probability of electron—  In closing, we wish to thank the scientific group of Pro-
bimagnon excitation increases. The amplitude correctioriessor G. Z#&mann-Ishchenko(Erlangen University, Ger-
Apft?=0.0018 eV andAu, 7=0.0007 eV, which corre- many) for providing the YBCO films for the experiments.
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The construction of a spinguide—a semiconductor channel with walls consisting of a dilute
magnetic semiconductor with very large Zeeman splitting and transmitting electrons only with one
type of polarization—is proposed. Such channels can be sources of spin-polarized current in
nonmagnetic conductors. They can be used for creating fast switches of the spin-polarization
direction of the electric current and for transmitting spin polarization over large distances

(even larger than the spin-flip lengtfThe selective transparency of the walls gives rise to new
size transport effects. @001 American Institute of Physic§DOI: 10.1063/1.1421468

1. Interest in spin transport phenomena has been increasf the current. Correspondingly, almost 100% polarization of
ing constantly in the last few years. One of the most importhe current flowing from DMS into NS is obtained in the
tant problems in this field is obtaining a spin-polarized cur-experiment of Ref. 3.
rent in nonmagnetic semiconductor§NS), because An important problem in using spin filters is that it is
combining magnetic conservation information with elec-impossible to switch rapidly the direction of the polarization
tronic counting in a single semiconductor device gives a vabecause strong magnetic fields are used. The switching time
riety of obvious technological advantages. In ordinary ferro-even for a not very strong magnetic field is long compared
magnetic conductors the electric current is polarized to thevith any mesoscopic, including diffusion, times. The genera-
extent that the density of states differs for up and dowrtion of strongly nonuniform fields with an alternating sign on
spins; there are a number of difficulties in obtaining a staimicroscopic scales is also technologically a difficult prob-
tionary spin polarization in NS. The simplest idea—passagéem. One possibility of creating miniature and fast spin-
of current through a ferromagnetic metal-semiconductopolarization switches that eliminates the indicated problems
interfacé—permits polarizing the current only to a fraction is to use the “nonmagnetic spinguides” proposed in the
of a percent. This inefficiency is due, on the one hand, to the present paper.
substantial difference of the conductivities of the ferromag- 2. Nonmagnetic spinguides nonmagnetic spinguide is
netic metal and semiconductor and, on the other, to the fac channeltube or strip made of an NS with walls made of
that in metal ferromagnets with good polarizability the elec-DMS. In contrast to Ref. 3, in this case the electric current
tron mean-free path lengths are short compared with théows along, and not perpendicular to, the interféegy. 1).
spin-flip length. It is assumed that the spinguide walls transmit electrons with

A new, extremely effective method of spin polariza- one polarization and reflect electrons with the other polariza-
tion of the electric current in NS was recently tion. The NS is unpolarized in the absence of curi@mian
realized experimentalfy.In this experiment, a sample of a equilibrium situation. However, the current passed along the
diluted magnetic semiconductor(DMS) based on spinguide will be polarized, since the nonequilibrium elec-
BeMn,Zn, _,_,Se with giant splitting of the spin subbands trons with spins possessing one polarization will leave the
in a magnetic field(the effectiveg factor of the Zeeman channel. But, for this, the DMS must be grounded. Other-
splitting is of the order of 100; the properties of DMS are wise, if spin-flip processes are absent, the same unpolarized
reviewed in Refs. 4 and)5vas used as a spin filter. The idea current as at the entrance will occur at the exit from the
of a spin filter is based on the fact that a situation where thehannel.

Fermi level in the DMS lies below the bottom of one of the Let us consider a diffusion transport regime where the
spin subbands is entirely realistic and, consequently, at sufiiffusion lengthél is much less than the channel width
ficiently low temperatures energy conservation forbids thesl =min{r,l;} <w, wherer . is the cyclotron radius anid is
spin-flip process. In addition, the DMS in this experimentthe electron—impurity mean-free path. In this paper
has a remarkable similarity to the NS uggdllium-arsenide electron—electron collisions are neglected; this is clearly
based semiconductoright up to the crystal lattice param- valid at temperatures of the order of several degrees Kelvin.
eters being the same. Since spin flip in NS, being a relativtet u; | be the electrochemical potentials of carriers with up
istic effect, corresponds to large travel distan€@ssome and down spins, respectively. The electric current densities
substances up to 100m),>® a system of serially connected 3 = —e‘lch,uH (for simplicity, it is assumed that the
DMS and NS samples is ideally suited for spin polarizationconductivity o is the same in the NS and DNMSFor defi-

1063-777X/2001/27(11)/2/$20.00 985 © 2001 American Institute of Physics
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Insulator J—

FIG. 1. Spinguide schemé: channel lengthw channel widthd distance ~ FIG. 2. Entrainment through the DMS interlayer; , w, channel widths.
between grounding contacts.

niteness, we assume that the spinguide walls pass only elethe current in channels 1 and 2 are oppositely polarized, and
trons with downward spin, i.e. at the channel boundarieshe total current along the two channels is, naturally, unpo-
duq 19y=0 (it is assumed that there is no dependence on thearized. Curiously, in the limit of a wide channel %,
coordinatez). The grounding condition must be added to <w,<L, the polarized currents will be divided equally be-
this: =0 at the grounding contacts. Let unpolarized currentyeen the channels, i.e. a completely spin-polarized current
Jo=2J;(x=0)=2Jx (x=0) be fed into the input. The dif- J; =J¢/2, equal in magnitude and opposite in polarization to
fusion equatiom u;, =0, taking account of these boundary {he current in channel 2, will flow in channel 1. The deriva-
conditions, can be solved exactly. Ro-d, whered is the  yjon of Eq. (2) assumed that a potential equal to the potential
distance between the grounding contacts, the cuderat at the exit from channel 1 is applied to the exit from channel

the channel eer will decrease expon_entlally with increasing, (The potential at the exit from channel 1 in our model is
channel length:J,<exp{—=L/d}. Taking account of the . ;

- B o . .~ determined by the magnitude of the currdgt) The polar-
trivial resultJ; = Jo/2 it is easy to see that the spin polariza- . i tin the ch | b trolled b .
tion of the current at the channel exit approaches 1 exponeﬁia 'on cur_reln mh €c ?nne shcan Iezcon rofied by varying
tially with increasingL : the potenth at t .eexrﬁ rom channel 2. ' .

3. On this basis, spinguides make it possible to achieve a
Ji—J —1—cexp — 77_'— o1 (1) high degree of current polarization in a nonmagnetic conduc-
Ji+J ' ' tor. Although the spin filters employed also give a high de-

d
It is obvious that the spin polarization of the curreatle- ~ 97€€ of polarization, spinguides could be helpful in control-

pends very strongly on the geometry of the grounding conling the spin-polarization current and polarization transport
tacts. over large distances even in the presence of spin-flip pro-

Evidently, the direction of the spin polarization in the cesses. In addition, under conditions of selective transpar-

spinguide is opposite to the polarization in the spin-filterency of the interfaces curious features of the galvanomag-
scheme of Ref. 3 with the same polarization of the DMS.netic phenomena in such systems could appear. Specifically,
Therefore, combining the spin filter and spinguide with elec-we note that delocalized states in a magnetic field at the
trostatic valves it is easy to switch the spin polarization ofDMS—NS interface(corresponding to classical hopping or-
the current. bits) will be completely spin-polarized.

We note that the spin-flip processes in NS have a much
weaker effect on the current polarization in a spinguide than
in a spin filter. In the latter the spin polarization of the cur-
rent decays over a distanag= /|, wherel is the mean-
free path length relative to spin-flip processes in the NS. Thé&g-mail: gurzhi@ilt.kharkov.ua
spin-flip processes in a spinguide appear much differently.
They have virtually no effect on the polarizations&-d) and
lead only to a decrease of the total current over a distagce
(in the geometry shown in Fig. 1—exponentially

We shall indicate one other possible formulation of the
experiment—-“spin entrainment{Fig. 2). An unpolarized  'H. X. Tang, F. G. Monzon, R. Lifshitz, M. C. Cross, and M. L. Roukes,
current is introduced into channel 1, and in the process aPhys. Rev. B51, 4437(1999.
completely polarized currente=1—arises in channel 2, 2G. Shmidt, D. Ferrand, L. A. T. Filip, L. W. Molenkamp, and B. J. van
separated from channel 1 by a DMS interlayer. The polariza- cc% Phys Rev. B2 R4790(2000. .
i . . . . R. Fiederling, M. Keim, G. Reuscher, W. Ossau, G. Schmidt, A. Waag,
tion at the exit of channel 1 will depend on the relative width an4 1. w. Molenkamp, Naturé_ondon 402, 787 (1999.
of the channels. If the thickness of the DMS interlayer is less*N. B. Brandt and V. V. Moschchalkov, Adv. Phy33, 193 (1984

a=

thanw,; andw, andL>w;, w,, we have 51. 1. Lyapilin and I. M. Tsidil'kovskii, Usp. Fiz. Naukl46, 35 (1985.
V. F. Gantmakher and I. B. LevinsoScattering Current in Metals and
1—vy Wq (2) SemiconductoréNauka, Moscow, 1984
a= , Y= .
1+y W1+ W, Translated by M. E. Alferieff
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A number of leading companies and scientific centershelium transfer apparatus with very low losses was also dem-
exhibited new cryogenic and vacuum technology in the re-onstrated.
cent low-temperature physics LT-32 conference in Kazan’ Leiden Cryogenics introduced to the participants at the
(October 200D A special exhibit of scientific cryogenic in- conference the company’s models of modern dilution refrig-
strument building was organized. Participant’s included Ox-erators, which are oil-free and use in the circulation system
ford Instruments Superconductivifysreat Britain, Leiden  convenient turbomolecular pumps. The simplest refrigerators
Cryogenics (Holland), Nanoway Oy and University of developed—the MSK type—are 27 or 50 mm in diameter
Jyvaskyla (Finland, the Scientific—Industrial Associations and 900 mm long. They make it possible to obtain tempera-
“Vakuummash” and “Hekon” (Kazan), and the Institute tures down to 50 mK with cooling power 30—40VN at 120
for Semiconductors of the Ukrainian National Academy ofmK. Some models are made completely of plastic, including
SciencedqKiev). heat exchangers, which is especially convenient when work-

In a plenary report Professor V. A. Mikheev noted thating with rapidly varying magnetic fields. Another series of
Oxford Instruments Superconductivity, which he representsdilution refrigerators—the MNK type—corresponds to ma-
is now the main developer and manufacturer of varioushines with average cooling power 100—70@/ at 120 mK
equipment for fundamental and applied research in lowand give temperatures 40—70 mK. The diameter of the
temperature physics. The company leads in developing sciracuum jacket in these refrigerators ordinarily is 80 mm. The
entific apparatus for modern cryogenics and for generatingnost powerful dilution refrigerators developed—the DRS
strong magnetic fields and low and superlow temperatureseries—have a cooling power of 300V at 120 mK and 20
and for producing superconductor systems, vacuum technopW at 12 mK. The minimum attainable temperature in these
ogy, and electronics. Here, a high-resolution NMR systemrefrigerators is 5 mK.
the first such system in the world, with a 21.1 T supercon- J. P. Pekola, representing Jyvakyla University and and
ducting magnet operating at 900 MGz was developed andlanoway Oy(Finland, described in his section report new
implemented experimentally. This system, which sets alevelopments in cryogenic technology. A microcooling
record with respect to its parameters, gives physicists a nemethod based on electron tunneling through a normal metal—
high-sensitivity tool for studying three-dimensional struc-insulator—superconductor contact was described. This idea,
tures of various objects. The company has also developed thEroposed about 20 years ago in an investigation of nonequi-
Teslatron superconducting magnetic system, which makes librium superconductivity, was recently realized by the au-
possible simultaneously to produce magnetic fields up to 2thor. With an appropriate bias voltage on the contact the
T and to cool the experimental sample below 10 mK. Exten-hot” electrons can be removed from the normal metal and a
sive use of superconducting magnets for magnetic separatidghermally insulated phonon system can ultimately be cooled.
of different minerals was noted. Using copper as the normal metal and aluminum as the su-

Oxford Instruments Superconductivity has also develperconductor, cooling from 0.3 to 0.1 K with cooling power
oped diverse systems for physical research at superlow tenexceeding 10 pW was achieved. Such refrigerators can be
peratures in solid-state physics, for cooling a new generationsed in astronomy to cool highly sensitive alpha-particle or
of gravitational-wave attennas, for experiments on detecting-ray detectors. A microcalorimeter employing supercon-
“dark” matter, for superfluid gyroscopes, and for experi- ducting film sensors and operating near the transition tem-
ments with scanning tunneling microscopes. The Kelvinoxperature was also proposed for this purpose.
dilution refrigerators make it possible to cool down to 7 mK Another Jyvakyla development was also presented at the
and the Heliox evaporation refrigerators witHe make it  exhibit—a so-called Coulomb blockade nanothermometer.
possible to perform measurements down to 250 mK. ReThis device can be used to determine the absolute tempera-
cently, dilution refrigerators with a cryogenic circulation ture via measurements of the differential resistance of small
cycle, which do not require a complicated piping system andunneling junctions as a function of the bias voltage. The
strongly decrease the level of vibrations, were developed ughermometer is essentially insensitive to magnetic fields, it
ing the cryogenic adsorption technique. Many of these develeperates at temperatures in the range 20 mK-30 K, and its
opments were presented at the Oxford Instruments exhibit. Absolute error is 0.5%.
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The Kazan’ Scientific—Industrial Association “Vakuum- coatings, nitrides, oxides, or multilayer coatings in vacuum.
mash” presented new developments in vacuum technologyiverse models of vacuum valves with manual, electrome-
The products include two-rotor vacuum punpsots type, chanical, or electromagnetic drive are also offered.
plate—rotor vacuum pumps, rotational vacuum units, mem-  Another Kazan’ Scientific—Industrial Association fd=
brane vacuum pumps, and vacuum compressor—pumps. Tkem” presented at the conference various air-tight seals, and
Association has also developed a new generation of highthe Institute for Semiconductors of the Ukrainian National
vacuum diffusion vapor—oil pumps with an extended rangeAcademy of Sciences from Kiev introduced a DVT-1 diode
of working pressures at low vacuum, including boosterthermometer operating in the temperature range 4.2—500 K
vapor—oil pumps and high-vacuum diffusion units. An elec-and possessing high sensitivity and good reproducibility.
tric discharge getter—ion vacuum pump, operating in the
pressure range 1310 3—6.6x10° 8 Pa, is suggested for )
physical experiments where a high or ultrahigh oil-free V. G. PeschanskiE. Ya. Rudavski and D. A. Tayurski Fiz. Nizk. Temp.
vacuum is required. The Association also presented several " °6° (2003 [Low Temp. Phys27, 417 (2003}
models of vacuum metallization setups for depositing metalranslated by M. E. Alferieff
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On October 31, 2001 ninety years will have passed since A. |. Akhiezer was an original scientific leader, teacher
the day that Aleksandr Il'ich Akhiezer, Academician of the of a number of generations of theoretical physicists, and one
Ukrainian National Academy of Sciences, remarkable scienef the creators of the Khar’kov School of Theoretical Phys-
tist, leading theoretical physicist, and unusual person, waiks. Some of his students are founders of scientific schools.
born. A. |. Akhiezer’s students include 33 doctors and 72 candi-

A. . Akhiezer was born in Cherikov in Belorus into the dates of physicomathematical sciences, seven members of
family of a district doctor. He began his scientific career inthe Ukrainian National Academy of Scieno@sademicians
1935 in Khar’kov in the L. D. Landau Theoretical Division V. G. Bar'yakhtar, D. V. Volkov, S. V. PeletminskiA. G.
at the Ukrainian Physicotechnical InstitutéPTI). Through-  Sitenko, Ya. B. Fmberg, and Corresponding Members of the
out his life Aleksandr Il'ich loved and admired his teacher Ukrainian National Academy of Sciences K. N. Stepanov
Landau. and P. I. Fominh The Institute of Theoretial Physics at the

In 1938 A. I. Akhiezer became the director of the theo-National Science Center “Khar’kov Physicotechnical Insti-
retical division at UPTI(after Landay and remained in this tute” was created under the initiative and efforts of A. I.
position until 1988. A. |. Akhiezer’s interests include quan- Akhiezer and is now named after him.
tum electrodynamics, elementary particle physics, nuclear Aleksandr Il'ich’s pedagogical work found appropriate
physics, the theory of linear accelerators, solid-state physiciuition in the publication of a large number of textbooks and
and magnetism, plasma physics, magnetohydrodynamics, tlseientific monographs. They include world-renowned mono-
theory of the interaction of charged particles with crystals. A.graphs on quantum electrodynamics, nuclear theory, spin
I. Akhiezer has made a leading contribution to these fields ofvaves, plasma electrodynamics, statistical physics, the elec-
physics. He was a scientist with encyclopedic knowledge antrodynamics of high energies in matter, and the theory of
intuition of great genius. fundamental interactions as well as textbooks on virtually all
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Erratum: Structural investigations of superconducting multilayers consisting
of semiconducting materials [Low Temp. Phys. 27, 93 (February 2001 )]
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The corrected Figure 1 should be as follows:
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FIG. 1. Diffractogram of PbTe/PbS SL.
Translated by M. E. Alferieff
991 © 2001 American Institute of Physics

1063-777X/2001/27(11)/1/$20.00



	905_1.pdf
	909_1.pdf
	913_1.pdf
	923_1.pdf
	930_1.pdf
	935_1.pdf
	938_1.pdf
	949_1.pdf
	952_1.pdf
	958_1.pdf
	967_1.pdf
	974_1.pdf
	978_1.pdf
	981_1.pdf
	985_1.pdf
	987_1.pdf
	989_1.pdf
	991_1.pdf

