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The question of the influence of mechanical stresses, induced by pinning of magnetic flux, on low-
temperature structural phase transitions in HTSC systems is examined. A model is applied
to a specific structural transition in YBa2Cu3O61x and makes it possible to describe the
experimentally observed anomalies of various physical properties exhibiting hysteretic
behavior in the temperature range 50–200 K. The magnetostriction induced change, studied in
this work, in the position of the boundaries of the hysteretic region is estimated. ©2001
American Institute of Physics.@DOI: 10.1063/1.1421454#
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1. INTRODUCTION

A characteristic feature of high-temperature superc
ductors~HTSCs! is the existence of strong anharmonic e
fects. This feature is manifested, for example, in the lib
tional modes of the apical chain oxygen in YBa2Cu3O61x .
In discussions of mechanisms of HTSC a great deal of at
tion is devoted to the analysis of the role of lattice anharm
nicity and the associated structural instability.1 The structural
instability of YBa2Cu3O61x is apparently responsible for th
anomalies observed in the temperature dependences o
lattice constants, the thermal expansion coefficient in the
rection of anharmonic oscillations of oxygen ions, the th
mal conductivity, and other parameters.2–5 In connection
with the possibility of structural changes, the effect of pre
sure on the critical temperature has been studied in a num
of works.6

A magnetic field is also an external factor that influenc
a structural phase transition.7,8 For example, in the com
pound BaTiO3 , possessing perovskite structure and con
quently similar to superconducting copper oxides, a 20
magnetic field shifts the structural phase transition from
high-temperature unpolarized phase into the ferroelec
phase by 0.2–0.3 K depending on the geometry of
experiment.8 The dynamics of the ferroelectric interpha
boundaries in strong magnetic fields was studied in Ref
and it was noted that a similar situation is possible for HT
systems. In Refs. 8 and 9 it was assumed that the influenc
the magnetic field is due primarily to the magnetoelec
effect, which dominates magnetostriction, so that the la
can be neglected. However, the low-temperature struct
transition observed in HTSC systems, which occurs at a t
perature below the critical temperatureTc , is probably due
to the strong magnetostriction due to pinning of the magn
flux.10,11 In the present work the influence of the pinnin
induced mechanical stresses on the structural phase tran
in HTSCs is investigated.
9051063-777X/2001/27(11)/4/$20.00
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2. DESCRIPTION OF THE MODEL

We shall study a type–II superconductor in the form
an infinite plate of thickness 2d placed in a magnetic fieldBa

oriented parallel to the plane of the sample. The plate
arranged perpendicular to thez axis, and the center of the
plate lies at the center of the coordinate system. A mode
a critical state is proposed for describing the electrodynam
of the superconductor. Let the magnetic field initially be ze
inside and outside the sample. In addition, let the criti
current j c be independent of the magnetic induction. Th
Maxwell’s equation for the inductionBz5B is

dB

dz
5H m0 j c , ~d2 l !,z,d

0, uzu,~d2 l !

2m0 j c , 2d,z,~ l 2d!

~1!

with the boundary conditionB(6d)5Ba , wherem0 is the
magnetic permeability of the vacuum andl 5Ba /(m0 j c). Us-
ing Eq. ~1! we find

B5H Ba2m0 j c~d2z!, ~d2 l !<z<d

0, uzu,~d2 l !.

Ba2m0 j c~d1z!, 2d<z<~ l 2d!

~2!

The expressions for the pinning-induced stressess(z) with a
prescribed magnetic flux density distributionB(z) and their
averages along thez axis are10

s5
1

2m0
~B2~z!2Ba

2!

55
2Baj c~d2z!1

1

2
m0 j c

2~d2z!2, ~d2 l !<z<d

2Ba
2/2m0 , uzu,~d2 l !,

2Baj c~d1z!1
1

2
m0 j c

2~d1z!2, 2d<z<~ l 2d!

~3!
© 2001 American Institute of Physics
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s̄5
1

2m0dE0

d

~B2~z!2Ba
2!dz52

Ba
2

2m0
1

Ba
3

6m0
2 j cd

. ~4!

The relations presented above are valid forl<d. If this
inequality is violated, thenl in Eqs. ~2! and ~3! must be
replaced byd. Then, instead of Eq.~4! we have

s̄5
1

6
m0 j c

2d22
1

2
Baj cd. ~5!

A model Hamiltonian, derived using the idea of a loc
normal coordinate~LNC!, designated asqn , is used to inves-
tigate the structural phase transitions,12 including in
HTSCs:13

H5(
n

S 1

2
mq̇n

21V~qn! D1
1

4 (
n,n8

wnn8~qn2qn8!
21Hd ,

~6!

wherem is the effective mass corresponding to the critic
mode;wnn8 describes the coupling of the displacements
the LNC;V(qn) is an anharmonic local potential, which he
is assumed to be of the formV(qn)5(2A/2)qn

21(B/4)qn
4 ;

Hd is the part of the Hamiltonian that describes the coupl
of the critical mode and the lattice deformation:

Hd5(
n,a

1

2
Mu̇a

2~n!1
1

2 (
n,a,b,g,d

uab~n!ugd~n!Cabgd

1 (
n,a,b

uab~n!qn
2Gab2 (

n,a,b
uab~n!sab~n!, ~7!

whereuab(n) and u̇a(n) are, respectively, the displaceme
and velocity of the center of mass of thenth cell with mass
M; Cabgd are the stiffness coefficients; and,Gab determine
the coupling of the soft mode and the deformation.

Calculating the free energy in the pseudoharmonic
proximation and neglecting resonance terms of the fo
^dqnduab(n)&, which contain the fluctuation parts separat
from qn anduab(n), we obtain from the condition that thi
term be minimum the following equations for the equili
rium values^qn& and ^uab(n)&:

2A^qn&1B^qn&
313B^qn&^dqn

2&

12^qn&(
a,b

^uab~n!&Gab1(
n8

wnn8~^qn&2^qn8&!50; ~8!

(
g,d

^uab~n!&Cabgd1~^qn&
21^dqn

2&!Gab2sab~n…50.

We also used another approximation: all quantities ch
acterizing phonons are calculated for the ‘‘effective’’ cryst
Then, in Eq.~8! the quantitieŝ qn&, ^uab(n)&, andsab(n)
are replaced by the volume-averages^q̄&, after which Eq.~8!
is solved again but now with the local values. Then,
example, in the mean-field approximation, whose applica
ity is limited to the long-range case, the correlation functi
is

^dqn
2&5^dq2&5

1

2v
coth

v

2T
, ~9!
l

l
f

g

-

r-
.

r
l-

where the Boltzmann constant is set equal to 1. The equa
for the average vibrational frequency is

mv25D21w0 , ~10!

wherew05(n8wnn8 , and the single–particle potential is

D252A13B~^q̄&21^dq2&!12(
a,b

^ūab&Gab . ~11!

3. DISCUSSION

The anomalies of various thermodynamic and kine
properties of YBa2Cu3O61x and their hysteretic behavior in
the temperature range 50–200 K2–5 are presumably due to
first-order structural phase transition occurring in t
system.13 A first-order phase transition can also be describ
in the model adopted by taking account of stresses.14 Since
hysteresis is observed in a quite wide region, the stres
should have a large effect and should result in large value
the pressure derivative]Ts /]P, whereTs is the temperature
of the structural phase transition. Specifying the model
the given situation, we assume that this transition is poss
as a result of the ‘‘condensation’’ of the optical modeB1u ,
associated with the motion of the chain oxygen O1 in
direction of thec axis, at the center of the Brillouin zone
The transition occurs with the formation of a polar pha
and we shall employ information about the double-well n
ture of the potential in which the oxygen O1 occupies
position shifted perpendicular to the basal plane by
amountdz560.4 Å.15 The displacement of the atoms O
will be in this case the LNC@from Eqs. ~8!#. It has been
concluded on the basis of measurements of the permitti
by the ultrasonic method and observations of anoma
made in Ref. 16 at temperatures 90 and 170 K that resona
displacement-type ferroelectric phase transitions occur
YBa2Cu3O72s . In addition, the authors of Ref. 17, who als
observed spontaneous polarization, reported the existenc
a piezoelectric effect along thec axis.

We shall now apply the model described above to
YBa2Cu3O61x single crystal in the form of a plate whosec
axis is aligned along thez axis. We replace the local stress
~7! by the averages~5! and take account of the one
dimensional deformations only. Here, we take for the eff
tive mass of an oxygen atom participating in a critical vibr
tion m5400 Å22 eV21. The corresponding component o
the tensor of elastic modulic335150 GPa;18 it is related with
C3333 from Eq. ~7!: c335C3333/Vc , whereVc is the unit cell
volume in YBa2Cu3O61x ; and, we take the initial frequenc
to beAA/m5336 cm21.19 Then a 20 T magnetic field with
critical currentj c553104 A/cm2 ~Ref. 20! and plate thick-
ness 0.001 m shifts the lower boundary of stability of t
high-temperature phase occurring at 50 K by approxima
0.3 K in the direction of higher temperatures. The effe
being described is relatively weak and depends on m
factors—the geometry of the sample, the critical current, a
so on. In the situation at hand the pinning-induced magne
striction is not the highest possible. For film samples, wh
the critical field values at nitrogen temperatures are two
ders of magnitude larger than that used in the estimate,
effect can be expected to increase.
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The effect of a magnetic field, due to the pinnin
induced magnetostriction, on a structural phase transitio
characterized by a number of features. The result will dep
on the magnetic past history of the sample. Another featur
that the magnetic flux and therefore the stresses are dis
uted nonuniformly. The investigation of phase transitions
the presence of such a nonuniformity is a separate prob
and can be solved, for example, on the basis of the Lan
theory.21,22 In Ref. 22 such a problem was modeled by t
situation with helium, where the vertical column of liqu
4He was studied in the Earth’s gravitational field and t
problem was to findTl as a function of height. Our mode
can be used to derive an equation similar to the equa
expressing the minimization of the free energy in the Land
theory. If the coupling of the LNC only with a one
dimensional deformation, corresponding to a sample ge
etry where for definiteness thez axis is oriented in the@001#
direction of a lattice with periodc in the same direction, is
taken into account approximately in the general mo
adopted here, retaining for this in Eq.~8! only the corre-
sponding parametersG33[G andC3333[C and introducing
dimensionless quantities, the local ones depending only
the coordinatez, and the index indicating the position i
space is dropped,

^U&5
G

A
^u&, P5

G2

CB
, S5

Gs

CA
,

^Q&5AB/A^q&, Z5A2A/c2w0z, ~12!

then, combining the expression~8! and passing to the con
tinuum limit ~see Ref. 12!, we obtain the desired equation
the form

^Q&~^dQ2&~322P!2112S!

1^Q&3~122P!2
d2

dZ2
^Q&50. ~13!

This equation, in contrast to the equations of Landa
theory, has no artificially introduced parameters, includ
temperature-dependent ones, while all drawbacks chara
istic of the mean-field approximation remain in the mod
employed. The equation~13! cannot be solved analytically
and we confine ourselves only to qualitative argumen
Thus, for certain conditions an equilibrium boundary c
arise between both phases in the sample.21 Since boundaries
are present~the surfaces of the plate!, a classification of con-
ditions on them for the differential equation~13! is
admissible.23 Simplified numerical solutions of Eq.~13! and
constructions of the profiles of the dimensionless order
rameter^Q& of the structural transition, which illustrate t
some extent the general discussions concerning the pro
ties of Eq. ~13!, though they do not specify what kind o
structural transition occurs, were obtained in the class
limit 12 with the following parameters and boundary con
tions:

P50.4, Vd52Aw0 /A5500, t5
9BT

Vd
2A2

51,
is
d
is
ib-
n
m
au

n
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-

l
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-
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al

^Q&UZ505^Q̄&,
d

dZ
^Q&U

Z50

50, ~14!

where^Q̄& is the value of the order parameter obtained
solving Eq.~13! with volume-averaged stresses.

Figures 1 and 2 show the computational results for
profiles of the order parameter^Q& of the structural transi-
tion in a single-domain sample in a low–temperature orde
phase for various values of the dimensionless quantities,
cifically, the field b5BAG/CAm0 and the half-widthD of
the plate, scaled asD5 j cdAGm0 /CA. Such dependence
for the above-described phase transition in YBa2Cu3O61x

could indicate an ‘‘optical’’ deformation consisting of a dis
placement of the atoms of chain oxygen along thec axis
relative to the rest of the ionic core. In any case they mak
corresponding contribution to the scattering function. In a

FIG. 1. Order-parameter profiles for various values of the fieldb and fixed
plate thickness 2D52.

FIG. 2. Order-parameter profiles for various values of the plate thickn
Dand fixed fieldb51.
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dition, because of the presence of an internal parameter~or-
der parameter! in the system, the pinning-induced deform
tions calculated on the basis of the elasticity theory,
example in Ref. 24, are no longer linearly dependent on
stresses and must now be determined from equations o
type ~8! and ~13!.

In summary, it can be concluded that pinning-induc
stresses can have an appreciable effect on a structural
temperature transition in HTSC systems, at least compa
with the values characteristic for the magnetoelectric effe8

and are unique.
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~1970! @Sov. Phys. JETP31, 941 ~1970!#.

23R. Lipowsky and W. Speth, Phys. Rev. B28, 3983~1983!.
24T. M. Johansen, Phys. Rev. B60, 9690~1999!.

Translated by M. E. Alferieff



LOW TEMPERATURE PHYSICS VOLUME 27, NUMBER 11 NOVEMBER 2001
Effect of strong surface pinning on the surface impedance of a superconductor
in a mixed state
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Akademician Vernadskiı˘ Blvd., 36, Kiev, 03680, Ukraine
~Submitted April 19, 2001!
Fiz. Nizk. Temp.27, 1232–1236~November 2001!

The field and frequency dependences of the surface impedance of a type-II superconductor in a
mixed state in a constant magnetic field perpendicular to the surface are calculated taking
account of the nonlocality of the elastic moduli of the vortex lattice. It is shown that if there is
no surface pinning, a correct analysis of the elastic properties of the vortex ensemble
results in the Coffey–Clem model with small corrections. For strong surface pinning, the surface
resistance is predicted to decrease substantially at low frequencies. It is shown that the
results obtained when dispersion is taken into account by renormalizing the elastic moduli@E. B.
Sonin, A. K. Tagantsev, and K. B. Traito, Phys. Rev. B46, 5830~1992!# are incorrect.
© 2001 American Institute of Physics.@DOI: 10.1063/1.1421455#
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1. INTRODUCTION

A general method for measuring electromagnetic prop
ties of superconductors~SCs! in a mixed state, for investi-
gating mechanisms of pinning and the motion of vortic
and for determining the microscopic parameters characte
ing the motion of vortices~viscosity, pinning constant, Hal
constant! is measurement of the complex surface impeda
of a SC as a function of the frequencyv and amplitude of the
ac electromagnetic field, temperature, and constant mag
field.1–4 High-frequency methods are much more sensit
than measurements in a constant current~because of phase
sensitive detection! and give richer information about th
dynamics of a vortex ensemble. Consequently, in orde
construct a correct interpretation of the many experime
data the theory of the response of a vortex lattice~VL ! to an
ac field must be understood in detail.

One of the first phenomenological theories making
possible to take into account consistently the contribution
vortices to the surface impedance on a SC is the Coff
Clem ~CC! theory.5–7 Following Refs. 5–7, the surface im
pedance of a SC in the mixed state is given by the expres

ZCC52 ivm0lac~v,B,T! ~1!

lac~v,B,T!5S l2~B,T!1lC
2 ~v,B,T!

112il2~B,T!/dn f
2 ~v,B,T!

D 1/2

, ~2!

wherel(B,T) is the London penetration depth;lC(v,B,T)
is the Campbell penetration depth at which disturbances
VL decay; the quantitydn f determines the dissipative contr
bution of normal quasiparticles. In the low-temperature lim
(T!TC) and at microwave frequencies the term withdn f in
Eq. ~2! can be dropped. This is the case that we shall st
below.

In the present paper it will be shown that a correct ana
sis of the elastic properties of a vortex ensemble, specific
the variance of the elastic moduli of a VL, gives exponen
decay of the electromagnetic wave in the SC and, co
9091063-777X/2001/27(11)/4/$20.00
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spondingly, a modification of the expression~1!. In addition,
the approach described is used to construct a model of
surface impedance for SC with strong surface pinning.

2. THEORY

Let us consider a SC in an external perpendicular c
stant magnetic fieldBa (Bc1!Ba!Bc2), which is in equilib-
rium with inductionB0 inside the sample. According to Re
8, the elastic energy of a deformed VL is given by the e
pression

Fel5
1

2 EBZ
ua~k!Fab~k!ub* ~k!

d3k

8p3 , ~3!

where the integration extends over the first Brillouin zone
the VL; ua(k) is the Fourier transform of the deformatio
field; Fab(k)5(C112C66)kakb1dab@(kx

21ky
2)C661kz

2C44

1aL# is the elastic matrix of the VL;Cii are the correspond
ing nonlocal~k-dependent! elastic moduli of the VL; and,aL

is the Labush parameter. For a uniform deformation fi
u(k)5(ux(kz),0,0) the elastic energy can be represen
as7,8

Fel5
1

2 E2`

1`

uux~k!u2@C44~k!k21aL#
dk

2p
. ~4!

According to Ref. 9, fora!pl ~which is equivalent to
the conditionBa@Bc1! the quantityC44(k) is given by

C44~k!5
B0

2

m0
F 1

11k2l2
1

L2

l2G . ~5!

where L.a/p ~for an isotropic SC! and a5a(B0) is the
characteristic intervortex distance.

We shall consider the case where a currentJ5J0 exp
(2z/l) flows in a layerl near the surface; this current give
rise to the above-examined deformation of the VL. The eq
librium deformation field is determined by the minimum
the functional9
© 2001 American Institute of Physics
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F5E
2`

1`

@~C44~k!k21aL!uu~k!u222J~k!u~k!B0#
dk

4p
,

~6!

whereJ(k) is the Fourier transform of the current.
It follows from Eqs.~4!–~6! that

u~z!5
m0J0l

B0L2~k2
22k1

2!
S exp~2k1z!

k1
2

exp~2k2z!

k2
D , ~7!

where

2k1
25P1~P224Q!1/2, 2k2

25P2~P224Q!1/2,

P5L221l221~l/LlC!2,

Q5~LlC!22, lC
2 5B0

2/m0aL .

Let the currentJ be induced by an electromagnetic wa
h5hr f exp(2ivt2z/l) incident on the SC. Taking account o
the VL motion arising in this case~in the quasistationary
approximation, valid in the microwave range! reduces to re-
placing lC by lC(v)5lC(12 iv/vp)21/2, where vp

5aL /h, in Eq. ~7! or equivalentlyaL by aL(v)5a2 ivh
in Eq. ~6!. The motion of the VL results in a local change
the induction in the SC and correspondingly to the gene
tion of an electric field, which makes an additional contrib
tion to energy dissipation. According to Ref. 10, the
component of the induction dB(z,t) ~B5(dB(z)
3exp(2ivt), 0,B0), whereB0 is the stationary value of the
induction! is determined by solving the equation

dB1l2curl curldB5curl@u~z!3B0# ~8!

with boundary conditiondB(0)5hr f . The electric field is
found from the equation curlE52]B/]t.

Determining the surface impedance as the ratio of
tangential components of the electricE and magneticdB
fields at the surface of the SC, we obtain

Z5 ivm0H 2l1
1

L2~k2
22k1

2!

3S 1

k2~11lk2!
2

1

k1~11lk1! D J . ~9!

Let us consider a SC with a strong surface pinning, wh
could arise because of an arbitrary degradation of the
face. From the standpoint of the response of the VL this
equivalent to the conditionu(0)50 or

E
2`

1`

u~k!dk50. ~10!

Minimizing the expression~6! under the condition~10! gives

u~z!5
m0J0l3

B0L2~k22k1!~11l2k1k2!

3~exp~2k1z!2exp~2k2z!! ~11!
-
-

e

h
r-

is

and, correspondingly,

Z5 ivm0H 2l1
l2

L2~k22k1!~11l2k1k2!

3S 1

11lk2
2

1

11lk1
D J . ~12!

3. ANALYSIS

In both cases Eqs.~7! and ~11! correspond to nonexpo
nential penetration of the mixed field into the SC, in contr
to the CC model where the field penetrates to depthlac :7

dB;exp(2z/lac). The nonexponential nature of the field di
tribution appears as a result of the second term in Eq.~5!: as
L→0 we obtain the CC result for the field distribution an
the surface impedance distribution. Formally, asL→0 the
modulusC44 transforms intoC11, i.e. it corresponds to the
case of a constant magnetic field parallel to the surface of
SC. Thus, the CC theory is an exact result for parallel ori
tation of the magnetic field. Physically, the presence of
term withL in Eq. ~5! makes it possible to satisfy the boun
ary condition]u(0)/]z50 in Eq. ~7!.

We shall now estimate the contribution of the term und
study. Expanding the expression~9! in powers ofL/l!1 up
to the first nonvanishing terms, we obtain

Z52 ivm0H lac~v!2
L2lC

2 ~v!

llac
4 ~v!

@lac~v!2l#2J . ~13!

The analogous expansion for strong surface pinn
gives

Z52 ivm0H lac~v!2
LlC

3 ~v!

l2lac~v!J . ~14!

According to Eqs.~13! and ~14!, the impedance can b
written asZ5ZCC(v,B)2Znon(v,B), whereZCC(v,B) is
determined by the expression~1!, Znon(v,B) is a correction
due to the variance of the modulusC44. The field depen-
dences of the surface resistance (ReZ) for Eqs.~9! and~12!
are shown in Fig. 1 for low and high frequencies~compared
with vp! with the following values of the parameter
l50.1mm, F0h/B51026 N•s/m2, and F0aL /B5105

N/m2,2 corresponding to typical values for HTSC materia
It is evident that if there is no surface pinning, the differen
between the result obtained in the CC model and the e
relation~9! is negligible and can be neglected in all practic
calculations. For strong surface pinning the difference
comes larger and can reach 50% at low and of the orde
10% at high frequencies~see Figs. 2 and 3!. The frequency
dependence of ReZnon with fixed B0 has the following form
~with constant pinning!: Re Znon;v2 (v!vp) and ReZnon

;v23/2 (v@vp). The frequency dependence of the relati
contributionZnon to the surface resistance is displayed in F
3 for various values of the external fieldBa .

In conclusion, we shall compare the results obtain
with the results of the model developed in Refs. 11 and
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In contrast to the approach proposed in the present work
Refs. 11 and 12 the nonlocal expression~5! was replaced by
a local renormalized value

C44* 5B0H02C44~k50, L50!5B0uM0u, ~15!

FIG. 2. Frequency dependences~with fixed external fieldBa515BC1! of the
term ReZnon ~14! ~1!; surface resistance: with surface pinning~12! ~2!; in
the CC model~1! ~3!; in the model of Refs. 11 and 12 without surfac
pinning ~4!; in the model of Refs. 11 and 12 with surface pinning~5!.

FIG. 1. Field dependences~at fixed frequenciesv50.04vp ~a! and 25vp

~b!!: 1—surface resistance in the CC model~1!; 2—surface resistance in th
case of surface pinning~12!; 3—the term ReZnon ~14!; 4—surface resistance
in the model of Refs. 11 and 12 in the presence of surface pinning. In
scales of the figure there is no difference between the curve 1 and the
function ~9!.
in

whereM0 is the equilibrium value of the magnetization. I
solving the equation for a viscous motion of vorticesau
1h]u/]t5@J3B0#1C44* ]2u/]z2 together with Eq.~8! un-
der the corresponding boundary conditions foru(z), the field
distribution and the surface impedance were calculated
was shown that in the absence of volume pinning (aL50)
the surface resistance at low frequencies decreases sub
tially. However, in real HTSC samples at low frequencies
is the quantityaL that determines the dynamics of the VL
for aL given above the theory of Refs. 11 and 12 gives
unexpected result: the surface resistance with surface pin
is greater than in the absence of surface pinning, and b
values are much greater than the surface resistance in th
model. The field and surface dependences of ReZ in the
model of Refs. 11 and 12 in the presence and absenc
surface pinning are presented in Figs. 1 and 2.

4. CONCLUSIONS

In this work the linear response of a SC in a mixed st
to an ac field~surface impedance! was calculated for the cas
of a constant magnetic field perpendicular to the surface
the basis of the linear theory of elasticity taking account
the variance of the elastic matrix of the VL. It was show
that, just as for a parallel magnetic field, in the absence
surface pinning the surface impedance of the SC is descr
by the CC theory~1!. The presence of strong surface pinnin
~10! can result~at low frequencies! in a substantial decreas
of energy absorption in the SC. The frequency dependenc
ReZ is also determined by the expression~1!: at low fre-
quencies the corrections have the same dependence a
main term (;v2), and at high frequencies their contributio
becomes small~Figs. 2 and 3! and is not observable exper
mentally.

It was also shown that taking account of the nonlo
nature of the elastic moduli of the VL by renormalizatio
~15!11,12 leads to incorrect results: the value of ReZ at low
frequencies is several orders of magnitude greater than
corresponding value in the CC theory.

e
act

FIG. 3. Frequency dependence of the relative contribution of the quan
Znon ~14! to the surface resistance for various values of the external fie
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Coherent quantum phenomena in a normal cylindrical conductor with a superconducting
coating
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The thermodynamic properties of a mesoscopic-size, simply connected cylindrical normal metal
in good metallic contact with superconducting banks are studied theoretically. It is
commonly accepted that if the superconductor thickness is quite small~of the order of the
coherence length!, as is assumed to be the case here, a vector potential field, whose value can be
varied, exists inside the normal layer. It is further assumed that the quasiparticles with
energyE,D ~2D is the superconducting gap! move ballistically through the normal metal and
undergo Andreev scattering caused by the off-diagonal potential of the superconductor.
An equation is obtained within the multidimensional quasiclassical method which permits us to
determine the spectrum of the Andreev levels and to calculate the density of states of the
system in question. It is shown that the Andreev levels shift as the trapped fluxF changes inside
the normal conductor. At a certain flux value they coincide with the Fermi level. A resonance
spike in the density of statesn(E) appears in this case, since nearE50 there is strong degeneracy
of the quasiparticle states in respect to the quantum numberq characterizing their motion
along the cylinder axis. As a result, a macroscopic number ofq states contribute to the amplitude
of the effect. As the flux is increased, the density of states v(E) behaves as a stepwise
function of F. The distance between the steps is equal to the superconducting flux quantum
hc/2e. © 2001 American Institute of Physics.@DOI: 10.1063/1.1421456#
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INTRODUCTION

Quantum interference phenomena in condensed m
were first observed in superconductors. Soon after the mi
scopic Bardeen-Cooper-Schrieffer theory of sup
conductivity1 appeared, the effect of flux quantization w
detected experimentally in a superconducting ring.2,3 This
effect had been predicted previously by F. London,4 who
showed that in a doubly connected superconductor a ce
quantity ~fluxoid! could take only quantized values. Th
fluxoid is determined by the sum of magnetic fluxes throu
the superconductor cross section plus an integral term de
dent on the superfluid current. In a bulk superconductor w
an orifice, flux quantization exists in its direct meaning, sin
the magnetic field does not penetrate inside the super
ductor. The integration path used to calculate the integ
fluxoid term can be chosen to lie rather deep inside
metal, where the superfluid current is zero.

For a thin-wall cylinder the flux can take any value, a
flux quantization shows up as oscillations of the current
culating over the cylinder surface. The oscillation period
the magnetic field flux is equal to one superconducting fl
quantumF05hc/2e.

It was thought for a long time that flux quantizatio
could exist only in superconductors and was associated
~i! the sensitivity of quantum electron states to the vec
9131063-777X/2001/27(11)/10/$20.00
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potential field ~the Aharonov-Bohm effect5!, and ~ii ! the
presence of an off-diagonal long-range order
superconductors.6 In 1970 Kulik published an important the
oretical paper7 describing the behavior of a thin-wall cylin
drical normal conductor in the vector potential field excit
by an inserted solenoid. That was the first evidence sugg
ing that coherent quantum properties are possible in nor
~nonsuperconducting! systems of quite small~though ‘‘mac-
roscopic’’ on the atomic scale! dimensions at low tempera
tures. It turns out that the magnetic moment of such a sys
is an oscillatory function of the magnetic flux through th
cylinder orifice, and the oscillation period is equal to one fl
quantum of the normal metal,hc/e. The quantization effect
takes place in the absence of off-diagonal long-range ord

Reference 7 has stimulated much interest in quan
interference effects in normal condensed media. It has
come clear that the Aharonov-Bohm effect is possible in s
ids because the electron retains its ‘‘phase memory’’ ove
finite lengthjN5\vF /pT, which has the meaning of a co
herence length in a system with a disturbed long-range o
~vF is the Fermi velocity, andT is the temperature!. With an
infinitely long electron mean free path and at temperatu
T;1 K, jN is about 1023 cm, and coherent quantum phe
nomena become possible in normal conductors whose tr
verse dimensions are of the order ofjN . However, because a
© 2001 American Institute of Physics



ro
o
u
a

an
n
in
di
x-
-
or
c
n

a
th
r
n

rb
t

n
to

fo
r
o

an
ar
th
ar

i
rg
nu

as
ith
le
a

al
tri

ti
l i
te
rs

n-
b

is-
va
in

in

,
l

ct.
fter
or
mi-
ius
e-
s. In
ion
rac-

sed
we
flux

ity
g
-
n-
ic

her

t-
om-
ere

to
-
m

ng
if-
uan-

ep-
can
on

l to
.
se
ch
flux

ot
its

,
scil-

D.
ing

nly
e
he
ver-
e-
k

ef-
e re-

914 Low Temp. Phys. 27 (11), November 2001 Gogadze et al.
doubly connected conductor should have a very small c
section, the idea of an experiment with an inserted solen
seemed problematic. The need arose to study coherent q
tum effects in simply connected cylindrical conductors in
magnetic field and to analyze the influence of surface
bulk collisions on the oscillation amplitudes. It was show8

for the first time in 1972 that flux quantization is possible
pure cylindrical solid conductors placed in a weak longitu
nal magnetic field~such that the cyclotron radius much e
ceeds that of the cylinder!. The oscillations of thermody
namic quantities in simply connected normal conduct
present a more complicated case, which involves two os
latory components in their magnetic-field dependence. O
of them is intricately dependent on the number of the h
monics and the magnetic field and is correlated with
electrons of the central Fermi surface section. The othe
characterized by a universal~independent of the dispersio
relations for the carriers! period of the magnetic field flux
hc/e. The latter oscillations are caused by the skipping-o
electrons localized in a thin layer~with a thickness of abou
the de Broglie electron wavelength! near the cylinder sur-
face. The effect is due to size quantization and to the se
tivity of the phase of the electron wave function to the vec
potential field.

The spectrum of magnetic surface levels responsible
the coherent phenomena in a normal cylindrical conducto
a weak magnetic field was obtained in Ref. 8. The nature
these levels is different from what was described by Nee
Prange.9 The magnetic surface levels at a flat boundary
genetically related to the magnetic field and vanish when
field is zero. In a cylinder the magnetic surface levels
formed by the sample boundary, but the magnetic flux
included directly in the expression for the electronic ene
spectrum. This expression has been used to calculate a
ber of specific effects.8,10–14In particular, the effect of dou-
bling the oscillation period of the critical temperature h
been calculated for a superconducting hollow cylinder w
allowance for the quantization of single-partic
excitations.15 When the electron spectrum is smeared, a ch
acteristic period of the Little-Parks effect16–18 equal to the
superconducting flux quantumhc/2e appears. We should
also mention the Aharonov-Bohm effect for electrons loc
ized above liquid helium covering the surface of a dielec
cylinder, with the magnetic field applied along its axis.19 In
such a system the electrons which obey Boltzmann statis
move along quasiclassical trajectories and acquire equa
crements of wave function phase. As a result the sys
experiences magnetic-moment oscillations with a unive
periodhc/e of magnetic flux.

The effect of flux quantization in a normal, simply co
nected cylindrical conductor was experimentally detected
Brandt, Gitsu, Nikolaeva and Ponomarev20 ~see also Refs. 21
and 22! while investigating the longitudinal magnetores
tance of pure Bi single crystals. This was the first obser
tion of an interference effect related to flux quantization
nonsuperconducting condensed media.

An important distinctive feature of flux quantization
normal metals is the presence of the factor cos(2pkFR1a)
in the oscillation amplitude~\kF is the Fermi momentum
anda is a auxiliary phase!. The implication is that in norma
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metals a variation of R~fluctuation! by a value of the order
of the atomic spacing causes a 100% change in the effe23

In this case the flux quantization effect should vanish a
oscillation amplitude averaging along the cylinder axis. F
this reason the effect was observed experimentally in se
metals, where fluctuations on the scale of the atomic rad
are unimportant for the amplitude of flux quantization b
cause of the smallness of the effective mass of the carrier
currently accepted terms, this feature of flux quantizat
amplitudes in normal metals reflects the mesoscopic cha
ter of the effects.24

The concepts of interference phenomena in conden
media have been further extended to dirty systems. Now
understand that because of its mesoscopic character, the
quantization effect with periodhc/e is only possible in small
metallic rings where no averaging over different impur
configurations is required.25,26 In this case we are dealin
with interference effects in the conductivity of low
dimensional conductors, since with increasing impurity co
centration the oscillation amplitude of the thermodynam
~and kinetic! magnitudes decreases exponentially. In rat
long dirty cylindrical conductors~or a large number of rings!
the hc/e quantization disappears.

Along with mesoscopic flux quantization in normal me
als, there is another important class of interference phen
ena induced by weak localization. These phenomena w
predicted theoretically by Altshuler, Aronov, and Spivak27 in
1981, when they were calculating the quantum correction
the conductivity of a metallic thin-wall cylinder in a longi
tudinal magnetic field. The quantum correction evolves fro
interference of the wave functions of the particles movi
along different trajectories. For arbitrary trajectories the d
ference between the wave function phases is a random q
tity, and the wave interference~after trajectory averaging!
makes zero contribution to the conductivity. The sole exc
tions are self-crossing trajectories, when each trajectory
be related to its time-reversed counterpart. The electron
the reversed trajectory experiences scatterings identica
those on the initial trajectory but in a reversed sequence

When the flux is trapped in the cylinder hole, the pha
difference of the interfering waves can be varied, whi
makes the magnetoresistance oscillate with the magnetic
periodhc/2e.27

To observe this effect, the cylinder radius should n
exceed the distance along which the electron retains
‘‘phase memory.’’ This scale isLF5(DtF)1/2, whereD is
the diffusion coefficient, andtF is the phase break time
which is dependent on temperature. Magnetoresistance o
lations in dirty metallic cylinders with flux periodhc/2e
were first observed experimentally by Yu. Sharvin and
Sharvin.28,29 These experiments prove that elastic scatter
does not disturb the phase coherence of the electrons. O
inelastic processes~changing the energy condition of th
electron! can influence the ‘‘phase memory’’ by smearing t
interference situation. The effect does not disappear on a
aging over the impurity distributions. In contrast to the m
soscopic effects, thehc/2e oscillations vanish in rather wea
magnetic fields.

The experimental detection of the Aharonov-Bohm
fect in condensed media has become possible due to th
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cent advance in the technology for producing metallic, se
metallic, and semiconducting cylinders and rings. In th
experiments Brandtet al.20–22 used casting technology t
produce Bi single crystals from the liquid phase. Cylindric
samples of high purity were obtained under a glass coa
which was not removed during the measurement. The c
ing reinforced the samples mechanically and protected t
surfaces from environmental influences. Experimental m
surements on such samples ensured reproducible results
several years later~private communication by Ya. G. Pono
marev!.

Observation of interference effects in disordered me
has become possible due to miniaturization of structures
to the progress in microelectronic lithography. The expe
ments performed by Yu. Sharvin and D. Sharvin,28,29 Webb
et al.,25 and Chandrasekharet al.26 have clarified the possi
bility of making quite small instruments taking advantage
new mesoscopic features of the physics of condensed ma

Quantum interference phenomena have been discu
in detail in a number of surveys24,30–33and articles.34–36

This study is concentrated on coherent quantum p
nomena in a mesoscopic-size cylindrical normal conduc
contiguous with a superconductor.

In recent years there has been extensive work in the fi
of mesoscopic systems, including superconducting struct
in proximity with normal metals. The experimental work37

discussed the magnetic response of clean Ag-coated
proximity cylinders in themK region. In the mesoscopic
temperature regime the normal-metal–superconductor
tem shows the as yet unexplained paramagnetic reentran
fect, discovered some years ago.38 The theoretical paper39

reported numerical results for the local density of states
the semiclassical Andreev billiards. It was shown that
energy gap develops in a chaotic billiards near the Fe
energy, but there is no gap found in a circular billiards.

For our system we believe that the contact between
pure normal and superconducting metals is good. As a re
Andreev scattering40 of quasiparticles appears to be the ma
mechanism responsible for the formation of quantum sta
in the normal metal. It is assumed that the width of the
perconducting layer on the cylinder boundary is of the or
of the coherence lengthj0 . In this case the fluxoid is quan
tized, and the value of the trapped flux may change cont
ously. It is assumed that the cylinder radii R@j0 .

A dispersion relation has been derived for the excitat
spectrum, and the quasiclassical picture of the quasipar
motion has been analyzed.

In previous studies on normal cylinders7,8 the formation
of quantum states was associated with specular electron
flection at the metal boundary. After each reflection from
boundary, the electron traveled along a trajectory tangent
caustic whose radius was dependent on the magnetic q
tum number. After Andreev scattering at the NS boundary
the cylinder, the trajectory of the quasiparticles is more co
plicated. The energy of a ‘‘particle’’ type of excitation i
higher than the Fermi energy, and its momentum exceeds
Fermi momentum\kF , too. As a result of Andreev scatterin
the ‘‘particle’’ transforms into a ‘‘hole’’ whose momentum i
smaller than\kF . It follows from the law of conservation o
angular momentum that the ‘‘particle’’ and the ‘‘hole’’ hav
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different caustic radii, the caustic radius of the latter be
larger. This feature of the quasiparticle motion was taken i
account in deriving the condition for quasiclassical quanti
tion of excitations. That condition for quantization has be
obtained within the multidimensional quasiclassical meth
which permit us to determine the spectrum of the Andre
levels and to calculate the density of states of the system
question.

The density of states as a function ofF has a steplike
behavior and experiences jumps atF5hc(s11)/2e ~where
s is a natural number!, i.e., it has a resonance character. T
distance between steps is equal to the flux quantumhc/2e.
Giant-amplitude oscillations of the conductance of an S
contact were predicted in Refs. 41 and 42 for the case w
the phase difference of the order parameter of the super
ductors is equal to an odd number timesp. For our system
the resonance spikes of the density of states can be expla
as follows.

Let us consider two pointsA andB on a given section of
cylinder. Let us assume that a quasiparticle moves along
line AB. In the case where the distanceAB is of a mesoscopic
scale there exists a Josephson current between these p
The energy spectrum of such a local SNS contact is de
mined by the order parameter phase difference at poinA
andB, which depends on the fluxF and the radial anglea
between those points. The energy of the Andreev le
reaches the Fermi surface wheneverF5F0(s11). In this
case the spectrum exhibits strong degeneracy insofar
becomes independent of the longitudinal~along the cylinder
axis! component of the quasimomenta. The range of deg
eracy depends on the total fluxF. Therefore, in this case th
density of states experiences a resonance increase with
plitude, showing a steplike behavior with increasingF.

FORMULATION OF THE PROBLEM

Let us consider a pure, simply connected normal cyl
der of radiusR. The particles with energyE,D experience
Andreev scattering at their superconducting boundaries.
assumed that the width of the superconducting layer is of
order of the coherence lengthj0 ~or lL!. In this case the
fluxoid FL is quantized,

FL5F1
plL

2

c R j•ds5nF0 , n50,1,2,...

and the value of the trapped magnetic fluxF5hF0 through
the superconductor cross section may change continuo
~lL is the London penetration depth,j is the superfluid cur-
rent, andF05hc/2e!.

In this Section we deduce a quasiclassical equation
scribing the spectrum of quasiparticles in the normal par
the cylinder. To clear up the systematics of the states i
useful to proceed from the Bogoliubov-de Genn
equations:43

Ĥeu~r !1D~r !v~r !5Eu~r !,
~1!

2Ĥe* ~r !1D* ~r !u~r !5Ev~r !.

Here (v
u) is the two-component wave function of a quasipa

ticle, E stands for the energy eigenvalues,



to

th

ex

i-
ct
n
to
av
el

rn
o
th
ol
m

. I
ize
on
t

ge
ak
ti
r
e
e

n

as

in

ve
f
ta

n

f

I
e

ry,
. It
the
n in

ing
the
the
al

f
m-
the

in
d
out

ey

916 Low Temp. Phys. 27 (11), November 2001 Gogadze et al.
Ĥe5
1

2m* F2 i\¹2
e

c
AG2

2z

is the single-particle Hamiltonian, dependent on the vec
potentialA, z is the chemical potential of the metal, andm*
is the effective electron mass. It is hard to solve Eq.~1!
exactly, but the problem can be much simpler if we use
stepwise potential approximation forD. Within the gauge
chosen forA, the order parameter is preassigned by the
pression:

D~r !5D~r !exp~2 i @h#u!,

D~r !5H D, r .R,

0, r ,R,
~2!

where u is the angle, which varies in the interval 0<u
<2p, and@h# is the integer part ofh. With this choice of the
pairing potential it is a single-valued function of the coord
nates. We disregard the distortions of the excitation traje
ries caused by the magnetic field. In this study we confi
our consideration to the vector potential field, taking in
account its influence on the phase increment in the w
function of the excitation. The case of weak magnetic fi
will be the subject of another paper.

As was shown in Refs. 7 and 8, the interference patte
of the oscillations of thermodynamic values have a comm
cause, namely the Aharonov-Bohm effect. To describe
field of the vector potential, we shall consider a normal h
low cylinder whose inner radius tends to zero. Let us assu
that a solenoid is inserted into the orifice of the cylinder
excites the field of the vector potential. It is hard to real
the situation in practice. Nevertheless, it is interesting to c
sider it because it demonstrates unambiguously the fac
flux quantization. According to a calculation,8 in a simply
connected cylinder the oscillations that arise have the lar
amplitudes in the vector potential field because they t
contributions from all electron states with arbitrary magne
quantum numbers. When such a cylinder, with specular
flection of quasiparticles at the dielectric boundary, is plac
in a weak magnetic field, the surface states with the high
magnetic quantum numbersm ~the ‘‘whispering gallery’’
type states! are responsible for the oscillations with the qua
tum flux periodhc/e.8

Having performed the gauge transformation in Eqs.~1!,
we can change over to the real pairing potential. In this c
the wave function can be written as

u~r !5u8~r !expS 2 i
@h#

2
u D ,

~3!

v~r !5v8~r !expS i
@h#

2
u D .

The componentsu8 andv8 of the new wave function are
dependent only on the radial variable. Therefore, Eqs.~1! can
be solved as

u8~r !5u8~r !exp@ i ~mu1qz!#,
~4!

v8~r !5v8~r !exp@ i ~mu1qz!#,

wherem is the magnetic quantum number, andq is the wave
vector component along the axis of the cylinder. Proceed
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from the single-valuedness requirement for the initial wa
functions, we arrive at the following condition: the parity o
2m is determined by the parity of the trapped flux quan
@h#. Substituting the solution of the type given in Eqs.~4!
into Eqs.~1!, we obtain the equation for the radial functio
of the problem. Its matrix form is

sz

\2

2m* F2
d2

dr2 2
1

r

d

dr
1S m2sz

h̃

2 D 2 1

r 2

2~kF
22q2!GR6~r !1sxD~r !R65ER6~r !, ~5!

wheresx ,sz are the Pauli matrices,h̃5h1@h#, and the6
on R refers to a ‘‘particle’’ or a ‘‘hole’’ radial function, re-
spectively. In a normal metal (r ,R) we haveD(r )50, and
Eq. ~5! reduces to the equation for the Bessel function:

R~r !;J7h̃/2F S kr6
E

\v r
D r G . ~6!

Here the notationskr5AkF
22q2 ~the radial wave number!

and v r ~the radial velocity! are introduced. The solution o
Eq. ~6! for h51 coincides in form with the wave function
found for the vortex lines of a pure type-I
superconductor,44,45 if magnetic effects are neglected. W
can thus see that the angular momentum is\(m2h̃/2) for
the ‘‘particle’’ and \(m1h̃/2) for the ‘‘hole.’’

In the superconducting region (r .R) the solution of Eq.
~5! is expressed in terms of the Hankel functionsHm

(1)(krr )
andHm

(2)(krr ). Matching these solutions at the NS bounda
we can obtain the equation for the quasiparticle spectrum
is, however, hard to derive the general expression for
quasiparticle spectrum of the system by this method eve
the case of our chosen stepwise potentialD(r ). The thermo-
dynamic values can be calculated more conveniently us
the approach based on derivation of the equation for
spectrum which gives asymptotically correct estimates of
energy levels. To do this we employ the multidimension
quasiclassical method.

Keller and Rubinow46 have generalized the conditions o
the Bohr-Sommerfeld quasiclassical quantization. Co
monly, such conditions have been derived assuming that
quasiclassical wave function was

C0~qi ,t !5A~qi ,t !exp~ iS~qi ,t !/\!, ~7!

whereS(qi ,t) is the total action and the amplitudeA(qi ,t)
is a single-valued function of the coordinatesqi . Because of
continuity of the functionC0 , the differenceDS between
any two values of the multiple-valued functionS(qi ,t) is

DS5 R
L
pidqi52p\n, n50,1,2,... . ~8!

This equation should be valid for an arbitrary closed curve
q space. The integral in Eq.~8! is the same for any close
curves which can be transformed into one another with
crossing a singularity of the integrand~equivalent contours!.
The authors of Ref. 46 assume that the amplitudeA(qi ,t) is
also a multiple-valued function of the coordinates, and th
write
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C05(
k

Ak~q,t !expS iSk~q,t !

\ D ~9!

instead of Eq.~7!. Here Sk and Ak are the branches of th
multiple-valued functionsS andA. Then the requirement o
continuity of C0 leads to

DS5 R
L
¹Sk•ds52p\S n1

i

p R
L
¹ ln Ak•dsD , ~10!

whereds is the length element along the pathL.
Since the functions¹S and ¹ ln A are multiple-valued

~e.g.,M-multiple!, we can joinM sheets of ourq space and
introduce the notion of a covering space in which the fu
tions S and lnA become single-valued. The independe
~nonequivalent! contours in the covering space give the nu
ber of quantization conditions.46,47

The increment in the valuer
L
¹ ln A•ds in Eq. ~10! should

be calculated taking into account the fact that the funct
ln A changes at the contour points whereA goes to`. This
occurs on caustic surfaces and surfaces of the points at w
the quasiparticle stops~i.e., its velocity becomes zero!.
Keller and Rubinow46 obtained the generalized quantizatio
conditions taking into account the contributions from t
above specific points in the contourL:

R
L
pidqi52p\S n1

d

4
1

b

4D ~11!

~d is the number of intercepts of the contourL and the caus-
tic surfaces, andb is the number of stopping points!. The
quantization conditions of Eq.~11! are valid both for the
smooth potentials in the Schro¨dinger equation and for the
free motion of a particle in a region confined within ha
walls that reflect the particle specularly.

A rigid-wall circle

Keller and Rubinow’s method permits construction
asymptotic expressions for the exact wave functions and
eigenvalues of the problem. Here we briefly outline t
method for a particular example. Let a particle move fre
in a circular region with the radiusR restricted by rigid
walls. Its behavior can be described by the Schro¨dinger
equation

~D1k2!C50, k25
2m* E

\2 . ~12!

It is required thatC be zero at the boundary. The quas
classical solution is searched for assuming that for higk
values the wave function has the form

C5(
j 51

N

eikSjFAj1OS 1

kD G . ~13!

Let us assume further that each term in Eq.~13! com-
plies with Eq.~12!. Substituting Eq.~13! into Eq. ~12! and
setting the coefficients ofk2 and k equal to zero, we can
obtain the equations forSj andAj with any arbitraryj:46

H ~¹S!251,
2¹S¹A1ADS50. ~14!
-
t
-

n

ich

e

y

The first of Eqs.~14! is the eikonal equation of geometr
cal optics. The other has the meaning of the law of cons
vation of ‘‘probability’’ for uAu2. S5const can be interprete
as the wave-front surface. The rays orthogonal to these
faces are straight lines. To fulfill the boundary conditionC
50, the terms should enter Eq.~13! in pairs satisfying the
conditions:

Sj5Sj 8 , Aj52Aj 8 ,
]Sj

]n
5

]Sj 8
]n

. ~15!

In passing through the caustics the phase with the
plitudeA changes by2p/2, and on reflection at the boundar
it changes by2p ~see Eq.~15!!. The quantization condition
takes the form46

R
L
pidqi52p\S n1

d

4
1

b

2D . ~16!

To solve the eigenvalue problem, it is necessary to c
sider all possible rays inside the circular region. These r
are tangent to the circle of radiusa0 which acts as a causti
for them. In this case two families of rays pass through e
point of the ring, and each family occupies completely t
region inside the circle~Fig. 1!. On each event of reflection
at the boundary, the rays change over from one family to
other. It is easily seen that in this case the covering sp
consists of two circular rings which are joined along th
peripheries, their radii beingR and a0 . Topologically, the
covering space is a torus. The torus has only two indep
dent contours which do not contract to a point. Consequen
the number of quantization requirements necessary to
scribe the motion of the wave inside the circular region
duces to two. Let us choose the circumference with the ca
tic radiusa0 as one of the integration contours. It does n
cross the caustic, and therefored5b50. On the basis of Eq
~16! this gives the condition of angular momentum quantiz
tion:

k2pa052pm, m50,1,2,... . ~17!

The other contour on the toroidal surface can be
formed ~without affecting the integral! as shown in Fig. 2.
Calculating the contour integral, in Eq.~16! and taking into
account thatd5b51, we can obtain, by means of Eq.~17!,
a transcendental equation for the eigenvalues of the w
vector:46

Ak2R22m22m arccos
m

kR
5pS n1

3

4D ,

~18!
n,m50,1,... .

FIG. 1. Two congruences of rays in a circular domain of the cylinder. T
concentric circle of radiusa0 is the caustic of these rays.
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This method also permits us to find an analytical expr
sion for the wave function. Keller and Rubinow compared
with the exact solution of the problem,

C;Jm~kR!eimu, ~19!

and thus showed that the quasiclassical solutions obta
for eigenfunctions and the eigenvalues are asymptotically
act. In the region between the caustics and the sample bo
ary, the Debye asymptotics of the Bessel function (1!m
,kR) is used as an asymptotic approximation to the fu
tion Jm(kR). The solution attenuates exponentially inside t
caustic (m.kR).

SNS contact in zero magnetic field

We can show that similar quasiclassical quantizat
conditions can be written for structures in which excitatio
are reflected at the boundary of their localization region
the Andreev mechanism. Let us first consider an SNS con
with flat parallel NS boundaries. We analyze a family
parallel rays~trajectories! directed at a certain anglea to the
normal to the film boundary. We choose one of the rays a
path of integrationLi . The covering space can be co
structed out of two similarq spaces~of SNS contacts! in
which the quasiparticles move in opposite directions.
each Andreev reflection event the amplitude of the wa
function of quasiparticle is multiplied by the factor

g5e2 i arccosE/D. ~20!

For a closed contourLi the complete change of th
phase on the NS boundaries is:

1

2p
~2 i !2 arccosE/D5

1

p
arccosE/D. ~21!

In the case of a current-carrying state, the difference
tween the superconducting order parameter phasesw of two
the given superconductors is added to the phase Eq.~21!.
Assumingd5b50, we obtain the generalization of Eq.~11!
for a SNS contact:

R
L
pidqi52p\S n1

1

p
arccos

E

D
6

w

2p D . ~22!

Let us denote the quasiparticle momentum inside th
layer asK:

K5H p05A2m* ~z1E!, ‘ ‘particle’’

p15A2m* ~z2E!, ‘ ‘hole’’,
~23!

FIG. 2. A closed curve on the toroidal covering space associated with
ray congruences, considered in Fig. 1.
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where z is the chemical potential of the metal minus th
energy of the motion along the NS boundary. Proceed
from Eq. ~22!, we obtain

R
L
Kds5E p0ds2E p1ds

52p\H n1
1

p
arccos

E

D
6

w

2pJ . ~24!

Introduction of the quasiparticle velocity along the pa
of the motion leads to the expression for the spectrum of
SNS contact which was obtained by Kulik48

En5
p\vF

L H n1
1

p
arccos

E

D
6

w

2pJ . ~25!

Andreev reflection of excitations at the cylinder boundaries

Let us deduce an equation for the spectrum of quasip
ticles with energiesE,D which move inside a normal cy
lindrical conductor with a superconducting coating. The n
mal metal is assumed to be pure. Excitations move in
ballistically and experience Andreev scattering at the
boundary. We shall analyze the features of the quasipar
trajectories within the system studied. Let us assume that
normal metal initially has no trapped magnetic flux,F50.
The tangential components of the wave vector of the qu
particle are conserved at the NS boundary of the metal d
ing the scattering of a ‘‘particle’’ into a ‘‘hole’’~and vice
versa!. The angular momentum of the ‘‘particle’’ and ‘‘hole
are conserved, too. Since the ‘‘hole’’ has a smaller quasim
mentum than the ‘‘particle,’’ the caustic radiusa1 of the
‘‘hole’’ should be larger than the caustic radiusa0 of the
‘‘particle.’’ Therefore the angles of incidence of the ‘‘pa
ticle’’ and the ‘‘hole’’ at the NS boundary will be different
that of the ‘‘hole’’ being smaller. Thus the quasiparticle tr
jectory is not strictly recursive. When a certain fluxF is
trapped in the normal cylinder, the angular momentum of
‘‘hole’’ increases to\(m1h̃/2), while that of the ‘‘particle’’
decreases to\(m2h̃/2). This implies that atFÞ0 the dif-
ference between the angles at which the ‘‘particle’’ and
‘‘hole’’ approach the boundary becomes larger. The chan
in the angular momentum in the case ofFÞ0 is caused by
the screening superfluid current in theS layer of the struc-
ture. The qualitative form of the quasiparticle trajectory i
side the cylinder cross section is shown in Fig. 3.

The multidimensional quasiclassical method can be g
eralized readily to the motion of quasiparticles experienc
Andreev scattering at the boundaries of a circular regi
Instead of Eq.~14!, we obtain similar separate equations f
‘‘particles’’ and for ‘‘holes.’’ The wave function (v

u) of the
initial equation~1! in the preassigned field of the vector p
tential A (Ar5Az50;Au5F/2pr ) is a single-valued func-
tion of r on a complete circuit over the cylinder surfac
After the gradient transformationA85A1¹x using the
function x51\c@h#u/2e, the pairing potentialD becomes

real, and the new wave function (v8
u8) differs from the former

(v
u) in having a factor (21)@h#, where@h# is the number of

quanta of the trapped flux.43 The phase increment in th
wave function of the ‘‘particle’’ on the circular contour o
radius a0 is r(k01e/\cA8)•ds52 pm. The phase incre-

o
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ment of the wave function of a ‘‘hole’’ can be found similar
on the contour of radiusa1 . As a result, we arrive at the
expressions

k0a05m2h̃/2, k1a15m1h̃/2. ~26!

The derivation of the second equation in~26! takes into ac-
count the fact that the effective charge of the ‘‘hole’’ is o
posite in sign to the charge of the ‘‘particle.’’

The problem of the energy eigenvalues can be sol
using a geometrical approach. As seen in Fig. 3, the
tangential to the caustic radiusa0 describes the motion of a
‘‘particle.’’ The ray of a ‘‘hole’’ is tangent to the caustic
radiusa1 . Let us first consider the rays describing the m
tion of the ‘‘particle.’’ As in the case of specular reflectio
from the boundary, the circular ring between the radiiR and
a0 contains two families of such rays. Family I includes t
rays moving from the NS boundary to the caustica0 , and
family II consists of the rays moving in the opposite dire
tion. At the NS boundary the rays of family I transform in
those of family II. After Andreev scattering on the of
diagonal potential, a ‘‘particle’’ transforms into a ‘‘hole,’’ fo

FIG. 3. Quasiclassical picture of the quasiparticle trajectories inside
circular normal domain of a metal coated with a superconducting layer.
‘‘particle’’ and ‘‘hole’’ trajectories are tangents to caustics of different rad

FIG. 4. Shape of the integration path used to derive a quasiclassical e
tion for the spectrum of Andreev levels. For illustration, two intersect
points between the integration path and the NS boundary are mut
shifted so that they could show the processes of ‘‘particle’’-to-‘‘hole’’ a
backward scattering.
d
y

-

which we can also introduce two families of rays movin
inside the circular ring and having the radiiR anda1 . Thus,
in our case the covering space consists of two circular ri
for ‘‘particles’’ joined along the circumferences of radiiR
and a0 and two rings for ‘‘holes’’ joined along the circum
ferences of radiiR anda1 . Topologically, this space has th
form of two tori, one inside the other, whose surfaces hav
common contact line along the radiusR. Such surface has
only three independent contours which do not contract t
point. Two of them give quantization conditions relating t
corresponding angular momentum, quasimomenta, and c
tic radii of the ‘‘particle’’ and the ‘‘hole’’ @see Eq.~26!#.

The third contour on the covering surface can be
formed to the shape shown in Fig. 4. The contour integ
can be calculated taking into account the conditionw50 and
the increment in the wave function phase at each Andr
scattering event. Proceeding from Eq.~26!, we thus obtain
the equation for the spectrum of quasiparticles inside
cylinder:

Ak0
2R22m0

22Ak1
2R22m1

22m0 arccos
m0

k0R

1m1 arccos
m1

k1R
5pS n1

1

2
1

1

p
arccos

E

D D . ~27!

Here k0 and k1 are the wave vectors of a ‘‘particle’’ and
‘‘hole,’’ respectively, in the N layer@their expressions are
given in Eq. ~23!#; \m05\(m2h̃/2) and \m15\(m
1h̃/2) are their angular momenta,m is the absolute value o
the magnetic quantum number, andn50,1,2... . The quasi-
classical parameter of the problem isk0R>k1R>kFR@1.

Note that the coefficient 1/2 within the brackets on t
right-hand side of Eq.~27! shows the change in the wav
function phase during the quasiparticle scattering at the c
tics a0 and a1 . The number of intersections of the path
integration and the caustic surface is two, as is seen in Fig
We should then putd52 andb50 in Eq. ~16! and take into
account that because of the two Andreev reflections of
quasiparticle at the NS boundary, the phase has the increm
2arccosE/D @see Eq.~21!#.

As follows from Eq. ~27! the energy« in units of
\2/2m* R2 and the quantum numbersm, q are related by the
condition: (kF

22q2)R2>«1m1
2. In order to clarify its mean-

ing we introduce the angleq at which the quasiparticle is
incident on the NS boundary:AkF

22q25kF sinq. In this
case, for the fixedm the minimal angle of incidence for th
quasiparticle with energy « is equal to qmin

5arcsin(A«1m1
2/kFR). Assumingm1'0, we see that the

limiting value of the angle isq;AE/z, below which a
change of the Andreev reflection to conventional specu
reflection on the off-diagonal potential of the superconduc
takes place.49,50

Equation~27! implicitly determines the dependence
the E levels on the quantum numbersn, m, \q:Enm(q).

Let us consider special cases of Eq.~27!.
i! Let m'1, h'0. A quasiparticle moves along the cy

inder diameter. When the radiusR is large, the situation re-
sembles an SNS contact. Indeed, in this case Eq.~27! can
give a spectrum resembling that obtained by Kulik, whe
the phase difference of the order parameters is zero,

e
e

ua-
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En5
p\v r

2R S n1
1

2
1

1

p
arccos

E

D D , ~28!

wherev r5A2z/m* .
ii ! Let the trapped flux be@h#51. The magnetic quan

tum number 2m is then half-integer. Expanding Eq.~27! in a
power series in the small parameter 1/kFR!1 gives

E5
Dm

kFR
. ~29!

If R'j0 ~j0 is the coherence length!, the spectrum in Eq
~29! coincides with the spectrum of low-lying levels of th
vortex lines of a type-II superconductor,44,45,52if all magnetic
effects are neglected:

E5
pD2m

2z
.

Finally, note the the following particularity of the sys
tem, seen from Eq.~27!. In the limiting casekFR@1, after
expanding the left-hand side of Eq.~27! to first order in
1/kFR and taking the limit «→0 one obtains ph̃/2
2h̃m/kFR5p(n11). Thus to zeroth order in 1/kFR

h̃52~n11!. ~30!

We will show below that whenever the trapped fluxF in the
N layer is a multiple of the flux quantumhc/2e, the mesos-
copic system in question manifests resonance.

DENSITY OF STATES OF NORMAL EXCITATIONS IN A
CYLINDER

Let us calculate the density of statesn(E) for excitations
localized in a normal cylinder which experience Andre
scattering at the NS boundary. We proceed from

n~E!5 (
n,m;s

E dqd~E2Enm~q!!. ~31!

The summation is over all quantum numbers and
spin s.

Equation ~27! determines the quasiparticle spectru
Enm(q). In the quasiclassical approximation an analytic
solution could be obtained. In particular, expanding the le
hand side of Eq.~27! in 1/kFR!1 and taking Eq.~23! into
account, we obtain

En~q!5
p\v r~q!

2Ru sina/2u S n2
h̃

2p
a1

1

2
1

1

p
arccos

E

D D .

~32!

The spectrum~32! is similar to that obtained by Kulik48

for an SNS contact. This spectrum corresponds to motio
quasiparticles between two points on the cylinder surf
parametrized by the radial anglea, with the distance be-
tween these points being 2Ru sina/2u. However, contrary to
the case of a standard SNS contact, the phase differ
2h̃a/2p depends on the flux. For givena, the spectrum
~32! describes an ‘‘SNS’’ contact with an effective density
statesn(E;a). The total density of states is given by:

n~E!;E
0

2p

n~E; a!da. ~33!
e

l
-

of
e

ce

The spectrum~32! was obtained on the assumption th
the quasiparticle energyE was close to the Fermi energyz.
As was noted in the Introduction, the Andreev levels of t
mesoscopic system can shift when the flux changes;
certain value of the flux they can coincide withz. For low
energiesE, the quasimomenta of a ‘‘particle’’ and a ‘‘hole
~and the radiia0 anda1 of their caustics! become practically
identical. We may therefore assume that in the description
these two states the quasiclassical trajectories would be
pler in shape than in Fig. 3: when the ‘‘particle’’ is reflecte
from the NS boundary, the ‘‘hole’’ comes back to its initia
point at the cylinder surface. Within our approximation~32!,
we should take into account that inside the cylinder cr
section there exist a great number of ‘‘SNS contacts’’ w
the preassigned chord length, i.e., these states possess
degenerate multiplicity aboutN;2pR/lB@1 ~lB is the de
Broglie wavelength!. We took this fact into consideration
when calculating the density of states of the system in
vicinity of resonance.

As a matter of fact, calculation of the thermodynam
quantities far off resonance should be based on the gen
equation for the spectrum of quasiparticles, Eq.~27!.

The resonance contribution ton(E) can be calculated
using the spectrum of lower energy levels

En~q!5
p\v r~q!

2Ru sina/2u S n112
h̃

2p
a D . ~34!

On substituting Eq.~34! into Eq.~31!, integrating overq
anda, and summing over spin, we obtain

n~«!;A«E
0

p

da

3 (
n52`

1` sin2
a

2
aS n112

h̃

2p
a2« sin

a

2 D
S n112

h̃

2p
a D F S n112

h̃

2p
a D 2

2«2 sin2
a

2 G1/2,

~35!

where

A5
8LRm*

p2\2

2pR

lB
,

L is the cylinder height, andu(x) is the step function, equa
to unity at x.0 and to zero atx,0. We introduce the di-
mensionless energy«5E/E0 , E05\2/(2m* R2). As Eq.
~35! shows, for a preassigned flux, the denominator of
radicand can become zero at a certain anglea5a(F).
When«→0 one hasan.(n11)2p/h̃. In this case the in-
equalities

0&an&
~n11!2p

h̃
&p; h5

F

F0
~36!

are fulfilled, which leads to the conditionh1@h#*2(n
11). Thus, with a preassigned fluxF, the number of terms
in the series of Eq.~35! is limited, and it increases with
growing F.

Prior to calculation ofn~«!, let us discuss the question o
the contributions of different anglesan to the resonance am
plitude. It is reasonable to assume that because of the fa
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sin2 a/2 in the numerator of Eq.~35!, the anglesan'p are
the main contributors to the integral. For such an ‘‘SNS co
tact,’’ the Josephson current flows through the cross sec
of the cylinder along its diameter. On the other hand, si
the resonance condition~35! contains the product of the flu
times the anglea, we may expect an extra contribution to th
amplitude of the effect from smaller anglesan when the flux
increases. As a matter of fact, this expectation is based on
approximate resonance condition obtained from Eq.~35! in
which the first term in the radicand is kept while the seco
term,«2 sin2 a/2, is dropped.

We thus arrive at the conclusion that the main contrib
tion to the resonance of the density of states appears nea
angle a5p. Introducing the notationj5p2a!1, a5n

112h̃/2, b5h̃/2p, we obtain the equation for the reso
nance condition:

a21b2j212abj2«2S 12
j2

4 D50, ~37!

whose solution isj.2a/b6«. It is seen that forb;1, the
energy« and the value ofa are both small, but the conditio
a*« is always fulfilled. The expression in brackets in fro
of the radical in Eq.~35! is therefore of the order of the
energy« and cancels with the energy factor of« in front of
the integral sign. The remaining integral is estimated to b
constant of about unity.

The resonance-induced spike of the density of states
ways appears when the Andreev level coincides with
Fermi energy at a certain flux in the N layer. The sha
increase in the amplituden(E) at E→0 is caused by the
integral contribution of the states of quasiparticles index
by the quantum numberq, which describe the quasiparticl
motion along the sample axis.

When the resonance is disturbed, the condition (n11
2h̃a/2p)Þ0 is fulfilled, and for low energies«→0 we find

n~0!~«!;2p3«E
0

1 dx sin2 px

cos2 @2p2bx#
;«. ~38!

Near the resonance, the ratio of the resonance and
resonance amplitudes of the density of states is

n res

n~0! ;
1

«
@1. ~39!

It is thus shown that on variation of the trapped magne
flux, the density of states of a normal cylindrical conduc
coated with a thin superconducting layer (;j0) is described
by a stepped functionF. The step spacing is equal to
superconducting flux quantumF0 and the step height in
creases with the flux. Differentiation of the density of sta
with respect toF gives a set of resonance spikes spaced
hc/2e.

The physical reason for the features having a period
the superconducting flux quantumF0 is as follows. As is
seen in the spectrum of Eq.~27!, for preassigned magneti
flux F, q, and the energy, there is a highest magnetic qu
tum numberm which can be used to describe the Andre
levels. This quantum number is responsible for the larg
caustic realizable for quasiparticles moving ballistically ne
the cylinder boundary. At a certain value of the chang
-
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flux, the caustic ‘‘crawls’’ through the NS boundary of th
cylinder, an event which is accompanied by a rearrangem
of all quantum states. The rearrangement occurs alw
when the flux trapped in the N layer changes byF0

5hc/2e.
To conclude, we note that the mean free path of

quasiparticles was expected to be the largest parameter o
problem. Allowance for the scattering by impurities will de
crease the amplitude of the resonance spikes.

CONCLUSIONS

A theory of coherent phenomena in simply connec
cylindrical normal conductors with a mesoscopic-scale cr
section has been developed in this study. It is assumed
the normal metal is pure and coated with a thin superc
ducting layer with a thickness of the order of the coheren
lengthj0 , and that their electric contact is good. Under the
conditions the quasiparticles with energyE,D experience
Andreev scattering at the NS boundaries. They move ba
tically through the normal metal in the field of the vect
potential excited by a narrow solenoid at the center of
conductor. On a single circuit of a quasiparticle along t
perimeter of the cylinder cross section, the phase of a ‘‘p
ticle’’ ~‘‘hole’’ ! wave function changes by6e/hcr

L
A•ds.

This integral is equal to the fluxF through the surface
bounded by the trajectoryL. In the field A excited by the
solenoid, the fluxF is a constant independent of the traje
tory shape. The sensitivity to the vector potential field
identical for all the quantum states of the quasiparticles.

If a simply connected cylinder is placed in a weak ma
netic field, the situation becomes more complicated. For
ferent quantum states of the quasiparticle the incremen
the wave function phase is determined by the fluxF, which
depends on the shape of the trajectory. As follows from st
ies of quantum coherent phenomena in normal conduc
with specular reflection of electrons at a cylinder bounda8

the universal periodhc/e of the flux oscillations of the ther-
modynamic quantities is only connected with the states
calized near the cylinder boundary.

This study is confined to the effect of the vector potent
field on the phase of quasiparticle wave functions, wh
permits us to investigate the shapes of the quasiclassica
jectories of ‘‘particles’’ and ‘‘holes.’’ The quasiparticles ex
perience Andreev scattering at the NS boundaries. As a
sult, a set of Andreev levels appear, which determine
behavior of the thermodynamic quantities of the structu
Within the multidimensional quasiclassical method, a disp
sion relation was obtained, which can be used to find
spectrum of Andreev levels. Expanding it in a series in
parameter 1/kFR!1 ~the quasiclassical parameter iskFR
@1! and keeping only the zero-order terms in the equati
we obtain Eq.~34! for the energy near the Fermi level, whic
bears resemblance to Kulik’s spectrum for an SNS contac48

The expression describes the states of the quasiparticle
side the cylinder cross section when they move along
chord connecting two points at the NS boundary of t
sample. The chord length depends on the radial anglea at
which both the points are visible. The product of this ang
and the trapped flux has the meaning of the phase differe
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of the contact. The spectrum of Eq.~34! is used to calculate
the density of statesn(E) as a function of the fluxF, which
displays a stepwise behavior. Whenever the flux increase
the valueF0 , the number of steps increases by one. If
density of states is differentiated with respect to the fluxF, a
set of resonance spikes with a period equal to a super
ducting flux quantum appears.
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Domain structure of the antiferromagnetic insulating state in Nd 0.5Sr0.5MnO3
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Optical reflectivity studies of the ferromagnetic metal~FMM! to antiferromagnetic insulator
~AFI! phase transition are performed on Nd0.5Sr0.5MnO3 manganite in a wide temperature and
magnetic field range. The formation of a domain structure in the AFI state during the
FMM2AFI phase transition is observed. It is shown that the two types of domains observed are
energetically equivalent states. On the basis of the experimental results and symmetry
analysis we conclude that these domains are crystal twins. The twin domain structure of the AFI
state in the Nd0.5Sr0.5MnO3 is visible in reflected unpolarized light due to a different tilting
of the surface in the domains. The two-phase domain structure FMM1AFI formed in the vicinity
of the phase transition is also studied. It is found that a thermodynamically equilibrium two-
phase stripe domain structure does not develop. The absence of the magnetic intermediate state is
due to the large energy of the interphase wall, which results in the stripe structure period
being much larger than the size of the sample. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1421457#
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INTRODUCTION

In the last decade the perovskite manganese oxides
the basic formula R12xAxMnO3 ~where R5trivalent rare-
earth ion, A5divalent alkaline ion! have been of great inter
est because of the unusual magnetic and trans
properties.1 The most spectacular effect in the manganites
the colossal magnetoresistance observed in the vicinity of
Curie temperature. Moreover these compounds exhibit in
esting phenomena such as charge and orbital ordering
Jahn–Teller effect, and magnetic- or electric-field-induc
phase transitions. In some of them a spontaneous
magnetic-field-induced phase transition from an antifer
magnetic insulating ~AFI! to a ferromagnetic metallic
~FMM! state takes place.2–4 The nature of this phase trans
tion is rather complicated and its understanding is yet
emerge.

Nd0.5Sr0.5MnO3 is one of the manganites that demo
strate such a FMM2AFI phase transition.2–4 The ferromag-
netic ordering occurs in this crystal atTC5255 K. At a tem-
perature TM2I near 160 K a spontaneous first-orde
FMM2AFI phase transition takes place. This transition
9231063-777X/2001/27(11)/7/$20.00
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accompanied by charge ordering, i.e., spatial ordering of
holes and corresponding spatial ordering of the Mn31 and
Mn41 ions. In the temperature rangeT,TM2I the applica-
tion of a magnetic field leads to melting of the charge ord
in Nd0.5Sr0.5MnO3 and induces a transition to the FMM
state.2 The electric conductivity during this transition varie
over two orders of magnitude, and the magnetizat
changes by a value of 2.5mB per Mn atom.2 The FMM2AFI
phase transition in Nd0.5Sr0.5MnO3 is also accompanied by
considerable changes in the lattice parameters (;1023

21022) and unit cell volume (;1023).2,5 It was suggested
in early studies2 that there is no change in the crystal sym
metry at this transition~the crystal has orthorhombic symme
try both in the FMM and AFI states!. However, recent syn-
chrotron and neutron diffraction investigations have sho
that the FMM2AFI transition is accompanied by a lowerin
of the crystal symmetry from orthorhombic~space group
Imma! to monoclinic~space groupP21 /m!.5,6 In a previous
paper7 we reported that the FMM2AFI phase transition in
Nd0.5Sr0.5MnO3 is followed by the formation of a domain
structure in the AFI state which is visible in unpolarize
white light.
© 2001 American Institute of Physics
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In the present study we have investigated this dom
structure in a wide temperature and magnetic field range w
the goal of understanding its nature.

EXPERIMENT

The Nd0.5Sr0.5MnO3 crystal was melt-grown by standar
floating zone method and had a cylindrical form 3 mm
diameter. X-ray analysis showed it to be a single crystal. T
samples were then cut perpendicular to the cylinder a
their thickness varied from 0.5 to 3 mm. For our experime
the samples were optically polished with diamond paste.
remove the surface strain that occurs as a result of polis
they were annealed for 20 hours at 950 °C in air.

The experiments were performed on two setups. The
one permits simultaneous optical imaging of the dom
structure and indirect measurements of the reflected ligh
tensity from the different domains. The samples we
mounted in a continuous-flow He cryostat placed in a Bit
magnet with magnetic field range up to 15 T. The image
the sample produced by the reflectance optical microsc
was recorded with a CCD camera connected to a video
corder. Nonpolarized white light from a filament lamp w
used to image the surface of the sample. The video ima
were subsequently analyzed to determine the reflected
intensity. In this case an interference filter withl5634 nm
was placed after the source of light. Field dependences o
reflected light intensity were obtained by computer proce
ing of the image.

The second setup allows direct measurement of the
flected light intensity. In this case the sample was mounte
an optical He cryostat, where it was placed in a superc
ducting magnet with a maximum field of 5 T. A He–Ne las
at l5633 nm was used as a source of light with an opti
chopper in the beam. The light reflected from the sample
detected with a photomultiplier connected to a lock-in. T
setup as well as the previous one allows us to measure
reflected light intensity both from the whole surface of t
sample and from separate domains. To measure the inte
of the light reflected from individual domains, the image
the sample was projected on a screen with a diaphragm
shifting the diaphragm position we could measure the
flected light intensity from different domains. This setup a
affords the possibility of visual observation of the doma
structure using a reflectance optical microscope and vi
camera.

The magnetization measurements were carried out w
a moving-sample magnetometer in a variable-tempera
cryostat and in fields up to 20 T.

EXPERIMENTAL RESULTS

It was found that there are distinct changes in the un
larized reflected light intensity at the FMM2AFI phase tran-
sition in Nd0.5Sr0.5MnO3 ~Ref. 7!. This effect made possible
the optical observation of the two-phase domain state tha
formed at this first-order phase transition. Besides, the
main structure in the AFI phase was visually observed
recorded. With temperature decrease a spontane
FMM2AFI phase transition takes place atT'154 K, while
temperature increase results in a reverse transition aT
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'162 K. Thus the first-order FMM2AFI phase transition is
accompanied by substantial hysteresis. Coexistence of
FMM and AFI phases was observed in a temperature reg
of about 2 K. The AFI phase was nonuniform with clear
visible domain structure that remained unchanged in
whole temperature range~20–160 K! at zero magnetic field.
There were also no variations of the domain structure i
magnetic field up to the field of the phase transition to
FMM state. After a spontaneous or field-induced phase tr
sition to the FMM state and a subsequent reverse trans
to the AFI state, the newly formed domain structure w
usually different from the previous one. From this fact o
can conclude that the domain structure in the AFI st
emerges at the FMM2AFI phase transition. This domain
structure does not exist in the FMM state.

The photos in Fig. 1 show the domain structure
Nd0.5Sr0.5MnO3 in the AFI state. Two examples are given
Fig. 1, showing the domain structure of the same sam
after the first ~Fig. 1a! and second~Fig. 1b! AFI2
FMM2AFI transition cycle. A comparison of the two image
shows that the domain structures formed in successive cy
can be quite different. The images in Fig. 1c and Fig.
respectively, represent a similar sequence on a sec
sample.

The main features of the domain structure observed
the AFI state are the following. Two types of domains~bright
and dark! exist in the AFI state. The domain walls have
favorable orientation~Fig. 1!. Two primary directions along
which the walls are oriented can be selected in the sam
~see Fig. 1a,b!.

Figure 2 shows the representative stages in the dom
formation during the FMM2AFI phase transition. Figure 2a
shows an image of the sample in the homogeneous F
phase. The transition occurs by the nucleation and su

FIG. 1. Domain structure of two Nd0.5Sr0.5MnO3 crystals in the AFI state.
Images~a! and ~b! show the domain structure after the first and seco
AFI2FMM2AFI transition cycles, respectively. Images~c! and~d! show a
similar sequence for a second crystal.
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FIG. 2. Images of the field-induced FMM2AFI phase transition in Nd0.5Sr0.5MnO3. The temperature of the sampleT5150 K. External magnetic fieldH, T:
1.8 ~a!, 1.2 ~b!, 0 ~c!.
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quent propagation of the domains of the energetically fav
able phase. As these domains extend, the concentration o
energetically unfavorable phase decreases, until the samp
completely transformed to the AFI phase. Figure 2b rep
sents an image of a two-phase state with both FMM and
phases present. Figure 2c is an image of the surface in
fully developed AFI phase but with clear optical contrast
bright and dark domains. We did not find an intermedi
state with a periodic FMM2AFI domain structure in the
Nd0.5Sr0.5MnO3 crystals.

Field dependences of the reflected light intensityI (H)
from the whole surface of the sample were measured to
termine the hysteretic AFI2FMM transition fields and the
field range where AFI and FMM phases coexist. Typic
I (H) curves are shown in Fig. 3a. The reflected light inte
r-
the

is
-
I

he

e

e-

l
-

sity is given in arbitrary units and normalized to the value
the reflected light intensity in the FMM state. The field
which the jump in intensity occurs corresponds to t
AFI2FMM phase transition field. The transition field de
creases with temperature increase. It is clearly seen that
first-order phase transition is accompanied by a hysteres
I (H). This hysteresis becomes smaller as the tempera
increases. The width of the temperature range of
AFI2FMM phase coexistence also decreases at higher t
peratures. The transition width decreases fromDHcoex'1 T
at T520 K to DHcoex'0.5 T atT5140 K. The change in the
reflected light intensity level in the AFI state after a full cyc
can be attributed to a different concentration of the brig
and dark AFI domains before and after the AFI2FMM2AFI
transition. Note that the reflected light intensity in the FM
FIG. 3. Field dependences of the integrated reflected light intensity for the whole surface of the sample~a!, and field dependences of the magnetization~b!.
I (H) andM (H) curves are presented forT520, 80, and 140 K. The reflectivity is normalized to the FMM state.
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FIG. 4. Field dependences of the reflected light intensity measured for dark~a! and bright~b! domains at the temperatures 30, 60, and 140 K.
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state remains practically unchanged~within the experimental
error limits 65%! in the present temperature and magne
field range.

For comparison we measured the field dependence
the magnetizationM (H) for the same sample. TypicalM (H)
curves are shown in Fig. 3b. The width of the phase tra
tion on theM (H) curves is generally larger than that seen
the opticalI (H) curves. This indicates some additional inh
mogeneity of the bulk of the sample.

To reveal the nature of the domain structure observe
the AFI state the field dependences of the reflected light
tensity were also measured for single-domain areas of
sample. Figure 4 shows theI (H) curves for dark~a! and
bright ~b! domains at different temperatures. The reflec
light intensity for dark domains is much lower than for th
FMM state, while for bright domains it is higher. It is impo
tant to note that the AFI2FMM phase transition occurs a
the same magnetic field in the dark and bright doma
Therefore these domains are not thermodynamically diffe
phases but energetically equivalent states. The strongest
of the reflected light intensity was observed in theI (H)
curves for bright domains in the vicinity of the phase tran
tion ~see Fig. 4b, bottom curve!. Such behavior of the inten
sity can be associated with changes in the optical prope
of the crystal as a result of the elastic strains arising near
interphase wall. These elastic strains undoubtedly must a
because of the large changes in the crystal lattice param
at the phase transition.2,5

As was mentioned above, the domain structure in
AFI state before transition to the FMM state and after reve
transition to the AFI state often differs. ThereforeI (H)
curves like those presented in Fig. 5 were observed in s
cases. Figure 5a shows anI (H) curve that corresponds to th
c
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transition from a dark AFI domain to the FMM state and t
inverse transition to a bright AFI domain. In Fig. 5b theI (H)
dependence that corresponds to the transition from a br
AFI domain to the FMM state and the inverse transition to
dark AFI state is shown.

TheH2T phase diagram of Nd0.5Sr0.5MnO3 constructed
from the results of the optical studies is shown in Fig. 6. T
value of the transition fields in the phase diagram were
termined from theI (H) curves for the whole sample an
correspond to the center of the field interval of t
AFI1FMM phase coexistence. The unfilled symbols cor

FIG. 5. Field dependences of the reflected light intensity measured
single domain area of the sample for the cases when after
AFI2FMM2AFI transition cycle at the place of the dark domain a brig
one arises, atT5100 K ~a!, and vice versa, atT5150 K ~b!.
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spond to the AFI2FMM phase transition observed with in
creasing magnetic field and the filled symbols correspon
the reverse transition in decreasing field. The difference
tween the transition fields obtained for these two cases
responds to the hysteresis in theI (H) curves. It is clearly
seen in Fig. 6 that the hysteresis decreases at higher tem
tures.

Another sets of symbols presents the transition field v
ues determined from theI (H) dependences measured sep
rately for dark and bright domains. The phase diagr
clearly demonstrates good coincidence of the transition fie
for dark and bright domains in the whole temperature ran

The values of the transition fields obtained from t
M (H) curves are also indicated in the phase diagram~Fig. 6!
for comparison with the optical results. These values w
determined in the same way as the transition fields from
I (H) curves. The results obtained from optical and magn
measurements are in satisfactory agreement. Therefore
cal studies probe information about a rather deep sur
layer of the sample and represent the bulk properties of
crystal. The influence of the surface on the AFI2FMM tran-
sition in Nd0.5Sr0.5MnO3 was not revealed.

The above experiments demonstrate that the two type
domains~dark and bright! observed in the AFI phase ar
energetically equivalent states formed during the transi
from the FMM phase to the AFI phase. It is reasonable
suggest that these domains are crystal twins emerging a
FMM2AFI phase transition, accompanied by a lowering
the crystal symmetry from orthorhombic to monoclini
However, the problem of the optical contrast in unpolariz
reflected light at the crystal twins still remains to be solve

During visual observation of the domain structure in t
AFI state we found that variation of the angle of incidence
light on the sample results in changes of the optical cont
between domains. Dark domains can transform to brigh
vice versa, and at a certain angle of incidence the opt
contrast between domains may disappear. Moreover, the
trast between domains also vanishes when a microscope
jective with a sufficiently large aperture is used. This su
gests that during crystal twin formation the surface of

FIG. 6. H-T phase diagram of Nd0.5Sr0.5MnO3 constructed from optical
studies. The unfilled symbols correspond to the phase transition from
AFI to the FMM state, and the filled symbols correspond to the reve
transition from the FMM to the AFI state. The transition fields were det
mined from theI (H) dependences for the whole sample~circles! and for the
bright ~up triangles! and dark~down triangles! domains, and also from the
M (H) dependences~squares!.
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sample becomes corrugated, and the surfaces of the twin
different types form a certain angle with each other. In t
case the light intensities reflected from the surfaces of
different types of twins and captured by the microscope
jective can be different, which results in an optical contr
between domains. In other words, part of the light reflec
from the surface of the twins of one type is not captured
the objective, and these domains are observed as dark.

To check this suggestion the following experiment w
performed. The basic scheme of the optical setup used
this experiment is presented on the upper panel of Fig. 7
beam from a He2Ne laser illuminates an area of the samp
including both types of domains. The reflected light is us
to image the surface using a microscope objective. On
intermediate screen we can determine the intensity distr
tion in the reflected beam. In the FMM phase we observ
single bright spot on the screen, corresponding to the sp
lar reflection of the optically polished surface. However,
the AFI domain phase we find two spots~Fig. 7a!. If the
optical alignment is such that the light of both spots is us
in the image, then no optical contrast is seen between

he
e
-

FIG. 7. ~Upper panel! The optical setup to demonstrate the origin of th
optical contrast between crystal twins.~Lower panel! a — Two white spots
on the screen correspond to separate major directions for specular refle
from the corrugated surface of the sample. b — Image of the sample w
both reflected beams are captured by the objective. No domain structu
observed. c, d: The first beam is closed off. The domain structure is
served visually. e, f: The second beam is closed off. Inverse changes o
in the contrast of the domain structure.
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different domains~see Fig. 7b!. However, if we close off half
of the beam with one of the two bright spots~Fig. 7c, e!, we
can observe the contrast domain structure~Fig. 7d, f!. This
strongly suggests that the optical contrast between the
mains is caused by a different angle of specular reflection
the two types of domains. The estimated tilt angle of
domain surface isa'1°.

This experiment allows one not only to explain the e
istence of the optical contrast, but also to correct the data
I (H). The real change of the reflected light intensity duri
the AFI2FMM phase transition can be observed only on
I (H) curves for bright domains. A small increase of the
flected light intensity, i.e., a small increase of the reflect
coefficient, was observed on these curves at the transitio
the AFI phase~Fig. 4b!. The decrease in the intensity of th
I (H) curves for dark domains and for the whole sample
related to the fact that part of the reflected light was
captured by the objective and registered by the photom
plier. Thus the curves for dark domains and for the wh
sample did not show the real picture of the changes in
reflectance at the transition. However, they were much be
than theI (H) curves of the bright domains for the purpose
determining the value of the transition field and the ph
coexistence region.

DISCUSSION

As we have said, the cause of the AFI phase inhomo
neity can be the formation of a twin domain structure dur
the transition to a state with lower crystal symmetry. Acco
ing to Refs. 5, 6 and 8, the symmetry of Nd0.5Sr0.5MnO3

changes from orthorhombic~space groupImma! to mono-
clinic ~space groupP21 /m! at the FMM2AFI transition.
The formation of the twin domain structure in the AFI sta
was observed previously in Pr0.5Sr0.5MnO3 by electron dif-
fraction techniques.9

Let us perform a symmetry analysis of the twin doma
structure that can arise in the asymmetric phase during
phase transition accompanying the lowering of the symm
from orthorhombic~point groupmmm! to monoclinic~point
group 2/m!. At the structural transition the crystal loses t
following symmetry operations: two reflection planes, 2x and
2y , and two rotation axes, 2x and 2y ~the monoclinic axis is
the z axis!. The lost symmetry operations are indeed tw
ning operations. Two types of crystal twins can be formed
this phase transition. These twins differ by the sign of
shear deformation in thexy plane and transform one int
another by the twinning operations. Monoclinic shear def
mations in the two types of twins can be described by
second-rank tensors« i j

1 and« i j
2 with the following matrices:

« i j
15S «11 «12 0

«21 «22 0

0 0 «33

D , « i j
25S «11 2«12 0

2«21 «22 0

0 0 «33

D .

~1!

Consider possible coherent~without any twinning disloca-
tions! walls between these twins. The condition of coexi
ence of the deformations, i.e., the absence of strains in
wall, is10

~« i j
12« i j

2!xixj50. ~2!
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In order for ~2! to be an equation of a plane the followin
additional condition must be satisfied:

detu« i j
12« i j

2u50. ~3!

It is easy to check that in the case considered, the condi
~3! is satisfied and the solutions of the equation~2! are two
orthogonal planes,x50 and y50. Thus coherent domain
walls have to be arranged in these crystal planes.

When the results of the above analysis are compa
with the experimental data the following can be seen. T
analysis performed shows that two types of crystal twins
arise at themmm→2/m phase transition. This is consiste
with optical observations that also show two types of d
mains in the AFI state of Nd0.5Sr0.5MnO3. It also follows
from the symmetry analysis that coherent walls of two typ
~planesx50 and y50! occur in the twinned crystal. It is
clearly seen from Fig. 1~a, b! that there are two favorable
directions of orientation of the domain walls. The slight d
viations of the domain walls from these directions can
attributed to the elastic strains always existing in a real cr
tal. The angle between the two prevalent orientations of
domain walls is 70–80°~Fig. 1a!. If the monoclinicz axis is
perpendicular to the surface of the sample, then the an
between coherent domain walls oriented in thex50 andy
50 planes is equal to 90°. However, if the monoclinic axis
tilted away from the normal to the surface of the sample,
is confirmed by x-ray analysis of our samples, this angle
less, and that explains why the angle between domain w
observed in the experiment differs from 90°.

Thus the results of the symmetry analysis are in go
agreement with the experimental data. This allows us to c
clude that the domains observed in the AFI state are cry
twins that form at the transition from the orthorhombic FM
phase to the monoclinic AFI phase.

Finally, let us consider some properties of the two-pha
state observed near the FMM-AFI phase transition. As w
mentioned above, no magnetic intermediate state, i.e., t
modynamically stable periodic two-phase domain structu
forms at this transition. Usually the absence of an interme
ate state can be attributed to variability of the transition fi
in the sample. The intermediate state does not arise if
variability substantially exceeds the value 4pNDM , where
DM is the magnetization jump at the phase transition anN
is the demagnetizing factor. Typically for Nd0.5Sr0.5MnO3 we
find DM5200– 220 emu/cm3 ~Fig. 3~b!! and a field interval
of the intermediate stateDH50.3– 0.4 T. This indicates tha
the absence of the intermediate state is not due to inho
geneity of the sample.

Apparently a large energy of the interphase wall due
the strong elastic strains is the main reason why the inter
diate state does not form. These clastic strains must aris
the vicinity of the interphase wall as a result of the drama
changes~«'131022; Ref. 4!, in the crystal lattice param
eters at the FMM–AFI phase transition. Optical measu
ments in polarized light give us the possibility of estimati
the width of the strained area of the crystal in the wall vic
ity l'60mm. If it is assumed that the dominant contributio
to the interphase wall energy is the contribution from t
elastic strains, the wall energy can be estimated using
following formula
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s5C«2l , ~4!

whereC is the elastic constant. For this rough estimation
have neglected the strain inhomogeneity in the vicinity of
wall. Assuming C;1012erg/cm3, we get s'63105 erg/
cm2. Using the value obtained fors, we can estimate the
period D of the stripe domain structure of the magnetic
termediate state:11

D5S sd

F~j!~DM !2D 1/2

, ~5!

whered is the sample thickness,F(j)51.71/4 forj50.5,11

andj is the concentration of the AFI and FMM phases. F
d51 mm andDM5210 emu/cm3 we getD'2 cm. Thus the
estimated period of the equilibrium stripe two-phase dom
structure substantially exceeds the size of the sample.
explains the absence of the intermediate state at the FM
AFI phase transition in our experiments.

CONCLUSIONS

The optical studies have shown that a twin domain str
ture arises in the AFI state as a result of the lowering of
crystal symmetry at the FMM–AFI phase transition. T
crystal twins could be imaged in unpolarized light. It w
shown that the cause of the optical contrast between the
types of twins is the local tilting of the surface of the tw
domains. As far as we know, a twin domain structure has
been observed earlier by this method. Note that the existe
of the twin domain structure was confirmed by direct x-r
studies.8
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It was also shown that no thermodynamically stab
striped two-phase domain structure forms at the FMM–A
phase transition. The absence of the magnetic intermed
state at this transition is due to the large energy of the in
phase wall, which results in a stripe domain periodicity mu
larger than the size of the sample.
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X-ray study of Nd 0.5Sr0.5MnO3 manganite structure above and below the ferromagnetic
metal–antiferromagnetic insulator spontaneous phase transition
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The crystal structure of the manganite Nd0.5Sr0.5MnO3 is studied at temperatureT5300 and 77.3
K by means of an x-ray diffractometer. It is shown that the transition from the ferromagnetic
metallic state to the antiferromagnetic insulating charge-ordered state is accompanied by a
lowering of the symmetry of the structure from orthorhombic to monoclinic. The space-
group symmetry of the orthorhombic and monoclinic phases is identified asImmaandP21 /m,
respectively. Twinning of the crystal and the formation of a twin domain structure with
coherent boundaries in the (00l ) crystallographic planes are found. ©2001 American Institute
of Physics. @DOI: 10.1063/1.1421458#
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INTRODUCTION

Keen interest in the investigation of the mangane
based compounds (R12xAxMnO3) with perovskitelike struc-
tures is connected with their high potentialities for techni
applications due to their colossal negati
magnetoresistance.1 The manganites are also attractive o
jects for basic physical research primarily for a combinat
of different phase transformations in the electronic, m
netic, and crystallographic subsystems.

Recent studies of Nd0.5Sr0.5MnO3 have revealed a num
ber of spontaneous phase transitions observed on decre
temperature. At a temperatureT5250 K the crystal trans-
forms from a paramagnetic~PM! metallic state to ferromag
netic ~FM! metallic one, and at a temperature of about 158
a first-order phase transition to an antiferromagnetic~AFM!
insulating charge-ordered state was observed in this crys2

In a temperature range belowT,158 K a magnetic field in-
duces the reverse transition to the FM metallic state.3

At room temperature the manganite Nd0.5Sr0.5MnO3 is
characterized by a perovskitelike orthorhombic struct
~Fig. 1!, though there is a discrepancy in the published d
on identification of the symmetry space group of this crys
In Refs. 2–5 the Nd0.5Sr0.5MnO3 compound is attributed to
the space groupImma. In this case its crystal structure is th
perovskite one, distorted by rotation of the octahedra w
respect to the@101# direction in the perovskite structure. A
the same time, in Refs. 1, 6 and 7 the space group of
manganite Nd0.5Sr0.5MnO3 was determined asPmma. This
group has lower symmetry as compared withImmaand cor-
9301063-777X/2001/27(11)/5/$20.00
-

l

-
n
-

ing

l.
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ta
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h

e

responds to a distortion of the ideal cubic perovskite str
ture by rotation of the octahedra with respect to the@101# and
@010# directions.

As the temperature is decreased below 250 K an incre

FIG. 1. The unit cell of the manganite Nd0.5Sr0.5MnO3 ~the inset shows the
chosen spatial axes for the orthorhombic and monoclinic systems!.
© 2001 American Institute of Physics
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of the lattice cell parametersa andc and a decrease of theb
parameter is observed.3,6 The lattice symmetry does no
change.

The ideas about the crystal structure of Nd0.5Sr0.5MnO3

in the AFM insulating state also diverge. According to t
results of Refs. 6–8 the structure of this compound does
change during transition to AFM insulating phase and st
orthorhombic. However, in Refs. 2–5 results were obtain
which suggest that the crystal structure in this state beco
monoclinic with the space groupP21 /m.

The aim of this work is the investigation and identific
tion of the Nd0.5Sr0.5MnO3 crystal structure in the metallic
state at room temperature and in the insulating state be
the charge-ordering temperature by means of x-ray scatte
measurements.

EXPERIMENTAL TECHNIQUE

Single-crystal and powder samples of the manga
Nd0.5Sr0.5MnO3 were studied. The single crystals were o
tained by the floating zone technique at the University
Warwick as well as at the Institute of Physics of the Pol
Academy of Sciences. The single crystals were used
analysis of Laue patterns and also for observation and in
tigation of the twin domain structure by means
v-scanning. For x-ray diffraction analysis the powders w
prepared from single crystals in a commercial dispergato
should be noted at once that the results obtained for
samples prepared at the University of Warwick and at
Institute of Physics of the Polish Academy of Sciences co
cide fairly well.

The single-crystallinity of the samples under study w
proved by the Laue patterns. This way of characterizing
samples was chosen as an express and direct one. A
sample with high x-ray absorption was studied; the reve
Laue patterns were taken, because the reflections in
sample at low anglesu are strongly weakened and are n
observed.

The x-ray spectraI (u) were registered on a DRON-2.
diffractometer, using the Bragg–Brentano scheme of foc
ing ~u–2u scheme!. The complete spectra of the diffracte
radiation were obtained, with a subsequent identification
the unit cell system and parameters. The accuracy of
intensity measurements was 0.5%. The lattice parame
were determined to within60.01%. The other used tech
nique wasv-scanning, when the sample only rotates arou
the goniometer axis, while the counter is immobile and
mounted at a fixed double angle of diffraction with respec
the primary beam. The latter registering technique was u
to obtain the ‘‘reflection curves’’ of the single crystal.

The DRON-2.0 diffractometer was also used in the cry
genic experiments: in this case the small-size cryostat
x-ray powder measurements in a temperature range 4.2–
K was installed.

In the experiment an x-ray tube with a copper anode w
used (lCuKa

51.54178 Å). The spectra were registered in t
angle range 2u520° – 80°.

In principle the problem of structure analysis is solv
for the crystals. However, utilization of the known tec
niques in structure identification for complex compounds
ten turns out to be inefficient without computer aids. Acco
ot
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ingly, it is important to modify the common methods of x-ra
data processing using modern computer techniques. Her
used an approach9 based on the differential Lipton techniqu
for indexing the diffraction patterns and estimation of t
unit cell parametersai ( i 51,2,3) for the orthorhombic and
monoclinic systems. The classic techniques allow one to
timate only the order of the complex crystal lattice para
eter. The differential Lipton technique was used as a basis
the algorithm of the program in order to estimate the para
eters ai and confine them by the least-squares techniq
This algorithm included probability distribution for estima
tions of the lattice parameters and preliminary analysis of
measured and computed scattering amplitudes. Such va
of lattice parameters were selected, which corresponde
the local maxima of the probability distribution function. A
the latter may have false maxima, which are not associa
with real values of the cell parameters, the proposed a
rithm provided additional procedures for estimation of t
reliability of proposed structure models, which allowed o
to exclude false maxima.

EXPERIMENTAL RESULTS AND DISCUSSION

The Laue patterns registered at room and low tempe
tures are presented in Fig. 2. The point Laue patterns, sh
in the picture, unambiguously identify the sample as bein
single crystal. In order to avoid the situation in which th
sample is a large-grained polycrystal and the incident be
reaches only one of the grains, the sample was shifted
small distances parallel to the film plane. The fact that
patterns obtained in various positions of the sample did
differ proves the single-crystallinity of the sample.

It is important to note that all the reflections on the La
patterns are double, as is seen from Fig. 2. This circumsta
may be explained by mosaicity of the crystal, i.e., it consi
of blocks. The misorientation angle calculated from the La
pattern is about;0.13°, which is in good agreement with th
low-angle boundary between the blocks.

The low-temperature Laue pattern shows changes in
reflection positions, though it is difficult to estimate th
structure change correctly. For that the more accurate
informative x-ray diffraction analysis is required.

Figure 3 presents the diffraction patterns obtained
temperatures of 300 and 77.3 K for the powder sample
Nd0.5Sr0.5MnO3. The low-temperature scanning was simil
to that at room temperature, which simplifies considerabl
comparative analysis of both diffraction patterns from t
same sample at different temperatures. The chosen sp
axes for the unit cells in the orthorhombic and monoclin
systems are presented in Fig. 1.10

The quantities 2u and the reduced intensities were d
rived for each maximum from the diffraction pattern at roo
temperature. Every peak was indicated using computer
processing, and the space system was determined. In F
the indices of the reflecting plane are indicated near ev
peak. Together with the extinction laws for the orthorhomb
system it clearly shows that at room temperature
Nd0.5Sr0.5MnO3 belongs to the space groupImma. For this
space group the following laws are valid:h1k1 l 52n for
lines of the~hkl! type, andk1 l 52n for lines of the (0kl)
type.11
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The unit cell parameters derived from the diffraction p
tern at room temperature werea55.4302 Å, b57.6177 Å,
c55.4860 Å.

From a comparison of the diffraction patterns in Fig.
the change of the diffraction spectrum in the low-temperat
state relative to that at room temperature is clearly se
However, the large number of superimposed lines does
allow one to perform a qualitative analysis of the crys
lattice modification in the AFM insulating state. Therefore,
the next stage of the investigation the most intense lines w
recorded in a discrete mode at both room and low temp
tures. The results obtained are presented in Fig. 4. T
clearly demonstrate that at low temperature the double m
mum ~200!/~121! splits into two separate maxima.

The shift and splitting of the diffraction maxima may b
induced both by a change of space group and by anisot
of the thermal expansion. Cooling of our samples is acco
panied by a decrease of the cell parameters, which in
results in a shift of the corresponding diffraction lines. Ho

FIG. 2. The Laue patterns for single-crystal Nd0.5Sr0.5MnO3 at T5300 ~a!
and 77.3~b! K.
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ever, the shift of the diffraction lines induced by therm
expansion anisotropy is lower than that induced by a cha
of a space symmetry group. Besides, the change of la
parameters due to thermal expansion is smooth, while n
160 K we have a jumplike change of the cell paramete
which is attributed to a change of the space group symme
The above consideration are based on the data of Ref. 3

The AFM insulating state, which is observed in th
Nd0.5Sr0.5MnO3 manganite below 158 K, is characterized b
a monoclinic structure and belongs to the space gr
P21 /m. The processing of the diffraction spectrum gave t

FIG. 3. The diffraction patterns for the Nd0.5Sr0.5MnO3 powder sample at
T5300 ~a! and 77.3~b! K.

FIG. 4. The results of the discrete recording of the~121! and ~200! reflec-
tions atT5300 and 77.3 K.
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following unit cell parameters of the monoclinic phase:a
55.4851 Å, b57.5223 Å, c55.5186 Å, and the angleb
589.455 Å.

It is important to note that, as is clearly seen from Fig.
in this angle range the diffraction reflections correspond
to the orthorhombic phase are not observed. This sugg
that in our case the state of the sample atT577.3 K is ho-
mogeneous, i.e., phase separation5 is not observed.

Consequently, the transition from the FM metallic sta
to the AFM charge-ordered insulating state is accompan
by a structural transformation. It should be mentioned tha
the transition from the orthorhombic phase with space gr
Imma to the monoclinic phase with space groupP21 /m the
crystal loses some elements of symmetry, namely 2 reflec
planes of them type and, consequently, 2 twofold rotatio
axes normal to these planes. It is known that at a ph
transition with symmetry lowering, a twin domain structu
may appear in the low-symmetry phase. In the situation c
sidered, twins may form in the monoclinic phase which a
separated by coherent domain boundaries along the plan
the (00l ) type. Then in the monoclinic phase of th
Nd0.5Sr0.5MnO3 single crystal 2 sets of (h00) planes will
exist, with an interplane angle 2b ~Fig. 5!.

The domain structure in the AFM insulating phase
Nd0.5Sr0.5MnO3 was observed visually in Refs. 12 and 13.
was assumed that the observed nonuniform state is
nected with the formation of the twin domain structure at
transition from the orthorhombic to the monoclinic phas
However, the final conclusions as to the nature of the
served domain structure could be derived only from

FIG. 5. The principle of twin structure observation inv-scanning:~a!—the
initial position; ~b!—rotating the sample into the position corresponding
the crystal twin.
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more-direct measurements, in part from the x-ray study.
In order to reveal the twins, anv-scanning of the single-

crystalline sample relative to the~200! planes was per-
formed. The orthorhombic and monoclinic phases were
amined at room (T5300 K) and low (T577.3 K)
temperatures, respectively.

The principle of the twin structure revelation b
v-scanning is demonstrated schematically in Fig. 5.

The profiles of the interference lines obtained by mea
of v-scanning at room (2u533.04°) and low (2u
532.65°) temperatures for the~200! planes are shown in
Fig. 6. The curves presented clearly indicate that at low te
perature an additional reflection appears, correspondin
the occurrence of the twinned domain structure. Thus
results of an x-ray structural investigation unambiguou
prove the formation of the twinned domain structure at
transition from the orthorhombic to the monoclinic phase

CONCLUSIONS

Our x-ray investigations of the mangani
Nd0.5Sr0.5MnO3 have shown the following:

1. In the orthorhombic phase the crystal structure
Nd0.5Sr0.5MnO3 corresponds to the space groupImma. The
unit cell of the orthorhombic phase is characterized by
lattice parametersa55.4302 Å,b57.6177 Å,c55.4860 Å.

2. At the transition to the AFM insulating charge-order
state the crystal symmetry lowers to monoclinic. The sy

FIG. 6. The results ofv-scanning of the~200! maximum atT5300 ~a! and
77.3 ~b! K.
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metry of the crystal structure of the manganite in this st
is described by the space groupP21 /m. The unit cell is
characterized by the lattice parametersa55.4851 Å,b
57.5223 Å,c55.5186 Å, and the angleb589.455 Å.

3. At the transition from the orthorhombic to the mon
clinic phase a twinning of the crystal occurs. A twin doma
structure with coherent boundaries in the crystal planes (0l )
is formed.

*E-mail:shvedun@ilt.kharkov.ua
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Conductance quantization in metal nanowires produced by chemical anodization
V. V. Fisun* and Yu. I. Yanson
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Measurements of the conductance of a metal nanowire are performed. A niobium nanowire is
produced during etching and subsequent anodization of a macroscopic wire at the location
where the wire is preconstricted. At the final stage, before the conductor ruptures, the dependence
of the conductivity on the decreasing diameter shows a distinct step structure with horizontal
sections approximately corresponding to integral conductance quanta 2e2/h57.75•1025 S.
This phenomenon is explained as a discrete passage of electron wave functions through an
atomic-size metal contact between two massive electrodes. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1421459#
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The fundamental discoveries made in the field of sub
cron structures in the last decade have influenced the de
opment of semiconductor technologies. The sizes of
components of computer chips are now approaching 150
which corresponds to only several hundreds of atoms. C
sequently, the characteristics of atomic structures are o
terest for science and possibly for future technologies.

There are a number of methods for measuring the c
ductance in nanowires, i.e. wires whose diameter equals
diameter of one or several atoms. The most widely u
methods are the STM~scanning tunneling microscope!
method1 and the break-junction method.2 The STM method
employs a fine needle which can be moved very accura
in the vertical and horizontal directions. Initially, this need
is placed against the surface of a flat metal conductor. T
the needle is raised. The metal atoms ‘‘stick’’ to the needle
a result of cohesion. As the needle is raised, a thin wire fo
between the conductor and the needle. This wire gradu
becomes thinner. It is believed that the diameter of this w
reaches the diameter of one atom.3 Since current flows
through the needle contact with the conductor, the cond
tance of this thinning nanowire can be measured right do
to a diameter of the order of one atom can be measured

A break junction is a method for measuring the cond
tance of nanowires by stretching of the conductor.2 A circular
notch is made at the center of the conductor and the con
tor is glued to a substrate consisting of a special plastic
that the notch lies between two nearby drops of glue. A s
is cut on the opposite side of the substrate at the locatio
the notch in order to be able to bend the substrate. The
strate is secured along the edges and buckles before the
ductor breaks. Then, using a piezoelectric element, the
strate is slowly unbent, while the contact has not yet b
restored. Bending and unbending the substrate produc
nanowire between two parts of the conductor and the e
trical conductance of this nanowire is measured.

In the present paper a chemical-reactions-based me
9351063-777X/2001/27(11)/3/$20.00
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is proposed for measuring the thickness and the conduct
of metal nanowires. This method is an elaboration of
technique proposed in Ref. 4.

A circular notch is made, using a lathe, at the center o
0.05 mm in diameter and 3–4 cm long niobium wire. Th
circular notch decreases the diameter of the wire by a fa
of 2–3. This conductor is glued using Stycast 2850 FT gl
so that the notch lies between two nearby drops of gl
Next, the mixture5 HF1HNO31H2Om ~in equal parts! is
dripped onto the substrate with the conductor at the loca
of the notch and the electrical resistance is measured.
etching of the niobium decreases the diameter of the w
and the resistanceR starts to increase rapidly. WhenR
reaches 2–2.5V, the acid is washed off the conductor wit
distilled water. The diameterd of the narrowest part of the
wire decreases to 10–15 nm. This estimate follows fr
Sharvin’s relation6 for a ballistic point contact: d2

5(pF /ne2)/R, wherepF is the Fermi momentum,n is the
conduction electron density, ande is the electron charge
Next, the conductor is placed into a small reservoir fill
with distilled water; a schematic diagram of the reservoir
shown in Fig. 1a. An anodization circuit@Fig. 1a# and a
measurement circuit@Fig. 1b# are connected to the wire in
the reservoir.

The anodization circuit@Fig. 1a# intended for oxidizing
the conductor in the reservoir consists of a platinum el
trode P immersed in the water, a potentiometer, an amm
and a dc voltage source~100 V!. Since the oxygen ions ar
negatively charged, a positive charge is applied to the n
bium conductor in order for the oxidation reaction to occ
The negative electrode is made of platinum to prevent o
dation and etching of the electrode. The potentiometer se
for regulating the anodization current. Since during anodi
tion the niobium wire becomes coated with a layer of a no
conducting oxide, the current in the circuit will decrease a
a potentiometer is used to maintain a constant current.

The measurement circuit@Fig. 1b# consists of an ac volt-
© 2001 American Institute of Physics
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age generator with frequency 21 Hz, a 5 MV resistor, a ac-
curate 1 kV resistor, the experimental sample, a synchron
amplifier, aXYRikadenki potentiometer, a ramp voltage ge
erator, and a computer. The reference voltage from the g
erator is applied to the synchronous amplifier, and the ap
ratus measures only the signal that has the same frequ
and phase as the generator signal. The 5 MV resistor is con-
nected to the generator; this resisance is much larger
that of the experimental sample, so that the generator ca
treated as an ac current source. The accurate resistanceV
is necessary to prevent the measurement apparatus from
ing overloaded when the contact on the sample is brok
The synchronous amplifier measures the voltage on
sample, which is proportional to the resistance. T
Rikadenki plotter is used as an analog–to–digital conver
the output voltage from the synchronous amplifier is fed
the Y coordinate and time is recorded on theX coordinate.
The ramp voltage generator gives a signal proportional to
time. The computer writes all data from the plotter to a fi

After the anodization circuit and the measurement circ
are connected to the niobium conductor, the anodization
rent is set at 10mA. Oxidation proceeds quite rapidly, an
the anodization current decreases rapidly. With the anod
tion current kept at a constant level using the potentiom
the conductor is anodized while its resistance has not
reached 1 kV ~in this case, the diameter of the conductor
3–4 atoms at the narrowest point!. Then, the anodization
current is decreased to 0.5–1mA in order to slow down the
anodization process. The entire process takes 1–3 h, dep
ing on the magnitude of the current.

The results are recorded during anodization. T
resistance–time curve is observed on the computer mon
The sample conductance is found using the relat

FIG. 1. Anodization circuit~a! and resistance measurement circuit~b!. The
sample is located in a reservoir with distilled water, P–platinum electro
A–ammeter. An acoustic generator feeds a frequency of 21 Hz to
sample. The ac voltage on the sample is measured with a synchro
amplifier SA. The sawtooth generator produces a voltage proportional to
time. An analog–to–digital converter and a computer are used to recor
measurement data in a file.
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Gmeas2G5Gx , whereGmeas is the measured conductanc
and G is the conductance of the 1 kV resistor, equal to
1023 S. The sample conductance obtained is normalized
the conductance quantumG052e2/h57.7531025 S ~h is
Planck’s constant!.

Figure 2 shows the time-dependences of the redu
conductance. Before the conductor ruptures, a step chang
the conductance occurs as a result of the quantum natu
the propagation of electron waves in a nanoconductor wh
transverse size is of the order of the de Broglie wavelen
of Fermi electrons. This is indicated by the nearly integ
values of the conductance quanta on flat sections of the
served curve. It could be inferred that the transitions betw
these sections correspond to oxidation of individual niobi
atoms. However, this is not so, as one can see from
horizontal section of the conductance prior to complete r
ture, which corresponds to a contact diameter of 1 niobi
atom. The conductance of 1 niobium atom, as a rule
higher than 1 quantum.7 This is because the conductance o
niobium atom is due to several electronic orbits, each
which carries less than 1 quantum.8 However, the last plateau
in the conductanceG(t) ~see Fig. 2! is most often observed
near 2 quanta, which corresponds to a single-atom conta

In summary, the steps at the last stages of anodiza
could be due to several factors. In the first place, if the orb
structure of the electronic wave functions of the last niobiu
atoms is neglected and the decrease in the diameter o
nanowires as a result of oxidation is assumed to be a sm
function, then the steps could be due to the quantum-
effect, where the wavelength of the Fermi electrons is of
order of the transverse size of the constriction. In this s
plified model the step height is equal to 1 conductance qu
tum, while for a cylindrical model of a contact it is equal
quanta because of degeneracy.7 In the second place, as
result of anodization, oxidation itself can occur in a st
manner as oxides with various stoichiometry, which disco
nect channels from the conductance of a niobium at
which are associated with particular orbits, are formed.
other words, measuring the electrical conductance make
possible to observe various oxidation steps correspondin
the last niobium atoms.

In the break-junction method the plateau on the step
ordinarily attributed to elastic stretching of a nanowir
which precedes an abrupt decrease of the diameter as a r
of relaxation. We underscore that in our method the horiz
tal stepped sections are due to other factors.

e,
e
us

he
he

FIG. 2. ConductanceG of a nanowire~in units of conductance quanta!
versus time for two different contacts: Nb 0307~a! and Nb 05a~b!
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Figure 3 displays a histogram reflecting the probabi
of observing a plateau in the time-dependence of the con
tance as a function of the conductanceG. The histogram was
constructed in a manner so that each plateau correspond
rectangle of width 0.2~in the units 2e2/h! and unit height,
centered at a value of the conductance where the deriva
dG/dt possesses a minimum, i.e. at a point where the fu
tions G(t) are as horizontal as possible. The peaks atG
51.8 and 3 are strongest. We compare this histogram w
the histogram obtained at Leyden University by the bre
junction method at low temperatures~Fig. 4!.8,9 In contrast to
our experiments, one wide peak withG52.3 is observed
instead of two peaks; this peak is probably due to disorde

FIG. 3. ProbabilityP of the appearance of a plateau in the time-depende
of the conductance~for eight contacts! ~see Fig. 2! as a function of the
conductance for Nb nanowires obtained by anodization at room tempera

FIG. 4. ProbabilityP of observing a plateau in the curves of the condu
tance versus the nanowire diameter for 1200 cycles of reduction and ru
of Nb break junctions atT516 K.8
c-

to a

ve
c-

th
-

g

of the atoms during the stretching and relaxation of the na
wire at low temperatures. The broadening of the nea
peaks~G51.8 and 3! in our experiments is probably due t
the quasistationary arrangement of the atoms of the m
and the oxide and the stepped oxidation of various orbits
the last niobium atoms prior to the break.

Since the intermediate niobium oxides NbO and Nb2

and various intermediate steps between them possess s
metallic and semiconductor character, the conductor dia
eter actually decreases continuously. This fundamentally
tinguishes the chemical oxidation method from t
mechanical STM and break-junction methods.

In summary, we propose a new method for observ
conductance quanta in metals. This method is distinguis
by simplicity and the absence of deformations in the str
ture of the metal, as compared with the stretching deform
tion of nanowires in the STM and break-junctions metho
This method makes it possible to measure the conductanc
a metal nanowire whose transverse section decreases q
continuously. The method does not require low temperatu
the amount of equipment required is minimal.

We thank I. K. Yanson for posing problem and for co
stant encouragement.
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Xenon excimer compounds with oxygen in inert-gas crystal matrices
A. G. Belova) and E. M. Yurtaeva
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pr. Lenina 47, Khar’kov, 61103, Ukraine
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Xenon excimer compounds with oxygen in low-temperature inert-gas~R! crystal matrices are
investigated. The transformation of the excimer emission spectrum as a reslt of a change
in the Xe concentration is analyzed. It is shown that the luminescence band with a peak near 1.7
eV could be due to the superposition of two bands withEmax51.8 and 1.72 eV. The higher-
energy band withEmax51.8 eV is observed at low xenon concentration, and it can be interpreted as
a transition from the 11P state of the complex XeO* to the lowest state XeOX3P. The
band withEmax51.72 eV, which predominates in the intrinsic Xe matrix with oxygen impurity
and high-concentrated solutions R1Xe1O2 is attributed to emission of the triatomic
excimer Xe2O* . A comparative analysis of the experimental data and theoretical calculations,
obtained for analogous compounds of xenon halides and hydrides as well as the xenon
compound with the isoelectronic S atom, is performed. The results suggest that the 3.33 and 3.58
eV bands observed in the xenon matrix belong to emission of charge-transfer complexes
Xe2

1O2 and Xe2
1S2. © 2001 American Institute of Physics.@DOI: 10.1063/1.1421460#
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1. INTRODUCTION

The energy structure and scintillation characteristics
condensed inert gases and their compounds with other
ments are of interest in connection with their use as la
media and for detecting the products of nuclear reactio
The possibility of the existence of strongly bound inert-g
excimer compounds~R! with electronegative elements an
radicals Y~H, OH, F, Cl, Br, I! is due to the existence of
bond with charge transfer R1Y2.1 As a result of the high
ionization energy of inert gases, the electronic excitation
ergy corresponding to the formation of excimer complexes
this type is usally 3–5 eV. Compounds with atomic oxyge
which also possesses a negative electron affinity, differ fr
simpler systems with univalent reagents by the presenc
one other form of excimer compounds with a covalent bo
RO* . The are formed from unexcited R atoms and exci
oxygen atoms O* in the valence states1S and 1D.1 The
electronic excitation energy corresponding to the format
of these molecules does not exceed 4 eV. Thus, a quite c
plicated system of molecular potentials is characteristic
inert-gas oxides. This system is manifested in the comp
structure of the optical spectrum from the near–IR to
VUV range. Of all the inert-gas oxides the xenon excim
compounds with oxygen have been studied most intensiv
since they are most stable. Nonetheless, many unreso
questions, concerning the virtually complete difference
tween the excimer radiation spectra in the gas phase an
the crystal matrix of xenon remain for these compounds.

Our objective in the present work is to investigate t
transformation of the luminescence spectra of excimer c
plexes of xenon and oxygen on transition from the gas ph
to a matrix of inert elements. This yields information abo
9381063-777X/2001/27(11)/11/$20.00
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the real influence of the matrix on the structure of the
complexes and it makes it possible to determine the poss
ity of the existence of the triatomic complexes Xe2

1O2. The
luminescence of the system Xe1O2 is investigated in the
intrinsic Xe matrix and in matrices of lighter inert gases N
Ar, and Kr. Analysis of the concentration and dose dep
dences of the observable luminescence makes it possib
determine the existence of two overlapping bands in
range from 1.5 to 1.9 eV. Various versions of the identific
tion of each of them are considered.

2. XENON EXCIMER COMPOUNDS IN A GAS AND IN A
MATRIX

Figure 1 displays the theoretical molecular potentials
xenon excimer compounds with oxygen in the free state2 and
the radiative transitions observed in the experimental spec
The band system XeO* 21S – 11S near 2.3 eV is most char
acteristic for the luminescence of the gas mixture Xe1O2.

3–5

The radiative transition from the same upper state 21S to the
lowest repulsive termX3P is manifested as a very narrow
emission band withEmax54.025 eV. The strongest band i
the VUV region of the spectrum is the band withEmax

55.275 eV; this band is identified as a transition from t
lowest state of charge-transfer complex to the ground te
13P –X3P.6–8 Several weak maxima at 4.59, 4.25, and 3.
eV were interpreted as transitions from 13P to the lowest
lying valence state of the complex XeO* : 13S, 11S, and
11P, respectively.7 Finally, we note that a number of earl
works on the gas systems Xe1O2 reported the observation o
continuum radiation in the longest wavelength region n
1.8 eV.3,5
© 2001 American Institute of Physics
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All bands associated with a transition from the state 21S
XeO* are completely absent in the spectrum of the crys
matrix Xe with oxygen impurity. A comparatively weak ban
with Emax54.9 eV is observed in the VUV region of th
spectrum; this band is present only at low oxygen conce
tions. The most characteristic excimer radiation associa
with the presence of oxygen in Xe crystals are two inte
bands with maxima near 3.3 and 1.7 eV.

Despite the fact that there is an entire series of wo
devoted to the study of these bands,9–19 the interpretation of
their origin is quite contradictory. Specifically, there ex
two different interpretations of the emission band withEmax

51.7 eV in Xe crystals with oxygen impurity,9,17which is the
main object of the present investigation.

The wide continuum band withEmax51.66 eV and half–
width D1/250.88 eV was first detected in the mixture X
11%N2O with excitation by synchrotron radiation with en
ergy Ehn58210 eV.9 A local maximum with Emax

51.86 eV was observed on the high-energy edge of
band. We observed a similar structural band near 1.7 eV
radiation with Emax53.3 eV in the spectra of Xe with re
sidual oxygen impurities under excitation by slow electro
with Ee5200 eV.10 It has been investigated in detail.11,12

The damping kinetics of the luminescence band in the
region of the spectrum atT525 K gives two different radia-
tion decay constants:t15110 ns forEmax51.86 eV andt2

5290 ns forEmax51.66 eV.9 According to the energy posi
tion of this band, close to the energy of the transiti
O* 1D→3P, it was identified as radiation from XeO* states
kinetically coupled with the valence state O* (1D), specifi-
cally, 11S and 11P. Since theoretical calculations20 subse-
quently showed that the lowest of these terms (11S) inter-
sects with repulsive branches of the ground state, the m
likely candidate for the radiating state remains the term1P.
The excitation spectrum of this band, measured from 8.1

FIG. 1. Potential curves of xenon excimer compounds with oxygen.2 The
arrows show the transitions observed in the experimental emission sp
of the gas phase.
l
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10 eV.9 largely corresponded to the excitation spectrum
Xe2* in crystalline xenon.21

In Ref. 14 the band widthEmax51.67 eV was observed
under excitation with laser radiation with lower energi
Ehn55 and 6.4 eV. From this it was concluded that the st
XeO* (11P) could be populated from the state of th
charge-transfer complex Xe1O2. In Ref. 15 we obtained the
photoexcitation spectrum of two bands withEmax51.65 and
3.35 eV at energies from 4.8 to 5.6 eV. Both bands have
same radiative decay time constantt5227 ns and showed
the same temperature behavior and similar variations of
tensity as a function of irradiation time. Assuming that t
lowest emitting state of Xe1O2 is 31S, the authors of Ref.
15 referred the bands withEmax51.65 and 3.35 eV to a tran
sition from this term to the levels 11P and 11S of XeO* ,
respectively; in addition, the matrix shift of the level 31S is
estimated to beDES520.78 eV. In this case the rule tha
terms with identical symmetry cannot intersect with the st
21S operates. It was also assumed that the interaction
both levels should result in deepening of the 21S potential
by approximately 0.7 eV compared with the theoretical v
ues of De . At the same time the position of the term1P
remained essentially unchanged. Thus, the question of
character and strength of the interaction of inert-gas exci
compounds with a crystalline environment became es
cially urgent for resolving the contradictions which ha
arisen.

Stabilization of excimer molecules in inert-gas matric
is due primarily to the symmetric polarization interactio
with the environment, ordinarily characterized by the sp
tral matrix shift. The emission-band maxima shift to low
energies byDES;0.1 eV compared with the gas phase, b
the other spectral characteristics change very little: sha
half-width, and lifetime.

Another possibility for lowering the energy of the sy
tem R1Y in an inert-gas matrix is formation of triatomi
molecules R2

1Y2. The energy gain is much greater in th
case and is approximately 1 eV, which corresponds to
binding energy in the molecular ion R2

1 . The radiation of
triatomic complexes ordinarily has a larger width and a co
paratively longer lifetime than that of diatomic complexe
Compounds of similar type are observed in Ar, Kr, and
matrices with halogen and hydrogen impurities. Such m
ecules can also form in the gas phase under sufficiently h
gas-mixture pressureP.1 bar.22 As far as the possibility of
triatomic inert-gas compounds with oxygen existing, it h
been proved23,24 that the molecule Ar2

1O2 is stable in the
intrinsic matrix. Evidence of the possibility of the formatio
of triatomic complexes Xe2

1O2 has been obtained13,16 in an
analysis of the photoexcitation spectra of the ternary so
solutions Ne1Xe1O2. Nonetheless, it is believed that tir
atomic molecules of this type are unstable.15

The lack of computational molecular potentials
charge-transfer compounds R1O2 has for many years mad
it difficult to identify the complete emission spectrum
crystal systems R1O. In contrast to the potentials of RO* ,
which were calculated quite a long time ago,20 the potentials
of the compounds Xe1O2 were obtainedab initio only
recently.2 Consequently, all preceding identifications of th
spectral bands were based only on estimates of the pa

tra
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eters of the potentials obtained from gas-phase experim
and analogs with compounds of this type with halogen a
hydrogen atoms. We note that the results of Ref. 2 agree
with the experimental data and earlier calculations for lo
lying covalent compounds RO* . At high energies the calcu
lation of Xe1O2 potentials shows that the lowest state is t
triplet term 13P and the singlet terms 31S and 21D lie ap-
proximately 0.3 eV above 13P; this is at variance with the
results obtained in Ref. 15.

The effect of the matrix environment of inert gases
excimer molecules with a covalent bond RO* was investi-
gated theoretically in Refs. 18, 25, and 26. According to R
26, the decrease in the energy of the atom O* (1D), corre-
sponding to the 11S state, isDEM'0.04 eV, and for O* (1S)
and O* (1P) the decrease isDEM'0.01 and 0.11 eV. Thes
results agree reasonably well with the experimentally d
On the other hand, the method used in Ref. 18 to simu
the crystal system Xe1O results in much larger values of th
energy gain in the state 11S, DEM>1 eV.

Since the effect of the matrix environment on charg
transfer complexes Xe1O2 in inert-gas crystals have still no
been investigated theoretically, the experimental ma
shifts of the emission bands of halides in Xe can be p
sented for making comparisons: they are approximately
60.2 eV.27 The computed values of the polarization intera
tion with the medium for Xe2

1Cl2, for example, are
20.39 eV28 and agree with the experimental value.

Thus, the question of the nature of excimer compou
in Xe crystals with oxygen impurity and the influence of t
matrix environment on their binding energy remains cont
versial. In some sense the transitional stage from the
phase to crystalline xenon are matrices of lighter inert ga
Ne, Ar, and Kr, whose polarizability increases in the s
quence given. Analysis of the transformation of the spec
of XeO* and Xe1O2 from the lightest to the heaviest matr
can yield substantial information for making a correct ide
tification of the emitting states. Such investigations in t
field are still inadequate. The system of transitions from
state 21S has been investigated in greatest detail.29 The mea-
sured matrix shift of the radiation 21S –X3P in Ar is only
20.06 eV, and the minimum of the 11S potential becomes
deeper by 0.1–0.25 eV, depending on the enumera
adopted for the vibrational levels in the gas phase.29 The
transition corresponding to the emission band of XeO* near
1.7 eV in Ne and Ar matrices has been investigated only
Ref. 16. Only one luminescence band was detected in
region 1.5–1.9 eV in a neon matrix with oxygen and xen
impurity; this band has a quite complicated structure cons
ing of three local maxima. The photoexcitation spectrum
this band was similar to that of Xe2* in a Ne matrix. On this
basis it was concluded in Ref. 16 that the observed radia
could be due to the formation of the triatomic excimer co
plex Xe2

1O2.

3. EXPERIMENTAL PROCEDURE

The radiation of pure crystals of the inert gases Ne,
and Kr as well as their mixtures with oxygen and xenon h
been studied by cathodoluminescence analysis using
noenergetic electrons with energyEe'0.422 keV. The op-
tical investigations were performed with a continuous-flo
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helium cryostat with the temperature of the copper subst
regulatable over the range from 2.5 to 78 K. The samp
were grown by depositing a gas mixture with the appropri
composition on the cryostat substrate at a temperature c
to the sublimation temperature of the most volatile comp
nent of the solid solution. The thickness of the polycryst
obtained wasd'1 mm and the crystals were complete
transparent. The measurements were performed atT55 K.

The initial inert gases contained oxygen impuritycO2

'102321024 at.%; a mixture withcO2
50.121 at.% was

used as a control. The Xe impurity concentration in neon a
argon matrices varied from 0.03 to 30 at.%. The radiat
was detected using DFS–24 and DFS–8 monochromato
the range 2.5 eV~7500–5000 Å!. The spectral resolution wa
0.015 and 0.06 nm, respectively. Systematic measureme
the spectral diagrams in definite time intervals made it p
sible to obtain the dose dependences of the luminescenc
the same time, the intensities of the impurity ban
Xe* (3P2 , 1P1), Xe2* (3Su

1), and O* (3S, 5S) were recorded
in the VUV range with a VMR–2 monochromator. Th
shape and position of these bands were quite reliably de
mined in previous studies. The working vacuum in the c
ostat was maintained at the level 10210bar.

4. EXPERIMENTAL RESULTS

The luminescence spectra of the solid solutions Xe1O2

in a neon or argon~R! matrix contain three types of band
referring to excitations of the matrix~R* , R2* !, noninteract-
ing xenon and oxygen impurities~Xe* , Xe2* , O* , O2* !, and
heteronuclear excimer compounds of oxygen with the in
atoms of the matrix and xenon impurity~R1O2, RO* ,
XeO* !. This radiation covers the range from the far-UV
the near-IR. The present work focused on the system
bands in the spectral range 1.5–2.5 eV~Fig. 2!. Additional
studies are required to identify several overlapping ba
at higher energies from 2.5 to 4 eV, which are due to
Xe impurity. We note only that for concentration
cXe.0.3 at.% bands with maxima at 3.44 and 3.54 eV,
spectively, were observed in the Ne and Ar matrices.

Of the previously identified bands the radiation near 2
eV is due to the transition O* (1S→1D) in a Ne matrix and
the transition 21S→11S ArO* and KrO* in Ar and Kr
matrices.9,30,31The transition O* (1D→3P) near 1.96 eV was
also observed in the neon matrix.25 In addition, the impurity
luminescence spectra in Ne, Ar, and Kr matrices contain
well-known radiation system of ‘‘green’’ bands of the com
plex XeO* (21S→11S) in the range 2.2–2.5 eV.3–5,29 The
matrix shift of the band maximum~0–8! of this system is
DES5ES

max2EG
max50.076,20.027, and20.016 eV, respec-

tively ~according to the enumeration proposed in Ref. 29
the vibrational states!. Our data for Ne and Ar agree we
with Ref. 29. In Kr the XeO* bands are too diffuse to mak
such a comparison; the two narrow bands near 2.15 eV
due to the transition 21S→11P.29

We discovered a dependence of the position and width
individual bands of the transition 21S→11S on the oxygen
concentration in the matrix. Figure 3 displays the cor
sponding emission spectra in Ar11%Xe11023%O2 and
Ar11%Xe11%O2 crystals. At low oxygen content in the
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matrix the bands shift to lower energies and broaden, wh
is especially appreciable for transitions on lower vibratio
levels of the state 11S. We note that the maximum energ
shift is 0.012 eV for the~0–5! band. The intensity of
the transition 21S→11S increases with the Xe concentratio
up to cXe'0.3 at.%, after which it decreases in the ran
cXe.1 at.%.

The band with a maximum near 2.1 eV is also char
teristic for this region of the spectrum. As far as we kno
thus far there exists only a tentative identification of th
band as being due to the radiative transition of (Xe2O)* in
Ne and Ar~Ref. 16! or (XeO)* in Kr with no identification
of the corresponding states.17 We observed a correlation o
the intensity between the 2.1 eV band and the ‘‘green’’ ba
as a function of the Xe concentration.

FIG. 2. Luminescence of excimer complexes XeO* in matrices of the inert
gases Ne, Ar, Kr, and Xe in the spectral range from 1.5 to 2.5 eV aT
55 K with cXe51% andcO2

51023%. With the exception of Xe, the spec
tra are normalized to the maximum intensity for the transition 21S→11S
RO* near 2.2 eV. In the Xe spectra the broken line corresponds
T520 K.

FIG. 3. Luminescence spectra of ‘‘green bands’’ of the transition 21S
→11S XeO* in Ar11%Xe11023%O2 ~1! and Ar11%Xe11%O2 ~2!
crystals.
h
l

e

-
,

s

Virtually all spectral bands described above are absen
solid Xe, containing oxygen impurity. The only band appe
ing in all four matrices is the quite wide continuum in the r
region of the spectrum from 1.5 to 1.9 eV. The shape a
width of this band depend appreciably on the Xe impur
concentration in neon, argon, and krypton matrices. Figu
4 and 5 show this transformation as a function ofcXe in

oFIG. 4. Bands, normalized to the maximum of the emission spectrum, w
Emax near 1.7 eV in argon~a! and krypton~b! matrices with different Xe
concentrations: 0.1%~1!, 1% ~2!, and 10%~3!.

FIG. 5. Evolution of the emission spectrum of the band near 1.7 eV i
neon matrix as a function of the Xe concentration.
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argon and neon matrices. In the latter case the characte
background of the crystal-Ne matrix was subtracted from
total emission contour. Figure 6 compares the luminesce
spectra of Ne, Ar, and Kr crystals with onlycXe51 at.%. In
all cases presented it is observed that the band splits into
components with maxima nearEmax'1.8 and 1.7 eV. In what
follows we shall denote them asX1 and X2 , respectively.
According to Figs. 4 and 5, as the Xe concentration
creases, the ratio of the intensities between the max
changes in favor of the long-wavelength maximum.

Two maxima can also be identified in experiments w
various oxygen concentrations. As the oxygen concentra
increases, the intensity is redistributed in favor of the sh
wavelength band~see Fig. 7!.

In the xenon matrix the continuum radiation has on
one maximum at 1.7 eV with a quite large half-widthD1/2

50.17 eV and a weak shoulder in the region 1.8 eV. T
gives the band a pronounced asymmetry at high energ
The shoulder becomes more distinct as temperature incre

FIG. 6. Normalized, at the maximum, luminescence spectra of Ne, Ar,
Kr crystals with xenon and oxygen impurity concentrations:cXe51% and
cO2

51023%. The xenon spectrum with the same oxygen impurity is p
sented for comparison.

FIG. 7. Influence of different contents of oxygen on the luminescence s
tra of Ar1O21Xe crystals withcXe50.1 and 1%.
tic
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up to 25 K. The continuum in the intrinsic xenon matrix ca
be associated to the maximum of the luminescence spec
X2 in the lightest inert matrices. With respect to the latt
measured in a neon matrix, the continuum under study
shifted in xenon in the direction of lower energies by 0.
eV. In other matrices the bandsX1 andX2 overlap too much
to make a confident comparison.

The bandX1 , obtained from a sample with the lowe
Xe and O concentrations, and the bandX2 from samples with
high Xe concentration were used to separate the obse
band into its componentsX1 andX2 . According to Fig. 8 and
Table I, the position of theX1 bands is essentially indepen
dent of the xenon concentration, and the half-width of t
band is approximatelyD1/2'0.16 eV.

The X1 band dominates the spectra of all matrices w
low xenon concentrationscXe<0.3%. Increasing the concen
tration at first results in an incresae of both bands, but ascXe

increases, the bandX2 starts to grow beforeX1 . For cXe

>1% the intensity of the bandX1 starts to decrease, so th
the bandX2 becomes dominant. Figure 9a shows the dep
dence of the intensity ratio of the bandsX2 , XeO* (21S
→11S), and Xe* (1P1) on the xenon concentration in N
matrices. The ratiosI (X2)/I (XeO* ) and I (X2)/I (Xe* )
clearly increase ascXe increases. From 0.1 to 10% the ban
intensity ratio increases approximately by a factor of 50. F

d

-

c-

FIG. 8. Decomposition of the luminescence band near 1.7 eV into com
nents: 1! contour of the experimental spectrum, 2! contour of the Xe2O*
spectrum, 3! result of subtracting the Xe2O* contour from the experimenta
spectrum. The resulting curve is a superposition of the Xe2O* bands~4! and
the red wing from the high-energy band, presumably associated with im
rity Xe2 ~5!.

TABLE I. Energies of the maxima and half-widths obtained for the ban
X1 andX2 by decomposing the experimental spectrum into two compone

Band Emax, eV D1/2 , eV

X1 1.860.01 0.1660.01
X2 1.715 0.174
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comparison, Fig. 9a shows the intensity ratioI (X2)/
I (XeO* ), which within the limits of stability of the experi-
ment and the accuracy of the separation of the contoursX1

andX2 , is essentially constant.
The analogous dependence ofI (X2)/I (XeO* ) on the xe-

non concentration is also observed in Ar crystals~Fig. 9b!.
We note that in an Ar matrix with low oxygen contentcO2

51023% the intensity of the bandX2 increases with sub
stantially lower xenon concentrations compared with the m
trix containing 1% O2. The intensity ratioI (X2)/I (XeO* ) is
approximately 5 times greater in the argon matrix with lo
oxygen content. This probably means that the formation
ficiency of the complexes responsible for emission of
bandX2 decreases as the impurity oxygen concentration
creases.

Figure 10 shows the effect of the irradiation time on t
intensity distribution between the bandsX1 andX2 with im-
purity content 0.3%Xe and 1023%O2 in a Ne matrix. Ac-
cording to the figure, as the irradiation dose increases,
only do the intensities ofX1 andX2 increase, but the relative
intensity of these bands changes in favor ofX2 at the initial
stage of irradiation. Evidently, this could be due to radiatio
stimulated diffusion of xenon impurity in inert matrices.32

5. DISCUSSION

A. Diatomic and triatomic excimers in a crystal matrix

Summarizing the results presented above, we shall e
merate the basic features of the continuum emission ban
the range 1.5–1.9 eV:

FIG. 9. a! Band intensity ratiosI (X2)/I (XeO* )(21S→11S) (h) and
I (X2)/I (Xe* (1P1) (s) versus the xenon concentration in the Ne matr
I (X2)/I (XeO* ) (3) is presented for comparison; the solid line is the cur
of growth of pair centers Xe2 as a function of concentration; b!
I (X2)/I (XeO* ) versus the Xe concentration in an Ar matrix with differe
oxygen content.
-
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1! for concentrations 0.1 up to 10% Xe this continuu
can be represented as a superposition of at least two diffe
bandsX1 andX2 , differing by the position of the maximum
the shape, and the concentration dependence;

2! the bandX1 predominates in the luminescence spe
trum at low Xe concentrations and intensifies with increas
oxygen concentration;

3! the bandX2 predominates in the spectrum for high X
concentrations and decreases as the oxygen concentratio
creases;

4! as the irradiation dose increases the intensity beco
redistributed between the bandsX1 and X2 in favor of the
latter;

5! the concentration dependence of the intensity of
bandX1 correlates with the concentration dependence of
intensity of the transition XeO* 21S→11S, while the inten-
sity of the bandX2 increases strongly compared with XeO*
with increasing xenon concentration.

These facts make it possible, at the first stage of
discussion, to associate the bandX1 with a diatomic complex
(XeO)* and the bandX2 with triatomic complexes of xenon
compounds with oxygen (Xe2O)* .

The fact that the bandX2 corresponds to the triatomi
complex (Xe2O)* is confirmed by the fact that the intensit
ratios I (X2)/I (XeO* ) and I (X2)/I (Xe* ) ~see Fig. 9a! de-
pend on the xenon concentration essentially identically
reproduce the concentration dependence of the forma
probability P2 of a pair impurity center of xenon with ran
dom substitution of a xenon atom for matrix atoms. T
probability P2 can be estimated as33

P2512~12c!Z, Z512, ~1!

where c is the xenon concentration,Z is the coordination
number, and the second term is the probability that a sec
xenon atom does not appear on random substitution into
first coordination sphere of a given xenon atom. The conc
tration dependence~1!, shown in Fig. 9a~solid line!, is iden-
tical to I (X2)/I (XeO* ) and I (X2)/I (Xe* ) within the limits
of the experimental variance.

FIG. 10. Effect of the irradiation dose on the luminescence spectrum of
crystal Ne1Xe1O2 with cXe50.3% andcO2

51023%. Irradiation timet,
min: 3 ~1!, 22 ~2!, and 389~3!. The spectra are normalized at the intens
maximum. The real change in the intensity of the maximum with increas
irradiation time is shown in the bottom part of the figure (j).
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Another, controversial, argument in favor of the conje
ture made above is the excitation spectrum of the bandX2

near 1.7 eV in an Ne matrix,16 which is very similar to the
excitation spectrum of Xe2* in an Ne matrix,13 though
slightly shifted to lower energies by approximately 0.04 e
There are also differences in that the relative contribution
impurity exciton-like states of Xe is smaller than in the e
citation spectrum of the xenon molecule Xe2* in Ne. A simi-
lar conclusion can also be drawn by comparing the excita
spectra of the band withEmax51.66 eV9 and Xe2*

21 in an
intrinsic Xe matrix. Nonetheless, this similarity is still not
final proof that the bandX2 is correctly attributable to a
triatomic exciplex (Xe2O)* , since the molecular state o
Xe2* in this case can be only an intermediate link for tran
ferring energy from the higher-lying excitonic bands. On th
level the direct excitation spectra of this band are more
formative. Up to now such investigations have been p
formed only in the intrinsic xenon matrix, from 4.8 to 5
eV.15 The spectrum obtained agrees well with the excitat
energy of this bandEexit55 eV and 6.42 eV in Ref. 14. Thus
it can be concluded that the population of the correspond
emission center in the xenon matrix comes from states
cated somewhat above the dissociation limit Xe1O* (1S)
54.18 eV.

It is also known that in an Ar matrix the photon excit
tion energy 5.64 eV makes it possible to fill a certain state
a complex with charge transfer, which is manifested in rad
tion near 4.3 eV.29 This state possesses triplet symmetry a
fills the state 21S nonradiatively.29 Since the ground state o
the excimer XeO is the triplet termX3P and the lowest state
of Xe1O2 is the triplet term 13P, it is natural to infer that
photoexcitation fills, first and foremost, precisely this st
X3P→13P. The analog of such a transition was recen
observed in an argon matrix for Ar1O2.34

We shall now compare these results with the compu
potential 13P Xe1O2.2 First, the difference of the compute
energy2 5.77 eV of the radiative transition 13P→X3P from
the experimentally measured energy of this transition in
gas phase 5.3 eV must be taken into account.6,7 Since the
energies of transitions from other states are predicted m
more accurately, it can be inferred that the computatio
error refers to the state 13P and is approximatelyDEd

50.47 eV. Taking this correction into account and the f
that the matrix shift of the luminescence of the analogo
charge-transfer complexes Xe1F2 and Xe2

1F2 in an Ar ma-
trix fluctuates for various states fromDES520.4 to
20.5 eV,27 the energy of the minimum of the term 13P in
an argon matrix can be approximately estimated as

Emin~13P!5Eteor~13P!2DEd1DES'6.1320.47

20.4555.2 eV. ~2!

It is obvious that this state can easily be filled in Ar by
excitation with energy 5.64 eV.29 It is possible that even in
the intrinsic Xe matrix the start of the excitation spectru
near 4.8 eV can correspond to filling of precisely this sta
-
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B. Effect of an additional Xe atom. Can the X2 band be
attributed to the polarization interaction of the excimer
„XeO…* with a neighboring xenon atom?

Before we consider the possible paths of radiative a
nonradiative relaxation of excimer states, we must disc
the question of whether or not the bandsX1 and X2 corre-
spond to different types of excimers (XeO)* and (Xe2O)*
or to one and the same compound (XeO)* but in different
lattice sites. Here we have in mind completely isolated i
purity sites surrounded by matrix atoms~Ne, Ar, Kr! and
sites which possess in their nearest-neighbor environmen
additional Xe atom which does not form a chemical bo
with an excimer molecule. In the second case the influe
of the polarization contribution of the additional Xe atom
the nearest neighbor environment of an excimer molecule
the energy of its radiative transition must be estimated.

Apparently, the most direct answer can be obtained
comparing the luminescence spectra of the transit
21S – 11S in diatomic molecules XeO* with the same Xe
impurity concentration~1%! but different oxygen conten
(1023 and 1%! ~Fig. 3!. For low oxygen concentration th
presence of an additional Xe atom near a XeO* molecule
becomes much more likely, and a red shift of the lumin
cence band is indeed observed. Nonetheless, the maxim
value of this shift is very small (20.012 eV), much less than
the difference in the position of the maxima of the bandsX1

andX2 . The shift of the band with a maximum near 2.1 e
does not exceed20.002 eV. These values of the shift agr
completely with the difference in the binding energy p
atom in crystal lattices of argonDk(Ar) and xenon
Dk(Xe).21 When a single Ar atom from the nearest-neighb
environment of an excimer XeO* is replaced by a Xe atom
the approximate estimate of the change in the interac
energy gives

DDk5@Dk~Xe!2Dk~Ar!#/n50.01 eV, ~3!

where n56 is the number of nearest-neighbor atoms in
substitution site, the most stable position of oxygen in a
matrix.26

The value presented above is in good agreement with
results for an analogous transition1S–1D in the sulfur atom
S* in Ar and Xe matrices.19 We recall that a S atom is iso-
electronic with a O atom and has similar interaction ener
potentials with the Xe atom, which were also calculated
Ref. 1. The main difference between XeS* and XeO* is that
for XeS* 11S the lower state 11S has a shallower well:
De50.33 eV.2 In contrast to XeO* , the radiation 21S
→11S XeS* is observed not only in Ar and Kr but also i
Xe. The corresponding matrix shifts areDES520.015,
20.04, and20.065 eV.19 Thus, the difference in the ene
gies of the transition 21S – 11S in Ar and Xe matrices does
not exceed 0.05 eV. This shows that, in the first place, th
is no substantial deepening of the 11S potential in a Xe
matrix and, in the second place, when a single Ar atom
replaced by a Xe atom the energy of the state 11S changes
by not more than 0.01 eV.

On this basis it can be concluded that the relatively la
difference of the energy position of the maxima of theX1

andX2 bandsDE5Emax(X1)2Emax(X2)50.08 eV is a conse-
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quence of the fact that the structures of the correspond
complexes are different.

Nonetheless, it is not due to the character of the inter
bond in the complexes. Both bands manifest properties
compounds with a covalent bond. The energy position of
continuum bandX11X2 near 1.7 eV changes very little i
different matrices, which is characteristic precisely f
stretching excitations.13,19 Conversely, the matrix shift of the
radiation of charge–transfer complexes is ordinarily seve
tenths of an eV. For comparison, we can present the ma
shifts of the radiation of Xe1F2 in Ar and Ne, which are 0.44
and 0.06 eV, respectively.27 The strong influence of the ma
trix on charge–transfer complexes is due to solvation effe
arising as a result of the polarization interaction of cha
states with the surrounding Ar and Xe lattice.

The X2 band in a neon matrix is distinguished from th
general emission contour even at concentrationscXe50.1%
and both bandsX1 andX2 simultaneously exist in the spec
trum practically up to 10 % Xe. In our view this fact does n
agree with the suggestion that the matrix shift of a charg
transfer complex is20.78 eV.15 It is obvious that for con-
centrationscXe50.121% it is unlikely that quite large re
gions of accumulation of impurity Xe atoms, where stro
polarization interaction could form, resulting in a large low
ering of the potential Xe1O2, will appear.

There is another fact that seems to contradict the a
ciation of radiation near 1.7 eV to a charge–transfer comp
Xe1O2. The radiative lifetime of theX2 band in a Xe matrix
is, according to different data,t5290 ns9 or 227 ns,15 which
is an order of magnitude greater than the lifetime of
charge–transfer complex Xe1O2 13P in the free statet
510 ns.6 However, if the observed radiation is due to t
transition 31S→11S ~Ref. 15! with a much larger lifetime,
the absence of a better resolved transition (3P→3P) in the
spectrum becomes incomprehensible.

C. Identification of radiating states

According to the energy considerations presented ab
there is greater justification for associating theX1 and X2

bands to transitions of (XeO)* and (Xe2O)* from states
associated with valence excitation of oxygen O* (1D).
Among the three terms converging to the dissociative li
Xe(1S0)1O* (1D)51.96 eV, the most likely radiating
state, in our view, is the term 11P. It possesses a shallow
minimum, in contrast to the purely repulsive state 11D, and
does not intersect the repulsive branch of the ground s
X3P, in contrast to the term 11S. The depth of the potentia
well of the state 11P in the free molecule is estimated t
range fromDe'0.03 eV2 to De50.06 eV.4 In a Ar matrix
this potential becomes deeper,29 and in the intrinsic Xe ma-
trix the state 11P can be even more stable. The state 11P
intersects the repulsive state 13S2 at the interatomic dis-
tancer e52.25 Å, i.e. quite far from the position of the po
tential minimar e53.4 for 3.6 Å for the 21S and 11P states,
respectively.2 Therefore the nonradiative dissociative anni
lation channel of the state 11P, most likely, will be ineffi-
cient. On the other hand, if the influence of a charge–tran
complex results at least in a small lowering of the level 11S,
then the probability of nonradiative phonon relaxation b
g
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tween 11P and 11S can decrease substantially. In this ca
it is radiative relaxation from the state 11P that can be most
likely in the Xe matrix.

The comparatively short lifetime for the forbidden tra
sition t5227 ns15 does not contradict the assumptions ma
above. We recall that in the gas phase the transition O* (1D
→3P) is forbidden@t5110 s ~Ref. 35!#. In a Ne matrix it
decreases tot532 s.25 This decrease of the lifetime is due t
the partial removal of the forbiddenness on the transit
1D→3P in a crystal matrix and also the formation of mo
lecular bonds. As model calculations show,26 Xe atoms in the
nearest-neighbor environment of an excited atom O* (1D)
undergo an asymmetric shift in different directions by t
amount 0.1–0.2 Å, and the shift of the O* atom itself rela-
tive to the central position reaches 1 Å. As a result, a v
strong shortening of the lifetime of the radiating state is o
served. Thus, for example, for the radiation O* (1S→1D) in
the gas phaset5800 ns,35 and for the corresponding trans
tion XeO* (21S→11S) in Ar t5112 ns.29

The energy of the transitionX1 corresponds to the theo
retically computed potential of (XeO)* .2 The transition
21S→11S is predicted there very accurately:DE221

5Eteor2Egas520.05 eV. On the basis of these data and
radiation energy in the gas phase, we estimated the erro
terming the energies of other valence transitions: 21S
→X3P ~Eteor54.22 eV, DE22X50.195 eV! and 11P
→X3P ~Eteor52.13 eV, DE12X5DE22X2DE122

50.2 eV!. Correspondingly, the energy of the transitio
11P→X3P in a gas should be 1.93 eV. This value agrees
within 0.1 eV with the energy of theX1 band in Ne. It could
be difficult to observe this band in the gas phase becaus
the symmetry forbiddenness. Nonetheless, the unident
continuum in the red region of the spectrum, observed
some investigations of a gas mixture of xenon w
oxygen,3,5 could be due precisely to this radiation.

We can also make certain assumptions concerning
relatively narrow band withEmax52.1 eV, whose intensity
correlates with the transition XeO* 21S→11S. The energy
position of this band in various matrices differs appro
mately by 0.2 eV and is 2.12, 2.09, and 2.07 eV in Ne,
and Kr matrices, respectively. It is not observed in Xe cr
tals. Judging from the small width, this band corresponds
a transition to a quite flat section of the lower term. Of t
energetically suitable states, only potentials of the cova
compounds possess this specific property. On the basis o
working parameters of Ref. 2 the transitions 21S→11D or
31S→21S could correspond to radiation near 2.1 eV. Ho
ever, there is not enough experimental information conce
ing this band to make a final identification of the band. T
lifetime t5115 ns of the band of XeO* with Emax

52.08 eV in a Kr matrix, measured in Ref. 17, agrees w
with the lifetime of the transition XeO* 21S→11D in Kr.29

This makes it more likely that this band is due to 21S
→11D. On the other hand, for excitation XeO* with energy
Eexc55.64 eV in an Ar matrix, the presence of a band ne
2.1 eV in the spectrum was not mentioned.29 This could be
due to the fact that the corresponding radiative term
aboveEexc, i.e. it is associated to the states 31S or 21D.
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D. Estimates of transition energies from charge-transfer
complexes in a crystal matrix

We shall now consider the influence of the matrix en
ronment on the radiation energy of charge–transfer co
plexes Xe1O2. This makes it possible to estimate the pos
bility of attributing the continuum band near 1.7 eV to th
transition 31S→11S and the 3.3 eV band to 31S→11P,
proposed in Ref. 15. The Ne matrix, because of its h
plasticity and weak polarizability, ordinarily contribute
minimal shifts to the emission energy of impurity molecule
For example, the shift of the emission energy of a charg
transfer complex Xe1F2 is only 20.06 eV.27 This suggests
that the matrix shift for Xe1O2 radiation in neon is of the
same order of magnitude. Thus, the energy splitting betw
the terms Xe1O2(31S) and XeO* 11S in a neon matrix
should differ very little from the gas phase, and we can
clude any large deepening of the 11S potential by 0.78 eV,
as proposed in a xenon matrix.15 In accordance with the cal
culations performed in Ref. 2 and taking account of the 0
eV correction to achieve agreement between the comp
tional and experimental potentials Xe1O2, the proposed en
ergies of the transitions 31S→11S and 31S→11P can be
estimated and should be approximately 3.9 and 3.75 eV
spectively. The experiments show that in a neon matrix
diation is not observed in this energy range, and once a
the bandsX1 andX2 are present in the spectrum.

We shall now estimate the energy of the radiative tr
sition in Xe2

1O2 assuming a simple law that is charcteris
for other charge–transfer complexes of inert gases. We
that diatomic compounds with halides Xe1G2 and hydrides
Xe1H2 do not occur in the intrinsic Xe matrix, since th
triatomic molecules Xe2

1G2 and Xe2
1H2 are energetically fa-

vored. The radiation of a charge–transfer comp
Ar2

1O223,24 is also observed in an Ar matrix with oxyge
impurity.36–38

According to Table II, the difference in the energies
radiation from the lowest diatomic states in a free state
from triatomic states in an intrinsic xenon matrix isDEG2S

51.921.8 eV for a wide range of reagents. In this case,
corresponding radiative transition Xe2

1O2→Xe2O* should
be observed in the energy range

ES~Xe2
1O2!5EG~Xe1O2!2DEG2S~Xe1F2!

55.27521.9253.35 eV, ~4!

TABLE II. EnergiesEmax of the emission band maxima for certain charg
transfer complexes of Xe with reagents the Y in the gas phase and in a
Xe Matrix as well as their difference.

Reagent
Y

Emax(Xe1Y2), eV
~gas!

Emax(Xe2
1Y2), eV

~solid Xe!

Emax(Xe1Y2)2

2Emax(Xe2
1Y2),

eV

D 6.525 @Ref. 46# 4.862 @Ref. 47# 1.663
O 5.275 @Ref. 27# 3.333* 1.942
F 3.520 @Ref. 48# 1.599 @Ref. 27# 1.920
S 5.462 @Ref. 6# 3.583 @Ref. 44#** 1.879
Cl 4.025 @Ref. 48# 2.164 @Ref. 43# 1.862
Br 4.396 @Ref. 48# 2.583 @Ref. 43# 1.813

*Value and identification of this work, see also Refs. 13 and 15.
** This identification is proposed in the present work, see text.
-
-

-

h

.
–

n

-

7
a-

e-
-
in

-

te

x

f
d

e

which agrees quite well with the energy 3.33 eV of the ba
maximum in a Xe matrix. We now estimate the energy po
tion of the radiative term of Xe2

1O2. The internuclear dis-
tance between the ions Xe1 and O2 in a triatomic molecule
is only 5% greater than for a diatomic molecule.39 The en-
ergy of the XeO ground stateX3P with r (Xe–O)52.9 Å is
E(X3P)'0.1 eV.2 The variance of the theoretical values f
the energy of the ground stateX1Sg

1 of the Xe2 molecule in
the region of strong interatomic repulsion is quite larg
E(Xe2)'0.560.1 eV ~see, for example, Refs. 40 and 41!.
Consequently, for an equilibrium internuclear distance of
molecular ion Xe2

1 r e53.1 Å39 we chose the valueE(Xe2)
50.5 eV, which corresponds to the latest experimen
data.42 Thus, the energy position of the minimum of Xe2

1O2

in a xenon matrix can be approximately estimated as

Emin~Xe2
1O2!5ES~Xe2

1O2!1ES~X3P!1ES~Xe2!

'3.3310.110.553.93 eV. ~5!

This energy level was found to be somewhat lower than
state 21S. This could be why there is no radiation corr
sponding to the transition 21S→11S in a Xe matrix and in
lighter matrices with higher Xe concentrations, when imp
rity pairs Xe2 are most likely to form.

Continuing the analogy to xenon fluorides, we shall a
sume that the matrix shifts for Xe2

1F2 and Xe2
1O2 are ap-

proximately the same, i.e.DES(Xe2
1O2)520.43 eV in

Xe.43 Then in the gas phase the radiation from Xe2
1O2

should be observed for

EG~Xe2
1O2!5ES~Xe2

1O2!2DES~Xe2
1O2!

53.3310.4353.76 eV. ~6!

Indeed, comparing with the spectrum of the gas mixtu
Xe1N2O shows that a quite wide radiation band with a co
plex structure, which can be a superposition of the emiss
bands Xe1O2(23P→X3P)7 and Xe2

1O2, lies in this region.
The difference of the energies of the radiation from diatom
and triatomic molecules is

DE~Xe2
1O2!5E~Xe1O2!2E~Xe2

1O2!

55.27523.7651.51 eV, ~7!

which agrees reasonably well with the analogous energy
xenon fluorides~1.49 eV! in the gas phase.

A similar comparison for the compounds Xe1S2 and
Xe1Cl2 likewise shows that the radiation energies of d
atomic and triatomic excimers are the same. These estim
are presented in Table II. The luminescence band with ene
3.58 eV was observed in a Xe matrix with S as t
impurity.44 Although initially it was attributed to radiation o
the compound Xe1S2, the authors believe that in this cas
the matrix shift DES(Xe2

1O2)51.86 eV is too large, and
they suggested that the transition occurs not into the gro
but rather into a valence state correlating with Xe1S(1D) or
Xe1S(1S). From our viewpoint the presence of such an
tercombination transition in the spectrum and the absenc
a better resolved transition into the ground state contrad
the association made above. Undoubtedly, the regular
presented are still not absolute proof, but from our standp
the association of the 3.58 eV band in the Xe matrix to

lid
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transition from Xe2
1S2 and 3.33 eV to a transition from stat

Xe2
1O2 is completely consistent with preceding investig

tions of excimers in solid matrices. The position of the mi
mum for Xe2

1S2 Emin54.1 eV, computed analogously, in
Xe matrix was 1.3 eV above the dissociation limit
Xe1S* (1S). Thus, the radiative transition XeS* 21S
→11S in an intrinsic matrix becomes possible, as is o
served experimentally.

Our investigations and the results of Ref. 13 show t
the band withEmax53.3 eV is observed in the spectrum
solid solutions of Xe in Ar and Xe in Ne only for sufficientl
high concentrationscXe.0.3%. In addition, the lifetime of a
state of a charge–transfer complex Xe1O2 in an Ar matrix is
unusually sensitive to the Xe concentration.29 For cXe54%
the lifetime of the emission band of Xe1O2 near 4.3 eV
decreases by almost an order of magnitude from 340 to
ns, and the relative intensity of the radiation of Xe1O2 and
XeO* (21S) decreases and the state 21S is no longer filled
from higher-lying charge-transfer complexes. Indeed, la
calculations2 showed that the lowest state of Xe1O2 pos-
sesses a triplet symmetry and intersects with the term 21S at
the top of the potentials. The energy of this state is too low
relax nonradiatively as a result of an interaction with high
energy states of Xe2* . Consequently, we thought that th
quenching of Xe1O2 could be due to the formation of tri
atomic excimers Xe2

1O2, which with 4% Xe are statistically
entirely likely.

The position of an impurity oxygen atom in the xeno
crystal lattice can play an important role in the formation
excimer molecules. An oxygen atom in a Xe matrix can o
cupy three possible lattice sites: an interstitial site, a sub
tution site, and a so-called builtin site, which is energetica
most favorable.18 Builtin sites contain most of the impurity
oxygen atoms, which start to move to freer substitution s
as the crystal temperature increases toT'30 K.17 In the light
of everything said above, it seems possible that triato
molecules with a covalent bond can form precisely in
builtin interstitial sites, while in less compressed sites sub
tutions can form predominantly diatomic molecules. Our
vestigations show that an activation transition correspond
a change in the shape of the band near 1.7 eV atT'30 K
~Fig. 2!. The largest local maximum 1.8 eV, which forms
shoulder on the luminescence band withEmax51.7 eV in
crystalline xenon could correspond to diatomic compoun
This assumption completely explains the different lifetime
the components:t15110 ns for Emax51.86 eV and t2

5290 ns forEmax51.66 eV.9

E. Alternative variants of the identification of the bands
X1 and X2

To check the possible association of the 1.7 eV band
the radiation of the complex Xe2

1O2 we shall estimate the
energy of a transition from the corresponding lowest state
the term Xe2O* , associated with O* (1S). Assuming that the
energy of the polarization interaction of the matrix wi
O* (1S) has the same value19 DES(S)'0.1 eV as for an iso-
electronic atomS* (1S), and the magnitude of the repulsio
potential at r 52.8 Å is dE(11P)<0.03 eV,2 the corre-
sponding radiation could be observed with
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E~Xe2
1O2→Xe2O* !'E~Xe2

1O2!2ED1DES~S!

1dE~11P!53.9321.9720.110.03

'1.9 eV. ~8!

This value is appreciably greater than the energy of
observed transition. Nonetheless, considering that such
mates are quite approximate, the assumption made ab
cannot be completely excluded, and the close similarity
the excitation spectra of the 1.7 and 3.3 eV bands and t
lifetime15 requires additional investigations of this questio
We are still inclined toward the previously made associat
of the radiation near 1.7 eV to a transition from the state
Xe2O* on the basis that the energy of this band is essenti
independent of the polarization influence of the matrix en
ronment and corresponds numerically to shifts character
for a valence transition.19 It seems to us that the possibility o
the existence of such compounds, which isa priori excluded
in Ref. 26, even though the formally constructed poten
presumes such a possibility, need to be reexamined theo
cally.

For completeness, several elucidating remarks conc
ing the ionic centers found in xenon clusters are requir
The luminescence bands of Xe clusters near 1.9 and 1.5
are classified as transitions from excited ionic states (Xe3

1)*
or (Xe4

1)* .45 The corresponding radiating states are iden
fied as transitions similar to a free ion Xe2

1(1/2)g→1(1/2)u
and 2(1/2)u→1(3/2)g .

Even though the indicated bands lie in the energy ra
of the investigated bandsX1 andX2 , we believe it extremely
unlikely that the ionic centers are associated with the
served radiation. In the first place, the excitation spectra
theX2 band withEmax51.72 eV, which were investigated i
pure Xe and in a Ne matrix with Xe impurity, lie signifi
cantly below the ionization threshold of Xe, which exclud
any possibility of associating it to ionic states. As far as t
bandX1 with Emax51.8 eV is concerned, it is unlikely to b
associated to the 1.9 eV band in Xe crystals for purely s
tistical reasons. In clusters the band withEmax51.9 eV is
observed only when the number of atoms in themN>10,
which corresponds to the possibility of the formation of e
cited ionic centers (Xe3

1)* or ~Xe4
1)* with partial charge

delocalization.45 It is obvious that forcXe51022% it is im-
possible to achieve such a large accumulation of impu
atoms in a matrix@see Eq.~1!#. Radiation from diatomic
molecular ions (Xe2

1)* could be observed only at energie
below 1.6 eV,39 and consequently it likewise cannot be ass
ciated with the bandX1 which was investigated.

6. CONCLUSIONS

In this work we investigated the luminescence of xen
excimer compounds with oxygen in inert-gas matrices. T
dependence of the luminescence spectrum and the inten
of its individual bands on the matrix properties and xen
and oxygen concentrations was analyzed. The change in
form of the continuum luminescence band with maximu
near 1.7 eV as a result of a change in the Xe concentra
was described by a superposition of two bands of differ
nature.
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The short-wavelength band, whose maximum lies n
Emax51.8 eV, predominates in weak ternary solutions a
can be interpreted as a transition from the state XeO* (11P)
into the lowest stateX3P. The band withEmax51.72 eV is
characteristic for strong solutions and an intrinsic Xe ma
with oxygen impurity. It is associated to radiation of th
triatomic excimer Xe2

1O* . This state is probably geneticall
associated with the excitation O* (1D).

The transformation of diatomic complexes into triatom
complexes under the action of exciting radiation, accele
ing diffusion of Xe atoms in a Ne lattice, was traced for t
example of the ternary solution Ne1Xe1O2.

A comparative analysis of the results with the expe
mental data and the computed terms, known for similar
lide and hydride compounds with xenon as well as for xen
compounds with isoelectronic to oxygen atom S, was p
formed. As a result the bands 3.33 and 3.58 eV in a xe
matrix with O and S impurity were tentatively associated
radiation of charge–transfer complexes Xe2

1O2 and Xe2
1S2.

The currently available experimental and theoretical d
are insufficient for making a final identification of the cente
associated with excimer radiation of inert gases. This
quires further investigations of the concentration dep
dences of the photoexcitation and photoluminescence s
tra.
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Effect of an orientational phase transformation on low-temperature creep in n -H2

L. A. Alekseeva,* Yu. E. Stetsenko, Yu. V. Butenko, and A. A. Solodovnik

B. I. Verkin Physicotechnical Institute for Low Temperatures, Ukrainian National Academy of Sciences,
pr. Lenina, 47 Khar’kov, 61103 Ukraine
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The low-temperature stationary creep of solid normal hydrogen grown in a polycrystalline form
is investigated. The experimental temperature range 1.4–4.2 K includes the temperature
Tc of the phase transformation ofn-H2. It is found that as the temperature ofn-H2 decreases to
Tc the stationary creep rate of the samples abruptly decreases. This which could be due to
stiffening of then-H2 lattice as a result of orientational ordering of the orthomolecules. ©2001
American Institute of Physics.@DOI: 10.1063/1.1421461#
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The H2 molecule is a quantum-mechanical system c
sisting of four Fermi particles~two protons and two elec
trons! with half-integer spins. As a result of the requireme
that the total wave function be antisymmetric, there exist t
nuclear spin modifications of H2—ortho- and para-, which
are described by different sets of rotational states~the quan-
tum numbersJ assume the values 0, 2, 4, . . . for even to
spin of the nucleiI 50 and 1, 3, 5, . . . for odd total spinI
51!. At temperatures below 85 K~especially, in a crystal!
only the lower statesJ51 andJ51 are occupied~see, for
example, Ref. 1!. As a result of the loss of the high symmet
characteristic of sphericalp-H2 molecules by orthohydrogen
o-H2 molecules interact more rigidly in the lattice~primarily
via electrostatic quadrupole–quadrupole~EQQ! forces!. The
hydrogen modifications behave as two fundamentally diff
ent and mutually soluble substances. The anisotropic E
interaction between orthomolecules for concentrationsx
.53% initiates orientational ordering, which occurs at
concentration-dependent temperatureTc and is accompanied
by a crystallographic transition from a hexagonal clo
packed lattice structure~stable at high temperatures! to a
cubic structure. For ortho-H2 concentration equal to 75%
(n-H2!, orientational ordering with a structural change hc
fcc occurs when the temperature decreases to 1.58 K~see
Ref. 2 and the references cited there!. The overall crystal
symmetry is lowered fromP63 /mmc to Pa3.2,3

Phase transformations in molecular crystals~for ex-
ample, in CH4

3! lead to a sharp change in a number of pla
ticity parameters, including the stationary creep rate«̇, under
the action of a constantly applied stress. In hydrogen
phase transformation is accompanied by a change in the
sitional order of the centers of gravity of the molecules, a
in this connection the character of the behavior«̇(T) is of
special interest.

Up to now there has been no information on the assum
influence of a phase transition on the value of«̇ for solid
normal hydrogen. In the present paper we present the re
of an investigation of the temperature dependence of the
tionary ~steady! creep rate«̇ in solid n-H2 for three values of
9491063-777X/2001/27(11)/3/$20.00
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the applied stresss in the temperature range 1.4–4.2 K
including the phase transition pointTc . A feature indicating
that the phase transition influences the plastic deforma
rate ofn-H2 is observed is observed in the behavior of«̇(T).

Samples 50 mm long and 10 mm in diameter we
grown from gaseous H2 collected above the surface of liqui
n-H2 with purity 99.999 mole %. The gas accumulated und
a small excess pressure~in order to create a reserve of H2 for
growing samples and to prevent air from entering! at room
temperature in a 12KH18N10T steel injection system. A
result of the extremely low partial pressure of all possib
nonhydrogen impurities,5 at the boiling point of hydrogen the
H2 gas had the highest possible purity and enriched as hig
as possible with the main hydrogen components~ortho- and
para- in the natural ratio 3:1!. n-H2 was crystallized in a
liquid helium cooled gas ampul.6 As a result of the rapid
removal of the vapor above the samples, the samples w
freed from the ampul walls. The loading of the sampl
annealed at 10–11 K, was performed with a movable
connected with the core of an electromagnet.6 The samples
grown were polycrystals with 1.5–2 mm grains.

The temperature of the samples was regulated by ev
ating vapor above liquid4He. It was measured according t
the helium vapor pressure and monitored with carbon th
mometers to within61022 K. The error of temperature sta
bilization and the temperature nonuniformity along a sam
did not exceed 1021 K. The increase in the sample leng
was measured with an inductive displacement senso
within 1025 cm.

Figure 1 displays the temperature dependences of
steady creep rate«̇ of n-H2 samples. These curves were o
tained for three values of the constant stresss applied to the
samples~0.02, 0.06, and 0.1 MPa!. The experimentally ob-
tained values of«̇ were averaged over several measureme
the deviation from the average did not exceed 3–5%. I
evident in the figure that in the high-temperature phase
n-H2 all «̇ temperature dependences presented tend to s
rate on cooling, and this tendency tends to be disrupted w
the phase transition point, where«̇ decreases abruptly for a
© 2001 American Institute of Physics
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three indicated values ofs, is crossed. This shows that th
rate of stationary plastic flown-H2 is sensitive to the struc
tural phase transformation.

It follows from the measurements of the steady cre
rate of n-H2, which are presented in a wide range of te
peratures 2–13 K~see Ref. 2 and the references cited the!,
that the activation energy of steady creep for temperatu
2 K,T,4.2 K is close to the characteristic energy of t
noncentral EQQ interaction for two neighboringo-H2 mol-
ecules in the lattice~3.2–3.3 K, see Ref. 2!. This shows that
the quadrupole–quadrupole interaction between orthohy
gen molecules play a determining role in the kinetics
low–temperature creep ofn-H2.

The observed feature in the behavior of«̇ near the phase
transformation point inn-H2 is due to the difference of the
fundamental physical properties of the ortho- and pa
modifications of solid H2—the presence of orientational o
dering ofo-H2 molecules and the difference of the structu
state of crystallinen-H2 at temperatures below and abo
Tc . The results obtained clearly show that the orientatio
ordering induced among the orthomolecules by the elec
static quadrupole–quadrupole interaction~as temperature de
creases toTc51.58 K, the short-range order is accompan
by the appearance of long-range order in the mutual orie
tions of the orthomolecules in then-H2 crystal! and the
structural phase transition influence the mechanisms of
formation ofn-H2, which determine the kinetics of the sta
tionary creep ofn-H2 near the phase transition (1.4,T2

,2 K).
It should be noted that the crystallographic fcc–h

phase transition probably does not play the main role in
change in the plasticity parameters ofn-H2. This result is
based on the fact that a temperatures belowTc , where the
distribution of the centers of mass of the hydrogen molecu
in ann-H2. polycrystal is characteristic for the fcc structur
the stationary creep rate of the samples is not higher
rather appreciably lower than in the anisotropic hcp str
ture. To interpret this observation the polycrystalline nat
of the experimental samples ofn-H2 and the general specifi
nature of hcp crystals must be taken into account: comp

FIG. 1. Temperature dependences of the stationary creep rate«̇ of n-H2

polycrystals for various values of the applied stresss.
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tively rapid blocking of the deformation of individual grain
by neighboring grains because there is no possibility for fi
slip systems to appear in the grains simultaneously, whic
necessary to preserve their continuity. This gives a basis
expecting a higher plasticity inn-H2 at temperatures below
the point of the crystallographic transformation of its stru
ture.

The observed feature of the temperature dependenc
«̇ for n-H2 agrees qualitatively with the results of the inve
tigation ~see, for example, Ref. 4! of the effect of a phase
transition on the stationary creep rate of crystalline metha
where the low-temperature phase transition~see Ref. 3 and
the references cited there! results at the transition point in a
abrupt change of«̇ by almost two orders of magnitude. Thu
the lower values of the creep rate«̇, the higher degree o
hardening, and the lower plasticity ofn-H2 in the fcc phase
at temperaturesT,Tc are due primarily to differences in th
character of the rotational motion ofo-H2 molecules near the
phase transformation temperature and the presence of l
range order in their relative orientations in the crystal.

At temperatures belowTc an o-H2 molecule undergoes
librational oscillations, preserving the arrangement of
centers of gravity at sites of the typePa3 in the close-
packed lattice.2 The equilibrium positions of the axes of th
orthohydrogen molecules are directed along the four spa
diagonals of a cube. The disruption arising with the moti
of dislocations at temperaturesT,Tc not only in the posi-
tional but also orientational order in an-H2 crystal causes
the symmetry axes of the crystal to tilt away from the eq
librium orientations. A transition through the point of th
orientational phase transition with increasing temperatur
ordinarily accompanied by the appearance of spontane
deformation~see Ref. 6!. It follows from experiment that
long-range order in the relative orientations of orthom
ecules below the temperatureTc increases the friction in the
lattice for dislocations inn-H2. The facts that as the symme
try of the crystal changes as a result of the hcp–fcc ph
transition in n-H2 and that the structure of the dislocatio
nuclei changes with the appearance of four sublattices w
different orientations of the symmetry axes of theo-H2 mol-
ecules must be taken into account. Instead of isolated di
cations, existing atT.Tc , in n-H2 samples at temperature
T,Tc superdislocations arise7,8 with antiphase displacemen
vector a/2 @110# ~a is the distance between nearest neig
bors! and antiphase boundaries. Forn-H2 they separate spe
cific rotational domains9 characterized by different orienta
tions of the molecular axes ofo-H2. Such domains arise in
molecular cryocrystals with a predominant anisotropic EQ
interaction between the molecules. This is probably the r
son for the appearance of jump in the creep rate of hydro
at the transition through the phase transition pointTc . It
should be noted that the observed behavior of«̇ is, to a large
degree, similar to the changes observed in the mechan
properties~for example, the microhardness! of heavy mo-
lecular crystals of the type C60 at their phase transition
point6,10

We are deeply grateful to V. G. Manzheli�, M. A. Strzhe-
mechny�, M. I. Bagatski�, V. D. Natsik, and A. I. Prokhva-
tilov for helpful remarks and I. V. Legchenkova for assistin
in the presentation of the results obtained in this work.
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Oscillations localized near impurity layers in a layered crystal
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It is shown that the interaction between vibrational modes polarized parallel and perpendicular to
the layers in a strongly anisotropic layered crystal is very weak for frequencies above the
van Hove frequency, which corresponds to a transition from closed isofrequency surfaces to
surfaces which are open in the weak-coupling direction. Such mode quasisplitting results
in quasi-two-dimensional behavior of phonons polarized along layers and quasi-one-dimensional
behavior of phonons polarized in a direction perpendicular to the layers and localized near
light or strongly coupled impurity atoms or monolayers. ©2001 American Institute of Physics.
@DOI: 10.1063/1.1421462#
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INTRODUCTION

The study of states localized near flat defects of a cry
structure is necessary for understanding the thermodyna
and kinetic properties of real crystals and for solving appl
problems of acousto-, opto- and microelectronics~develop-
ment of waveguide systems, highly sensitive sensors, an
on!. A number of works where the resonance states locali
in macroscopic-size multilayer crystal structures are stud
on the basis of the theory of elasticity have appeared rece
~see, for example, Ref. 1!. However, because shor
wavelength phonons make a large contribution to all vib
tional characteristics of such compounds and further min
turization of technical devices is a practical necessity it
definitely of interest to use the methods of the atomic
namics of a crystal lattice to study resonance effects.

Here, it is especially important to study localized a
quasi-localized vibrations in crystals with strong anisotro
of the interatomic interaction, specifically, in quasi-tw
dimensional crystal structures. In the first place, such obj
fall between three-dimensional lattices and low-dimensio
structures, which differ qualitatively from three-dimension
structures by the formation conditions and characteristic
localized states. In the second place, weak coupling betw
atoms even in a single crystallographic direction, which
natural for such crystals, makes the localized states~espe-
cially near surfaces! very sensitive to external perturbation

In the present paper oscillations localized near an im
rity monolayer in the interior of a layered crystal are studie
It is shown that for sufficiently strong layered anisotropy t
behavior of such oscillations is quasi-one-dimension
which makes it possible to use exactly solvable o
dimensional models, taking into account only the ratios
the elastic moduli of the crystal, to describe states locali
near flat defects.

In a strongly anisotropic layered crystal, where atoms
various layers are coupled with one another much m
weakly than the atoms in a single layer, the interaction
tween vibrations polarized parallel and perpendicular to
layers is proportional to the squared small ‘‘anisotropy p
rameter’’ g—the ratio of the weak interlayer interaction
9521063-777X/2001/27(11)/6/$20.00
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the strong intralayer interaction (g!1).2 ~This phenomenon
is usually termed quasisplitting of photon modes.! As a re-
sult, the isofrequency surfaces of phonon modes polari
along layers are strongly extended in the direction of we
coupling and are open in this direction in a very wide fr
quency range, where the spectral properties of the co
sponding vibrations are essentially two-dimensional.1! The
quasi-two-dimensional behavior of phonons polarized alo
layers signifies that virtually all of them~except extremely
long wavelength! are localized in the plane of the layers. O
the other hand the isofrequency surfaces correspondin
the phonon branch polarized in the weak-coupling direct
~i.e., perpendicular to the layers! do not extend in any crys
tallographic direction and there are no quasi-lo
dimensional singularities in the behavior of the correspo
ing phonons in an ideal layered crystal.

The flexural stiffness of the layers in virtually all layere
crystals~see, for example, Refs. 3–14! is much smaller than
the strong intralayer interaction and the maximum phon
frequency for the latter branch is appreciably lower than
maximum frequencies for the two other acoustic branche
is of the same order of magnitude as the frequencies of
van Hove singularities, corresponding to the transition
isofrequency surfaces of these branches from closed to o
i.e. in this frequency range, where the two-dimensional
ture of the phonons polarized in a planar layer is most st
ingly manifested, vibrations of an ideal layered lattice whi
are polarized in the weak-coupling direction are essenti
nonexistent. Such vibrations in this frequency range can a
as a result of the presence of definite defects—light
strongly-coupled impurity atoms or impurity monolayers. I
deed, in strongly anisotropic crystals the vibrations of lig
impurities15,16 or atoms of light sublattices17 are very
strongly localized in the weak-coupling direction. In add
tion, the frequency of the corresponding pronounced re
nance vibration, as a rule, lies precisely in the range wh
the isofrequency surfaces of vibrations polarized in the ba
plane are open in the weak-coupling direction. Such stro
localization of the vibrations in the frequency range whe
the phonon density of an ideal lattice is by no means sma
© 2001 American Institute of Physics
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due to the absence, in this region of an ideal lattice, of
brations polarized perpendicular to the layers and to
weak interaction of phonons with this polarization with tw
dimensional phonons polarized in parallel to the laye
Quasi-one-dimensional singularities should appear in the
havior of these strongly localized vibrations. To prove th
assertion we shall examine vibrations localized near an
purity monolayer in a strongly anisotropic layered crystal

The most natural classification for describing localiz
states is one based on a representation of the vibrations
superposition of diverging waves~in contrast to the conven
tional decomposition in terms of plane waves18–21!. The
J-matrix method~or the recursion method!22–25 completely
corresponds to such a classification. This method does
employ explicitly the translational periodicity of the lattic
and therefore its application to ideal and defective structu
is essentially the same. In addition, the nondegeneracy o
spectrum of the operators~of the correspondingJ matrices!,
which we employ here to describe the vibrations of the s
tem, makes it possible to avoid many computational diffic
ties.

In the recursion method all spatial displacements of
atomsH are represented, using an appropriate choice of
called generating vectorsh0

( i ) , as a direct sum of subspace

H ( i ) which are invariant under the operatorL̂ describing the
vibrations of the crystal:

L̂~r , r 8!5
F̂~r , r 8!

Am~r !m~r 8!
,

HereF̂(r, r 8) is the force-constants matrix, which describ
the interaction between atoms occupying points with vec
r andr 8 andm(r ) andm(r 8) are the masses of these atom
These subspaces, ordinarily termed cyclic, are linear h
spanned by a sequence of linearly independent vec

$L̂n h0
( i )%n50

` . Orthonormalizing this sequence we obtain
orthogonal basis$hn

( i )%n50
` in which the operatorL̂( i ), engen-

dered by the operatorL̂ in the subspaceH ( i ), is represented
by a tridiagonal Jacobian matrix (J matrix!. We shall desig-
nate its diagonal matrix elements asan

( i ) (n50, 1, 2, . . . ) and
the off-diagonal elements asbn

(1) . The indexi enumerating
the subspaces will be used only when various cyclic s
spaces must be distinguished.

The distribution of the frequencies of the atomic vibr
tions in the system is ordinarily expressed in terms of
matrix elements of the Green’s operatorĜ5(l Î 2L̂)21 ~here
l is the squared frequency and the eigenvalue of the ope
L̂). If h05r uu&PH is taken as the generating vector, i.e. t
displacementu of an atom with radius vectorr , then the

matrix elementG00(l)[(h0 , Ĝh0) will contain complete in-
formation about the frequency characteristics of the vib
tions of the system, where each atom moves in the direc
of the vectoru. The conditions for the existence of the imag
nary part ifG00(l) determine the limits of the bands of th
continuous spectrum of the vibrations, and the magnitud
the imaginary part characterizes the frequency distribution
a given atom within these bands. The spectral density
malized to 1 is
i-
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r0~l!
1

p
Im G00~l!. ~1!

The complete distribution functiong(l) of the squared
frequencies is the arithmetic-mean of the spectral dens
generated by the linearly independent vectorsh0

( i ) .
The function G00(l) can have poles only outside th

continuous spectrum, i.e. in the region where this function
purely real. These polesld determine the squared discre
local frequencies. The residues of the Green’s function at
poles

md
~0!5résl5ld

G00~l! ~2!

are the intensities~or weights! of the local vibrations.
The root-mean-square displacement of an atom with

dius vectorr as a function of the squared frequency a
temperature is proportional tor(l) for vibrations with fre-
quencies in a band of the continuous spectrum, and tomd

(0)

for vibrations with discrete frequencies.

QUASISPLITTING OF PHONON MODES IN A STRONGLY
ANISOTROPIC LAYERED CRYSTAL

If the displacements of one atom of a given model
directions parallel and perpendicular, respectively, to
basal plane are taken as the generating vectorshi and h' ,
then, because of the quasisplitting of the phonon modes
larized in these directions,2 the corresponding spectral dens
ties ~1! will be identical, to within the squared small param
eter g, to the phonon densities of the correspondi
branches. In what follows we shall treat the spectral fu
tions as functions of the frequencyv and not its squarel
[v2, i.e., the quantitiesn i(v)[2vr i(v

2). They satisfy the
relations

nx,y~v![
1

p
Im~hi , Ĝhi!5

a2c

2~2p/\!3

3 (
q51

2 R
vq~k!5v

dSq

u¹kvq~k!b 1O~g2!;

~3!

nz~v![
1

p
Im~h', Ĝh'!5

a2c

~2p\!3

3 R
v3~k!5v

dS3

u¹kv3~k!u
1O~g2!,

were, as usual~see, for example, Ref. 18!, the integral ex-
tends over the isofrequency surfacevq(k)5v (q51,2,3)
anddSq is an element of this surface.

The model of a strongly anisotropic layered latti
should describe the basic distinguishing features of the p
non spectrum of crystals in a given class. First and forem
is the presence of low-frequency short-wavelength acou
phonons in the spectrum~see, for example,2! Refs. 3–14!: in
the weak-coupling direction~in k space! all three acoustic
branches have low frequencies right up to the boundary
the first Brillouin zone, and one of them, polarized in a d
rection perpendicular to the layers, remains low-frequen
for k,x0y also. The dispersion law for this mode for wav
vectors in the basal plane, for the case where the flex
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stiffness of the layers is much greater than the weak in
layer interaction, can be quasiflexural.3,14,18,26Of course, for
the model at hand the conditions for translational and ro
tional invariance, stability, and transition to the lon
wavelength limit of the equations of lattice dynamics in t
equations for the theory of elasticity should be satisfied~see,
for example, Refs. 18 and 19!.

For the model we shall use a body-centered tetrago
lattice and we shall orient the four-fold axis in the directi
of weak coupling. Since the atoms in the neighboring lay
of such a lattice are shifted relative to one another in
direction of the basal plane, to describe the weak interla
interaction it is sufficient to consider the central interacti
of the nearest neighbors~not lying in the same plane!—the
lattice will be stable. To describe the intralayer interacti
we shall confine our attention to the interaction of the fi
and second neighbors in the basal plane, and we shall
account of the central and noncentral interaction betw
them. The force-constants matrices have the form

Fik~a,0,0!52d ik@a i
~1!d i ,x1b~1!~d i ,y1d i ,z!#;

Fik~a,a,0!52S a i
~2! j 0

j a i
~2! 0

0 0 b~2!
D ;

FikS a

2
,
a

2
,
a«

2 D52a'S 1 1 «

1 1 «

« « «2
D .

Herea andc[ae are, respectively, the interatomic distan
in the basal plane and in the direction of the four-fold ax
The parametersb (1) and b (2) describe the noncentral inte
action between the first and second neighbors in the b
plane. The condition that the lattice-dynamics equations
come the equations of elasticity theory gives the followi
relation between these parameters:b (1)522b (2)[b. The
same relation follows from the conditions that there be
stresses at the boundary oriented along the basal plane
we can neglect the relaxation of the force constants on s
a free surface.

The parametersa i
(1) and a' describe, respectively, th

central interaction of the nearest neighbors in the basal p
~the strongest in the lattice! and the weak interlayer interac
tion ~also purely central!, whereg.a' /a i

(1) . The quantity
a i

(2) characterizes the central interaction of the second ne
bors in the same plane, and the parameterj5a i

(2)2b/2.
This model is stable for positive values ofa i

(1) , a' , j, a i
(2) ,

and 0,b,1.
The matrixF ik(0,0,0) is obtained from translational in

variance. The symmetry operations of the point groupD4h

can be used to find all other force-constants matrices f
those described above.

We shall now analyze the dependence of the quant
n i(v) on the parameterg. All other parameters are fixed
a i

(2)50.2a i
(1) , b50.05a i

(1) , and c/a52; the frequency is
conveniently measured in terms ofv05Aa i

(1)/m. Figure 1
shows the evolution of the spectral densitiesnx,y . Curve1
corresponds tog50.03, which for our choicec/a52 corre-
sponds to a weakly anisotropic crystal~such as PbI2). The
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curve2 (g50.01) corresponds to layered crystals where
ratios of the elastic constantsC33/C11;C44/C1120.1,
which is characteristic for many layered compounds~GaSe,
GaS, In4Se3, and so on!. The curves3 and 4 correspond to
g50.003 andg50.001 ~even stronger anisotropy—such a
in graphite!.

The spectral densitiesnx,y(v) are Debye-shaped up t
the frequencyvz (vz

2516a' /m) at which the isofrequency
surfaces become open in the weak-coupling direction, p

FIG. 1. Evolution of the spectral densitiesnx,y as a function of the anisot-
ropy of the interlayer interaction~parameterg): g50.03~1!, 0.01~2!, 0.003
~3!, and!.001 ~4!.
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sess a ‘‘kink’’ van Hover singularity of this frequency~their
curves near this singularity are shown in the inset on
enlarged scale!, have a pronounced two-dimensional chara
ter, and are essentially independent ofa' . The maximum
vibrational frequency of the lattice is essentially independ
of a' . The ‘‘two-dimensional’’ van Hove singularities, cor
responding to a transition from closed to open isofreque
surfaces and vice versa in the direction of propagation o
transverse wave in the basal plane~i.e. the directionky for
the wave polarized along the abscissa and directionkx for a
wave polarized along the ordinate!, are very sharp peak
~when there is no interaction between the layers these
Hove singularities are logarithmic!.

A sharp low-frequency peak forms in the spectral den
ties nz(v) with decreasing interlayer interaction~Fig. 2!.
This peak determines most anomalies of the vibrational th
modynamic properties of such systems~see, for example
Refs. 30 and 31!. For a',b the topology of the low-
frequency surfaces of a vibrational mode polarized perp
dicular to the layers is determined primarily by the quasifle
ural term. The strong anisotropy of this term in the ba
plane~the isofrequency surfaces extend along the coordin
axes! gives rise to oscillations of the corresponding spec
densities~curves2–4!.

QUASI-ONE-DIMENSIONAL CHARACTER OF OSCILLATIONS
LOCALIZED NEAR AN IMPURITY OR AN IMPURITY
MONOLAYER

Quasi-two-dimensionality of the spectral densiti
nx,y(v) is observed at frequenciesv*vz , i.e., primarily
outside the localization region of the spectral densitynz(v).
Consequently, quasi-one-dimensionality is by no me
characteristic for vibrations of an ideal layered lattice wh
are polarized in a direction perpendicular to the layers
interact weakly with quasi-two-dimensional phonons pol
ized in the basal plane~see Fig. 2!.

At the same time the correspondingly polarized vib
tions of defect atoms~impurities and impurity monolayers!
can easily possess frequencies greater than the van H
frequencyvz . In this case their behavior, specifically, th

FIG. 2. Evolution of the spectral densitiesnz as a function of the paramete
g ~the numbering of the curves is the same as in Fig. 1!.
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dependence of the frequency on the parameters of a de
i.e., on the variation of the mass and the force interaction~in
this case the interlayer interaction!, should be similar to the
behavior of local vibrations lying outside the bands of th
continuous spectrum of a linear chain. It is obvious that
this case the frequency range of localization of the spec
densitynz(v) will play the role of a band of the continuou
spectrum of a linear chain. The impurity distinguished
mass and force interaction in an infinite linear chain c
result in the appearance of two local vibrations32,33

v l1
2 5

~v* !2

8

11h

11e H 31«2
12«

h
1

31«

h

3H ~11h!F S 12«

31« D 2

1h G J 1/2J ;

~4!

v l2
2 5~v* !2

~11h!2

4h
,

wherev* is the upper limit of the band of the continuou
spectrum of a linear chain;« andh are the relative change in
mass and the force constant, respectively. Here, the impu
itself vibrates only with one of the local frequenciesv l1, and
the second local frequencyv l2 corresponds to an antiphas
displacement of the nearest neighbors of the impurity~the
impurity atom itself is at rest!.

Let a light monolayer, coupled with the layers of th
main lattice more strongly than the coupling within the lay
itself, be embedded in a layered crystal described by
model considered above, i.e., a defect system consistin
three neighboring rows in a layered crystal. In the mo
atomic lattice approximation, describing the main dist
guishing features of the phonon spectrum of strongly an
tropic layered crystals, this simulates, for example,
embedding of a light alkali metal in a layered semiconduc
As a rule, here,c̃/ã,c/a ~the tilda designates the propertie
of the impurity atoms!. Let m̃/m50.5, ã/a and c̃/a51.5.
Since in most cases the light atoms possess the sm
atomic radius, as a rule,34 ã i

(1),a i
(1) . We shall choose the

following values of the force constants in the defect syste
ã i

(1)50.5a i
(1) ; ã i

(2)50.1a i
(1) ; b̃50.04a i

(1) ; and,ã'.a' .
Figures 3a–3d correspond to different values of the

teraction between a defective monolayer and the main lat
(ã'): a—ã'50.1a i

(1) ; b—ã'50.125a i
(1) ; c—ã'

50.15a i
(1) ; and, d—ã'50.175a i

(1) . All four figures show
the relations~4! v l1(h) ~for «[(m̃2m)/m520.5) and
v l2(h) ~curves1 and2!. The figures also show the curves
the spectral densities~as functions of the frequency! gener-
ated by displacements in the weak-coupling direction:
atoms in the impurity monolayer~curves3! and layers neigh-
boring the impurity layer in antiphase to one another~curves
4! (vm—upper boundary of the band of the continuous sp
trum of an ideal layered crystal!. Curves3 contain sharp
resonance peaks corresponding to vibrations localized pri
rily on the impurity monolayer itself. The propagation o
these vibrations in the plane of the monolayer~for example,
as a result of a noncentral interactomic interaction! gives rise
to an additional~‘‘satellite’’ ! peak, whose height decreas
sharply when the frequency of the main peak lies outside



ra
ia
e

re

th
e

pic

us.
is

n-

s

l
er-
ar
ar-

ec-

-

ns
the
-
ide
the
s in
e in
oles

r-
gly
an

n in
llel

ons
w
be
of
o-

t-

n-
e

ms
mic

ith
c-

e-
e
-

ac-
ific
de-

lo

(

-
no
on
of

956 Low Temp. Phys. 27 (11), November 2001 Grishaev et al.
band of the continuous spectrum of an ideal crystal. Vib
tions with frequencies of both of these peaks are essent
absent from the frequency spectra of atoms of other lay
~even layers close to the impurity monolayer!. The large
broadening of the quasilocal peaks on the curves4 are also
due to propagation of vibrations in the plane of the cor
sponding layers.

The effective maximum frequency, which appears in
expression~4! as a factor, is chosen according to the fr
quency of the local vibration generated by a light isoto

FIG. 3. Illustration of the quasi-one-dimensional behavior of vibrations

calized near a light (m̃/m50.5) strongly coupled (ã'@ga i
(1)) impurity

monolayer in the interior of a strongly anisotropic layered crystalg

50.01): ã'50.1a i
(1) ~a!, 0.125a i

(1) ~b!, 0.15a i
(1) ~c!, and 0.175a i

(1) ~d!.

Curves1 and2—the functions~4! v l1(h) ~with «[(m̃2m)/m520.5) and
v l2(h); curves3 and 4—spectral densitiesn(v) generated by displace
ments in the direction of weak coupling of the atoms in the impurity mo
layer and layers neighboring the impurity monolayer, in antiphase with
another, respectively. The broken curves show the total phonon density
ideal lattice.
-
lly
rs

-

e
-

impurity in the three-dimensional structure of interest to
Such a vibration is very highly localized. The frequency
noted by the symbolv* 'vmAC33/C11 ~the ratio of the elas-
tic moduli C33/C11;0.1, just as for many layered semico
ductors!.

The frequencies of the quasilocal peaks in the curve3
and 4 agree well with the frequenciesv l1 and v l2 for the
same value of the parameterh, which for a layered crysta
plays the role of the effective change in the interlayer int
action. This identity shows that the vibrations localized ne
an impurity monolayer are quasi-one-dimensional. The ch
acter of the propagation of vibrations in the planes of def
tive layers ~for example, will the ‘‘satellite’’ peaks in the
curves3 in Fig. 3d always be sharp?! depends on the inter
atomic interaction in the plane of the layer~i.e. on the model
chosen!. However, the frequency of the localized vibratio
is essentially model-independent and are determined by
expressions~4!, describing the frequencies of local vibra
tions in a linear chain, even though local frequencies outs
the bands of the continuous spectrum are poles of
Green’s function of a linear chain and the quasilocal peak
the corresponding spectral densities of a layered crystal li
a band of its continuous spectrum and cannot be such p
in our case.

CONCLUSIONS

In summary, quasisplitting of vibrational modes pola
ized parallel and perpendicular to layers occurs in a stron
anisotropic layered crystal. At frequencies above the v
Hove singularity frequencyvz , corresponding to a transition
from closed isofrequency surfaces to ones that are ope
the weak-coupling direction, the phonons polarized para
to the layers are essentially two-dimensional.

In an ideal layered lattice the frequencies of the phon
polarized in the weak-coupling direction are mainly belo
vz and consequently no one-dimensional singularities can
observed in their behavior. At the same time the vibrations
impurity atoms or impurity monolayers having the same p
larization can possess frequencies abovevz , and conse-
quently they can be quasi-one-dimensional.

If the interlayer interaction is stronger for impurity a
oms~or atoms of impurity monolayers! than for atoms in the
main layered lattice, then quasilocal vibrations with freque
cies abovevz ~but below the upper limit of a band of th
continuous spectrum of an ideal crystal! will be due to not
only the corresponding displacements of the impurity ato
themselves but also the antiphase displacement of ato
layers neighboring the impurity layers, which together w
the impurity monolayer form a defect system, in this dire
tion.

Both types of localized vibrations will be quasi-on
dimensional. Their properties~the frequency and the degre
of localization! will essentially be independent of the geom
etry of the layers and the character of the intralayer inter
tion, i.e. the lattice properties that are due to the spec
model under study. Such localized vibrations can be
scribed using the exact analytical expressions~4! obtained
for models of linear chains with impurities.
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a!E-mail: syrkin@ilt.kharkov.ua
1!In Ref. 2 this is illustrated for the behavior of van Hove singularitie

which are extremely sensitive to the interatomic interaction.
2!In addition, low-frequency optical phonons appear in the vibrational sp

trum of strongly anisotropic crystals with a complex lattice. See, for
ample, Refs. 27–29 for a description of their contribution to the vibratio
characteristics and the influence of the flexural stiffness of the layer
their behavior.
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Crowdions in atomic cryocrystals and metals with fcc and bcc lattices
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Numerical values are obtained for the parameters of the crystal-field potentials and crowdions
~self-energy, effective mass, characteristic length! for Ar and Kr fcc cryocrystals, Cu and
Al fcc metals, anda- andd-Fe bcc metals. The calculations are performed assuming that the
interatomic interaction in the crystals can be described by empirical Lenard–Jones and
Morse pair potentials. A new algorithm is developed and used for calculating the crystal-field
potentials. The algorithm is based on a representation of the crystal lattice as a collection
of parallel atomic rows. An analytic expression in the form of a trigonometric series is obtained
for the potential describing the interaction between an atom in a close-packed row and the
crystal matrix. An explicit analytic expression is also obtained for the energy parameter
characterizing the interatomic interaction inside a distinguished row. It is shown that the
main condition for weak coupling between close-packed rows and the crystal matrix, admitting
the existence of crowdions and the application of the long-wave approximation for
describing crowdions, is satisfied in all crystals investigated. ©2001 American Institute of
Physics. @DOI: 10.1063/1.1421463#
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INTRODUCTION

Crowdion lattice excitations are one of the interesti
objects of investigation in modern crystal physics. Crow
ons can play a large role in the dynamics and kinetics
radiation defects, diffusion processes, and certain phenom
of inelastic deformation of crystals.1–8 In the modern inter-
pretation a crowdion is a nonlinear solitary wave of displa
ments which arises in close-packed atomic rows and is c
sidered to be an example of a topological soliton.9–12

In Ref. 13 the problem of crowdion motion is formulate
as a dynamical problem of a three-dimensional crystal
tice. It is shown that the correct separation of nonline
crowdion excitations and linear elastic deformations in
three-dimensional crystal is possible only in the lon
wavelength approximation. This approximation correspo
to crowdions with sufficiently large widthl@b and suffi-
ciently low velocity V!c (b and c are, respectively, the
characteristic values of the interatomic distance and
sound velocity in a crystal!. When the requirements indicate
above are satisfied, it is possible to pass to the continu
limit in the equations describing crowdions, crowdion ex
tations can be distinguished against the background of s
elastic deformations of the crystal, and the description
crowdions can be reduced to the analysis of solitary wave
a one-dimensional Frenkel’–Kontorov crystal. Th
Frenkel’–Kontorov model of a one-dimensional crystal co
sists of a chain of strongly interacting atoms which unde
one-dimensional motion on a stationary periodic subst
which creates a relatively weak potential field.9,10,14,15When
this model is compared with a real crystal, it is assumed
the mobile chain of atoms corresponds to a distinguis
9581063-777X/2001/27(11)/9/$20.00
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atomic row and the periodic potential of the substrate sim
lates the interaction of this row with the crystal matrix.

In Ref. 13 it is shown that in describing crowdions it ca
be assumed, to a first approximation, that the crystal ma
is absolutely stiff, i.e. its deformations can be neglect
Then, it is convenient to use the functionu(x,t) describing
the longitudinal displacement field of the atoms from th
equilibrium positions in an ideal crystal, which depends
the coordinatex along the chain and the timet, as the natural
dynamic field variable. It is assumed that the directions
the axis 0x and the displacementu(x,t) are given by the
elementary translations vectorb of the crystal along the
atomic chain under study. The functional energy correspo
ing to this approximation is

H5
1

bE2`

` Fma

2
~ u̇!21

w

2
~u8!21F~u!Gdx. ~1!

Here ma is the mass of the atoms in the distinguished ro
wis the interatomic interaction parameter inside the dis
guished row,F(u)5F(u1b) is the periodic potential of the
crystal field for atoms in the distinguished row~substrate
potential!, u̇5]u/]x, andu85]u/]x.

In the present paper we shall consider simple crys
consisting of identical atoms, the interaction between wh
at a distancer is described by a pair potentialU(r ). In this
case the expressions for the parameterw and the potential
F(u) are13

w5
1

2 (
r

r irk

]2U~r!

]r i]rk
; ~2!
© 2001 American Institute of Physics
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F~u!5(
R

@U~RÀtu!2U~R!#, t5
b

b
. ~3!

Here the summation extends over the equilibrium po
tions r of the atoms in the distinguished row and the ato
R of the matrix. The second term in brackets in Eq.~3!
defines the reference point for the potential energy, whic
chosen so that the potential is nonnegativeF(u)>0 .

In our recently published paper16 the structures and dy
namical properties of crowdions were analyzed for an a
trary periodic potentialF(u). The analysis shows that th
structure of a crowdion can be described by the solut
u(x,t) in the form of a kink characterized by a set of para
etersl0 , lm , andlm* :

l05Aw/F9~0!, lm5Aw/uF9~b/2!u,

lm* 5A2Fm /uF9~b/2u. ~4!

Here F9(u)5(d2du2)F(u) and Fm5F(b/2) is the height
of the barrier. It was established that for a wide class
single-barrier symmetric potentialsF(u) satisfying the con-
dition for applicability of the continuum approximation bu
differing from the curvature at the minimum (u50) and
maximum (u5b/2) points the relation

ls52Fl01lm arcsin
b

4lm*
G ~5!

can be used to estimate the characteristic width of a s
kink ls . The second term in Eq.~5! determines the width o
the central part of the kink and the first term determines
extent of the ‘‘wings’’ of the kink. When the parameterls is
used to characterize a crowdion the specific nature of cr
dion excitations in real three-dimensional crystals should
taken into account: since the deformation fields of a cro
dion at large distances from its center have power-
asymptotic behavior,13,17 the parameterls is the characteris-
tic size of the crowdion nucleus in a three-dimensio
crystal.

A crowdion excitation~just as any stable solitary wave!
can be treated as a particle possessing an intrinsic field
ergyEs and effective rest massms . For a static crowdion in
the Frenkel’–Kontorov model16 these quantities are given b
the expressions

Es05
1

bE0

b
A2wF~u!du, ms5

ma

b E
0

b
A2F~u!/wdu.

~6!

Taking account of the elastic compliance~deformability!
of the crystal matrix could result in a substantial renorm
ization of the values of these characteristics of a crowdio13

The use of the general assumptions and conclusion
the theory of crowdions to interpret the crowdion-induc
physical effects presumes further elaboration of the the
and, first and foremost, that the following problems a
solved:

the criteria for the existence of crowdion excitations
specific crystal structures have been established;
i-
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the conditions admitting the use of the Frenkel
Kontorov model and the long-wavelength approximation
describing crowdions in particular specific crystals a
known;

the numerical values of the parameterw, the explicit
expression for the crystal field potentialF(u), and numerical
estimates for geometric and energy characteristics of cr
dions have been obtained for specific crystals.

Thus far only the first steps toward solving the proble
listed above have been made. Specifically, computer calc
tions of the energies of static crowdion configurations
several fcc and bcc crystals have been performed
molecular-dynamics methods.2,18–20

In the present paper we perform a comprehensive an
sis of all questions enumerated above for simple atomic
and bcc crystals. The analysis is based on the use of clas
empirical potentials to describe the interatomic interaction
crystals: the Lennard–Jones potential and the general
Morse potential. Analytic expressions for the parameterw
and the crystal-field potentialF(u) are obtained for close
packed atomic rows in such crystals; it is shown that
condition of weak coupling of these rows with the crys
matrix is satisfied; and, an algorithm is proposed for cal
lating the energy, the effective mass, and the width of cro
dions in these rows. The influence of the form of the int
atomic interaction potential and the temperature depende
of its parameters on the crowdion parameters is discus
FCC Ar and Kr cryocrystals, fcc Cu and Al metals, and t
bcc a- andd-Fe metals are chosen as specific examples
which numerical values of the basic parameters of the cry
field and crowdions are obtained.

In the present work a new algorithm, based on a rep
sentation of a crystal lattice as a collection of parallel atom
rows is developed and applied used to calculate the crys
field potentials. This method for calculating the crystal-fie
potentials admits a natural generalization and can be use
complex multiatomic lattices.

1. ANALYSIS OF THE INTERACTION OF CLOSE-PACKED
ATOMIC ROWS WITH A CRYSTAL MATRIX

Let us consider fcc and bcc monatomic crystals wh
the close-packed atomic rows are oriented along crysta
graphic directions of the typê110& and^111&, respectively.
We shall assume that a centrosymmetric pair poten
U(ur2r 8u) (r and r 8 are the coordinates of two arbitrar
atoms! describes the interatomic interaction in the crysta
This assumption is considered to be acceptable for a mi
scopic description of the physical properties of solidified
ert gases and simple metals. As a rule, it is widely used
computer simulation of atomic structures of such cryst
and defects in them.21–24

Let us select an individual close-packed atomic ro
where the crowdion excitation will be studied: in what fo
lows we shall call this row the reference row. The crys
field F(u) for atoms of a given row, written as a sum~3!, is
best calculated as follows:

— the crystal matrix is represented as a collection
atomic rows oriented parallel to the reference row;

— summation is performed over the sites in one su
row;
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— summation is performed over a sequence of rows
The crystal–geometric substantiation of the propo

procedure is given in the Appendix. Here we note only
main circumstance that determines its effectiveness: the
tentialF(u) is a periodic function so that it is convenient
represent it as a Fourier series, and the proposed proce
makes it possible to obtain such a representation in an
plicit form comparatively easily.

For the calculations we shall use a cylindrical coordin
system with polar axis 0u oriented along the reference row
We shall find the potentialw(u2hb, r') which an atomic
row oriented parallel to 0u, possessing a periodb, and lying
at a distancer' from 0u generates at a pointu on 0u as:

w~u2hb, r'!5 (
n52`

`

U~Ar'
2 1~u2hb2nb!2!,

whereh is the fractional part of the atomic coordinate on t
0u axis. Using the well-known Poisson summation formul25

(
n52`

`

f ~n!5 (
n52`

` E
2`

`

f ~z!e2p inzdz

and performing some simple transformations we obtain
following expression forw in the form of a Fourier series:

w~u2hb, r'!5
1

2
w0~r'!

1 (
n51

`

wn~r'!cosS 2pn~u2hb!

b D , ~7!

where

wn~r'!5
4

bE0

`

U~Ar'
2 1j2!cosS 2pnj

b Ddj,

~8!
n50,1,2, . . . .

The relation~7! also makes it possible to write in th
form of a Fourier series the crystal-field potentialF(u) for
atoms in the reference row, determined by the expression~3!.
As shown in the Appendix, the reference row can be view
as an axis of a discrete set of coaxial cylindrical surfa
~coordination cylinders! with numbersN and radiir'5RN ,
where atomic rows of the same type, corresponding to
matrix, are located parallel to one another. The coordina
cylinder with numberN containsZN atomic rows, which can
be shifted with respect to the reference row by a fractio
part of the periodb, determined by the shift coefficienthN .
The quantitiesRN , ZN , and hN are crystal–geometric pa
rameters of the lattice; their values for reference rows of
type ^110& in a fcc lattice and̂ 111& in a bcc lattice are
presented in the Appendix. The arguments given above
the relation~7! make it possible to represent the potent
F(u) as a sum of the contributionsw(u2hNb, RN) due to a
sequence of coordination cylinders.

The advantage of the method of summing over coo
nation cylinders when calculating the crystal field poten
for atoms of a close–packed row in a fcc lattice is fu
utilized, since all atomic rows belonging to the same coor
nation cylinder have the same shifts relative to the refere
row and make the same contribution to the desired poten
d
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F(u). For a bcc lattice, the atomic rows within an individu
coordination cylindrical are divided into two groups wit
different shifts with respect to the reference row; this mak
the calculation somewhat more complicated. Despite this
ference, the potentialF(u) can be written in the same serie
form for both types of lattices:

F~u!5 (
n51

`

Fn sin2S pnu

b D , ~9!

where the coefficients are given by the relation

Fn522 (
N51

`

ZNwn~RN!cos~2pnhN!. ~10!

The values of the parametersb, RN , ZN , andhN , of course,
are different for different types of lattices~see Appendix!.
Specifically, for a fcc latticeb5d(fcc) is the period of an
atomic row of the typê 110&; for a bcc latticeb5d(bcc) is
the period of an atomic row of the typê111&; d is the
magnitude of the basis vectors of the corresponding pri
tive cells.

The relations~9! and~10! are valid for an arbitrary cen
trosymmetric pair potential and make sense if the integ
~8! exist. The specific form of the crystal-field potenti
F(u) given by Eq.~9! depends on the magnitudes and sig
of the coefficientsFn . It can be easily shown that the po
tential F(u) on a single period@0,b) possesses extrema
the pointsu50 andu5b/2. One condition for mechanica
stability of the lattice is thatF(u) must possess a minimum
at the pointu50. It will be shown below that all pair poten
tials U(r ) used in the present paper give for fcc and b
lattices the following result:u50 is a minimum and the
point u5b/2 is a maximum of the functionF(u) i.e.

F9~0!52S p

b D 2

(
n51

`

n2Fn.0,

~11!

F9S b

2D52S p

b D 2

(
n51

`

~21!nn2Fn,0.

Taking account of the above-listed properties of the p
tential F(u)and using the relation~9! we obtain the follow-
ing expression for its amplitude:

Fm5F~b/2!5 (
n51

`

F2n21 . ~12!

The problems listed in the introduction can be solv
using twp types of relatively simple empirical potentia
which have tested many times in the description of the ph
cal properties of various crystals:

the two-parameter («,s) Lennard–Jones potential

U~r !54«F S s

r D 12

2S s

r D 6G , ~13!

which is widely used in the physics of cryocrystals;26

the four-parameter («,r 0 ,a,m) generalized Morse
potential
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U~r !5
«

m21
$exp@2ma~r 2r 0!#2m

3exp@2a~r 2r 0!#%, ~14!

previously used to describe the mechanical properties o
entire series of cubic metals; the parametermhas been varied
from 1.25 to 627 ~the classical Morse potential is a particul
case of the potential~14! with m52).

Substituting the relations~13! and ~14! into Eq. ~8! and
performing the integration we obtain the following:

for the Leard–Jones potential~13!

wn~RN!5
p«

4
expS 2

2pnRN

b D F 1

255!
S s

r D 12

3 (
k50

5
~4pn!k~102k!!

k! ~52k!! S b

RN
D 112k

2S s

r D 6

3 (
k50

2
~4pn!k~42k!!

k! ~22k!! S b

RN
D 52kG ; ~15!

for the generalized Morse potential~14!

wN~RN!5
4«maRN

m21 FK1S znm

RN

b D exp~mar 0!

znm

2K1S zn1

RN

b D exp~ar 0!

zn1
G , ~16!

whereznm5A4p2n21m2a2b2 andK1(x) is a Bessel func-
tion with imaginary argument~modified Bessel function o
the third kind!.

The potentialF(u) can be further analyzed and used
obtain the characteristics of crowdions only for specific cr
tals using computer calculations and the sequences of q
tities RN , ZN , andhN presented in the Appendix as well a
reference data on the numerical values of the paramete
the empirical potentials~13! and~14!. We note only that the
quantitieswn(RN) given by the relations~15! and~16! decay
exponentially as the radiiRN and the numbern increase, so
that the series~9! and ~10! converge rapidly; this greatly
simplifies the numerical analysis. Specifically, it has be
found that for all specific examples considered in the pres
work the first term in the series~9! determine the potentia
F(u) with relative accuracy of the order of 0.07–0.01~see
Tables 1–4!, i.e., the lattice potential is essentially identic
to the model potential proposed in the classical Frenke
Kontorov work.14

In concluding this section we shall also give expressio
which are convenient for calculating the energy parametew
characterizing the interatomic interaction in close-pack
atomic rows. Substituting the expressions~13! and ~14! into
Eq. ~2! and performing the summation we obtain:

for the Lennard–Jones potential~13!

w524«F26z~12!S s

b D 12

27z~6!S s

r D 6G , ~17!

wherez(x) is the Riemann zeta function, and
for the generalized Morse potential~14!
n
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w5
«m~ab!2

4~m21! Fm
cosh~mab/2!

sinh3~mab/2!
exp~mar 0!

2
cosh~ab/2!

sinh2~ab/2!
exp~ar 0!G . ~18!

The algorithm described above can be used to calcu
the crystal-field potential in a complex crystal lattice who
unit cell contains several types of different atoms. For t
the lattice must be represented as a collection of sublatt
consisting of identical atoms and a system of atomic ro
must be constructed for each sublattice, after which the c
tributions of these sublattices must be summed taking
count of their shifts in accordance with the basis vectors
the crystal lattice.

2. CALCULATIONS OF THE PARAMETERS OF THE
CRYSTAL-FIELD POTENTIAL AND CROWDIONS

There are a number of reviews and monographs, for
ample, Refs. 21–24, devoted to a detailed discussion of
problems of computer simulation of lattice defects. A k
question of a computer experiment is the choice of the ph
cal model of a crystal and an adequate description of
interaction of atoms with one another. A strict quantum
mechanical analysis of interatomic interactions in a real cr
tal is very difficult, so that, as a rule, a number of simplyin
assumptions concerning the character of the interaction
the form of the potential are used. Specifically, in most c
culations the multiparticle forces are neglected, and the c
tal energy is written as a sum of interatomic pair interactio

The contribution of multiparticle interactions is differen
in crystals with different types of chemical bonds: this co
tribution is small for solidified inert gases, but it plays
determining role in metal crystals. Although modern ele
tronic theory of metals, in principle, makes it possible to ta
into account the electronic structure of a metal, specifica
the existence of conduction electrons and the structure
internal electron shells, in the description of interatomic
teractions, this path is too difficult a problem in the compu
simulation of metal crystals. For this reason, pair empiri
potentials are also most often used for metals. In all ca
two criteria are used for choosing the specific empirical p
tentials: such potentials must correctly reflect the basic f
tures of the chemical bond and it must be possible to exp
them as simple analytical functions. The simplest empiri
pair potentials are used for simulating solidified inert gase
two-parameter power-law functions. The specific nature
metals is most often taken into account by choosing p
potentials in the form of three- or four-parameter exponen
functions.

We believe that atomic cryocrystals are a conveni
model object for studying the physics of crowdions. T
wide spectrum of properties of these crystals is described
example, in the monograph.26 All inert gases, except helium
form a fcc crystal. Inert gas atoms possess filled spheric
symmetric electronic shells and their interaction can be
proximated, to a high degree of accuracy, as a sum of
potentials. Analysis of multiparticle interactions have sho
that their contribution increases with the atomic number
the inert element and is 6% for xenon.
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In the present work we performed calculations for arg
and krypton. Aside from the small relative contribution
the multiparticle interactions, these crystals are character
by comparatively small values of the de Boer quantum
rameter, i.e. they possess relatively small zero-point vib
tional amplitudes, and consequently they can be treate
ordinary crystals with atoms localized at the lattice sites.9,26

The Lennard–Jones potential~13! is probably the most
popular potential for describing the properties of atomic c
ocrystals. The values of the parameterss and « are ordi-
narily determined from gas-phase measurements or acc
ing to the size of the lattice constant~extrapolated to 0 K!
and the binding energy of the crystal. The values obtained
a number of authors differ somewhat from one another.
employed the values of the parameterss and« presented on
page 365 of Ref. 26.

We studied the fcc metals Cu and Al as well as bcca-
andd-Fe. In the calculations of the atomic configurations
defects in cubic metals, the interaction between atoms,
rule, is described using the Morse potential or its general
tion ~14!. In Refs. 28 and 29 the experimental values of
lattice parameter, the lattice binding energy~per atom!, and
the bulk modulus were used to determine the parameter
the Morse potential. In addition, it was required that the Bo
stability criterion hold.30

The parameters of the Morse potential for some me
with a cubic lattice were determined in Ref. 28. In Ref.
different values of the Morse potential parameters were
tained for Cu and Al, and this potential was used to calcu
the energy of stacking faults and the energies and ato
configurations of complete and split locations. The values
the parameters in the generalized Morse potential~14! were
calculated in Ref. 27 for a number of cubic metals for s
values ofm ranging from 1.25 to 6. In the calculation th
values of the parameterm, the lattice parameter, and th
elastic constantsC11 andC12 were given. In the present wor
we employed the values of the parameters of pair poten
from Refs. 27–29; the values of the lattice parameters
the binding energies of the crystals were taken from R
31–33.

In computer simulation of crystals, taking account of t
thermal expansion is a separate problem. In the investiga
of the desired temperature dependences of the geometric
energy parameters of crowdions and of the lattice poten
we took account of only the temperature dependence of
lattice parameter, making the assumption that the parame
of the pair potentials are temperature-independent quanti
The temperature dependences of the lattice parameters f
and Kr were taken from Ref. 26. To estimate the values
the crowdion parameters in Cu and Al at premelting tempe
tures, for definiteness we took as the reference points
melting temperature of these metals and calculated for th
the values of the lattice parameters, using experimental
on thermal expansion.34

It is well-known that iron has three crystalline modific
tions. Two of them possess a bcc lattice. The lo
temperaturea phase is stable below 1184 K and the hig
temperatured phase is stable above 1673 K. We perform
calculations for these crystal modifications using a sin
Morse potential whose parameters can be found in Ref.
n
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The values of the lattice parameters are presented in Re
for several temperatures.

2.1 Atomic cryocrystals

The computational results for Ar and Kr for two value
of the temperature 5 K and 80 K are presented in Table I.1!

It is evident from Table I that the weak-coupling cond
tion for the distinguished atomic row and the matrix su
rounding this row, as well as the main condition for the a
plicability of the long-wavelength approximationw/Fm can
be regarded as satisfied at all temperatures. Our nume
estimates of the crowdion widthlm /b'2.7 and the crow-
dion effective massms'0.3ma also support this conclusion

We shall now discuss in greater detail the properties
the potentialF(u), which is determined completely by it
coefficientsFn . It is obvious that the absolute values
these coefficients decreases rapidly with increasingn ~for
this reason we present only the values of the first three
efficients!, and their signs alternate. According to the exi
ing classification15,16 the crystal-field potentialsF(u) which
we obtained for Ar and Kr are single-barrier potentials. Sin
the coefficientF1.0, according to Eq.~11! these potentials
possess a minimum at the pointu50 and a maximum at the
point u5b/2. The amplitude of its first harmonic determine
the amplitude of the potentialF(u) to within 0.2%, since the
second harmonic in Eq.~12! does not change the amplitud
of the potential but rather only changes the form of the p
tential: F1 andF2 possess different signs, and whenF2 is
taken into account the slopes of the maxima of the poten
increase somewhat and the slopes of the minima decr
somewhat. The modulus of the ratio of the second deri
tives at the extrema points of the potential is approximat
1.7 and increases very little with increasing temperature
80 K the absolute values of the coefficientsFn decreased by
approximately a factor of 1.5 for Ar and 1.3 for Kr, but th
relative magnitudesuFn /F1u increase only about 68%. Thus
the very small contribution of the highest harmonics to t
potentialF(u) tends to increase somewhat with increasi
temperature.

The parameterw decreases with increasing temperatu
by a factor of 1.7 for Ar and 1.4 for Kr. It is the temperatur
dependence of the parametersw andF1 that determines pri-
marily the temperature-dependence of the crowdion ene
The crowdion energy decreases with increasing tempera
approximately by a factor of 1.6 for Ar and 1.3 Kr. Howeve
the parametersls andms change very little with increasing
temperature.

TABLE I. Crowdion and crystal-field parameters in cryocrystals.

Crystal Ar Kr

T, K 5 80 5 80
F1, eV 0.12 0.08 0.17 0.13
F2 /F13102 26.6 27.0 26.6 26.8
F3 /F13103 1.5 1.6 1.5 1.5
Fm , eV 0.12 0.08 0.17 0.13
v, eV 0.01 0.61 1.41 1.02
v/Fm 8.36 7.54 8.39 7.89
ls /b 2.76 2.64 2.76 2.69
ms /ma 0.30 0.31 0.30 0.31
Es0, eV 0.30 0.19 0.42 0.31
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The crowdion energy in atomic cryocrystals was fou
to be quite large: even for premelting temperatures in Ar i
more than two times greater than the binding energy of
atom in the lattice, which is 0.08 eV. It is interesting that t
binding energy for the Ar and Kr lattices, calculated at 80
on the basis of the model being studied, decreased by
4% and 2%, respectively, compared with its value at 0 K.
conclusion, we note the following result which is helpful f
making practical estimates: calculating the crowdion ene
on the basis of only the first harmonic of the potentialF(u)
~i.e. in the classical Frenkel’–Kotorov model! overestimates
the value with an error of the order of 5%.

2.2. FCC metals

The computational results for Cu and Al are presented
Tables II and III, respectively.

The conditions for the existence of crowdions and
applicability of the long-wavelength approximationw/Fm

@1 for these crystals holds much better than for cryocr
tals.

The general laws characteristic for all of our potenti
are as follows. The signs of the first several coefficientsFn

alternate and the absolute values of the coefficients decr
with increasingn much more rapidly than for cryocrystals
the ratiouF2 /F1u is of the order of 1022, and the value of
F3 /F1 does not exceed 531025. As a result, the amplitude
of its first harmonic essentially determines the amplitude
the potentialF(u). Taking account of the second harmon
increases very little the slopes of the maximum and
creases the slopes of the minimum, but this refinement i
no practical value.

The generalized Morse potential~14! used currently for
simulating metal crystals possesses an additional param
m, which gives wider possibilities for varying the potenti
compared with the classical potential, for whichm52. In
this connection, it is desirable to discuss the influence om
on the crystal-field and crowdion parameters which we
studying. Analyzing crowdions in Cu, we performed calc
lations for six values of the parametermand established tha
the m-dependences of all quantities which we studied
monotonic. Consequently, to illustrate the effect ofm on the
values of the working parameters we presented the result
the standard valuem52 and for two limiting values:m
51.25 and 6. Table II shows that for values of the parame
m within the indicated limits all crystal-field and crowdio

TABLE II. Crowdion and crystal-field parameters in Cu.

Potential 27 28 29

m 1.25 2 6 2
F1, eV 1.66 1.66 1.67 1.60 1.47 1.3
F2 /F13103 29.2 29.7 210.6 210.6 29.0 29.5
F3 /F13105 3.3 3.7 4.4 3.9 3.3 3.6
Fm , eV 1.66 1.66 1.67 1.60 1.47 1.3
v, eV 24.5 25.5 28.9 24.3 23.3 20.3
v/Fm 1.48 15.4 17.3 15.1 15.9 15.3
ls /b 3.34 3.41 3.62 3.38 3.46 3.39
ms /ma 0.23 0.23 0.22 0.23 0.23 0.23
Es0, eV 5.70 5.83 6.22 5.58 5.24 4.6
T, K 293 1356
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parameters change very little. The following regularity
noted: the larger the number of the harmonic, the m
strongly its amplitude increases with increasingm However,
since the coefficientsFn , themselves, starting withn53,
are very small, this property essentially is of only theoreti
interest. The parameterw increases most strongly with in
creasingm; this increases the ratiow/Fm by approximately a
factor of 1.17 and the crowdion self-energyEs0 by approxi-
mately a factor of 1.09. The width and effective mass of
crowdion vary much less, and asm increases, the ratio
ms/ma decreases and the ratiols /b increases. It can be con
cluded, on the whole, that varying the form of the potent
by varying the parameterm in Eq. ~4! does not substantially
change the numerical values of the parameters and doe
lead to the appearance of qualitatively new features. We
note that the magnitudes of the working parameters are
sentially the same for the forms of the Morse potentials p
posed in Refs. 28 and 29.

A calculation of the binding energy for the Cu lattic
using the family of potentials~14! and the parameters pro
posed in Ref. 27 gives for different values ofm a variance of
the values of the order of 35%. The smallest difference fr
the experimental value 3.5–3.6 eV is obtained withm52.

For the reasons presented above, to investigate the in
ence of temperature on the crowdion parameters we con
ourselves to calculations using only the classical Morse
tential. It is evident from Tables II and III that the paramet
w and the crowdion energyEs0 change most strongly with
increasing temperature: approximately by 10–15%. Th
the temperature dependence of the crystal-field and crow
parameters in fcc metals is weaker than in cryocrystals.

In both metals the crowdion energy is greater than
binding energy of an atom in the lattice. For Cu this exce
corresponds to approximately a factor of 1.5 at 293 K a
1.32 at premelting temperatures. For Al the difference
somewhat smaller: a factor of 1.3 at 293 K and 1.2 at p
melting temperatures.

In concluding this section we shall discuss one oth
important question. Previously, the energy of a crowd
configuration of atoms in Cu crystals was calculated on
basis of a discrete–continuum computer model, which
not assume absolute stiffness of the crystal matrix. In
initial variant of the model of Ref. 2, the value 3.20 eV w
obtained for the crowdion energy, and the value 4.59 eV w
obtained in the improved variant in Ref. 19. The latter va
is approximately 20–30% smaller than our estimates

TABLE III. Crowdion and crystal-field parameters in Al.

Potential 29 28

T, K 293 932 293 932
F1, eV 1.20 1.11 1.21 1.11
F2 /F13103 28.5 28.9 29.2 29.7
F3 /F13105 3.0 3.2 3.4 3.6
Fm , eV 1.20 1.11 1.21 1.11
v, eV 19.5 17.4 19.0 16.9
v/Fm 16.2 15.7 15.7 15.2
ls /b 3.50 3.44 3.44 3.38
ms /ma 0.22 0.23 0.23 0.23
Es0 , eV 4.33 3.93 4.30 3.87
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tained on the basis of the undeformed~absolutely stiff! crys-
tal matrix. It follows from the general theory of crowdions13

that this difference is always present, and the compari
made above gives its sign and an estimate of its scale.

2.3. BCC metals

The results of numerical calculations fora- andd-Fe at
several temperatures are presented in Table IV. The m
important result for bcc metals is that the condition for t
existence of crowdions and the applicability of the lon
wavelength approximationw/Fm@1 holds with a large mar-
gin at all temperatures. The ratiow/Fm is two times greater
than for fcc metals. This results in an appreciably larger
merical value of the crowdion widthls /b'5.1 and smaller
effective massms /ma50.15.

For bcc metals the absolute values of the coefficientsFn

likewise decrease rapidly with increasingn, just as for fcc
metals. However, their signs alternate in a different order:
first two coefficientsF1 andF2 are positive. Consequently
taking account of the second harmonic in Eq.~9! increases
the slopes of the minimum and decreases the slopes o
maximum of the potentialF(u). This change is small, sinc
the modulus of the ratio of the second potentials at the
trema of the potential is approximately 0.96, but nonethe
for this form of the potentialF(u) the extent of the crow-
dion periphery decreases and its central part is more sha
distinguished. At the same time, the relative contribution
the second harmonic is almost half that in fcc metals, so
the potentialF(u) in a- and d-Fe is closest to a purely
harmonic potential.

The influence of temperature on the crystal-field a
crowdion parameters fora- andd-Fe are of the same orde
of magnitude as for fcc metals: the crowdion energyEs0

decreases approximately by a factor of 1.17 as the homol
cal temperature varies from 0.16 to 0.94. The energyEs0 is
greater than the binding energy of an atom in the fcc lat
by approximately 26% at 293 K and 8% at premelting te
peratures.

Computer simulation of intrinsic local defects in bc
metals was performed in Ref. 35 and the crowdion energ
a-Fe was found to be'4 eV. Our estimate ofEs0in the stiff
crystal matrix approximation is approximately 30% grea
than this value. This discrepancy makes it possible to e
mate the decrease in the crowdion energy as a result of
tic relaxation of the bcc lattice.

TABLE IV. Crowdion and crystal-field parameters ina- andd-Fe.

Crystal a-Fe d-Fe

T, K 293 1073 1698
F1, eV 0.98 0.90 0.84
F2 /F13103 5.5 5.7 5.9
F3 /F13105 23.0 23.2 23.4
Fm , eV 0.98 0.90 0.84
v, eV 35.9 32.4 30.2
v/Fm 36.7 36.2 35.9
ls /b 5.15 5.11 5.09
ms /ma 0.15 0.15 0.15
Es0, eV 5.35 4.87 4.57
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CONCLUSIONS

In this work we presented a comprehensive analyti
and numerical analysis of a number of questions concern
the problem of crowdion excitations in simple atomic cry
tals with fcc and bcc structures. The following basic resu
were obtained.

A new algorithm, based on a representation of the cry
lattice as a collection of parallel atomic rows, was develop
and applied for calculations of the crystal-field potentials.
analytical expression in the form of a trigonometric ser
was obtained for the potentialF(u) describing the interac-
tion between an atom in a close-packed row and the cry
matrix. An explicit analytic expression was also obtained
the energy parameterw characterizing the interatomic inter
action within a distinguished row. The calculations were p
formed assuming that the interatomic interaction in cryst
can be described by the empirical Lennard–Jones and M
pair potentials.

Numerical values were obtained for the crystal-field p
rameters for Ar and Kr fcc cryocrystals, Cu and Al fcc me
als, anda- andd-Fe bcc metals. It was shown that the for
of the potentialF(u) in the crystals studied is nearly mono
harmonic: the contribution of higher-order harmonics do
not exceed 7% in cryocrystals and is less than 1% in met

It was shown that the main condition whereby the clo
packed rows are weakly coupled with the crystal matr
making possible the existence of crowdions, and the appl
tion of the long-wavelength approximation for describin
crowdions, holds in all of the crystals studied. The ratio ofw
to the amplitude of the crystal-field potentialFm

5maxF(u) is approximately 8 for fcc cryocrystals, 15 fo
fcc metals, and can reach 36 for bcc metals. In all su
lattices the characteristic crowdion width is several tim
greater than the parameter of a close-packed row.

Numerical values were obtained for the basic parame
of crowdions: the self-energy, the effective mass, and
characteristic length. All values obtained agree with exist
published data.

It was established that the approximation of an ab
lutely rigid crystal matrix and the one-dimensional Frenkel
Kontorov model make it possible to obtain estimates of
crowdion energy which are approximately 20–30% high
than the values obtained by molecular-dynamics method

We are grateful to A. S. Kovalev for his interest in th
work and for helpful discussions.

APPENDIX

It is well known that the lattice of an ideal crystal can b
obtained by infinitely repeating in space a single unit c
using a triplet of basic translations—noncoplanar vectorsd1 ,
d2 , and d3.36 Together with the representation of a crys
lattice as a collection of sites, in certain cases it is helpfu
represent this lattice as a collection of straight parallel ato
rows. Such a representation is obtained naturally if all tra
fers of the unit cell are first performed using one of the ba
translations: for example, repeating the translationd1 of any
site of the unit cell gives an infinite row of identical poin
with periodd1. The remaining two translations will result i
parallel transport of the atomic row obtained and form
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system of rows of the same type, consisting of identical
oms. The crystal basis determines the relative arrangeme
the indicated systems of atomic rows and types of atom
each system, and the number of systems of atomic row
equal to the number of sites of the unit cell. We recall that
a lattice consisting ofp types of different atoms the unit ce
contains at leastp sites.

Since the choice of a unit cell~triplet of basic transla-
tions $di%) is not unique, the representation of the crystal
a collection of atomic rows is likewise not unique. When t
crystal lattice is partitioned into a collection of atomic row
the direction of the rows can be given using any vector fr
a set of vectors formed by all possible triplets$di%.

If a simple~monotonic! crystal lattice possesses a prim
tive cell, then it can be constructed using translations only
a single site. The primitive cell of an fcc lattice correspon
to a triplet of vectors whose components in a Cartesian
ordinate system tied to four-fold symmetry axes are:d1

5(a/2)(1,1,0),d25(a/2)(1,0,1), andd35(a/2)(0,1,1). All
vectors have the same lengthd5a/A2 (a is the lattice pa-
rameter!, which corresponds to the minimum distance b
tween two atoms. Therefore, a monatomic fcc lattice can
obtained using two-dimensional translations of a sin
close-packed atomic row with crystallographic direction
the type^110&.

A primitive cell of a bcc lattice corresponds to the tripl
of vectors d15(a/2)(1,1,1), d25(a/2)(1,1,21), and d3

5(a/2)(1,21,21), which have the same lengthd5aA3/2,
equal to the minimum distance between two atoms in
lattice. Therefore, a monatomic fcc lattice can be obtain
using a two-dimensional translation of a single close-pac
atomic row with crystallographic direction of the type^111&.

The basis vectors of primitive rhombohedral cells of f
and bcc lattices uniquely determine the collection of clo
packed atomic rows comprising a simple crystal. Of cour
in a system of close-packed rows there are no distinguis
rows—all atomic rows are equivalent~isotypic!. However,
the description of the lattice in a skewed basis is not alw
optimal; it is often more convenient to switch to a rectang
lar coordinate system by combining one of the axes of
system, for example, for definiteness the 0x axis, with the
axis of one of the close-packed atomic rows~we called this
row the reference row!, placing the origin of coordinates a
one of the sites of the row. Then they0z plane is also the
crystallographic plane of the type~110! in an fcc lattice and
a plane of the type~111! in a bcc lattice. The points of inter
section of the axes of close-packed rows with this plane fo
planar networks, which are shown in Fig. 1.

In an fcc lattice the structure of these intersection poi
is formed by superposing two equidimensional rectangu
grids ~with edge ratio 1:A2), which are displaced relative t
one another by half the diagonal of a rectangle. The site
only one grid coincide with the sites of the crystal lattice a
the atoms occupy these sites, while the sites of the other
are unoccupied. The first grid corresponds to atomic row
the type ~110!, which are not displaced along the 0x axis
relative to the chosen reference row, and the second
corresponds to rows which are displaced along its axis
half a period, equal toa/(2A2).

In a bcc lattice the structure of the points where the a
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of the crystallographic rows with directions@111# intersect a
~111! plane is formed by superposing three regular triangu
grids, consisting of equilateral triangles with edge leng
A2a ~such grids are ordinarily called close-packed6

grids37!. These grids are shifted relative to one another in
direction of the height of the triangle by a distance equa
2/3 of the height, which corresponds toA3/2a. The sites of
only one grid coincide with the sites of the crystal lattic
and it corresponds to the atomic rows which are not shif
along the 0x axis relative to the chosen reference row. T
second grid corresponds to atomic rows, which are displa
along the 0x axis by 1/3 of its period, equal toA3a/6. The
third grid corresponds to atomic rows which are shift
along the 0x axis by 2/3 of its period, which isa/A3. It can
also be assumed that these rows are shifted along the 0x axis
by an amount equal to21/3 of its period.

The quantitative structural characteristics of the local
vironment of the reference row are the number of neighb
~first, second, and so on! and the corresponding distances
them. In our case it is natural to use terminology match
with the generally accepted crystal–structural concepts
that in what follows we shall employ the following term

FIG. 1. Two-dimensional grids formed by points of intersection of the a
of close-packed atomic rows with crystallographic direction^110& in an fcc
lattice and^111& in a bcc lattice with the~110! and ~111! planes respec-
tively: d—grid sites coinciding with the lattice sites and occupied by
oms; s,% , *—grid sites which do not correspond to lattice sites;R1 ,
R2 , . . . —radii of the first several coordination cylinders. A two
dimensional grid in an fcc lattice; the atomic rows corresponding to the s
s are shifted along the 0x axis by half the perioda/A2 ~a!; two-
dimensional grid in a bcc lattice; the atomic rows corresponding to the s
% are shifted along the 0x axis by 1/3 of the period (A3a/2) in the positive
direction and those corresponding to the sites* are shifted by 1/3 of the
period (A3a/2) in the negative direction~b!.
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Nth coordination cylinder with radiusRN and coordination
numberZN (N51,2,. . . ).

A. Sequence of coordination cylinders for an fcc lattice

For an fcc lattice the radii of the coordination cylinde
and the coordination numbers are determined by the foll
ing sequences:

RN

d
[

A2RN

a

5HA3

2
, 1,A2,

A11

2
, A3,2,

A19

2
, A6, 3

A3

2
, 2A2, . . .J ,

~A1!

ZN5$4, 2, 2, 4, 4, 2, 4, 4, 8, 2, . . .%. ~A2!

Analysis shows that all atomic rows in the same coor
nation cylinder possess the same displacement~along the 0x
axis! relative to the reference row. To characterize this sh
to each coordination cylinder we associate one dimension
coefficienthN , equal in absolute magnitude to the shift
units ofd and assuming the value 0 if the shift is zero and
value 1/2 if the shift isd/2. The values ofhN are given by the
sequence

hN5$1/2, 0, 0, 1/2, 0, 0, 1/2, 0, 1/2, 0, . . .%. ~A3!

B. Sequence of coordination cylinders for a bcc lattice

For a bcc lattice the sequences of the radii of the co
dination cylinders and the coordination numbers are as
lows:

RN

d
[

2RN

aA3
H 2A2

3
, 2A2/3,

4A2

3
,

2A14

3
, 2A2, 4A2/3,

2A26

3
,
8A2

3
,
2A38

3
, 2A14/3, . . . J , ~A4!

ZN5$6, 6, 6, 12, 6, 6, 12, 6, 12, 12, . . .%. ~A5!

The distribution of shiftshN of the atomic rows in this cas
exhibits the following features. All atomic rows belonging
the same coordination cylinder are either undisplaced or
displaced relative to the reference row. If there is a displa
ment, then half the atomic rows belonging to the coordi
tion cylinder have a shift1d/3 and the other half have a shi
2d/3. Having noted this feature, to each coordination cyl
der we associate a single indicator of the absolute magni
of the shift—the coefficienthN , which is zero if the shift is
0 and 1/3 if the shift is6d/3 The values of the parameterhN

are determined by the following sequence:

hN5$1/3, 0, 1/3, 1/3, 0, 0, 1/3, 1/3, 1/3, 0, . . .%. ~A6!
-
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1!It is well known that the law of corresponding states holds very well
solidified inert gases, i.e., on the homological temperature scale the
perature dependences of the lattice characteristics of such crystal
identical.26 This circumstance makes it possible to extend the results
Table I to Xe.
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The results of experimental investigations of the temperature dependences of the surface
resistance and specific heat of ternary rare-earth compounds are presented: LuFe4Al8, ScFe4Al8,
CeFe4Al8, CeCr4Al8, YFe4Al8, YCr4Al8, YMn4Al8 , UCu4Al8, LaAg6In6, and PrAg6In6,
which have ThMn12 structure. It is shown that at a certain temperature, characteristic for each
compound with Fe, Cr, and Mn, below the Ne´el temperature a jump is observed in the
total impedance and specific heat. At lower temperatures a negative magnetoresistance is observed
in these compounds in weak magnetic fields. Superconducting phases are found in the
compounds ScFe4Al8 (Tc56 K), YCr4Al8 ~Tc54.5 K!, YFe4Al8 ~Tc56 K!, and PrAg6In6

~Tc58.3 K!. © 2001 American Institute of Physics.@DOI: 10.1063/1.1421464#
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INTRODUCTION

The crystal structure and magnetic properties of tern
compounds RM4Al8 ~R5La, Ce, Pr, Nd, Sm, Gd, Tb, Dy
Ho, Er, Tm, Yb, Lu, Y, Th; M5V, Cr, Mn, Fe, Co, Ni, Cu! in
various combinations are described in Refs. 1–5. They
possess ThMn12 type structure. The results of experimen
investigations of the low-frequency impedance and spec
heat of the polycrystalline compound LuFe4Al8, where only
the iron atoms possess a magnetic moment, are present
Refs. 6,7. The following features of the compounds w
noted in Ref. 6.

Anomalies of the temperature dependences of the
cific heat C(T) and ohmic lossesRs(T), due to antiferro-
magnetic ordering, with maximum atT5100.5 K are ob-
served in the temperature range 98–108 K. It was found
9671063-777X/2001/27(11)/7/$20.00
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another phase transition occurs in a narrow (;2 K! tempera-
ture range betweenT0 ~minimum of Rs) andT1 ~maximum
of Rs). This transition is accompanied by an anomalous
crease of the specific heat nearT1 and by an abrupt increas
of ohmic losses betweenT0 andT1 ~the jump width,10 K!.
A weak constant magnetic field partially or completely r
moves the increase in the resistance. Negative magnetor
tance is observed in the temperature rangeT2,T,T1 . A
superconducting phase~not more than 5%! is observed in the
compound forTc<24 K. This is confirmed by the presenc
of the Meissner effect, a singularity in the behavior of t
specific heat, levitation, and resistive and magnetic meas
ments. The results can be explained by the fact that belowT1

the magnetic structure is a layered antiferromagnetic su
lattice ‘‘magnetic Fe–nonmagnetic Lu–magnetic Fe.’’5 In
© 2001 American Institute of Physics
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such a system the spin-dependent scattering of charge c
ers, resulting in a negative magnetoresistance, is impor
The superconducting state probably arises only in lay
where there is no magnetic moment, which is the reason
the small amount of the superconducting phase.

The results presented in the present paper are essen
a continuation of the experimental investigations presen
in Refs. 6–10. The goal was to obtain answers to the follo
ing questions.

Are the phase transition nearT1 and the superconductin
phase observed only in LuFe4Al8 or do they also occur in
other compounds in this family?

If these phase transitions also exist in other compoun
then how do the magnetic properties of the R and M e
ments affect them?

To this end investigations of the magnetoresistant pr
erties of LuFe4Al8 were continued and the temperature d
pendences of the specific heat and active part of the imp
ance of polycrystalline samples ScFe4Al8, CeFe4Al8,
CeCr4Al8, YFe4Al8, YCr4Al8, YMn4Al8 , UCu4Al8,
LaAg6In6, and PrAg6In6, which also possess ThMn12

structure,9,10 were continued. These compounds were cho
for the following reasons.

The magnetic properties of Ce, Sc, and Y atoms dif
substantially~for example, the magnetic susceptibility of C
is x52.531023 and that of Sc isx51.81025). This makes
it possible to determine the influence of the magnetic pr
erties of R elements on the total impedance and specific
of the compounds investigated.

At the same time replacing the strong magnetic Fe b
weak antiferromagnet Cr and weak paramagnet Mn de
mines the influence of the magnetic properties of M e
ments.

The compounds CeFe4Al8 and YMn4Al8 are also inter-
esting in that two magnetic elements Ce and Fe are prese
the first one and two virtually nonmagnetic elements Y a
Mn are present in the second one.

The precious metal Ag and Cu, which can poss
transition-metal properties, are present in the compou
UCu4Al8, LaAg6In6, and PrAg6In6.

SAMPLES AND MEASUREMENT PROCEDURE

Arc and induction melting were used to obtain the po
crystalline.

The complicated cross section of the samples mad
impossible to calculate their resistivity. Consequently,
surface resistanceRs was measured by a contact-free reso
tor method. The measurement setup and procedure are
scribed in Refs. 6 and 11. The surface resistance was m
sured at 10 MHz for compounds with M5Fe, Cr, and Mn
and 5 MHz for compounds with M5Cu and Ag.

Just as in Ref. 6, indium was used as the refere
sample.

The specific heat of the samples CeCr4Al8, YCr4Al8,
and YMn4Al8 in the temperature range 1.5–20 K an
UCu4Al8 in the temperature range 1.5–95 K was measu
by the absolute calorimetry method. The presence of m
peaks and the extremely wide temperature range where
anomalies are observed can be explained by the multip
nature of the compounds, which made it necessary to
rri-
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measures to homogenize the samples by annealing. The
cific heat of the samples YCr4Al8, CeFe4Al8, and YMn4Al8

was measured before and after annealing for 7 days
800 °C.

EXPERIMENTAL RESULTS

Figure 1 shows the temperature dependences ofRs ,
scaled to the surface resistance at room temperatureRs(300),
for the compounds LuFe4Al8 ~a!, ScFe4Al8 ~b!, CeFe4Al8

~c!, YCr4Al8 ~d!, CeCr4Al8 ~e!, and YMn4Al8 ~f!.
It was established experimentally~see Fig. 1! that in all

compounds named above the temperature dependence o
reduced surface resistance is observed above some tem
ture T* characteristic for each compound.

~The values ofT* , T0 , T1 , T2 , Tc, Rs0 /Rs(300), and
A/Rs(300), whose meaning is discussed below, are prese
in Table I.!

FIG. 1. Temperature dependences of the surface resistanceRs , scaled to
Rs(300), of the compounds LuFe4Al8 ~a!, ScFe4Al8 ~b!, CeFe4Al8 ~c!,
YCr4Al8 ~d!, CeCr4Al8 ~e!, and YMn4Al8 ~f!.
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TABLE I. Characteristic temperatures and resistive parameters of the experimental compounds RM4Al8.

Compound

T* T0 T1 T2 Tc

Rs0 /RS(300)
A/Rs(300),

K22K

LuFe4Al8 100 77–97 74–95 30 24 0.78 1.5231025

ScFe4Al8 180 50 42 10 6 0.518 7.4631023

CeFe4Al8 180 20 17 ,4.2 0.496 2.5631024

YCr4Al8 100 18 15 8 4.5–4.9 0.552 3.031024

CeCr4Al8 160 25; 10 20; 8 10; 6
YMn4Al8 100 13.5 12 8 0.755 3.3531024

YFe4Al8 55 50 30 6 0.8
UCu4Al8 0.65

LaAg6In6
0.58

PrAg6In6 8.3 0.69
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In all experimental compounds, just as in LuFe4Al8 ~see
Figs. 4a and 5 in Ref. 6!, a transition accompanied by a
abrupt increase inRs and negative magnetoresistance is o
served at certain temperatureT1 and exists up to a certai
temperatureT2,T1. In Fig. 1 the broken lines show th
values ofRs(T)/Rs(300) for all compounds in aH550 Oe
magnetic field.

The temperature dependence of the surface resistancRs

of the compounds ScFe4Al8, CeFe4Al8, YCr4Al8, and
YMn4Al8 , in the temperature rangeT12T8 can be described
by the equation

Rs~T!5Rs01AT2. ~1!

Figure 2 shows ~solid lines! the dependence
Rs(T)/Rs(300) for the compounds YMn4Al8 (1) and
CeFe4Al8, (2), calculated using Eq.~1! taking account of the
parameters presented in the table; the dots in the figure
resent the experimental values.

In certain samples of LuFe4Al8 the dependenceRs(T)
can also be described by the Eq.~1! in the temperature inter
val T12T2. Figure 1a shows the temperature dependenc

FIG. 2. Computed~solid lines! and experimentally determined~dots! tem-
perature dependencesRs /Rs(300) for YMn4Al8 (1) and CeFe4Al8 (2).
-

p-

of

Rs for precisely such a sample. However, as follows in R
6, the temperature dependence ofRs of some LuFe4Al8

samples in the intervalT12T2 does not follow a quadratic
law, but rather can be described by the expressionRs}Tn,
n,1.

For the CeCr4Al8 sample a series of anomalies is o
served in the form of a wavy variation of the resistance a
negative magnetoresistance in a certain temperature r
below each maximum value of the resistance~see Fig. 1e!.
Thus, there are several values ofT1 and T2 for this com-
pound.

In ScFe4Al8 and YCr4Al8 a negligible amount of a su
perconducting phase appears at a certain temperaturTc

which is several degrees belowT2, just as in LuFe4Al8.6,7

This is evident from the results obtained in measurement
Rs(T) in a 50 Oe magnetic field~see Fig. 1, broken lines!.
Below Tc the magnetoresistance is positive.

The influence of annealing on the parameters of
compounds should be noted.

Figure 3 shows the temperature dependences of the
cific heat of the compound YCr4Al8; these curves were ob
tained before~Fig. 3a, curve1! and after~Fig. 3a, curve2!
annealing. The figure also shows the temperature dep
dences of the specific heat of YMn4Al8 samples~Fig. 3a,
curve3! and CeCR4Al8 samples~Fig. 3b, curve3! after an-
nealing. The specific heat measurements were conducte
rially; the initial temperature, the heating rate up to the init
temperature of a series, and the temperature ‘‘step’’ w
varied. Such an experiment made it possible to establish
sensitivity of the specific heat to the indicated parameter
the temperature ranges where specific heat anomalies ar
served.

For YCr4Al8 sample these are the intervals 7.5–10
and 11.5–18 K, and for YMn4Al8 the interval is 10–15 K
~Fig. 3!. The dependence of the specific heat on the kine
parameters and thermal past history of the sample indic
the presence of hysteresis, which identifies the phase tr
formations as first-order transitions.

Figure 4 displays data on the temperature depende
of the specific heat and resistance of the compound YCr4Al8.
Just as for LuFe4Al8, a correlation is observed between th
specific heat anomalies of the specific heat and resistanc
temperatureT1 a weak magnetic field starts to affect th
resistance~Fig. 4a, dotted line!, and at temperatureT2 the
field no longer has an effect, while atTc a superconducting
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phase is formed. The singularities in the behavior of the s
cific heat are observed precisely at these temperatures.

Figure 5 shows the temperature dependences of the
cific heat of the compound YCr4Al8 in the temperature rang
where the superconducting phase is formed prior to ann
ing ~curve1! and after annealing~curve2! of the sample. It
follows from the figure that annealing increasesTc and in-
creases the amplitude of the anomaly inC. At the same time,
according to measurements ofRs , an increase in the percen
age of the superconducting phase as a result of anneali
not observed, though a constant magnetic field starts to h
an effect at higher temperatures~4.5 K before annealing and
4.9 K after heat treatment!.

Figure 6 shows the temperature dependencesRs(t) and
the reactive component of the total impedanceXs ~2! of the
compound LuFe4AL8 at H50 andH550 Oe:Rs ~3! andXs

~4!, scaled toRs(85) andXs(85), respectively. A correlation

FIG. 3. Temperature dependences of the specific heat of the comp
YCr4Al8 before(1) and after(2) annealing and YMn4Al8 after annealing~3!
~a!. The temperature dependences of the specific heat of the annealed
pounds YCr4Al8 (1), YMn4Al8 (2), and CeCr4Al8 (3) in the coordinates
C/T(T2) ~b!.
e-

e-

l-

is
ve

between the temperature dependencesRs(T) and Xs(T) is
clearly seen in the figure.

In Ref. 6 it is indicated that the application of a consta
magnetic field (H;50 Oe! at T,T1 virtually completely
eliminates the abrupt increase of the surface resistance in

nd

m-

FIG. 4. Temperature dependencesRs /Rs(300) ~a! and C ~b! for the com-
pound YCr4Al8.

FIG. 5. Temperature dependences of the specific heat of the comp
YCr4Al8 before(1) and after(2) annealing.
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compound LuFe4Al8 . However, LuFe4MAl 8 samples where
the amplitude of the anomaly inRs at T5T1 is large were
also investigated. In these samples an abrupt decreaseRs

with increasing constant magnetic field is observed. Figur
shows the dependenceRs(H) of one such sample atT530
K.

It should be noted that in certain samples~for example,
in YMn4Al8) the post-annealing amplitude of the abrupt
crease inRs and the influence of a constant magnetic field
the ohmic losses decrease.

Measurements ofRs(T) for UCu4AL8 and also the com-
pounds LaAg6In6 and PrAg6In6 in the temperature rang

FIG. 6. Temperature dependence of the activeRs (1) and reactiveXs (2)
components of the impedance of the compound LuFe4Al8 with H50 and
same forH550 OeRs (3) andXs (4).

FIG. 7. Surface resistanceRs of the compound LuFe4Al8 versus the mag-
netic field intensity atT530 K.
7

4.5–300 K were performed in order to compare the char
teristics of the dependencesC(T) and Rs(T) of transition
and precious metal based compounds. The specific hea
the compound UCu4AL8 was measured in the temperatu
range 2–95 K. The dependencesRs(T)/Rs(300) for these
compounds are presented in Fig. 8: UCu4Al8 ~a!, LaAg6In6

~b!, and PrAg6In6 ~c! and the curveC(T) for UCu4Al8 is
presented in Fig. 9. The inset in Fig. 8b shows the dep
dencesRs(T) for the compounds LaAg6In6 (1) and PrAg6In6

~2! in the temperature range where they intersect. The in
in Fig. 8c shows the temperature dependence ofRs /Rs(300)

FIG. 8. Temperature dependences ofRs /Rs(300) of the compounds
UCu4Al8 ~a!, LaAg6In6 ~b!, and PrAg6In6 ~c!. Inset in Fig. 8b:Rs(T) of the
compounds LaAg6In6 (1) and PrAg6In6 (2) in the temperature range 15–3
K. Inset in Fig. 8c:Rs(T)/Rs(300) for the compound PrAg6In6 , H50(1)
andH5500 Oe(2).
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PrAg6In6 in the temperature range 5–9 K, measured atH
50 ~curve1! and in a constant magnetic field 500 Oe~curve
2!.

DISCUSSION

Analyzing the results obtained, we note first the gene
features of the physical characteristics of the experime
compounds of the system RM4Al8.

In all experimental compounds with transition metals t
temperature dependence ofRs possesses a linear sectio
which is a characteristic indicator for compounds with ra
earth elements. A linear dependence is observed in the p
magnetism region. A phase transition accompanied by an
sentially abrupt increase of resistance occurs at tempera
T,T* . At temperatures below the phase transition the re
tance decreases with temperature, and the slope of
change is different for different samples. Nonetheless
common typical sign of the indicated phase transition i
negative magnetoresistance, which is observed for all exp
mental samples in temperature rangeT12T2 in a weak
(;50 Oe! constant magnetic field. In addition, not onlyRs

but alsoXs and therefore the total impedance are sensitive
the transition and a magnetic field, as is evident in Fig. 6

The above-described features in the behavior ofRs at
T,T1 are probably common to all families of compoun
RM4Al8 with transition metals.

According to Refs. 1–3, this is because all compoun
of this type possess the same magnetic structure with t
magnetic sublattices: R and two M sublattices. At the N´el
temperatureTN they all undergo an antiferromagnetic orde
ing, and forT1,TN there occurs a magnetostructural pha
transition where antiferromagnetically coupled layers, se
rated by layers of a rare-earth metal, which can be nonm
netic, weakly magnetic, or magnetic, are formed. In ot

FIG. 9. Temperature dependence of the specific heat of the comp
UCu4Al8.
l
al

-
ra-
s-

res
s-
he
a
a
ri-

o

s
ee

e
a-
g-
r

words, a ‘‘magnet–rare-earth–magnet’’ superlattice, wh
electric parameters are sensitive to a weak constant mag
field, forms.

If the boundary region between the antiferromagne
layers is nonmagnetic, then superconductivity occurs p
cisely here, and therefore a ‘‘magnet–superconduct
magnet’’ superlattice is formed. This explains the sm
amount of superconducting phase. In different compou
the M and R atoms can possess a magnetic moment;
changes the conditions for the appearance of a supercon
ing phase. The more pronounced the magnetic propertie
R, the less superconducting phase is formed. Indeed, in c
pounds with scandium with a strongly magnetic transiti
metal Fe the superconducting phase is formed though
smaller quantities than in a compound with Lu. At the sa
time, in compounds with cerium—a strong paramagne
superconductivity is not observed, at least at temperatu
T<2 K. In addition, as asserted in Ref. 12, magnetic ord
ing is not observed in CeCr4Al8. In Ref. 12 a large value o
the Sommerfeld constantg, obtained at low temperature
and indicating the presence of heavy fermions in this co
pound, is noted. Figure 3b~curve3! shows our curve ofC/T
versusT2 for CeCr4Al8. Our results agree to within 10–15%
with the data presented in Ref. 12.

The compound YCr4Al8, consisting of nonmagnetic yt
trium and a weak antiferromagnet chromium, is interesti
For this compoundTc54.5 K. But our preliminary investi-
gations of a YFe4Al8 crystal indicate that replacing Cr with
Fe increasesTc up to 6 K.

The large~0.22 J/mole3K2) value ofg in the compound
YCr4Al8 is interesting~Fig. 3b, curves 1, 2!. We recall that in
LuFe4Al8 g50.075 J/mole3K2.

We note that a superconducting phase likewise is
formed in the compound YMn4Al8. This compound contains
virtually nonmagnetic yttrium and weakly magnetic mang
nese. Manganese can be magnetic or nonmagnetic depen
on the Mn–Mn distance. The critical distancedc52.6 Å; for
d,dc the magnetic moment vanishes. This should be no
in connection with the following circumstances. Our resu
for the dependence of the specific heatC(T) and resistance
R(T) of the compound YMn4Al8 differ from the depen-
dences presented in Ref. 13, where no anomalies were
served in the behavior of the specific heat in the range 1
200 K. Our sample at low temperatures exhibits anoma
which are accompanied by hysteresis. Such a discrepa
could be due to the existence of a phase with Mn in o
samples; such a phase possesses a magnetic momen
undergoes magnetic ordering at low temperatures.

We note nonetheless that the compounds CeFe4Al8,
CeCr4Al8, and YMn4Al8 exhibit the same characteristic be
havior as systems exhibiting superconductivity: an abrupt
crease of the electric resistance at a certain temperature
companied by a negative magnetoresistance with decrea
temperature.~It has not been ruled out that in these com
pounds a superconducting phase can form at lower temp
tures.!

It is evident in Figs. 8a and 9 that two noticeable anom
lies are observed in the regular dependencesRs(T) andC(T)
of the compound UCu4AL8: in the region 30–40 K and nea
60 K. Small anomalies inRs(T) were also observed in th

nd
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temperature range 225–200 K. It is known that f
UCu41xAl82x TN is sensitive to the concentration ratio
the components. Forx50 TN540 K and decreases to 5 K
for x51.5.9 For our samples the degree of deviation fro
stoichiometry is unknown. Consequently, we attribute
anomalies atT530– 40 K to antiferromagnetic ordering
Since these temperatures are somewhat below 40 K, th
maining anomalies could be due to imperfection of t
samples.

It should be noted that in contrast to systems of the t
RFe4Al8, a negative magnetoresistance is not observed in
UCu4Al8 system.

Just as inr(T) in Ref. 10, anomalies are not observed
the temperature dependences ofRs for compounds LaAg6In6

and PrAg6In6 in the temperature range 5–300 K. This co
firms that there is no antiferromagnetic ordering in this te
perature range. Comparing the dependencesRs(T) andr(T)
from Ref. 10 shows that all experimental temperatures
standard relation of electrodynamics is satisfied:Rs;r0.5.

The behavior of the superconducting phase in the co
pound PrAg6 In6 with Tc58.3 K was quite unexpected.
was known previously that a superconducting phase exis
the pseudoternary compound Pr~Rh0.85Ru0.15)B4 Tc52.3 K14

and in PrRu4As12with Tc52.4 K.15 The data on the high
temperature superconductor PrBa2Cu3Ox presented in Refs
16–18 are especially interesting. Unusual properties of
compound were observed in these works. Its structural
physical properties were nonuniform and they depen
strongly on the technological conditions under which t
samples were obtained. Thus, the samples can be insula
metals, or superconductors withTc ranging from 0 to 80 K.
The amount of the superconducting phase also fluctu
over wide limits. This indicates once again the great imp
tance of further comprehensive investigations of ternary ra
earth compounds fabricated by different technological te
niques. A superconducting phase is not observed in UCu4Al8

and LaAg6In6 samples, at least above 4.5 K.

CONCLUSIONS

In summary, the observation of superconductivity in t
compounds LuFe4Al8, ScFe4Al8, YFe4Al8, YCr4Al8, and
PrAg6In6 makes it possible to talk about a new class of
perconductors, whose superconductivity is associated
the magnetic state of the compounds.1

It should be noted that the properties of the samp
could depend in many ways on the preparation technolo
such properties are very sensitive to stoichiometry. For
ample, in the compound RFexAl122x antiferromagnetism,
which appears atx54, transforms asx increases into a spin
glass and then into ferromagnetism. This could explain
contradictions existing in the literature concerning the pr
erties and parameters of compounds belonging to this fam

It should be noted that the abrupt increase of the re
tivity near the Ne´el temperature was observed previously
binary compounds RMn12, likewise possessing ThMn12

structure.19 Consequently, it is of interest to determine t
general and distinguishing features of magnetic ordering
ternary and binary compounds with the same structure.

Further investigations of high quality samples, pref
ably single crystals, are required in order to discuss the q
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tions of Fermi or non-Fermi liquid behavior of the com
pounds, the type of magnetic, structural, a
superconducting transitions, the values of their character
parameters, the presence of heavy fermions, and other p
erties.
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Effect of low temperatures on deformation localization in supersaturated Al–Li alloys
T. V. Grigorova, N. V. Isaev,* V. D. Natsik, and S. É. Shumilin
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Active loading at temperatures 295, 77, and 0.5 K is used to study the parameters of the
stretching curve and the plastic deformation distribution in quenched and aged Al–Li alloys with
7.0 and 10.4 at.% lithium. It is shown that for aged alloys, in contrast to quenched alloys,
the strength is characteristically high, the plasticity reserves are low, and the deformation
distribution ~macroscopic sections of deformation localization! is nonuniform, if loading
is conducted at room and low temperatures~295 and 77 K!. The deformation of quenched and
aged alloys under deep cooling~at temperature 0.5 K! is distributed more homogeneously
through the samples. The results are attributed to the influence of low temperatures on the rate of
thermally activated processes, controlling the motion of dislocations through impurity
barriers and the deformation-diffusion dissolution ofd8 precipitates. ©2001 American Institute
of Physics. @DOI: 10.1063/1.1421465#
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INTRODUCTION

The plasticity of supersaturated alloys exhibits a num
of interesting features due to two effects: aging and the
sociated dispersion hardening.1 Particles of a new phase~pre-
cipitates!, arising in the solvent matrix as a result of agin
are a major factor influencing the dislocation multiplicati
and mobility in alloys. The size and volume fraction of pr
cipitates and the plasticity parameters of an alloy dep
very strongly on the conditions of aging, first and foremo
its durationDta and temperatureTa . Another factor influ-
encing the kinetics of plastic deformation of an alloy is t
deformation temperatureTd of the sample. The temperatur
Td determines the rate of elementary thermally activated p
cesses, which make it possible for dislocations to overco
impurity atoms and precipitates.

At close to room temperatures aging of Al–Li alloy
containing more than 5 at.% lithium is accompanied by
formation of coherent precipitates of ad8phase (Al3Li) with
a L12 superlattice in an fcc aluminum matrix.2 The appear-
ance ofd8 precipitates makes the plastic deformation proc
in a supersaturated alloy specific primarily due to the mec
nism by which slipping dislocations shear the precipitates2,3

It is well known that plastic deformation of the fcc matrix o
aluminum is produced by conservative motion of whole d
locations of the slip system$111%^110&. However, in anL12

superstructure such dislocations are not whole. Shearingd8
precipitate, they form an anitphase boundary in it, increas
the deforming stress. In addition, transverse slip of these
locations from the$111% into the $010% plane can occur in-
side a precipitate, as a result of which steps appear on
dislocation lines and additional stress is required to ov
come these steps. Since transverse slip in precipitates
thermally activated process, the additional stress required
9741063-777X/2001/27(11)/4/$20.00
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plastic deformation of the alloy at a fixed rate is strong
temperature-dependent.

Another feature, arising as a result of phase decomp
tion, of plastic deformation in a supersaturated Al–Li alloy
spatial nonuniformity of plastic flow, detected at roo
temperature.4 The new defects—antiphase boundary insid
d8 precipitate shearing a dislocation and steps on the sur
of the precipitate—increase the internal energy of the p
cipitate. As a result of the thermally activated diffusion
lithium, some precipitates dissolve during plastic flow a
precipitate-free channels, where dislocation motion is fac
tated, form in the crystal. Localization of plastic flow in suc
channels results in deformation hardening~formation of dis-
solution clusters in them!, opening of cracks, and prematu
fracture of the sample.

Transverse slip of dislocations inside precipitates a
deformation–diffusion dissolution of precipitates are th
mally activated processes that can be suppressed at low
peratures. Consequently, the laws of plastic flow of sup
saturated Al–Li alloys under sufficiently deep cooling shou
differ from the laws described in the reviews Refs. 2 and
It has already been shown in Ref. 5 that thed8-precipitate-
associated decrease of the yield stress at temperatures b
50 K is compensated by an increase in the yield stress in
solid solution~in the regions between precipitates! as a result
of the thermally activated motion of dislocations through
cal barriers. As a result of the superposition of two proces
with opposite temperature sensitivity, the total yield stress
the alloy is athermal. The present work is devoted to stu
ing the influence of low and superlow temperatures on
localization of plastic deformation in supersaturated Al–
alloys with various phase compositions: homogene
quenched alloys and aged heterogeneous alloys, conta
precipitates of a second phase, are studied.
© 2001 American Institute of Physics
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1. EXPERIMENTAL PROCEDURE

Supersaturated Al–Li alloys with 7.0 and 10.4 at.
lithium were investigated. The flat polycrystalline samp
~grain diameter 0.31 and 0.44 mm, respectively! were
paddle-shaped with a 153331 mm3 working part. The
samples were subjected to homogenizing annealing at 8
810 K for 5 h, quenching in ‘‘ice water,’’ and aging up to 7
h at Ta5473 K. The aging regime chosen, on the basis
structural investigations,6–8 produces a large increase of th
radius and volume fraction ofd8 precipitates: for average
lithium concentrations 7 and 10 at.% the particle radii a
10–15 and 15–20 nm and the volume fractions of the p
ticles are 0.03–0.06 and 0.15–0.20, respectively.

The quenched and aged samples were deformed
stretching at the constant rate«̇51024 s21 in a cryostat at
temperaturesTd5295, 77, and 0.5 K. Liquid nitrogen an
liquid He4 and He3 were used for cryostating.

The influence of the aging timeDta and the deformation
temperatureTd on the parameters of the stretching cur
load P—absolute elongationD l and on the macroscopi
plastic deformation distribution along the sample was st
ied. To this end, prior to deformation, a thin needle was u
to deposit 15 markers spaced every 1 mm on the entire w
ing part of a sample and the deformation of various secti
of the sample was estimated according to the displaceme
the markers in an optical microscope. The displacement m
surement error was 0.01 mm.

2. EXPERIMENTAL RESULTS AND DISCUSSION

2.1. Stretching curves

The load–elongation curvesP(D l ) for samples of Al–Li
alloys deformed after homogenization and quenching and
ter aging are displayed in Figs. 1 and 2. The loadP, the
elongation up to ruptureD l max, and the hardening factor o
the quenched samples increase with decreasing deform
temperatureTd . This is characteristic for most aluminum
based solid solutions.

The stretching diagrams in Figs. 1 and 2 have disti
critical values of the loadP0 which correspond to the onse
of plastic flow. In addition, for all experimental samples us
in this work the maximum elongation and change in t
transverse sections remain very small compared with the
tial lengthsl 0 and transverse sectionsS0 . Consequently, the
yield point s05P0 /S0 and the maximum relative deforma
tion «max5Dlmax/l0 can be regarded as the plasticity para
eters of the alloys.

The plasticity parameters of the alloys change subs
tially as a result of aging atT5473 K: an increase in the
yield point s0 is accompanied by a sharp decrease in
plasticity reserves«max compared with the quenched stat
Figure 3 shows the yield stresss0 and the maximum elon
gation «max versus the aging timeDta of the alloy Al–10.4
at.% Li, deformed atTd5295, 77, and 0.5 K. The quantit
s0 increases appreciably, and the plasticity reserve«max de-
creases forDta,4 h; further aging does not increases0 or
decrease«max. We call attention to the characteristic featur
of the deformation of the alloys Al–Li at sub-Kelvin tem
peratures: atTd50.5 K the plasticity reserve«max even in-
creases; in addition, abrupt deformation~abrupt change in
s
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the load, see inset in Fig. 1!, whose study falls outside th
scope of the present work, is observed in quenched and a
alloys deformed atTd50.5 K.

The parameterss0 and«max show similar behavior as a
function of Dta andTd for the alloys Al–7.0 at.% Li.

2.2. Deformation distribution along the sample

Observations of individual sections (i 51,2,. . . ,15) of
the working part of the deformed samples showed that
character of the deformation distribution along a sample
pends strongly on the aging timeDta and the temperature
Td . Typical histograms illustrating the relative deformatio
« i5D l i / l i of individual sections of a sample are displayed
Figs. 4 and 5. The data correspond to average deformat
«̄<0.08.

FIG. 1. Load–elongation curvesP(D l ) of quenched Al–Li alloys (Dta

50 h) deformed at temperaturesTd5295, 77, and 0.5 K.

FIG. 2. Load–elongation curvesP(D l ) of aged Al–Li alloys deformed at
temperaturesTd5295, 77, and 0.5 K.
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Comparing the relative deformation of various sectio
of quenched and aged samples, deformed atTd5295, 77,
and 0.5 K, we note the following features:

1! a nonuniform distribution of deformation~sections of
deformation localization! is observed only in aged sample
containing precipitates of a second phase~Fig. 5!;

2! at temperatureTd the quenched~Fig. 4! and aged
~Fig. 5! samples deform with the same degree of uniform

The influence of the decomposition of a supersatura
solid solution and of the formation of precipitates duri
aging on deformation localization in individual sections
the samples is illustrated in Fig. 6. Histograms of a Al–10
at.% Li sample are presented here. This sample was
deformed after homogenization and quenching~A!, then

FIG. 3. Maximum deformation«max ~a! and yield stresss0 ~b! versus aging
time for the alloy Al–10.4 at.% Li deformed at temperaturesTd5295 ~d!,
77 K ~s!, and 0.5 K~m!.

FIG. 4. Distribution of the relative deformation in a quenched Al–10.4 a
Li sample deformed at the indicated temperatures.
s

.
d

4
st

aged for 1.5 h, and once again deformed~B!. The histogram
A illustrates the comparatively uniform deformation distrib
tion characteristic for single-phase alloy, while sections
deformation localization can be seen in histogram B. T
tests were also performed in the opposite sequence: firs
aged sample was deformed and then the sample was ho
enized and deformed once again. The deformation local
tion sections arising at the first stage vanished after hom
enizing annealing. However, this result could be due not o
to the phase composition of the sample but also the re
ational processes occurring at high annealing temperatu

The varianceD2 of the quantity« i5D l i / l i can serve, to
a first approximation, as a parameter characterizing the
gree of nonuniformity~localization! of deformation:

D25
1

15(
i 51

15 S « i

«̄ i
21D 2

,

where

«̄ i5
1

15 (
i 51

15

« i .

The estimates of the variance for different aging tim
and deformation temperatures of the alloy Al–10.4 at.%
are presented in Fig. 7. The variance of the local deform
tions along the samples is similar for the alloy Al–7.0 at
Li.

FIG. 5. Distribution of the relative deformation in an aged Al–10.4 at.%
sample deformed at the indicated temperatures.

FIG. 6. Distribution of the relative deformation in a Al–10.4 at.% Li samp
deformed at 77 K after quenching~A! and after aging~B! for 1.5 h.
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It is evident from Figs. 4 and 7 that the plastic deform
tion of quenched samples for moderately low and sub-Ke
temperatures is distinguished by a high degree of uniform
this case corresponds to quite low valuesD'0.220.3. Ag-
ing of the samples forDta<4 h creates the prerequisites f
deformation localization, but such localization appears o
for deformation at room and moderately low temperatur
here, the quantityD, increases by a factor of 2–6~Fig. 7!.
Localization is not observed for deformation of aged samp
at sub-Kelvin temperatures. It is also seen in Fig. 7 that lo
time aging withDta.4 h does not increaseD, i.e. it does
not intensify the localization effect.

The dependenceD(Dta ,Td) shown in Fig. 7 qualita-
tively agrees with the experimental dependence«max(Dta ,Td)
in Fig. 3: deformation localization is the prerequisite for d
creasing the plasticity reserves of the sample.

It was previously believed that localization degrades
macroscopic characteristics of an alloy for large deform
tions «'0.2 at room and high temperatures.4,6 The funda-
mental possibility of localization for small deformations w
simulated in Ref. 9. In our experiments an increase in
parameterD characterizing the degree of localization is o
served even for deformations«'0.08 and depends strongl
on the temperatureTd . The weak localization of deformatio
at sub-Kelvin temperatures confirms the hypothesis m
tioned in the introduction that thermally activated proces
are the basis of this phenomenon: low temperatures pre
deformation-stimulated dissolution of precipitates and f
mation of channels free of precipitates of a second ph
Here, the plasticity reserve of the alloy does not decrease

FIG. 7. Variance of the relative deformation as a result of aging of the a
Al–10.4 at.% Li forDta and deformation at temperaturesTd5295 K ~d!,
77 K ~s!, and 0.5 K~m!.
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rather the yield stress remains high as a result of the incre
in the friction stress in the matrix.

It should be noted that macroscopic-scale localization
plastic deformation of the alloys Al–Li was detected a
analyzed previously in real4 and computer9 experiments:
precipitate-free channels were of the order of 1025

21024 mm wide. In our experiments macroscopic 1 m
wide deformation-localization zones were studied. It is na
ral infer that such large-scale deformation localization is d
to spatial fluctuations, arising as a result of deformatio
diffusion dissolution of precipitates, of the distribution o
free channels.

3. CONCLUSIONS

Two qualitative conclusions can be drawn from the e
perimental data obtained in this investigation:

— the deformation kinetics and the plasticity paramet
of supersaturated Al–Li alloys at moderately low and roo
temperatures depend strongly on the aging time and th
fore on the size and volume fraction ofd8 precipitates; this is
due to the specific manner in which dislocations shear
precipitates and to the deformation–diffusion dissolution
fect;

— under deep cooling, when thermally activated pr
cesses are suppressed, quenched and aged Al–Li alloys
acteristically show a combination of high strength and a pl
ticity reserve.

We thank S. N. Smirnov and V. S. Fomenko for helpf
recommendations.
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Oscillatory acoustoelectronic effect in quasi-two-dimensional conductors in a
quantizing magnetic field

O. V. Kirichenko* and V. G. Peschanski 

B. I. Verkin Physicotechnical Institute for Low Temperatures, Ukrainian National Academy of Sciences,
pr. Lenina 47, Khar’kov, 61103, Ukraine
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It is shown that the quasi-two-dimensional character of the electron energy spectrum of a layered
conductor results in a large decrease of the absorption of longitudinal sound propagating in
a direction normal to the layers in a quantizing magnetic field. ©2001 American Institute of
Physics. @DOI: 10.1063/1.1421466#
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Acoustoelectronic phenomena in degenerate conduc
in a sufficiently strong magnetic field are very sensitive
the form of the electronic energy spectrum.1,2 They were
successfully used to reconstruct from the experimental d
the Fermi surface—the main characteristic of the conduc
electron spectrum in metals. At low temperatures, where
temperature broadening of the Fermi distribution function
charge carriers is much smaller than the splitting between
magnetic field quantized energy levels, the dependenc
the damping decrement of the sound on the magnetic fielH
has the form of giant oscillations.3

At such low temperatures the damping of sound wa
in degenerate conductors is due primarily to the interac
of charge carriers with the wave. With adequate accuracy
absorption of acoustic energy per unit time per unit volu
of a conductor is equal to the dissipative electron functio

Q5TṠ, ~1!

whereT is the temperature andS is the entropy density o
the electrons. The quantityS is determined by the relation4,5:

S52Tr$ f̂ ln f̂ 1~12 f̂ !ln~12 f̂ !%, ~2!

where the nonequilibrium statistical operatorf̂ satisfies the
kinetic equation

] f̂

]t
1 v̂"

] f̂

]r
1@Ĥ01Ĥ1 , f̂ #5Ŵcoll $ f̂ %. ~3!

The sound wave excites the accompanying electromagn
wave and renormalizes the electron energy« by the amount
d«5L i j ui j . This perturbation of the electronic system b
lattice vibrations takes account of the correctionĤ1 to the
unperturbed electron HamiltonianĤ0 . Herev̂ is the electron
velocity operator,uik is the crystal deformation tensor, an
L ik is the deformation potential tensor taking account of
conservation of the number of electrons. The summation
Eq. ~2! extends over all variables defining the state of
electrons, including the spin variables.

The collision operatorŴcoll takes account of the interac
tion of electrons with various scatterers—impurity atom
9781063-777X/2001/27(11)/3/$20.00
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lattice defects, phonons, and others. According to
principle of detailed balance, the collision operator acting
the equilibrium statistical operatorf̂ 0 gives zero, i.e.,
Ŵcoll $ f̂ 0%50.

We shall assume that the perturbation of the elect
system by a sound wave with frequencyv is weak, and in
the expression

Ṡ5TrH Ŵcoll $ f̂ % ln
12 f̂

f̂
J ~4!

we shall confine our attention to the asymptote with resp
to the small deviation of the statistical operator from t
equilibrium operatorf̂ 15 f̂ 2 f̂ 0 .

In the linear approximation in the weak perturbation
the electrons by a sound wave the collision operatorŴcoll$ f̂ %
is a linear integral operator acting onf̂ 1 . For greater clarity
in calculating the dissipative functionQ we shall employ the
t approximation for the collision operator, which makes
possible to represent this operator as the operator multiply
f̂ 1 by the collision frequency 1/t:

Ŵcoll $ f̂ 1%52
f̂ 1

t
. ~5!

In the collisionless limit, i.e. forvt@1, the explicit form of
the collision integral is immaterial, and forvt!1 the repre-
sentation ofŴcoll $ f̂ 1% in the form ~5! is adequate in many
cases, for example, for the propagation of longitudinal sou
in the direction of a magnetic fieldH5(0, 0,H). We shall
examine this case below and we shall calculate the so
damping constantG, equal to the ratio of the dissipativ
function to the acoustic energy flux densityru2v2s/2, where
r is the crystal density,s is the sound speed, andu is the
displacement of the ions.

For longitudinally polarized sound there is no need
take account of the electromagnetic fields generated by
acoustic wave. When such fields are neglected only the
© 2001 American Institute of Physics
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agonal components of the statistical operator differ fr
zero. Using the kinetic equation it is easy to obtain for t
matrix elementf 1

nn the expression

f 1
nn~Py , pz!S ikvz2 iv1

1

t D52
] f 0~«n!

]«n
L i j

nn~Py , pz!u̇i j ,

~6!

wherek is the wave number. We employed the Landau ga
for the vector potentialA5(0,Hx, 0) of the magnetic field.
Aside from the projection of the momentumpz , another
good quantum number is the projection of the generali
momentumPy , which is related with the kinematic momen
tum py asPy5py1eHx/c. The continuously varyingpz and
Py and the discrete quantum numbern, which enumerates
the energy levels of an electron in a magnetic field, w
chosen as the independent variables defining the state o
electron.

The sound absorption coefficient can be easily found
an arbitrary electronic energy spectrum. For definiteness
shall consider a layered conductor with a quasi-tw
dimensional electronic energy spectrum with the very sim
form

«~p!5
px

21py
2

2m
2hv0

\

a
cos

apz

\
~7!

under conditions where

T!\V!hm. ~8!

Here a is the disetance between the layers,v0 is the Fermi
velocity, V5eH/mc, m and e are the electron mass an
charge,c is the speed of light, andh!1 is the quasi-two-
dimensionality parameter.

A component of the deformation potential can be d
scribed as

Lzz5hmv0
2 cos

apz

\
. ~9!

The electron energy levels neglecting the spin splittin

«n5\VS n1
1

2D2hv0

\

a
cos

apz

\
~10!

depend only on the two variablesn andpz , and the dissipa-
tive function of the electron system assumes the quite sim
form

Q52
2eH

c~2p\!2 (
n
E

0

2p\/a

dpz

] f 0~«n!

]«n

k2v2uLzzu̇u2t

11t2~kvz2v!2 .

~11!

Substituting

] f 0

]«n
52

1

4Tc\2@~«n2m!/2T#

into Eq. ~10! and using the dimensionless variablex
5apz /\ we obtain the following expression for the dampin
constant:

G5G0h2
\V

T
kv0t(

n
E

0

2p

dxF~x!Gn~x!, ~12!
e

e

d

e
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e
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whereG05mNv0v/4prs2, N is the charge carrier density
m is the chemical potential, and

F~x!5
cos2 x

11t2~hkv0 sinx2v!2
,

Gn~x!5cosh22F2m1V\S n1
1

2D2~h\v0 /a!cosx

2T
G .

For vt!s/hv0 the functionF(x) possesses sharp pea
of the order of 1/khv0t wide, but in a wide range of acousti
frequencies such thatvt,1, the functions areGn(x) are
sharper. The width of the peaks of these functions is of
order of (T/hm)1/2 and they are associated with the sharp
peaks in the acoustic energy absorption. They occur for m
netic fields satisfying the condition

m2\VS n1
1

2D6h
\v0

a
50. ~13!

The electron density of states has a singularity, which gi
rise to a sharp increase of the acoustic energy absorptio
electrons. The height of the peaks forkv0t!m/T is

Gmax.G0

\V

~Tm!1/2
h3/2kv0t, ~14!

and outside the peak the background part of the func
G(H) is (T/hm)1/2 times smaller thanGmax. Compared with
an istropic metal, longitudinal sound propagating in a dire
tion normal to the layers of a quasi-two-dimensional cond
tor decays very weakly, and a plot of its dependence on
magnetic fieldG(H) lies much below the analogous curv
GM(H) for an isotropic metal. For example, forkv0t
,(m/T)1/2 the ratio of the maximum values of the absor
tion coefficient is

Gmax

GM
max.h3/2. ~15!

Figure 1 showsG/G0 versus the magnitude of a stron
magnetic field.

It is easy to show that the magnetic field dependence
the absorption coefficient is qualitatively the same for ar
trary quasi-two-dimensional electronic energy spectrum.

FIG. 1. G/G0 versus (H2H0)/H0 , where H0 satisfies the relation
V(H0)/m50.02; h50.01,vt50.1,kv0t553102, m/2T5104.
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an arbitrary dispersion law for charge carriers the elect
density of states has a singularity, where the area of the
tion of the Fermi surface by the planepz5const has an ex
tremum as a function ofpz . Thus, the extremal area of th
section of the Fermi surface determines the period of
oscillations ofG(H).

The relations presented above, as noted above, are
in the semiclassical approximation, wherehm@\V and the
chemical potential is essentially independent of the magn
field strength. In the opposite limiting case\V.hm the
complex dependence ofm on H can no longer be ignored in
Eq. ~13!. This case merits a separate investigation, espec
for \V@hm, where the maximum of the absorption
acoustic energy splits into a doublet with the splitting p
portional to the quasi-two-dimensionality parameter of
conductor.

The case examined above is the only case where ano
lous acoustic transmission of a quasi-two-dimensional c
ductor occurs. For transversely polarized acoustic w
propagating in the direction of a magnetic field oriented in
n
c-

e

lid

ic

lly

-
e

a-
-
e

a

direction normal to the layers an electromagnetic with el
tric field lying in the plane of the layers is excited. The res
is that the Joule losses become very substantial, and
result the sound absorption coefficient in the layered qu
two-dimensional conductor is equal in order of magnitude
the absorption coefficient in a normal metal with the sa
charge carrier density.
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Identification of the stripe state of a YBa 2Cu3O6¿x superconductor according
to optical absorption data
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The doublet structure of the electron–bimagnon absorption band with maxima at 2.145 and 2.28
eV is observed for the first time for the metallic phase of YBa2Cu3O61x with x50.85 (Tc

588 K!. As the YBCO film cools down, the doublet band arises quite sharply near the pseudogap
state atT,130 K and remains in the superconducting phase atT,Tc . In the superconducting
transition region the amplitude of each doublet component increases. Comparing with
data on the splitting of the neutron scattering peak in YBCO@P. Daiet al., Phys. Rev. Lett.80,
1738 ~1998!# showed that the splitting of the absorption band reflects the formation of a
stripe superstructure consisting alternating dielectric and metallic quasi-one-dimensional stripes.
© 2001 American Institute of Physics.@DOI: 10.1063/1.1421467#
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1. The question of the coexistence of antiferromagne
~AF! and superconducting~SC! phases in copper-oxid
HTSCs is now one of the most controversial questions in
problem of superconductivity. For these materials the qu
tion of the nature of the pseudogap~PG! state, preceding
superconductivity in the temperature rangeTc,T,T* , is
just as acute. These questions can be answered, for exa
using the spin-echo, nuclear relaxation, angle-resolved p
toemission spectroscopy methods~see the reviews in Refs
1–4. Neutron scattering methods are especia
informative.5,6 However, at the present time there is no ge
erally accepted point of view concerning the nature of the
and PG states in copper-oxide HTSCs. Nonetheless, the
clusion that superconductivity in these compounds is ass
ated with the phase separation of samples into dielec
~with short-range AF ordering! and metallic quasi-one
dimensional stripe phases3–8 sounds increasingly more con
vincing. The metallic stripes with quasi-one-dimension
motion of holes are separated by dielectric stripes, wh
together form a superstructure that fluctuates in time
space.3–7 Each stripe is several lattice constants wide.
static stripe structure can exist in manganates
nickelates.8 Apparently, the stripe structure was first pr
dicted theoretically in Ref. 9.

In the present paper we present the results of opt
investigations, which we believe will lead to progress in t
solution of questions concerning the PG and SC states on
basis of the stripe superstructure model. The results w
obtained by absorption optical spectroscopy of YBCO film
In many respects this method has no analogs for class
low-temperature superconductors and can be regarded
new independent method for investigating the supercond
tivity of HTSCs. The sensitivity of absorption spectra in t
energy range 1 eV, much greater than the energy of the
9811063-777X/2001/27(11)/4/$20.00
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gap, to superconductivity was proved in Refs. 10–12. Di
nostics of the PG state on the basis of the absorption spe
in the visible-frequency range is presented in Ref. 13. T
central results of these investigations can be formulated
follows.

1. In the metallic phase of YBa2Cu3O61x an absorption
bandA1J at '2.2 eV, identified as an electron–bimagno
band, arises in the region of formation of the PG state
temperaturesT,T* . When the samples are cooled belo
T* this band appears even if it is absent in the metallic ph
at room temperature. In the AF phase the intensity of
band increases sharply on cooling below the Ne´el tempera-
ture TN .

2. In the SC phase the entire spectral composition of
intraband and interband optical absorption becomes ‘‘f
zen,’’ and the electron–bimagnon bandA1J becomes
temperature-independent.

These experimental data can serve as proof of the m
netic nature of the PG state and evidence for the sp
fluctuation mechanism of superconductivity in cupra
HTSCs.

In the present work we investigated the fine structure
the electron–bimagnon absorption bandA1J with tempera-
ture passage through the PG and SC states. The curr
widely discussed data on inelastic neutron scattering in
prate HTSCs served as the motivation for such experime
The neutron experiments showed that nearTc the peak of the
inelastic neutron scattering by incommensurate AF fluct
tions ~see Ref. 5 and references cited there!, which is attrib-
uted to phase separation of the sample into dielectric
metallic stripes of a dynamic character,3–7 splits nearTc .

2. Temperature investigations of the absorption spec
a(v) of YBa2Cu3O61x films with x'0.3 ~dielectric AF
phase! and x'0.85 ~metallic phase! were performed in the
© 2001 American Institute of Physics
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temperature range 170–200 K. The critical temperatureTc

for the metallic film was 88 K with SC transition width'1
K. The single-crystal films possessedc orientation relative to
the SrTiO3 substrate and their thickness wasl 52300 Å . The
measurements of the absorption coefficienta(v) ~optical
densitya l ) were performed in unpolarized light (E'c). The
absorption of the films was measured in the frequency ra
1.8–2.6 eV, which contains the electron–bimagnon abso
tion bandA1J. The YBCO absorption bands are identifie
in greater detail and the methodological features of the m
surements are presented in preceding works.13,14

3. We start with the data for a dielectric film. First w
note that at 300 K the absorption spectrum of such a film
typical for the dielectric phase of YBa2Cu3O61x with x
,0.4.13,14The visible-frequency part of the absorption spe
trum is described by a sum of three components:a l (300 K!
5(a l )A1(a l )A1J1(a l )CT , where (a l )A is the narrow-
bandA component; (a l )A1J is the narrow-bandA1J com-
ponent; and, (a l )CT is the continuum component of inte
band transitions through the optical gapEg51.721.8 eV.
The Gaussian contours

a l ~E!5
m

sAp
expF2

~E2E0!2

2s2 G , ~1!

wheres is the variance of the contour,m is the amplitude
coefficient, andE0 is the position of the maximum, describ
the narrow-band components well. According to Refs.
and 14, theA component is due to transitions through t
optical gap from the correlation maximum of the density
states at the top of the valence band~in the metallic phase the
Fermi level shifts into the region of this maximum!. At 300
K the parameters of theA contour in a dielectric are usuall
E0'Eg , sA50.1420.17 eV, mA50.420.6 eV. For our
YBCO samples the parameters fell into this range of valu
The A1J band is split from theA band by the bimagnon
excitation energy\v2m'3J'0.3 eV, whereJ'0.1 eV is
the exchange interaction energy of the spins in a CuO2 plane.
A1J transitions arise as a result ofA transitions but with the
additional creation of two magnons with energy correspo
ing to the boundary of the Brillouin zone. At 300 K th
parameters of theA1J contour in YBa2Cu3O61x for x
'0.3 wereE052.055 eV,sA1J50.16 eV, andmA1J50.32
eV. As temperature decreases, the dielectric YBCO tra
forms into the AF phase, and forx'0.320.35 the Ne´el tem-
peratureTN52502200 K. In the AF phase, as a result of
decrease in magnon damping, the dispersion of theA and
A1J bands is smaller than at 300 K, and the amplitude
these bands, i.e. the oscillator strength of the transitio
increases.14

Figure 1 shows for the AF phase of YBa2Cu3O6.3 the
difference spectra of the optical densityD(a l )A1J5a l (T)
2a l (140 K) in the frequency band of theA1J contour for
temperatures 20, 44, and 102 K. It is evident that theA1J
band in the AF phase does not possess a fine structure a
described well by a single Gaussian contour~1!, shown in
Fig. 1 ~solid curve!. The narrow-bandA1J absorption band
lies against the background of temperature variations for
continuum interband absorption band, for whichD(a l )CT

5a l CT(T)2a l CT~140 K)'20.05. Generally speaking, th
difference spectrumD(a l )A1J should be determined by th
e
p-

a-

is

-

3

f

s.

-

s-

f
s,

d is

e

difference of two Gaussian contours~1! with different tem-
peratures. However, if the variance of the Gaussian is a w
function of temperature in the AF phase, then the differen
D(a l )A1J itself is essentially a pure Gaussian withsA1J

5const and amplitude coefficient DmA1J5m(T)
2m(140 K). The results presented in Fig. 1 show that
T,TN'200 K the variance of a contour issA1J50.05 eV,
i.e. in the AF state it decreased several fold, but even in
AF phase itself the variance changes very little on cool
from 140 to 200 K. At the same time, as one can see fr
Fig. 1, the oscillator strength of theA1J transition increases
appreciably as the temperature in the AF phase decrea
Thus, on cooling from 140 to 102 K the addition to th
amplitude coefficient isDmA1J5m(102 K)2m(140 K)
50.0036 eV, and with further cooling to 44 KDmA1J

50.01 eV. Thus, in the dielectric phase, for a transition fro
the short-range AF ordering withT.TN to long-range AF
ordering with T,TN the variance of theA1J band de-
creases, the amplitude of the band~optical transition prob-
ability! increases and continues to increase right up to 44
At temperaturesT<44 K all temperature variations vanis
~see Fig. 1!. The temperature-independence of the absorp
spectra is typical for exciton~electron!–magnon absorption
in classical AF crystals at temperatures close to and be
the spin-wave gap energy.15 For dielectric YBa2Cu3O61x

this gap isDN /kB'40260 K,16 which explains the absenc
of variations in the spectra as temperature decreases b
44 K. It should be noted that in the AF phase the Gauss
A1J contour is structureless in the entire experimental te
perature range.

4. We now consider the optical data obtained for t
superconducting metallic film YBa2Cu3O61x (x'0.85) at
temperatures from 170 to 200 K. Both the formation te
perature of the PG stateT* 51202130 K and the SC tran-
sition temperatureTc588 K fall into this range. The value
T* 51202130 K was obtained in a number of other ind
pendent measurements.1 We note immediately that at room
temperature the electron–bimagnon bandA1J was absent in
the absolute absorption spectra of this film because the m

FIG. 1. Temperature variations for the difference absorption spectraDa l
5a l (T)2a l (140 K) of a YBa2Cu3O6.3 film in the antiferromagnetic phase
at different temperatures. The solid lines show the model curves in the f
of single Gaussian curves. Key: 1! Energy, eV; 2! Gaussian.
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nons decay and an electron–hole pair forms in the meta
phase~as shown in our work,14 at 300 K theA1J maximum
shifts and rapidly decays with increasing doping; traces
this maximum can be observed only in undoped films w
x,0.7).

Figure 2 shows the difference absorption spec
D(a l )A1J5a l (T1)2a l (T2), measured in definite tempera
ture ranges on cooling of the film. The data labeled with
number1 refer to the temperature range fromT25170 K to
T15150 K, i.e. for the regionT.T* . It is evident that as
temperature decreases, the narrow-band compo
A1J does not appear~more detailed measurements sho
that it is absent from the entire range 300–150 K!. The data
2 refer to the temperature range 155–112 K, includingT* . It
is clearly seen that as the formation temperature of the
state is crossed, the electron–bimagnon peak does not si
arise, but rather it appears in the form of a doublet band w
maxima atE0152.145 eV andE0252.28 eV. ~At energies
below 2 eV the increase in absorption is due to the app
ance of anA contour with maximum near 1.7 eV.13! The
solid curve shows the sum of two Gaussians of thisA1J
doublet withs1

A1J50.053 eV,s2
A1J50.045 eV, andm1

A1J

50.0024 eV,m2
A1J50.0015 eV. We underscore that for th

PG state the variance of each doublet is essentially the s
as that for the AF phase of the dielectric. With further co
ing the temperature variations for the doublet which ari
vanish~data3! in the temperature range fromT25113 K to
T1598 K (Tc,T,T* ), D(a l )A1J50. However, according
to the data4, when the SC transition (Tc588K) is crossed
in the temperature range 100–70 K, the amplitudes of e
peak increase additionally, i.e. the probability of electro
bimagnon excitation increases. The amplitude correc
Dm1

A1J50.0018 eV andDm2
A1J50.0007 eV, which corre-

FIG. 2. Temperature variations of the absorption spectraDa l 2a l (T1)
2a l (T2) for a YBCO superconducting film. The temperaturesT12T2 for
each measurement range are presented to the left of the experimenta
The data2 correspond to the formation region of the pseudogap and the
4 to the superconducting states. The solid lines show model curves in
form of a sum of two Gaussians.
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sponds to'50% of the initial amplitudes of the componen
with passage of the PG state in the temperature range 1
155 K. The variance of the contour~magnon damping! does
not change on passage throughTc . With further cooling
from 70 to 20 K, even in the SC phase there are no temp
ture variations of absorption (D(a l )A1J50, data 5!, i.e. the
doublet structure itself of theA1J band and the parameter
of the band remain unchanged in the entire region of the
state.

5. Briefly summarizing the results obtained, we note fi
that in the metallic phase of YBCO the electron–bimagn
band possesses a doublet structure similar to that observ
the inelastic neutron scattering peak. This is the first ob
vation of such an effect in HTSC optics. Optical investig
tions clearly show that the doublet structure arises on pas
through the PG state. Neutron scattering data have mad
possible to observe the doublet structure at temperatures
several degrees aboveTc .5 Our optical investigations show
quite unequivocally that the doublet structure reflecting
stripe state in YBa2Cu3O61x appears quite sharply precise
near T* 51202130 K. The energy splitting between th
doublet componentsDE50.14 eV can be compared with th
neutron scattering data. Thus, according to the neutron d
for YBCO near optimal doping the difference of the wa
vectors for incommensurate spin fluctuations responsible
the splitting of the inelastic neutron scattering peak isDk
50.2 Å21. This splitting corresponds, to a first approxim
tion, to the energy differenceDE5Dk\v50.12 eV, where
\v50.6 eV•Å is the velocity of spin waves in YBCO.17

The quantityDE corresponds to the splitting of the dispe
sion curve for magnons, because of the appearance o
stripe superstructure. The neutron valueDk and the optical
valueDE of the splittings agree well with one another. Th
results presented probably serve as the first optical proo
the stripe structure of the PG state. It can also be asse
that the formation of the PG state is a necessary condition
the appearance of superconductivity in YBCO. The doub
structure of the ‘‘magnon’’ absorption band remains in t
temperature range of the SC phase. This undoubtedly at
to the compatibility of the short-range AF order and sup
conductivity, and superconductivity is probably establish
as a result of the global phase coherence between the m
lic stripe phases formed in the PG state.

We also call attention to a nontrivial effect which a
pears with the formation of the SC state. It turns out that
formation of the SC phase the probability of electron
bimagnon excitation increases substantially, but the varia
of the Gaussian contours, i.e. the damping of the magn
remains practically unchanged. This result definitely requi
a special theoretical analysis.

On the methodological level our results also show t
optical absorption spectroscopy can be used actively to
termine the nature of superconductivity in cuprate HTSC
especially in polarization measurements. The high inform
tion content of this method cannot to be compared with
limited use at low frequencies for classical superconduc
with the standard electron–phonon pairing mechanism.

In closing, we wish to thank the scientific group of Pr
fessor G. Za�mann-Ishchenko~Erlangen University, Ger-
many! for providing the YBCO films for the experiments
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Nonmagnetic spinguides and spin transport in semiconductors
R. N. Gurzhi,* A. N. Kalinenko, A. I. Kopeliovich, and A. V. Yanovski 
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~Submitted July 23, 2001!
Fiz. Nizk. Temp.27, 1332–1334~November 2001!

The construction of a spinguide—a semiconductor channel with walls consisting of a dilute
magnetic semiconductor with very large Zeeman splitting and transmitting electrons only with one
type of polarization—is proposed. Such channels can be sources of spin-polarized current in
nonmagnetic conductors. They can be used for creating fast switches of the spin-polarization
direction of the electric current and for transmitting spin polarization over large distances
~even larger than the spin-flip length!. The selective transparency of the walls gives rise to new
size transport effects. ©2001 American Institute of Physics.@DOI: 10.1063/1.1421468#
ea
or
ur

c
va
ro
th
w
ta
ag
to
n
he
g
fa
c
th

a-
ly
a

s

re
a
th
e

su
th
n

-
tiv

d
ion

of
e

is
n

time
red
ra-
n
b-
in-
ms
he

f
nt

ith
za-

he
c-
the
er-
ized
he

the

er
rly
vin.
up
ties
1. Interest in spin transport phenomena has been incr
ing constantly in the last few years. One of the most imp
tant problems in this field is obtaining a spin-polarized c
rent in nonmagnetic semiconductors~NS!, because
combining magnetic conservation information with ele
tronic counting in a single semiconductor device gives a
riety of obvious technological advantages. In ordinary fer
magnetic conductors the electric current is polarized to
extent that the density of states differs for up and do
spins; there are a number of difficulties in obtaining a s
tionary spin polarization in NS. The simplest idea—pass
of current through a ferromagnetic metal–semiconduc
interface1—permits polarizing the current only to a fractio
of a percent.2 This inefficiency is due, on the one hand, to t
substantial difference of the conductivities of the ferroma
netic metal and semiconductor and, on the other, to the
that in metal ferromagnets with good polarizability the ele
tron mean-free path lengths are short compared with
spin-flip length.

A new, extremely effective method of spin polariz
tion of the electric current in NS was recent
realized experimentally.3 In this experiment, a sample of
diluted magnetic semiconductor~DMS! based on
BexMnyZn12x2ySe with giant splitting of the spin subband
in a magnetic field~the effectiveg factor of the Zeeman
splitting is of the order of 100; the properties of DMS a
reviewed in Refs. 4 and 5! was used as a spin filter. The ide
of a spin filter is based on the fact that a situation where
Fermi level in the DMS lies below the bottom of one of th
spin subbands is entirely realistic and, consequently, at
ficiently low temperatures energy conservation forbids
spin-flip process. In addition, the DMS in this experime
has a remarkable similarity to the NS used~gallium-arsenide
based semiconductor! right up to the crystal lattice param
eters being the same. Since spin flip in NS, being a rela
istic effect, corresponds to large travel distances~in some
substances up to 100mm!,3,6 a system of serially connecte
DMS and NS samples is ideally suited for spin polarizat
9851063-777X/2001/27(11)/2/$20.00
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of the current. Correspondingly, almost 100% polarization
the current flowing from DMS into NS is obtained in th
experiment of Ref. 3.

An important problem in using spin filters is that it
impossible to switch rapidly the direction of the polarizatio
because strong magnetic fields are used. The switching
even for a not very strong magnetic field is long compa
with any mesoscopic, including diffusion, times. The gene
tion of strongly nonuniform fields with an alternating sign o
microscopic scales is also technologically a difficult pro
lem. One possibility of creating miniature and fast sp
polarization switches that eliminates the indicated proble
is to use the ‘‘nonmagnetic spinguides’’ proposed in t
present paper.

2. Nonmagnetic spinguides. A nonmagnetic spinguide is
a channel~tube or strip! made of an NS with walls made o
DMS. In contrast to Ref. 3, in this case the electric curre
flows along, and not perpendicular to, the interface~Fig. 1!.
It is assumed that the spinguide walls transmit electrons w
one polarization and reflect electrons with the other polari
tion. The NS is unpolarized in the absence of current~in an
equilibrium situation!. However, the current passed along t
spinguide will be polarized, since the nonequilibrium ele
trons with spins possessing one polarization will leave
channel. But, for this, the DMS must be grounded. Oth
wise, if spin-flip processes are absent, the same unpolar
current as at the entrance will occur at the exit from t
channel.

Let us consider a diffusion transport regime where
diffusion lengthd l is much less than the channel widthw:
d l 5min$rc , li% !w, wherer c is the cyclotron radius andl i is
the electron–impurity mean-free path. In this pap
electron–electron collisions are neglected; this is clea
valid at temperatures of the order of several degrees Kel
Let m↑,↓ be the electrochemical potentials of carriers with
and down spins, respectively. The electric current densi
J↑,↓52e21s•¹m↑,↓ ~for simplicity, it is assumed that the
conductivity s is the same in the NS and DMS!. For defi-
© 2001 American Institute of Physics
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niteness, we assume that the spinguide walls pass only
trons with downward spin, i.e. at the channel boundar
]m↑ /]y50 ~it is assumed that there is no dependence on
coordinatez!. The grounding condition must be added
this: m50 at the grounding contacts. Let unpolarized curr
J052J↑(x50)52Jm↓(x50) be fed into the input. The dif-
fusion equationDm↑,↓50, taking account of these bounda
conditions, can be solved exactly. ForL@d, whered is the
distance between the grounding contacts, the currentJ↓ at
the channel exit will decrease exponentially with increas
channel length:J↓}exp$2pL/d%. Taking account of the
trivial result J↓5J0/2 it is easy to see that the spin polariz
tion of the current at the channel exit approaches 1 expon
tially with increasingL:

a5
J↑2J↓
J↑1J↓

512c expH 2
pL

d J , c;1. ~1!

It is obvious that the spin polarization of the currenta de-
pends very strongly on the geometry of the grounding c
tacts.

Evidently, the direction of the spin polarization in th
spinguide is opposite to the polarization in the spin-fil
scheme of Ref. 3 with the same polarization of the DM
Therefore, combining the spin filter and spinguide with ele
trostatic valves it is easy to switch the spin polarization
the current.

We note that the spin-flip processes in NS have a m
weaker effect on the current polarization in a spinguide th
in a spin filter. In the latter the spin polarization of the cu
rent decays over a distancels5Al i l s, wherel s is the mean-
free path length relative to spin-flip processes in the NS. T
spin-flip processes in a spinguide appear much differen
They have virtually no effect on the polarization (ls@d) and
lead only to a decrease of the total current over a distancls

~in the geometry shown in Fig. 1—exponentially!.
We shall indicate one other possible formulation of t

experiment—‘‘spin entrainment’’~Fig. 2!. An unpolarized
current is introduced into channel 1, and in the proces
completely polarized current—a51—arises in channel 2
separated from channel 1 by a DMS interlayer. The polar
tion at the exit of channel 1 will depend on the relative wid
of the channels. If the thickness of the DMS interlayer is le
thanw1 andw2 andL@w1 , w2 , we have

a5
12g

11g
, g5

w1

w11w2
. ~2!

FIG. 1. Spinguide scheme:L channel length,w channel width,d distance
between grounding contacts.
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The current in channels 1 and 2 are oppositely polarized,
the total current along the two channels is, naturally, un
larized. Curiously, in the limit of a wide channel 2,w1

!w2!L, the polarized currents will be divided equally b
tween the channels, i.e. a completely spin-polarized cur
J↑ 5J0/2, equal in magnitude and opposite in polarization
the current in channel 2, will flow in channel 1. The deriv
tion of Eq.~2! assumed that a potential equal to the poten
at the exit from channel 1 is applied to the exit from chan
2. ~The potential at the exit from channel 1 in our model
determined by the magnitude of the currentJ0 .! The polar-
ization current in the channels can be controlled by vary
the potential at the exit from channel 2.

3. On this basis, spinguides make it possible to achiev
high degree of current polarization in a nonmagnetic cond
tor. Although the spin filters employed also give a high d
gree of polarization, spinguides could be helpful in contr
ling the spin-polarization current and polarization transp
over large distances even in the presence of spin-flip p
cesses. In addition, under conditions of selective trans
ency of the interfaces curious features of the galvanom
netic phenomena in such systems could appear. Specific
we note that delocalized states in a magnetic field at
DMS–NS interface~corresponding to classical hopping o
bits! will be completely spin-polarized.

*E-mail: gurzhi@ilt.kharkov.ua
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FIG. 2. Entrainment through the DMS interlayer:w1 , w2 channel widths.
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A number of leading companies and scientific cent
exhibited new cryogenic and vacuum technology in the
cent low-temperature physics LT-32 conference in Kaz
~October 2000!.1 A special exhibit of scientific cryogenic in
strument building was organized. Participant’s included O
ford Instruments Superconductivity~Great Britain!, Leiden
Cryogenics ~Holland!, Nanoway Oy and University o
Jyvaskyla ~Finland!, the Scientific–Industrial Association
‘‘Vakuummash’’ and ‘‘Élekon’’ ~Kazan’!, and the Institute
for Semiconductors of the Ukrainian National Academy
Sciences~Kiev!.

In a plenary report Professor V. A. Mikheev noted th
Oxford Instruments Superconductivity, which he represe
is now the main developer and manufacturer of vario
equipment for fundamental and applied research in lo
temperature physics. The company leads in developing
entific apparatus for modern cryogenics and for genera
strong magnetic fields and low and superlow temperatu
and for producing superconductor systems, vacuum tech
ogy, and electronics. Here, a high-resolution NMR syste
the first such system in the world, with a 21.1 T superc
ducting magnet operating at 900 MGz was developed
implemented experimentally. This system, which sets
record with respect to its parameters, gives physicists a
high-sensitivity tool for studying three-dimensional stru
tures of various objects. The company has also developed
Teslatron superconducting magnetic system, which make
possible simultaneously to produce magnetic fields up to
T and to cool the experimental sample below 10 mK. Ext
sive use of superconducting magnets for magnetic separa
of different minerals was noted.

Oxford Instruments Superconductivity has also dev
oped diverse systems for physical research at superlow
peratures in solid-state physics, for cooling a new genera
of gravitational-wave attennas, for experiments on detec
‘‘dark’’ matter, for superfluid gyroscopes, and for expe
ments with scanning tunneling microscopes. The Kelvin
dilution refrigerators make it possible to cool down to 7 m
and the Heliox evaporation refrigerators with3He make it
possible to perform measurements down to 250 mK.
cently, dilution refrigerators with a cryogenic circulatio
cycle, which do not require a complicated piping system a
strongly decrease the level of vibrations, were developed
ing the cryogenic adsorption technique. Many of these de
opments were presented at the Oxford Instruments exhib
9871063-777X/2001/27(11)/2/$20.00
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helium transfer apparatus with very low losses was also d
onstrated.

Leiden Cryogenics introduced to the participants at
conference the company’s models of modern dilution refr
erators, which are oil-free and use in the circulation syst
convenient turbomolecular pumps. The simplest refrigera
developed—the MSK type—are 27 or 50 mm in diame
and 900 mm long. They make it possible to obtain tempe
tures down to 50 mK with cooling power 30–40mW at 120
mK. Some models are made completely of plastic, includ
heat exchangers, which is especially convenient when wo
ing with rapidly varying magnetic fields. Another series
dilution refrigerators—the MNK type—corresponds to m
chines with average cooling power 100–700mW at 120 mK
and give temperatures 40–70 mK. The diameter of
vacuum jacket in these refrigerators ordinarily is 80 mm. T
most powerful dilution refrigerators developed—the DR
series—have a cooling power of 3000mW at 120 mK and 20
mW at 12 mK. The minimum attainable temperature in the
refrigerators is 5 mK.

J. P. Pekola, representing Jyvakyla University and a
Nanoway Oy~Finland!, described in his section report ne
developments in cryogenic technology. A microcoolin
method based on electron tunneling through a normal me
insulator–superconductor contact was described. This i
proposed about 20 years ago in an investigation of none
librium superconductivity, was recently realized by the a
thor. With an appropriate bias voltage on the contact
‘‘hot’’ electrons can be removed from the normal metal and
thermally insulated phonon system can ultimately be coo
Using copper as the normal metal and aluminum as the
perconductor, cooling from 0.3 to 0.1 K with cooling pow
exceeding 10 pW was achieved. Such refrigerators can
used in astronomy to cool highly sensitive alpha-particle
x-ray detectors. A microcalorimeter employing superco
ducting film sensors and operating near the transition te
perature was also proposed for this purpose.

Another Jyvakyla development was also presented at
exhibit—a so-called Coulomb blockade nanothermome
This device can be used to determine the absolute temp
ture via measurements of the differential resistance of sm
tunneling junctions as a function of the bias voltage. T
thermometer is essentially insensitive to magnetic fields
operates at temperatures in the range 20 mK–30 K, and
absolute error is 0.5%.
© 2001 American Institute of Physics
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The Kazan’ Scientific–Industrial Association ‘‘Vakuum
mash’’ presented new developments in vacuum technol
The products include two-rotor vacuum pumps~Roots type!,
plate–rotor vacuum pumps, rotational vacuum units, me
brane vacuum pumps, and vacuum compressor–pumps.
Association has also developed a new generation of h
vacuum diffusion vapor–oil pumps with an extended ran
of working pressures at low vacuum, including boos
vapor–oil pumps and high-vacuum diffusion units. An ele
tric discharge getter–ion vacuum pump, operating in
pressure range 1.33102326.631028 Pa, is suggested fo
physical experiments where a high or ultrahigh oil-fr
vacuum is required. The Association also presented sev
models of vacuum metallization setups for depositing me
y.

-
he
h-
e
r
-
e

ral
l

coatings, nitrides, oxides, or multilayer coatings in vacuu
Diverse models of vacuum valves with manual, electrom
chanical, or electromagnetic drive are also offered.

Another Kazan’ Scientific–Industrial Association ‘‘E´ le-
kom’’ presented at the conference various air-tight seals,
the Institute for Semiconductors of the Ukrainian Nation
Academy of Sciences from Kiev introduced a DVT-1 dio
thermometer operating in the temperature range 4.2–50
and possessing high sensitivity and good reproducibility.

1V. G. Peschanski�, É. Ya. Rudavski�, and D. A. Tayurski�, Fiz. Nizk. Temp.
27, 565 ~2001! @Low Temp. Phys.27, 417 ~2001!#.

Translated by M. E. Alferieff
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On October 31, 2001 ninety years will have passed si
the day that Aleksandr Il’ich Akhiezer, Academician of th
Ukrainian National Academy of Sciences, remarkable sci
tist, leading theoretical physicist, and unusual person,
born.

A. I. Akhiezer was born in Cherikov in Belorus into th
family of a district doctor. He began his scientific career
1935 in Khar’kov in the L. D. Landau Theoretical Divisio
at the Ukrainian Physicotechnical Institute~UPTI!. Through-
out his life Aleksandr Il’ich loved and admired his teach
Landau.

In 1938 A. I. Akhiezer became the director of the the
retical division at UPTI~after Landau! and remained in this
position until 1988. A. I. Akhiezer’s interests include qua
tum electrodynamics, elementary particle physics, nuc
physics, the theory of linear accelerators, solid-state phy
and magnetism, plasma physics, magnetohydrodynamics
theory of the interaction of charged particles with crystals.
I. Akhiezer has made a leading contribution to these fields
physics. He was a scientist with encyclopedic knowledge
intuition of great genius.
9891063-777X/2001/27(11)/2/$20.00
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A. I. Akhiezer was an original scientific leader, teach
of a number of generations of theoretical physicists, and
of the creators of the Khar’kov School of Theoretical Phy
ics. Some of his students are founders of scientific scho
A. I. Akhiezer’s students include 33 doctors and 72 can
dates of physicomathematical sciences, seven membe
the Ukrainian National Academy of Sciences~Academicians
V. G. Bar’yakhtar, D. V. Volkov, S. V. Peletminski�, A. G.
Sitenko, Ya. B. Fa�nberg, and Corresponding Members of t
Ukrainian National Academy of Sciences K. N. Stepan
and P. I. Fomin!. The Institute of Theoretial Physics at th
National Science Center ‘‘Khar’kov Physicotechnical Ins
tute’’ was created under the initiative and efforts of A.
Akhiezer and is now named after him.

Aleksandr Il’ich’s pedagogical work found appropria
fruition in the publication of a large number of textbooks a
scientific monographs. They include world-renowned mon
graphs on quantum electrodynamics, nuclear theory, s
waves, plasma electrodynamics, statistical physics, the e
trodynamics of high energies in matter, and the theory
fundamental interactions as well as textbooks on virtually
© 2001 American Institute of Physics
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branches of general physics. These books have played a
ing role in the training of highly skilled physicists.

A. I. Akhiezer was awarded orders and medals for
pedagogical and organizational work. He was awarded th
I. Mandel’shtam, N. N. Bogolyubov, and S. A. Davydov Ac
demic Prizes, the I. Ya. Pomeranchuk International Prize,
Translated by M. E. Alferieff
ad-

s
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d

the Ukrainian State Prize in Science and Technology.
Everyone who had the good fortune to associate w

him remembers him as a talented man with enormous er
tion, inexhaustible energy, optimism and enormous work
capacity, amazing charm and kindness, sociability, and w
tiness.
iı
,
K. N.
V. G. Bar’yakhtar, S. Ya. Braude, M. S. Brodin, Yu. I. Gorobets, B. V. Grinev, V. V. Eremenko, A. G. Zagorodn˘, I. I.
Zalyubovskiı˘, V. F. Zelenskiı˘, V. F. Klepikov, V. I. Lapshin, D. N. Litvinenko, V. M. Loktev, V. G. Manzheliı˘, A. G. Naumovets
I. M. Neklyudov, O. F. Nemets, S. V. Peletminskiı˘, S. M. Ryabchenko, V. P. Seminozhenko, A. G. Sitenko, V. V. Slezov,
Stepanov, V. T. Tolok, Ya. B. Faı˘nberg, P. I. Fomin, N. F. Shul’ga, V. M. Yakovenko, and Ya. S. Yatskiv.
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The corrected Figure 1 should be as follows:

FIG. 1. Diffractogram of PbTe/PbS SL.
Translated by M. E. Alferieff
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