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Abstract—Experimental data indicating that the band gap of Zn–O–S solid solutions decreases appreciably in
accordance with the theory of noncrossing energy bands are reported for the first time. It is shown that this effect
is mainly characteristic of ZnS with an excess of Zn. The concentration of dissolved oxygen [OS] has been
determined from data taken using precision X-ray structure analysis and chemical phase analysis. The decrease
in the band gap determined from the cathodoluminescence spectra is equal to 75 meV for sphalerite ZnS (s) and
90 meV for wurtzite ZnS (w) per 1 mol % and depends virtually linearly on the oxygen concentration [OS]. An
increase in [OS], in addition to an intensification and shift of the free-exciton (FE) band, is also conducive to
the formation of SA oxygen-containing complexes in ZnS. These complexes are responsible for emission in the
visible region of the spectrum and for the band I1 of excitons bound to these complexes. The binding energy
is equal to ~61 and ~104 meV for ZnS (s) and ZnS (w), respectively. The band I1 shifts as [OS] varies, similarly
to the shift of the FE band. The obtained dependences define the position of the FE band in oxygen-free ZnS
and make it possible to assess the oxygen concentration in the compound from the shift of the FE band.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

II–O–VI semiconductor solid solutions were stud-
ied for the first time by Kroeger and Dikhoff [1]. At
present, there is a large and fairly complex body of
experimental data available in this field [1–20]. Recent
theoretical studies (see, for example, [21]) have made it
possible to understand and explain a large number of
phenomena in a system of processes that are initiated
by the presence of oxygen in II–VI compounds.

These phenomena include the effect of oxygen on
the electronic structure of the energy bands, which
brings about, in particular, a large decrease in the
energy band gap under certain conditions. Oxygen is an
isoelectronic impurity and exhibits the largest (among
the elements of Subgroup VIB) distinction between its
properties and those of substituted chalcogen. For such
substitutional impurities, which introduce appreciable
local distortions into the lattice, the model suggested by
Shan et al. [21] implies a strong interaction between the
localized impurity states and extended states in the con-
duction band. As a result, even a small amount of an
isoelectronic impurity gives rise to a splitting of the
conduction band into two noncrossing subbands. One
of these subbands is formed of highly localized impu-
rity states, while the second subband is formed of
extended conduction-band states that experience the
effect of the narrow resonance band introduced by the
isoelectronic impurity. Optical transitions (E– and E+)
to the valence band are related to the energy minima in
1063-7826/05/3905- $26.00 0485
the two subbands of the conduction band. It is notewor-
thy, however, that the valence band is not affected by
the isoelectronic impurity. Since the strong effect of the
impurities under consideration on the electronic prop-
erties of semiconductors is promising from the stand-
point of the fabrication of a number of quantum struc-
tures in which nonlinear optical phenomena are used at
room temperature, the corresponding studies are of
great interest and have actively been pursued during the
last decade.

We now turn our attention to a consideration of sim-
ilar phenomena in the II–O–VI solid solutions. These
phenomena are also related to the presence of substitu-
tional oxygen (OS) and should be discussed in combi-
nation with other previously reported facts [1–20]. Spe-
cifically, taking zinc sulfide as an example, we can note
the following:

(i) The thermochemical characteristics (as well as
the specific features of growth) of II–O–VI solid solutions,
in particular, those based on ZnS, indicate that there is dis-
solved oxygen OS at a concentration higher than 1017–
1018 cm–3 without any additional doping [2, 12].

(ii) The dissolved-oxygen concentration [OS] varies
(by approximately three orders of magnitude for ZnS)
within the homogeneity domain in II–VI compounds:
this concentration is at its highest if there is an excess
of Zn, decreases nonlinearly as the sulfur content
increases, and exhibits a step at the stoichiometry point
[9, 15].
© 2005 Pleiades Publishing, Inc.
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(iii) The phenomena related to a drastic decrease in
the band gap as the dissolved-oxygen concentration
increases are observed only if there was an excess of
zinc and if [OS] ≥ 1019 cm–3 [2].

(iv) The formation of oxygen complexes (with
intrinsic point defects), as well as an increase in their
concentration, is observed as [OS] increases. These
complexes are responsible for the so-called “self-acti-
vated” emission [3, 17].

(v) The presumed recharging of the oxygen com-
plexes as the departure from stoichiometry in high-
purity compounds varies accounts for a change in the
type of ZnS self-activated emission: from 445–400 nm,
SA (I), in ZnS with an excess of Zn to ~365 nm,
SAL (II), for the stoichiometric composition and to
505–510 nm, band III, if there is an excess of sulfur [3, 17].

(vi) Bands of bound excitons are observed for the
studied SA (I) and SAL (II) complexes, and the spectral
positions of these bands are consistent with the com-
plexes’ acceptor-level depth [4, 7, 16–19].

(vii) Various transitions are prevalent depending on
temperature, excitation intensity, or exposure to pres-
sure. This phenomenon has not, as yet, been adequately
studied.

In this paper, we report the results of studying the
effect of substitutional oxygen OS on the optical prop-
erties of zinc sulfide. We compare the variation in the
band gap under the effect of oxygen with some other
phenomena also initiated by oxygen.

2. EXPERIMENTAL

We studied the effect of doping with oxygen on the
ZnS energy-band structure using polycrystalline sam-
ples. Luminophor-grade powders were annealed in
cells under an excess of zinc and then subjected to rapid
cooling [2]. The initial compounds contained zinc sul-
fate, which decomposed during annealing, and doped
ZnS. The dissolved-oxygen concentration [OS] was
determined from the data of precision X-ray structure
analysis using Vegard’s law [2]. For comparison, the
concentration [OS] was also estimated using the results
of neutron-activation [22], gas-chromatographic [23],
and chemical phase [24] analyses for samples treated in
acetic acid after their annealing in order to remove the
oxide. We determined the limiting solubility of oxygen
in ZnS with an excess of zinc and the temperature
dependence of this solubility for the sphalerite and
wurtzite phases [2] as

(1)

OS[ ]  cm 3–[ ] 2.5 1022×=

× 0.329
104

T  K[ ]
--------------– 1.744– 

  .exp
According to [24], the solubility of oxygen in wurtz-
ite ZnS can be somewhat higher:

(2)

We also used polycrystalline high-purity conden-
sates (layers) obtained by chemical vapor deposition
(CVD). It has been found [4, 16] that oxygen can be
dissolved in these layers under high isostatic pressure
[25]. Exposure to a pressure of ~103 atm at tempera-
tures ≥1000°C is conducive to the additional incorpo-
ration of oxygen into the lattice sites and the resulting
filling of sulfur vacancies and exit of interstitial zinc Zni
from the grain bulk. As a result of a decrease in the num-
ber of intrinsic point defects, the crystal’s composition
approaches that of stoichiometric material [4, 16, 26].
The variation in the ZnS band gap is mainly determined
from excitonic cathodoluminescence spectra, measured
at 77–400 K; the excitation intensity 1022 cm–3 s–1; and
electron-beam penetration to a depth of ~(0.5–1) µm
using a method developed at the Moscow Power Insti-
tute [2–4, 15–19]. In order to refine some of the data,
we measured pulsed cathodoluminescence using a
method developed at the Tomsk Polytechnical Univer-
sity [27]. The cathodoluminescence in the samples was
excited by an pulsed electron beam with an electron
energy of no higher than ~400 keV, a pulse width of
~20 ns, and an excitation level of 1022–1026 cm–3 s–1.
The spectra of the pulsed cathodoluminescence were
measured at 25, 77, and 300 K. The depth of penetration
of the electron beam into ZnS was larger than 250 µm;
i.e., the information was gained from the grain bulk.

3. RESULTS AND DISCUSSION
The experiment was carried out using zinc sulfide

samples with cubic and hexagonal modifications. The
cathodoluminescence spectra are consistent with the
results obtained from measurements of the reflection
and absorption of ZnS doped heavily with oxygen [2].
In the 1960s, similar data initiated a discussion about
the precise value of the ZnS band gap.1 However, the
lack of theoretical studies meant that there was no way
to explain the results at that time.

In Fig. 1, we show the cathodoluminescence spectra
of the sphalerite ZnS (s) samples. The variations with tem-
perature in the spectra are illustrated in Figs. 1a and 1b.
As can be seen, a superposition of the edge emission on
the region of the excitonic spectrum is observed at low
temperatures (T = 80 K). After quenching of the intense
edge emission (with the intensity IEE ~ 105 arb. units),
two bands, whose position and relative intensity depend
on the oxygen concentration [OS], can be distinguished
at T > 200 K as the temperature increases to 300 K.

1 According to [5, 8], the binding energy of free excitons is equal
to 40 meV in both ZnS (s) and ZnS (w).

OS[ ]  cm 3–[ ] 2.5 1022×=

× 0.307
104

T  K[ ]
--------------– 1.686– 

  .exp
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These dependences on [OS] are illustrated in Fig. 1c for
excitonic spectra measured at 300 K. At a low oxygen
concentration [OS], a short-wavelength band (with a
half-width of ~55 meV) is prevalent. An increase in the
oxygen concentration leads to an increase in the inten-
sity of the long-wavelength band, whose half-width
(70–80 meV) also increases. The intensities of these
bands at 300 K decrease somewhat (from 103 to 102 arb.
units) as [OS] increases. Defects may possibly contrib-
ute, to a certain degree, to the broadening of the bands.
These defects are related to the excess zinc atoms in the
samples grown in cells under zinc-vapor pressure of
2−5 atm at temperatures of 800–1000°C.

In Fig. 2, we show the energies of the bands’ peaks
Eexc in relation to the oxygen concentration. The range
of [OS] is limited from above by the ultimate solubility
of oxygen in sphalerite ZnS (s). This solubility corre-
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Fig. 1. Excitonic cathodoluminescence spectra of the
Zn−O–S sphalerite powders: temperature dependences of
the spectra at the substitutional-oxygen concentration [OS] =
(a) 0.1 and (b) 1.0 mol %, and (c) the oxygen-concentration
dependence of the spectra at 300 K. For (c), [OS] = (1) 0.1,
(2) 0.3, (3) 0.5, (4) 0.8, and (5) 1.0 mol %. Precise values of
the wavelengths (in nm) are indicated for the features in the
spectra.
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sponds to ~1.3 mol % if there is an excess of zinc and
the phase-transition temperature is equal to ~(1020–
1040)°C [2]. As can be seen from Fig. 2, the energies
corresponding to the peaks of both bands shift to longer
wavelengths almost linearly as [OS] increases, and the
rate of this shift amounts to 75 meV per 1 mol % [2]. At
[OS]  0, the short-wavelength band shifts to the
well-known position for the band of a free A exciton
(FE) 336.18 nm (3.688 eV) at 300 K [8]; i.e., the short-
wavelength band corresponds to the free excitons and
the shift of the band to lower energies correlates with a
decrease in the band gap of ZnS (s).

As the oxygen concentration increases ([OS] ≥
0.15 mol %), the intensity of the long-wavelength band
in the cathodoluminescence spectrum increases, in
addition to the shift of the FE band to longer wave-
lengths. The spectral position of the long-wavelength
band makes it possible to relate it to bound excitons.
This band is separated by ~61 meV from the FE band
in ZnS (s) with an excess of zinc. If [OS]  0, the
long-wavelength band shifts to the position of the band
related to the bound excitons I1 identified in [4, 16] with
the excitons bound to the oxygen-containing SA com-
plexes that are prevalent in high-purity ZnS with an
excess of zinc.2 This long-wavelength band controls the
absorption-edge position in the spectra and specifies it
for 350 nm (T = 300 K) at [OS] = 1.2 mol %. It is worth
noting that the spectral position of this band is affected

2 Some researchers [20] attempted unsuccessfully to detect (in ZnS
samples with an excess of Zn and the SA band in the visible
region of the luminescence spectrum) the bound-exciton band

that is similar to the  band observed for zinc selenide. It was

shown [3, 4] that this type of exciton is characteristic of ZnS with
a stoichiometric composition or with an insignificant excess of
sulfur, in which case the self-activated SAL band at a wavelength
of ~365 nm is observed in the visible region of the corresponding
luminescence spectrum.
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Fig. 2. Shifts of the cathodoluminescence bands related to
the free (FE) and bound (BE) excitons in sphalerite ZnS in
relation to the substitutional-oxygen concentration [OS] at a
temperature of 300 K.
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by an excess of Zn. The long-wavelength band is
accompanied by a blue-emission SA band at ~445 nm
in the visible region of the spectrum. At a low photoex-
citation level, the SA band is prevalent while the exci-
tonic bands are not detected. According to Fig. 2, the
band corresponding to the bound exciton I1 can be
related to the lower subband of the split conduction
band in ZnS [21].

In Fig. 3, we show the cathodoluminescence spectra
that correspond to the samples of wurtzite ZnS (w). For
this material, the oxygen solubility limit is higher;
indeed, when there is an excess of zinc and at 1200°C,
the limiting solubility is as high as 2 mol % according
to [2] or 2.5 mol % according to [24]. As an example,
Figs. 3a and 3b illustrate the temperature dependence
of the cathodoluminescence spectra at oxygen concen-
trations of 0.8 and 1.1 mol %. The oxygen-concentra-
tion dependence of the spectra at 300 K is shown in
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Fig. 3. Excitonic cathodoluminescence spectra of the
Zn−O–S wurtzite powders: temperature dependences of the
spectra at the substitutional-oxygen concentration [OS] =
(a) 0.8 and (b) 1.1 mol %, and (c) the oxygen-concentration
dependence of the spectra at 300 K. For (c), [OS] = (1) 0.06,
(2) 0.4, (3) 0.8, (4) 1.0, and (5) 1.25 mol %. The arrows at
curve 2 indicate the possible positions of LO replicas of the
main cathodoluminescence band. Precise values of the
wavelengths (in nm) corresponding to the features in the
spectra are indicated.
Fig. 3c. The FE band is not observed in the cathodolu-
minescence spectrum at 80 K if the oxygen concentra-
tion [OS] is high (Figs. 3a, 3b). Two bands (as in the
case of sphalerite) are observed in the spectrum as tem-
perature increases and the featureless edge emission
(IEE ~ 105–104 arb. units) is quenched; the position and
relative intensity of these bands depend on the oxygen
concentration [OS]. The intensity of the bands under
consideration at 300 K decreases somewhat as [OS]
increases, similarly to what is observed for sphalerite.
If the oxygen-solubility limit is reached in ZnS (w), this
intensity drops as low as (1–5) × 101 arb. units. If [OS] <
0.1 mol %, the long-wavelength band decays to a
greater extent than the short-wavelength band and is not
detected (Fig. 3c).

In Fig. 4, we show the shift of the peaks of the wurtz-
ite long-wavelength excitonic bands in relation to [OS].
This shift is nearly linear (as in the case of ZnS (s)); how-
ever, the rate of this shift is now 90 meV per 1 mol %
of [OS]. If [OS]  0, the short-wavelength band is
located at the position of the A-exciton band in the
wurtzite ZnS (w) sample; this position corresponds to
330 nm (3.757 eV) at 300 K [2, 5].

At a low photoexcitation level, a blue-emission band
with a peak at ~440 nm is prevalent in the spectrum [2],
whereas excitonic bands are not detected. Thus, the pat-
tern of the bands for wurtzite ZnS is basically similar to
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Fig. 4. The shift of cathodoluminescence bands related to
the free (FE) and bound (BE) excitons in wurtzite ZnS as a
function of the substitutional-oxygen concentration [OS] at
a temperature of 300 K.
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that for sphalerite. This similarity suggests that the
observed long-wavelength excitonic cathodolumines-
cence band corresponds to wurtzite as well to the exci-
tons bound to the oxygen-containing SA complexes
with a binding energy of ~104 meV. We observed the
absorption-edge shift determined from this band up to
356 nm (300 K) at [OS] ≈ 1.8 mol %.

The above-considered appreciable shifts of exci-
tonic spectra to longer wavelengths can be accounted
for on the basis of theoretical studies concerned with
III–V compounds doped with nitrogen (see, in particu-
lar, [21]). According to these studies, in the case of
anionic substitution in solid solutions, an impurity that
gives rise to an appreciable number of defects brings
about a drastic decrease in the fundamental band gap.
This decrease is related to a descent of one of the two
noncrossing subbands that appear owing to the conduc-
tion-band splitting. Transitions (E–) from the subband
formed of extended states belonging to the conduction
band are responsible for the band that is located at the
longest wavelengths and exhibits the highest intensity. In
the cathodoluminescence spectra we studied, this band
corresponds to the FE emission that is accompanied by
the band related to the I1 bound exciton and has its origin
in the oxygen-containing complexes (Figs. 1–4).

Phenomena similar to those considered above were
also observed in the case of oxygen dissolution in CVD
ZnS, with a composition close to stoichiometric, from
which excess Zn was removed as a result of exposure to
high isostatic pressure [4, 16]. In [16], the shift of exci-
tonic bands to longer wavelengths, caused by a
decrease in the band gap as a result of the dissolution of
oxygen, was clearly detected in the cathodolumines-
cence spectra of these samples at 300 K. However, at
80 K, the free-exciton band is obscured by the high-
intensity band I2 with a peak at 327.5 nm (Fig. 5). The
I2 band is related to the excitons bound to interstitial
zinc atoms [4, 8]. The cathodoluminescence spectra
were measured at the depth of the informative layer
(~0.3 µm) and corresponded to the surface layers of
grains that apparently contained more Zni owing to the
exit of zinc from the crystal as a result of exposure to
high isostatic pressure.

In Fig. 6, in order to verify the results reported in [16],
we show the spectra of pulsed cathodoluminescence for
the same cleaved surfaces at an electron-beam energy
of 400 keV. In this case, the data obtained correspond
mainly to the deeper parts of a grain. As can be seen, the
intensity of the I2 band is appreciably reduced at the
same liquid-nitrogen temperature. In addition, the free-
exciton (FE) band for ZnS is observed; however, this
band is shifted to longer wavelengths. The spectra cor-
roborate the presence of several fractions formed as a
result of recrystallization of the samples in the course of
the exposure to high isostatic pressure [16]. In order to
identify the fractions with different oxygen concentra-
tions, we introduced into Fig. 6 the designations FE0,
FE1, FE2, and so on, where FE0 corresponds to the
A excitons in oxygen-free ZnS, and subscripts 1, 2, etc.
SEMICONDUCTORS      Vol. 39      No. 5      2005
correspond to the free excitons in solid solutions of vari-
ous compositions. The LO phonon replicas (41–40 meV)
have similar designations and confirm the spectral posi-
tions of the zero-phonon bands. The shifts to longer
wavelengths for the prevalent fractions amount to
~(20–30) meV, which is consistent with the data
reported in [16]. The dependence of the spectral posi-
tion of the FE band on the oxygen concentration [OS]
for sphalerite (see Fig. 2) makes it possible to deter-
mine [OS] from the shift of excitonic bands. For exam-
ple, for a shift of ~30 meV, the dissolved-oxygen con-
centration corresponds to ~0.4 mol % (1 × 1020 cm–3),
which is lower than the limiting solubility of oxygen in
sphalerite ZnS at the treatment temperature for high
isostatic pressure ((2–3) × 1020 cm–3) but is consistent
with the solubility at the temperature of the CVD ZnS
growth [16].3 It is worth noting that the dependence of
Eexc on [OS] (Figs. 2, 4) also governs the position of the
excitonic bands themselves in oxygen-free ZnS.

The measurements of the pulsed-cathodolumines-
cence spectra were also aimed at refining the tempera-
ture dependence of the band of bound excitons I1 [3, 4].
A detailed analysis shows that, at 25 K, (Fig. 6a) the
band of excitons I1 with a binding energy of ~60 meV
is indistinguishable against the background of the
phonon replicas, in particular, LOI2. As the temperature
of the measurements increases to 77 K, the intensity of
the I1 band increases and exceeds that of the LOI2 band
(Fig. 6a). However, this conclusion is only true for the
“oxygen-free” fraction (FE0), which is apparently
present in a small amount, judging from the low inten-
sity of the LOFE0 band. For the prevalent fractions FE2
and FE1 (at the actual, i.e., experimentally refined,
binding energy of 55–56 meV), the band I1 should shift
to longer wavelengths in correlation with variations in
the band gap (Fig. 2). This band falls within the region
of the phonon replicas LOFE3 and LOFE4; as a result,
these replicas are broader than the other bands, for
example, LOFE2.

The pulsed-cathodoluminescence spectrum of the
sample subjected to high isostatic pressure is shown in
Fig. 6b; the spectrum was measured at 300 K. A single
band is observed in the excitonic region of the spec-
trum. This band is accompanied by a number of phonon
replicas on both the short- and long-wavelength sides of
the peak. The energy of the phonons (14.4 meV) is
close to that of the transverse acoustic (TA) phonons in
sphalerite [5] and solid solutions based on ZnS [28].
The spectral position of the band under consideration
(Fig. 6b) corresponds to the short-wavelength compo-
nent of the bound-exciton doublet I1 [4]. The binding

3 The possibility of determining the value of [OS] from the shift of
excitonic bands is very attractive, since the data of the X-ray
structure analysis used to determine the dissolved-oxygen con-
centration from a decrease in the lattice constants cannot always
be applied without reservations. These reservations are especially
relevant in the case of ZnS (s) because, in this material, stacking
faults and polytype inclusions can be formed, which affect (in
addition to oxygen) the lattice constant [2].
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Fig. 5. Cathodoluminescence spectra measured at 80 K at the excitation intensity of 1022 cm–3 s–1 for the CVD ZnS samples: (1) the
initial sample and (2–4) the samples subjected to high isostatic pressure at 1500 atm and temperatures of 940  1060°C (2  4).
Spectrum 4 corresponds to the sample grown in an atmosphere of excess H2S. Precise values of the wavelengths (in nm) correspond-
ing to the features in the spectra and (in brackets) the relative intensities of the main bands are indicated.
energy, determined from a comparison of the position
of this band to that of the excitonic band FE0, is equal
to ~55 meV.

For the sample under consideration, the short-wave-
length component of the SA band at ~410 nm is
observed in the visible region of the spectrum (Fig. 5,
curve 3). It is worth noting that the earlier assumption
[3, 4] that the short-wavelength component of the SA
band corresponds to a specific wavelength should be
refined. As is found out, an exposure to high isostatic
pressure results in different spectral positions of this
band in relation to [OS]; specifically, the band gradually
shifts to shorter wavelengths as the dissolved-oxygen
concentration increases and attains a position at 395 nm
in the range of the compositions under study (Fig. 5,
curve 4). Taking into account previous publications
[13, 14], we may assume that the position of the band
under consideration can be found at even shorter wave-
lengths as [OS] increases and attains its limiting value
for ZnS. Taking into consideration theoretical conclu-
sions [21], according to which one of the two subbands
(the E– transitions) descends with respect to the valence
band while the second subband (the E+ transitions)
ascends, we may assume that the short-wavelength
SEMICONDUCTORS      Vol. 39      No. 5      2005
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component of the SA emission is related to transitions
from the second subband formed of highly localized
impurity states to the acceptor level of the oxygen-con-
taining SA complex. This consideration accounts for
the gradual shift of the short-wavelength component of
the SA band to higher energies. In this case, localized
oxygen-related states should be found above the con-
duction-band bottom Ec. According to our experimental
data, these states are located at &0.2 eV from Ec (in
oxygen-free ZnS) at comparatively small values of
[OS], in which case the short-wavelength component of
the SA luminescence becomes distinguishable. At a
comparatively low concentration [OS], the probability
of a transition from OS to the acceptor level of the oxy-
gen-containing complexes increases as the  atoms
leave the crystal; these atoms are incorporated into the
SA centers as donors and control the long-wavelength
component of the emission. The effect of the dissolved
oxygen on the energy-band states also endows this
emission with certain specific features [17–19], which
differentiate it from emission related to the typical
donor–acceptor recombination.

The fact that the band I1 is the only band observed in
the spectrum of the ZnS:O crystal at 300 K confirms the
prevalence of the corresponding transitions as both the
temperature and the excitation intensity increase, as
was noted in [4, 18]. In this study, we do not report the
pulsed-cathodoluminescence spectra of the CVD ZnS
samples at an excitation level of 1026 cm–3 s–1, since we
found that an appreciable increase in the excitation
intensity gave rise to a certain broadening of the spec-
tra, which was apparently caused by instability of the
supersaturated ZnS:O solid solution. The available
published data on the luminescence of “high-purity”
ZnS samples grown using new technologies (see, for
example, [8]) are typically obtained at a high excitation
intensity. In this case, the excitonic bands (in particular, I1)
are prevalent but oxygen-initiated emission from the
oxygen-containing complexes, which is enhanced at a
low excitation level, is hardly observed [18]. Our stud-
ies indicate that both bands are related to the same oxy-
gen-containing centers.

Finally, we note that the above-considered effect of
an isoelectronic acceptor (oxygen) on the ZnS elec-
tronic energy-band structure can be reduced to a great
extent by other impurities (isoelectronic donors). For
example, tellurium can act as a compensating impurity
for oxygen. Indeed, the effect of an isoelectronic impu-
rity (oxygen in ZnS) gives rise to local distortions at the
lattice sites due to the difference between the atoms’
sizes and electronegativities (of sulfur and oxygen).
Tellurium, when introduced into ZnS (ZnSe) that con-
tains oxygen, gives rise to the completely opposite
effect and undoubtedly forms a complex with oxygen.
The interaction of these impurities suppresses the main
effect on the lattice (the local short-range strains).
Indeed, as was shown in [7, 9], the simultaneous intro-
duction of TeS and OS did not give rise to the above-

Zni

.
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described effects; i.e., appreciable shifts of both the
excitonic bands and the fundamental-absorption edge
to longer wavelengths due to a decrease in the band gap,
the emergence of the short-wavelength component in
the SA emission, and other such effects were not
observed.

4. CONCLUSIONS

In conclusion, we note the following.
The results concerning a variation in the spectra of

excitonic and self-activated luminescence, as well as in
the Zn–O–S band gap, that have not been accounted for
in earlier publications are consistent with the theory of
noncrossing energy bands (this theory was developed
for III–N–V solid solutions).

The observed shift of the excitonic bands to lower
energies as the substitutional-oxygen concentration [OS]
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increases can be used to directly determine the dis-
solved-oxygen concentration in sphalerite and wurtzite
modifications of ZnS.

We verified the role of oxygen in the formation of
the centers of self-activated emission and the origina-
tion of the band related to the excitons I1 bound to these
centers in ZnS with an excess of Zn. We showed that the
band related to the bound exciton I1 is observed in ZnS
at 300 K owing to the fact that the corresponding bind-
ing energy exceeds kT.

The obtained dependences of the energy positions
Eexc of excitonic peaks on [OS] confirm the spectral
positions of the excitonic bands observed in oxygen-
free ZnS. However, it should be noted that the accept-
ability of these positions is still being debated in current
publications.
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Abstract—The exchange coupling of Fe centers in GaAs crystals is studied by electron spin resonance (ESR).
Transitions to a superparamagnetic state and to an impurity ferromagnetism domain are analyzed. A study of a
system of single-domain magnetically ordered regions in GaAs:Fe with the transition to a ferromagnetic state
occurring at the temperature TC1 = 460 K is described. It is shown that impurity ferromagnetism with a transi-
tion temperature TC2 of 60 K in a disordered system of Fe centers randomly distributed among superparamag-
netic regions exists in GaAs:Fe. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Elements of the iron transition Group stand out as
having a large magnetic moment of the unfilled 3d shell
and deep energy states in the semiconductor band gap,
whose wave functions are delocalized over the atoms of
the host lattice within two to three coordination shells [1].
Extensive 3d electron delocalization permits the forma-
tion of various clusters of 3d elements. This circum-
stance is indicated by studies of the electron spin reso-
nance (ESR) spectra, for example, g-factor shifts, large
linewidths, and so on [1, 2]. Clusters of 3d centers
should have “giant” magnetic moments and are capable
of imparting unique properties to a material. The appli-
cation and research potential of such materials is deter-
mined by the possibility of controlling their magnetic
properties by properly varying the size and concentra-
tion of magnetic clusters at a high electrical resistivity.

Nasledov and Masterov et al. were the first to investi-
gate the anomalous magnetic properties of GaAs [3–5].
Determination of the state of an Fe impurity in heavily
doped GaAs has been a long-standing problem. The
limiting solubility of Fe in this matrix is about 1018 cm–3.
Therefore, studies of samples with a high Fe concentra-
tion were performed under the assumption that the for-
mation of magnetically ordered regions in III–V com-
pounds is related to the presence of chemical com-
pounds belonging to a second (magnetic) phase. In this
case, complexes should preferably be formed by impu-
rity atoms that can combine chemically with the atoms
of the host lattice (FeAs or FeGa). X-ray analysis of
heavily doped GaAs samples showed that they had a
perfect crystal structure. The analysis revealed that the
samples had second-phase inclusions, but these inclu-
sions added up to no more than 1% of the sample vol-
ume. By properly varying the growth and doping con-
ditions, it was possible to prepare GaAs〈Fe〉  crystals
with the iron concentration nFe = (1018–1020) cm–3 [3, 4],
which had anomalously high magnetic susceptibility
(χ ≈ 10–3). The temperature of the ferromagnetic phase
1063-7826/05/3905- $26.000493
transition of these samples was derived from studies of
the temperature dependence of the static magnetic sus-
ceptibility [3]. Figure 1 shows the temperature depen-
dences of the derivative of magnetic susceptibility
dχ/dT. Both paramagnetic and ferromagnetic samples,
i.e., irrespective of the Fe concentration, exhibited a
magnetic phase transition at the same temperature:
TC1 = 460 K.

Studies of the magnetic phase transitions in Fe–Ga
and Fe–As systems [3, 4] showed that neither of these
compounds undergoes a phase transition at the temper-
ature T = 460 K. Among all the Fe compounds with Ga,
only Fe8Ga11, with the phase transition temperature
TC  = 750 K, is ferromagnetic. Among the Fe com-
pounds with As, Fe2As undergoes antiferromagnetic
ordering at the Curie temperature TC = 850 K and FeAs
undergoes ferromagnetic ordering at the transition tem-
perature TC = 130 K. It was assumed, in this context
[3, 5], that heavily doped GaAs:Fe crystals can undergo
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Fig. 1. The temperature dependence of the derivative of the
magnetic susceptibility dχ/dT for GaAs:Fe crystals. nFe =

(1) 1020, (2) 1019, and (3) 1018 cm–3.
 © 2005 Pleiades Publishing, Inc.
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the formation of single-domain, magnetically ordered
(superparamagnetic) regions in which exchange inter-
action is mediated by the atoms of the host lattice.

The purpose of this study was to gain insight into the
coupling of Fe impurity centers in a GaAs diamagnetic
matrix and investigate the magnetic properties of the
superparamagnetic regions.

×10
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T = 100 K
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T = 5.7 K

0 1 2 3 4
H, kOe

Fig. 2. ESR spectra of the exchange-coupled Fe–Fe pairs at
the X band obtained for GaAs:Fe samples with nFe = 3 ×
1018 cm–3 at various temperatures (specified at the spectra).
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Fig. 3. ESR spectra of the exchange-coupled Fe–Fe pairs in
GaAs:Fe samples with nFe = 3 × 1018 cm–3 obtained at the
Q band at T = 77 K. The inset shows the temperature depen-
dence of the signal IS intensity resulting from pairs of
neighboring magnetic centers for S = 5 and J < 0. I0 is the
largest experimental value of IS.
2. INVESTIGATION 
OF EXCHANGE-COUPLED PAIRS

To clarify the nature of the magnetic coupling of
iron atoms and determine the interaction constants of
the impurity centers, we studied exchange-coupled Fe
pairs in GaAs crystals. An ESR study was performed
using GaAs:Fe crystals with the iron concentrations
nFe = 3 × 1018–1019 cm–3. The samples were prepared by
directed crystallization followed by successive impu-
rity dilution and zone leveling of the impurity over the
crystal [3, 4]. Figure 2 displays a characteristic ESR
spectrum obtained at 9.6 GHz (the X band). The ESR
spectrum obtained for T ≥ 100 K consists of a broad line
produced by groups of interacting magnetic centers and
a fine structure due to separate Fe atoms. As the temper-
ature is lowered, the broad line decreases in its intensity
and splits into a number of narrow resonance peaks. In
magnetic fields with g ≈ 2, the spectrum of separate
centers persists, and a spectrum produced by exchange-
coupled iron pairs appears. The coincidence of the cen-
ters of the lines split into weak fields with the center of
the separate iron atom line suggests that the weak-field
transitions are actually forbidden transitions with ∆m = 2
and 3. X-band microwave studies showed that the ESR
spectrum of the exchange-coupled pairs does not per-
mit the identification of individual transitions because
they are poorly resolved. Thus, it does not appear to be
possible to determine the value of the exchange integral
from the temperature dependence of the ESR spectrum
in this frequency range. Therefore, ESR measurements
were conducted at 28 GHz (the Q band) [5]. The
28-GHz room-temperature spectrum of the same sam-
ples was found to be similar to that shown in Fig. 2. As
the temperature is dropped to below 100 K, the spec-
trum, in addition to the fine-structure lines of the sepa-
rate iron centers, features lines originating from the
exchange-coupled pairs of magnetic centers with the
total spin S = 5, whose ESR spectrum is shown in Fig. 3.

Assume that the line connecting the two iron atoms
nearest to each other, A and B, occupying sites in the
gallium sublattice of GaAs, i.e., the 〈011〉  axis, is the
z axis. The spin part of the Hamiltonian for these two
atoms in the case of strong exchange coupling can then
be written as [6]

(1)

where S = SA + SB, D and B are the spin Hamiltonian
parameters accounting for the exchange coupling
anisotropy, β is the Bohr magneton, and H is the mag-
netic field vector. The exchange integral J is negative
(J < 0) for ferromagnetic interaction. The quantity B
determines the angular dependence of the spectrum and
is defined as

H gβHS JSASB+=

+ D SAx
2 SBy

2–( ) B
2
--- SASB 3SAzSBz–( ),+

B g2β2R 3– 3 θ 1–cos
2( ),=
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where R is the size of the AB pair, g is the spectroscopic
splitting factor for this pair, and θ is the angle between
the axis of the AB pair and the H direction.

The angular dependence of the ESR spectrum can
be used to derive the constant B and, hence, the distance
between the Fe atoms nearest to each other. The size of
the pair was found to be R = (5 ± 1) Å. For a gallium
arsenide lattice parameter of 5.65 Å, the distance
obtained corresponds to an Fe–As–Ga–As–Fe struc-
ture. Studies of the separate iron centers show [1–3]
that the 3d electron wave function is delocalized over
the atoms of at least two coordination spheres. Thus,
the d electron wave functions of two neighboring mag-
netic centers overlap at the Ga atom, which accounts for
the onset of indirect ferromagnetic interaction.

The value of the exchange integral J was derived
from a study of the temperature dependence of the ESR
signal intensity (see the inset in Fig. 3). According to [6],
the resonance line intensity is proportional to the prod-
uct of the transition probability

(2)

where 〈M and M + 1〉  are states with the magnetic quan-
tum numbers M and M + 1, and by the exchange level
population

(3)

A comparison of Eqs. (2) and (3) with the experimental
data permitted us to identify the exchange interaction as
ferromagnetic in character, with the exchange integral
J = J0 = –8.3 cm–1.

3. INVESTIGATION 
OF SUPERPARAMAGNETISM 

IN GaAs CRYSTALS

At higher iron doping levels (n ≈ 1020 cm–3), the for-
mation of macroscopic regions with uniform magneti-
zation was observed [2, 3]. Transition to a superpara-
magnetic (SP) state is known [7] to occur in magnetic
systems formed of single-domain ferromagnetic
regions in which the thermal fluctuations exceed the
remagnetization threshold set by magnetic anisotropy.
The energy of a uniaxial uniformly magnetized region
can be written as [7]

where Kanis is the anisotropy constant, V is the volume
of the region, and β and α are the angles produced
between the easy-magnetization axis and the corre-
sponding m and H vectors. Above a certain temperature,
an ensemble of single-domain regions behaves simi-
larly to a gas formed of paramagnetic molecules with a

WS
1
2
--- M S M 1+〈 〉 2,∑=

PS

JS S 1+( )
2kT

-----------------------–exp

2S 1+( ) JS S 1+( )
2kT

-----------------------–exp∑
----------------------------------------------------------------------.=

E KanisV α mH β α–( ),cos–sin
2

=
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large magnetic moment µ. Note that, in strong magnetic
fields, these regions behave paramagnetically at high
temperatures but in a ferromagnetic manner at lower
temperatures. The relaxation time τ is controlled by the
probabilities of transition between two equilibrium
magnetic moment orientations. The transition probabil-
ity depends on both the anisotropy energy, KanisV, and
the energy of an SP region in a magnetic field µH.
Hence, in the presence of SP regions, ESR spectra mea-
sured at different frequencies should be substantially dif-
ferent. The same magnetized regions behave similarly to
superparamagnets at low frequencies (f < 1/τ) and ferro-
magnets at high frequencies (f > 1/τ).

We studied the ESR spectra of GaAs samples with
the iron concentration nFe = 1020 cm–3 at the frequencies
fX = 9.6 GHz and fQ = 28 GHz. The ESR spectrum
obtained at 9.6 GHz (fX < 1/τ) (Fig. 4) consisted of a
large number of fine-structure lines. This structure is
caused by the possible components of the total mag-
netic moment of an SP region along magnetic field
direction. At a frequency of 28 GHz ( fQ > 1/τ), this
spectrum disappeared and was replaced by a broad line
and a spectrum of individual Fe3+ centers; the latter
spectrum included five fine-structure lines. The large
number of lines in the 9.6-GHz ESR spectrum and their
small width imply a fairly uniform impurity distribu-
tion over an SP region. This specific behavior of the
ESR spectra measured at different frequencies, as well
as the absence of an ESR absorption signal in a zero
magnetic field, are characteristic of a superparamagnet
[6, 7]. The ESR spectra were used to derive the number
of magnetic atoms in the regions, NFe ≈ 25, the average
distance between the magnetic centers,  ≈ 10 Å, and
the lower limit of the parameter τ < 4 × 10–11 s.

The GaAs samples used to study the parameters of
SP regions had iron concentrations of 2 × 1020 < nFe <
6 × 1020 cm–3. NMR measurements made on Ga and As

r

2.5 3.0 3.5 4.0
H, kOe

0.5

1.0

dP/dH, arb. units

f < 1/τ

Fig. 4. ESR spectra of a GaAs sample with an Fe concentra-
tion of 1020 cm–3 obtained in the X band.
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nuclei revealed that the relative volume V/V0 occupied
by the spontaneous magnetization regions in the crys-
tals ranged from 10 to 100% (see table). X-ray structure
microanalysis of the samples permitted the localization
of the crystal regions with second-phase inclusions.
These regions were removed from the samples and the
ESR spectra measured again. The resulting ESR spec-
tra were found to be identical to the spectra in Fig. 3.
This circumstance suggests that the linear dimensions
of the regions responsible for the broad ESR line are
less than 100 Å (the limiting resolution of the X-ray
analysis).

The field and temperature dependences of the mag-
netization were also investigated. According to the the-

Parameters of the superparamagnetic regions

Sam-
ple

nFe in
sample,

1020 cm–3

V/V0,
%

IS(0),
Oe

V,
1018 cm–3

nFe in
region,

1020 cm–3

1 2 10 32 0.24 5.7

2 3 25 32 0.96 5.7

3 4 75 32 2.5 5.7

4 6 100 33 9.1 5.9

Note: V is the volume of superparamagnetic regions, V0 is the sample
volume, and IS(0) is the spontaneous magnetization at T = 0.
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T = 280 K

Fig. 5. Magnetization of a GaAs:Fe sample as a function of
the magnetic field strength at various temperatures.
ory of Néel [7], the magnetization of an ensemble of SP
particles can be presented in the form

(4)

where IS is the spontaneous magnetization at the tem-

perature T = 0, and  is the average volume of the SP
region. Assuming that IS is independent of the volume
of the region, the hyperbolic cotangent can be expanded
in a series to yield

(5)

(6)

Here, µ =  = IS  is the average magnetic moment of
an SP region. Taking into account the temperature
dependence of the magnetization and using Eq. (6), we
can easily find the average volume of SP regions and
their magnetic moment . If a sample is not completely
polarized, the magnetization IS(T) should be deter-
mined taking into account the part of the sample vol-
ume occupied by the SP regions.

Figure 5 displays the magnetization of GaAs (sam-
ple 2 in the table) as a function of the magnetic field
strength for various temperatures. The solid lines are
calculated using Langevin relation (4). The field depen-
dences of the magnetization convincingly demonstrate
that the sample is superparamagnetic. Setting the mag-
netizations I1 = 0.47 Oe for T1 = 4 K and I2 = 0.44 Oe
for T2 = 10 K, and rewriting Eq. (6) in the form

(7)

we obtain the value of the average magnetic moment of
an SP region for T  0 K:  ≈ 1.4 × 10–18 erg/Oe.
Then, using the values of IS obtained at T = 4 K (Fig. 5)
and V/V0 = 0.25 from the NMR experiments for the
polarized part of the sample volume, we obtain IS(0) =
32 Oe for the magnetization of an SP region. The
parameters of the spontaneous magnetization regions
for GaAs:Fe crystals with different doping levels are
listed in the table. When determining the iron atom con-
centration in the SP regions, the value of the magneti-
zation was extrapolated to T = 0 and the value of the
g factor was assumed to be 2.04, which corresponds to
separate iron centers.

A comparison of the parameters of the SP regions
suggests that an increase in the content of magnetic
impurity in a sample brings about an increase in the
average size of the regions while not noticeably chang-
ing their magnetic nature. This conclusion is confirmed
by studies of the temperature behavior of the derivative
of magnetic susceptibility dχ/dT = f(T) performed for
samples with different iron concentrations (Fig. 1). All
the samples exhibited a magnetic phase transition at the

I T( ) ISV
µH
kT
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--------– 
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2 V H
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same temperature (TC1 = 460 K). This temperature cor-
responds to the phase transition inside the SP regions
and is in good agreement with the value derived from
straightforward molecular field theory [7]: TC1 =
2ZJ0S(S + 1). Using the exchange integral found in the
ESR experiments, |J0| = 8.3 cm–1, the experimental
value TC1 = 460 K is obtained assuming that the number
of nearest neighbors Z = 6. This result suggests a
noticeable correlation in the magnetic atom arrange-
ment in the SP regions.

4. INVESTIGATION OF IMPURITY 
FERROMAGNETISM

An increase in the magnetic impurity concentration
should bring about the onset (at a certain stage) of inter-
action among the magnetic atoms outside the SP
regions. This conjecture has received direct substantia-
tion from NMR measurements of intrinsic magnetic
fields at the host lattice nuclei [4]. GaAs:Fe crystals
with the iron concentration nFe = 1018 cm–3 exhibited a
decrease in the Ga and As NMR signals by about 0.1%.
No NMR signals were observed at the resonance fre-
quencies of Ga and As in crystals with nFe = 6 ×
1020 cm–3. Estimation of the magnetic fields for the case
of a uniformly distributed impurity showed the pres-
ence of induced magnetic fields of about 10 Oe at the
nuclei of the host lattice, which indicates that there is
magnetic ordering in the material. The magnetic order
extending over the crystal may be due to the Fe impu-
rity atoms residing outside the SP regions. Thus, there
should exist a second, low-temperature phase transition
to a magnetically ordered state. This second ferromag-
netic transition should take place at low temperatures
(TC2 < TC1) because of the low concentration and ran-
dom distribution of the impurity atoms; i.e., this transi-
tion should be of a percolation nature.

Experimental observation of the second phase tran-
sition could provide a basis for using the concept of fer-
romagnetism in III–V semiconductors. We searched for
the second phase transition in GaAs crystals with the
iron concentration nFe = (1–6) × 1020 cm–3. These sam-
ples were used to study the temperature behavior of
71Ga NMR and Fe(3d5) ESR signal intensity. As fol-
lows from the NMR data, the spontaneous polarization
regions occupied 10–75% of the total sample volume.
If there exists a temperature TC2 below which the sam-
ple becomes completely polarized, the NMR signal
produced by the host lattice nuclei should decrease sub-
stantially for T < TC2 due to the shift and broadening of
the NMR line in the nonuniform internal magnetic
field. The results obtained in the study of the tempera-
ture behavior of the 71Ga NMR signal are summarized
in Fig. 6. We can clearly see that the NMR line intensity
varies only weakly as the temperature decreases from
room temperature level to 100 K, increases sharply at
T = 60 K, and drops abruptly as the temperature is low-
ered still further. The slight increase in the NMR signal
intensity observed to occur as the temperature
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decreases for T > 60 K can apparently be assigned to
two competing processes that take place in the sample:
polarization of the 71Ga magnetic moments in the exter-
nal magnetic field, which causes a rise of the signal in
accordance with the Curie law, and an increase in the
magnetic moments of the SP regions. As the crystal mag-
netization monotonically increases, an ever increasing
number of host lattice nuclei are affected by the internal
nonuniform magnetic field. The sharp drop in the NMR
signal intensity observed for T < 60 K indicates that the
polarization of the crystal is complete.

The NMR studies do not, however, answer the ques-
tion of whether the transition is induced by magnetic
interaction among the SP regions or by the Fe atoms
distributed outside them. To clarify this point, we stud-
ied the temperature dependence of the ESR signal (see
Fig. 6). The ESR spectra of the GaAs:Fe samples with
an Fe concentration of nFe ≈ 1020 cm–3 were similar in
their pattern to those in Fig. 2. As has already been
mentioned, these spectra essentially consist of a broad
line of an irregular shape in the low-field domain,
which is caused by resonance of the exchange-coupled
3d centers in the SP regions, and of fine-structure lines
indicating separate iron centers (Fe3+) located between
the above regions. As the temperature is lowered to
60 K, the ESR line broadens in weak fields and, as a
consequence, decreases in its intensity. At the same
time, the ESR signal of the separate centers increases.
Further lowering of the temperature brings about a
sharp decrease in the ESR intensity of the separate cen-
ters and an increase in the broad-line amplitude. This
observation is indicative of the existence of a second
magnetic phase transition at T ≈ 60 K. If the SP regions
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Fig. 6. Temperature dependences of the (1) NMR and
(2) ESR signal intensities.
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are nonuniformly distributed in size and, accordingly,
in magnetic moments, the ESR signal amplitude, due to
the separate centers, should vary monotonically with
temperature. Indeed, the centers affected by the internal
magnetic field of the SP regions should primarily be
those located between regions with large magnetic
moments, followed by those with smaller moments,
and so on. In the case of direct coupling between the SP
regions [8], the phase transition should be diffuse; how-
ever, this is not observed experimentally. As can be seen
from Fig. 5, as the temperature is decreased to 60 K, the
Fe3+ ESR signal intensity grows and then drops sharply
at T > 60 K. The wide variation in the ESR signal exper-
imentally observed below 60 K can be assigned to the
interaction between the iron atoms distributed ran-
domly between the SP regions.

Considerations based on the theory of percolation in
unordered systems [9, 10] permit the estimation of the
temperature of the second ferromagnetic phase transi-
tion. Let us consider a system of randomly distributed
3d centers whose interaction is described by Hamilto-
nian (1) with an exchange interaction potential falling
off exponentially at the distance r:

(8)

where

and R, as in Eq. (1), determines the radius of the para-
magnetic-ion potential. We now introduce the length r(T)
defined by the equality U(r) = kT, i.e.,

(9)

Since the exchange energy depends exponentially on r,
all the magnetic moments of individual centers with a
separation of less than r(T) may be considered as
aligned at a given temperature. The moments spaced by
r > r(T) may be regarded as uncorrelated. A system is
ferromagnetic if the coupled magnetic centers form an
infinite cluster. Thus, determination of the Curie tem-
perature is reduced to a geometric problem, namely,
one of problems in percolation theory, the so-called
continual problem. According to [11], the critical value
of r0 is given by

where n is the magnetic-center concentration. The fer-
romagnetic-transition temperature is derived from the
condition r(T) = r0 which, on account of (9), yields

(10)

As is evident from expression (10), the temperature of
the ferromagnetic transition corresponds, in its order of
magnitude, to the interaction energy of centers spaced
by the approximately average distance rC ∝  n–1/3. It is
noteworthy that this energy differs from the average
interaction energy, which is proportional to the center
concentration n.
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Assuming that the average number of 3d centers
whose interaction energy with a given center is of the
order of kTC is equal to the number of the nearest neigh-
bors Z = 3, the spin of the magnetic center S = 5/2, the

average center separation rC = , and the exchange
integral obtained in the ESR study of exchange-coupled
pairs is J0 = 8.3 cm–1 with the radius of the potential R =
5 Å, we find that the temperature of the second ferro-
magnetic transition is equal to TC2 = 20–60 K for the
iron atom concentrations nFe = 2 × 1020–6 × 1020 cm–3.

5. CONCLUSION

Heavily doped GaAs:Fe crystals may be considered
as a two-phase system. One phase consists of super-
paramagnetic (SP) regions with the Curie temperature
TC1 = 460 K, in which the iron atoms are arranged with
a noticeable correlation. The second phase is formed of
iron atoms distributed among the SP regions and repre-
sents a disordered magnetic system with the ferromag-
netic transition temperature TC2 = 60 K. Thus, within
the temperature interval TC1 > T > TC2, the heavily
doped gallium arsenide crystals are in an SP state. At
T = TC2, the system undergoes a transition induced by
the interaction between Fe impurity atoms distributed
randomly between the SP regions.
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Abstract—The results of studying the electrical properties and optical-absorption spectra of InP irradiated with
fast neutrons (E > 0.1 MeV and Df.n ≤ 1019 cm–2) and full-spectrum reactor neutrons (Dth.n ≤ 2.1 × 1019 cm–2;
the ratio of the fluxes was ϕth.n/ϕf.n ≈ 1) are reported. The variations in these properties resulting from postirra-
diation annealing at temperatures as high as 900°C are also studied. The results of the optical studies indicate
that, in InP irradiated heavily with neutrons, free charge carriers appear only after annealing at temperatures
higher than 500°C. The efficiency of neutron-initiated transmutational doping and the quality of transmutation-
doped InP are assessed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The transmutation-induced doping of semiconduc-
tors accomplished by their irradiation with high-energy
ions or reactor neutrons ensures a controlled introduction
of the chemical impurity and makes it possible to obtain
a material with a high degree of uniformity in its electri-
cal and optical properties over the irradiated area [1].
Bombardment with protons or α particles is used for
the doping of surface layers, whereas irradiation with
reactor neutrons makes it possible, owing to the high
penetrability of the neutrons, to accomplish the uniform
doping of the material [2, 3]. The main disadvantage of
neutron-transmutation doping is the formation of radi-
ation defects in the lattice of a semiconductor. These
defects introduce deep states of the donor and acceptor
types into the band gap and define, to a great extent, the
material’s properties immediately after irradiation. This
effect is especially pronounced at large the integrated
bombarding-particle fluxes that are necessary for the
attainment of heavily doped materials. Under these
conditions, the removal of the radiation defects, by sub-
jecting the irradiated material to high-temperature
annealing or by irradiating this material at elevated
temperatures, represents an essential component of
transmutation-induced doping. In order to perform this
procedure with confidence, it is necessary to have infor-
mation about the behavior of the material under the
conditions of high-temperature annealing; furthermore,
experimental data on the thermal stability of the radia-
tion defects are needed.

In this paper, we report the results of studying the
electrical properties and optical-absorption spectra of
InP irradiated with large integrated fluxes of fast neu-
trons and full-spectrum of reactor neutrons; in addition,
1063-7826/05/3905- $26.00 0499
we studied the variation in the above properties that
resulted from a subsequent heat treatment of the irradi-
ated material. A characteristic specific feature of InP is
the high efficiency of nuclear-transmutation doping it
provides under irradiation with neutrons. This feature a
consequence of a large cross section (σ ≈ 190 barn) for
the absorption of thermal neutrons by In atoms. Stable
Sn isotopes are introduced as a result of nuclear reac-
tions initiated by the neutrons, and the electrical activ-
ity of these isotopes can be attained if the radiation
defects are annealed out using a postirradiation heat
treatment of the material [4, 5]. The choice of the opti-
mal conditions under which the heat treatment is car-
ried out is related not only to the determination of the
thermal stability of radiation defects in InP but also to
the processes of generation, in this compound, of
quenched-in defects with deep levels. The latter defects
compensate for the electrical activity of the material
under consideration [6, 7]. In a number of studies devoted
to these problems, the electrical properties of InP were
mainly analyzed in the context of developing the technol-
ogy of the nuclear-transmutation doping of this material
by irradiating it with reactor neutrons [8–10]. In this
paper, we pay the most attention to studying the optical
characteristics of the material under consideration.

2. EXPERIMENTAL

Initial n-InP single crystals grown by the Czochral-
ski method were irradiated with neutrons in a water-
cooled and water-moderated reactor at the Karpov
Research Physicochemical Institute (Obninsk Branch).
The parameters of the studied materials and the irradi-
ation conditions are given in Table 1.
© 2005 Pleiades Publishing, Inc.
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The bombardment of InP with fast neutrons (f.n) was
performed at temperatures of no higher than 70°C, and
the samples were placed in Cd containers (d ≈ 1 mm).
The nuclear-transmutation doping of the InP wafers
was carried out by irradiating these wafers with full-
spectrum reactor neutrons at the flux density of thermal
neutrons (th.n) ϕth.n ≈ 5 × 1013 cm–2 s–1 and the ratio
between the flux densities of the thermal and fast neu-
trons (E > 0.1 MeV) ϕth.n/ϕf.n ≈ 1. The InP wafers’ thick-
ness was about 2 mm. In order to reduce the induced
radioactivity, the irradiated samples were stored for 4–
24 months before measurements were taken.

The heat treatment of the irradiated samples was
carried out in vacuum at Tann < 600°C and in sealed

Table 1.  Electrical properties of the initial InP crystals at
Ttest = 295 K and the conditions under which these samples
were irradiated

Sam-
ple

Doping 
impu-
rity

Electron 
concentra-

tion n,
1017 cm–3

The Hall elec-
tron mobility 
µH, cm2/(V s)

Irradiation
conditions

1 – 0.1–0.4 3800–5000 Fast neutrons

2 Te 1.0–2.0 2800–3200 Fast neutrons

3 Te 5.0–10.0 2200–2800 Fast neutrons

4 – 0.1–0.4 3800–5000 Reactor neutrons

10191018101710160
102

103

104

105

106

104

103

102

10

1

D, cm–2

|RH |σ, cm2/(V s)|RH |, cm3/C

1
2
3
4

~ ~

Fig. 1. Variations in the Hall coefficient |RH| (1, 2) and the
Hall mobility |RH|σ (3, 4) in InP in relation to the radiation
dose D (calculated for the fast neutrons) as a result of irra-
diation with (1, 3, 4) fast neutrons and (2) full-spectrum
reactor neutrons. Curves 1, 3, and 4 correspond to sample 1,
and curve 2 corresponds to sample 4 (see Table 1). The tem-
perature of the measurements Ttest = (1–3) 295 and (4) 200 K.
quartz cells under the equilibrium pressure of phospho-
rus vapors at Tann ≥ 600–900°C. In order to eliminate
the influence of surface effects on the measured param-
eters, we removed layers with a thickness of ~50 µm
from both sides of the wafers by grinding and subse-
quent chemical etching after the high-temperature
annealing.

3. RESULTS AND ESTIMATES BASED 
ON THE MODEL

3.1. Electrical Properties

As a result of various types of high-energy irradia-
tion, point or clustered radiation defects are introduced
into the InP crystal lattice. These defects act as deep-
level donors or acceptors, depending on the initial dop-
ing level and the conductivity type of the starting mate-
rial [11–16]. The radiation-induced donors are more
effective after irradiation if the initial doping level cor-
responds to nst < (2–3) × 1012 cm–3, while the radiation-
induced acceptors are more effective if nst > (2–3) ×
1012 cm–3. This circumstance makes it possible to use
high-energy radiation to obtain a material with the
highest resistivity of 107–109 Ω cm (at 295 K) in the
case of initial p-InP and with a resistivity of about 103–
104 Ω cm for the initial n-InP samples. A pronounced
asymmetry of the removal rates for electrons (∂n/∂D cm–1)
in n-InP and holes (∂p/∂D cm–1) in p-InP was observed
in all the samples studied. For all the types of radiation
used (electrons, protons, and neutrons), ∂p/∂D > ∂n/∂D.
This behavior is accounted for by the fact that the Fermi
level F in InP is pinned in the upper half of the band
gap, close to the position Flim ≈ EV + 1.0 eV, as a result
of the introduction of radiation defects [17–19]. The
electrical parameters of this material are independent of
both its history and the irradiation conditions; i.e., these
parameters are characteristics of the crystal itself rather
than of the spectrum of the radiation defects introduced
by irradiation with particles. It is noteworthy that, in the
case of irradiation with reactor neutrons, both cluster-
type and point defects can be formed. The former
defects are produced as a result of the displacement of
crystal-lattice atoms by fast neutrons or recoil atoms,
whereas the latter defects are produced by the γ-ray
component of the reactor radiation. In addition, when
irradiated samples are cooled (stored for some time) in
order to reduce the induced radioactivity, radiation
defects can also be formed as a result of the irradiation
of the material with β particles (“internal” irradiation)

from the reactions In  Sn.
In Fig. 1, we illustrate the variations in the Hall

coefficient |RH| at 295 K (1, 2) and the Hall electron
mobility µH = |RH|σ at 200 and 295 K (3, 4) resulting
from the irradiation of n-InP with fast neutrons (sample 1)
and with the full-spectrum reactor neutrons (sample 4);
in the latter case, the radiation dose also refers to the
fast neutrons. The dose dependences |RH|(D) in the

β
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region D & (5–10) × 1017 cm–2 indicate that the initial
electrical conductivity of n-InP is compensated as a
result of the irradiation with neutrons. Simultaneously,
the InP resistivity ρ increases and attains a maximum
ρmax(D) ≈ (2–6) × 103 Ω cm at the integrated fast-neu-
tron flux Df.n ≈ (5–10) × 1017 cm–2. This maximum cor-
responds to n-InP in which the Fermi level is located in
the upper half of the band gap (~0.35 eV below the con-
duction-band bottom), as it does in the samples irradi-
ated with electrons or protons [18, 19]. Further irradia-
tion of this material with neutrons (at D > 1018 cm–2)
leads to a decrease in the Hall coefficient |RH| to 1.4 ×
104 cm3/C (to be compared with |RH|max(D) ≈ 2 ×
106 cm3/C) and in the resistivity to 7 × 102 Ω cm (295 K)
at the integrated fast-neutron fluxes Df.n = 1019 cm–2. It
is noteworthy that the mobility µH = |RH|/ρ measured at
295 K decreases by a factor of 4, whereas the value of
|RH| varies by four orders of magnitude in the region
where the initial conductivity is compensated as a result
of the irradiation with neutrons. At the same time, in the
region D > 1018 cm–2, where |RH| decreases by approxi-
mately three orders of magnitude, the value of |RH|/ρ at
295 K decreases by approximately two orders of mag-
nitude. This behavior is related to the appearance of the
impurity (hopping) conductivity of the electrons via the
radiation-defect states whose levels are located in the
vicinity of the Fermi level [8]. A sharp decrease in µH is
observed in the region of low temperatures, especially
in the samples irradiated with high neutron doses, in
which case µH attains values characteristic of an unor-
dered material (Fig. 1). At these neutron doses, the
obtained values of µH are two orders of magnitude
smaller than those in the samples irradiated with elec-
trons at the integrated fluxes D = 1019 cm–2 [18]. In gen-
eral, the electrical properties of InP irradiated with fast
neutrons vary similarly to those of InP irradiated with
full-spectrum reactor neutrons; however, in the region
of high doses, the resistivity of n-InP after irradiation
with full-spectrum reactor neutrons (recalculated to the
flux of fast neutrons) is somewhat lower than in the case
of irradiation with fast neutrons. This circumstance can
be related to the higher concentration of defects in InP
irradiated with full-spectrum reactor neutrons due to
the contribution of point defects formed as a result of
the internal β-ray irradiation of InP during the storage
of the irradiated samples and to the doping effect of the
Sn impurity. Thus, the electrical properties of InP
immediately after irradiation are almost completely
controlled by the introduced radiation defects, both in
the case of irradiation of InP with fast neutrons and for
irradiation with full-spectrum reactor neutrons.

In order to remove the radiation defects and activate
the Sn impurity, we subjected the InP samples irradi-
ated with neutrons to isochronous annealing at temper-
atures as high as Tann ≈ 900°C. The variations in the
electrical parameters of the samples irradiated with
neutrons resulting from this postirradiation annealing
SEMICONDUCTORS      Vol. 39      No. 5      2005
are illustrated in Fig. 2. An appreciable recovery of the
electrical parameters of the heavily irradiated samples
is observed at Tann > 250°C and continues to Tann =
900°C. Such annealing leads to the removal of the radi-
ation defects, a decrease in the compensation factor in
the material, and the appearance of free electrons as a
result of the ionization of the Sn impurity atoms. We
used the results of the electrical measurements to esti-
mate the concentration of electrically active Sn intro-
duced into InP as a result of nuclear reactions with ther-
mal neutrons; this concentration was found to be equal
to NSn ≈ 2.3Dth.n [5]. If InP is irradiated with fast neu-
trons, Sn is also introduced; however, this introduction
is caused by nuclear reactions with intermediate-energy
neutrons at an efficiency of about 0.2 [5].

3.2. Model-Based Estimations of the Fermi Level 
Position in Irradiated InP

The variations in the electrical parameters of InP
resulting from irradiation can be interpreted in the con-
text of a model that implies the pinning of the Fermi
level F = Flim in a semiconductor if the crystal lattice is
saturated with intrinsic structural defects. Since the
microscopic structure of radiation defects is still poorly
known in the majority of semiconductors (except in Si),
various heuristic models have gained wide recognition
regarding calculation of the position Flim in irradiated
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Fig. 2. Dependences of the (1, 2) Hall coefficient |RH| and
(3–5) the Hall mobility |RH|σ in InP on the temperature Tann
of isochronous postirradiation annealing for ∆t = 20 min
after irradiation with (1, 3, 4) fast neutrons at Df.n = 1019 cm–2

(sample 1) and (2, 5) full-spectrum reactor neutrons at
Dth.n = 2.1 × 1019 cm–2. The temperature of the measure-
ments was Ttest = (1–4) 295 and (5) 200 K.
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semiconductors and estimation of the electrical charac-
teristics of a material that correspond to this position of
the Fermi level. In these models, the Fermi level posi-
tion Flim is identified with certain characteristic ener-
gies in a crystal. The following energies are used: the
charge-neutrality level Ecnl [20, 21] or the local-neutral-
ity level Elnl [22] for the band-gap states of defects and
the states of a material, and the level of the “deepest”
(most localized) state of defects in a semiconductor Edl

in the energy interval close to the corresponding nar-
rowest band gap [23, 24]. In addition, the Fermi level
position Flim can be identified with the energy 〈EG〉/2,
where 〈EG〉  = 5.25 eV (for InP) is the mean energy inter-
val between the lower conduction band and the upper
valence band within the first Brillouin zone; the value
of this interval is close to that of the dielectric gap in

Table 2.  The limiting position of the Fermi level Flim in irra-
diated InP (experiment) and the calculated values of Ecnl,
Elnl, Edl, and 〈EG〉/2 expressed in eV. The energies are mea-
sured from the valence-band top

Flim
[18, 19]

Ecnl
[20]

Elnl
[21, 22]

Edl
[23, 24]

〈EG〉/2
[22]

1.0 0.72 0.89 1.03 0.90
InP (~5 eV) [22]. The results of the corresponding cal-
culations of the quantities Ecnl, Elnl, Edl, and 〈EG〉/2 are
close to each other and are in satisfactory agreement
with the experimental values of Flim in InP (Table 2).
These studies confirm both the fundamental character
of the phenomenon that consists in the pinning of the
Fermi level in semiconductors with defects and the fact
that the value Flim ≈ EV + 1.0 eV is a characteristic
(canonical) parameter of InP and manifests itself in a
situation where the crystal lattice is saturated with
intrinsic structural defects. This circumstance makes it
possible to estimate the interval of the variations in the
concentrations of free electrons nst – nlim and holes pst –

plim = /nlim in InP for any kind of irradiation with
high-energy particles (here, nlim ≈ (2–3) × 1012 cm–3 at
295 K) and, thus, predict the interval of the variations
in electrical properties resulting from exposure to high-
energy radiation.

3.3. The Spectra of Optical Absorption

Only a small fraction of the available publications
concerned with the study of radiation defects in InP
have been devoted to the optical properties of irradiated
InP. Until now, the corresponding experimental data
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Fig. 3. Variations in the spectral dependences of the absorption coefficient in the n-InP samples irradiated with (a) fast neutrons and
(b) full-spectrum reactor neutrons followed by isochronous annealing for ∆t = 20 min. Ttest = 295 K. (a) For sample 2, Df.n = 1019 cm–2

and Tann = (1) 20, 100, 200°C; (2) 300°C; (3) 400°C; (4) 500°C; (5) 600°C; (6) 700°C; (7) 800°C; and (8) 900°C. (b) For sample 4,

Dth.n = (1–6) 4.8 × 1017 and (7) 2.1 × 1019 cm–2. Here, curves 1–5 were obtained after annealing at the same temperatures as in the
case of curves 1–5 in (a). Tann = (6) 700 and 800°C, and (7) 900°C.
SEMICONDUCTORS      Vol. 39      No. 5      2005
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have mainly been obtained for samples irradiated with
electrons. There are also a small number of publications
concerned with studying the optical-absorption spectra
of InP irradiated with protons or fast neutrons [8, 25, 26].
The optical-absorption spectra of InP irradiated with
high integrated fluxes of reactor neutrons and then
annealed have not been studied. In this study, we mea-
sured the optical-absorption spectra of InP irradiated
with fast neutrons and full-spectrum reactor neutrons
and subjected to subsequent annealing at temperatures
as high as 900°C.

In the low-energy region (hν < Eg) of the optical-
absorption spectrum of irradiated InP, we observe the

additional optical absorption (hν)d(hν), whose

value is proportional to the integrated neutron flux
(Figs. 3a, 3b). In contrast to the results attained by irra-
diation with electrons, the spectral dependences α(hν)
do not exhibit any special features caused by photoion-
ization of the defects’ deep levels; rather, these depen-
dences are characteristic of unordered semiconductors
with a high density of localized states in the band gap.
Presumably, this circumstance is caused by the fact that
irradiation with neutrons can lead to the formation of a
“disordered alloy” in a binary semiconductor due to
both the production of vacancy-type defects and strati-
fication of the material (formation of antisite defects).

α
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Eg∫

10008006004002000
Tann, °C

1
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α, cm–1
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2
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4
3

7

2

1

4

0

8

p

Fig. 4. (1–7) The absorption coefficient for various wave-
lengths and (8) the exponent p in the expression a ∝  1/(hν)p

for the samples irradiated with (1, 3, 5, 7, and 8) fast neu-
trons at Df.n = 1019 cm–2 (sample 2) and (2, 4, and 6) full-

spectrum reactor neutrons at Dth.n = 4.8 × 1017 cm–2 (sam-
ple 4) in relation to the isochronous-annealing temperature
Tann (∆t = 20 min). Ttest = 295 K. hν = (1) 0.4, (2, 3) 1.18,
(4, 5) 1.3, and (6, 7) 0.16 eV.
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For example, data on the electron spin resonance for
irradiated InP substantiate the high efficiency exhibited
in the formation of both the phosphorus vacancies VP

and PIn-type antisite defects [27, 28].

After an annealing of irradiated InP at Tann > 300°C,
we observe a decrease in the integrated additional
absorption in the near-edge region of the spectrum; in
addition, an increase of the optical absorption in the
extrinsic region of the spectrum for the photon energies
hν < 0.4 eV after annealing at temperatures higher than
500°C is observed (Figs. 3a, 3b). Such annealing-

induced variations in the value of (hν)d(hν) are

related to a decrease in the concentration of deep-level
radiation defects, which, in turn, leads to a decrease in
the compensation factor of the irradiated material and
to an increase in α in the region of hν < 0.4 eV. The lat-
ter tendency is a consequence of the appearance of free
electrons in the conduction band due to the ionization
of the Sn impurity. In Fig. 4, we illustrate, for various
wavelengths, the variation in the absorption coefficient α
resulting from the heat treatment of the samples irradi-
ated with fast and reactor neutrons. Curves 1–5 illus-
trate the efficiency of the radiation-defect annealing,
while curves 6 and 7 illustrate the efficiency of the
appearance of free electrons in the material. It is worth
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Fig. 5. Variations in the spectral dependences of the absorp-
tion coefficient α in sample 2 irradiated with fast neutrons
and then annealed isochronously (∆t = 20 min) at Tann =
(1) 20, (2) 500, (3) 600, (4) 700, (5) 800, and (6) 900°C. The
neutron dose was Df.n = (1) 0 and (2–6) 1019 cm–2. The
measurements were carried out at Ttest = 295 K.
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noting that the annealing temperature Tann ≈ 500°C is
critical for InP, since it is in the vicinity of this temper-
ature that the recovery of most of the parameters of
defect-containing InP, including the recovery of the
long-range order in a-InP, is observed [29].

A study of the spectral dependence α ∝  1/(hν)p (Fig. 5)
in the region of free-electron absorption in the irradi-
ated samples shows that the exponent p increases from
~2.3 in the material immediately after irradiation to
3.0–3.4 if the temperature of the postirradiation anneal-
ing is increased to 700–900°C (Fig. 4, curve 8). This
value of p is characteristic of InP in the case of free-
electron scattering by ionized hydrogen-like impurities.
Using the known values of the cross section for optical
absorption by free electrons Sn = ∆α/∆n ≈ 4.7 × 10–17 cm2

at hν ≈ 0.14 eV in InP doped with hydrogen-like impu-
rities [30], we can estimate the free-electron concentra-
tion nD and the efficiency K of the transmutational dop-
ing of this material from the expression

where

Here, α0 (αD) and n0 (nD) are the absorption coefficients
and free-electron concentrations before (after) the irra-
diation and annealing, respectively.

In Fig. 6, we show the values of α(hν = 0.14 eV) in
the InP samples irradiated with fast neutrons and with
full-spectrum reactor neutrons after these samples were
annealed at 900°C. The corresponding values of the
free-electron concentration were calculated taking into

K ∆α /SnD,≈

∆α α 0 αD–( ), ∆n nD n0–( ).= =

10191018101710160
1016

1017

1018

1019
103
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n, cm–3

1

2

3
~ ~

α, cm–1

Fig. 6. The neutron-dose dependences of the absorption
coefficient α (at hν = 0.14 eV) and free-electron concentra-
tion n in the samples irradiated with (1, 2) fast neutrons
and (3) reactor neutrons and then annealed at 900°C. The
triangles and squares correspond to samples 2 and 3, respec-
tively; the circles correspond to sample 4. The solid lines
represent the calculated dependences for nD – n0 = 0.2D
(curves 1, 2) and nD – n0 = 2.3D (curve 3). The measure-
ments were carried out at Ttest = 295 K.
account the efficiency K of the InP transmutational dop-
ing: K = 0.2 in the case of irradiation with fast neutrons
and K = 2.3 in the case of irradiation with reactor neu-
trons [5]. These estimates are close to the correspond-
ing data obtained in the optical measurements per-
formed in this study. Thus, the results of the optical
measurements are, in general, consistent with the elec-
trical data on the high efficiency of transmutational
doping of InP as a result of irradiation with neutrons.

4. CONCLUSION
The irradiation of n-InP with fast neutrons or full-

spectrum reactor neutrons at integrated fluxes of as
high as ~1018 cm–2 (with respect to the fast neutrons)
leads to the formation of a high-resistivity material with
n-type conductivity and ρ ≈ (2–6) × 103 Ω cm at 295 K
and to the pinning of the Fermi level in the vicinity of
EV + 1.0 eV. At higher doses of neutrons, extrinsic con-
ductivity comes into effect, manifesting itself in a
decrease of both the resistivity of the irradiated material
and the conductivity activation energy as the integrated
flux of particles increases. It is important that apprecia-
ble featureless absorption, characteristic of unordered
semiconductors, is observed in the spectral region of
~Eg – 0.1 eV for InP crystals irradiated with neutrons.
Annealing at temperatures higher than 300°C leads to a
decrease in this absorption and, at annealing tempera-
tures higher than 500°C, to an increase in the optical-
absorption coefficient in the extrinsic region of the
spectrum (for hν < 0.4 eV) as a result of the activation
of the Sn impurity introduced into the InP crystal lattice.
We estimated the efficiency of transmutational doping
and assessed the quality of the obtained material.
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Abstract—Temperature dependences of the static conductivity σ and Hall coefficient RH in CdF2 crystals
doped with bistable indium and donor yttrium impurities have been measured. It is shown that this material con-
tains different types of free carriers, i.e., electrons and polarons. A comparison of the calculated temperature
dependences of σ and RH with the experimental data also shows that the impurity-band conductivity makes a
significant contribution (due to hops of bound polarons or holes) to σ and RH. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Cadmium fluoride is a wide-gap (~7.8 eV) insulator.
However, CdF2 crystals doped with donor impurities
and annealed in a reduction hydrogen or cadmium vapor
atmosphere transform into a semiconductor state [1].
During this procedure, referred to as additive colora-
tion, interstitial fluorine ions F–, which compensate for
the excess (+1) charge of the impurity core in this ionic
crystal, diffuse to the surface and recombine with a
reduction agent. In this case, charge neutrality is main-
tained by the electron counterflow carried by this agent.
As these electrons are localized at the donor impurities
or in the conduction band, they transform the CdF2
crystal into an n-type semiconductor. Cadmium fluo-
ride is a unique crystal with high ionicity; moreover, it
features a fundamental property of extrinsic semicon-
ductors: the existence of hydrogen-like levels whose
parameters only marginally depend on the chemical
properties of a certain impurity. Its uniqueness in this
respect is caused by its high electron affinity (~4 eV),
which results in the s states of donor impurities being
rather close to the conduction band (cadmium s band)
and collectivized with it, forming hydrogen-like states.

Two donor impurities, Ga and In, form DX centers
in CdF2, which, in addition to a hydrogen-like donor
state that operates as a metastable (“shallow”) state for
the impurities, have a highly relaxed ground state with
a negative correlation energy (“deep” state). At the cen-
ter in this state, a pair of electrons with oppositely
directed spins is localized [2–4].

The CdF2 ionic semiconductor features an extended
energy scale (the band gap and binding energies of its
local levels, etc.) in comparison with typical covalent
and ionic-covalent semiconductors. Furthermore, the
electrical and optical properties of this material are sub-
stantially controlled by the coupling of free and bound
electrons with polarization phonons. In particular, a
significant manifestation of polaron effects can be
expected in the Hall conductivity of CdF2 crystals con-
taining both donor (Y) and bistable (In) impurities. In
1063-7826/05/3905- $26.00 ©0506
this paper, we report the results of studying these
effects. The electrical properties of CdF2:Y were previ-
ously studied in [5]. The interpretation of the experi-
mental data suggested in this paper significantly com-
plements the concepts developed in [5].

2. EXPERIMENTAL

The CdF2 crystals under study were grown using a
modified Stockbarger–Bridgman method in graphite
crucibles. Dopants (In and Y) were introduced into the
initial material at concentrations of 0.05 and 0.02 mol %,
respectively, and grown in the form of fluorides. These
values correspond to the average donor concentrations
of 1.25 × 1019 (In) and 5.0 × 1018 cm–3 (Y).

The grown crystals were subjected to additive color-
ation in cadmium vapor. As was shown in [6], this pro-
cedure, as a rule, does not result in the total substitution
of interstitial F– ions with electrons. Therefore, the
number of electrons introduced into the crystal during
the coloration procedure is smaller than the number of
donor impurities. Thus, F– ions play the role of accep-
tors in this unipolar semiconductor, and the electronic
properties of CdF2 are described by the following two
parameters: the concentration of donors and the degree
of their compensation. The electron concentrations in
the crystals under study were determined from the
intensity of the photoionization band of the shallow
centers and were found to be 5.0 × 1018 and 2.0 ×
1018 cm–3 for In and Y, respectively [7, 8]. These values
correspond to a compensation factor for both impurities
that is approximately equal to 60%. This value should
be considered as an upper estimate, since impurity ions
locally compensated by fluorine [9, 10] and impurity–
fluorine clusters with more complex compositions [11]
reduce the effective concentration of statistically dis-
tributed (“isolated”) impurities, which control the elec-
trical properties of crystals. An analysis of the Hall data
in the CdF2:Y sample under study shows that its degree
of compensation is lower than 50% (see below). Here-
 2005 Pleiades Publishing, Inc.
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after, we assume that the degrees of compensation are
40% and 50% for Y and In, respectively. These values
are the conduction-model parameters used to approxi-
mate the experimental data. Accurate values for these
parameters, taking into account the above comment,
have almost no effect on qualitative conclusions about
the conduction mechanisms in CdF2.

The Hall and specific resistances of the cadmium
fluoride samples were measured using the dc Van der
Pauw method. The samples were shaped as square
plates 8.0 × 8.0 × 1.1 mm in size and had deposited
ohmic indium contacts. The sample temperature was
set and maintained in the range 95–350 K using an elec-
tronic stabilizer in a flow-type cryostat placed between the
poles of an electromagnet with the induction B = 0.9 T.
The low carrier mobility in the material under study
results in a weak Hall signal, which is observed against
a background of rather strong spurious signals. The lat-
ter are due to an imperfect sample configuration and
contact arrangement, as well as the crystal’s inhomoge-
neity. In order to eliminate the above-listed and other
spurious signals, and to obtain reliable Hall resistances,
the Hall voltage was measured on both diagonals of the
samples. The direction of the current through the sam-
ples and that of the magnetic field were commutated at
each temperature. Thus, the Hall resistance was deter-
mined by averaging over 12 measurements. The mea-
surement results are presented in Section 4.

3. ENERGY STATES AND STATISTICS 
OF THE ELECTRONS 

IN THE SEMICONDUCTOR CdF2

The energy spectrum of free and bound states in
ionic materials, to which CdF2 belongs, is significantly
modified owing to the coupling of electrons with longi-
tudinal optical phonons and the formation of polarons.
The polaron binding energy is given by (see [12, 13])

(1)

where

(2)

ω0 is the cutoff frequency of the longitudinal optical
phonons, ε0 is the static permittivity, n is the refractive
index in the material transparency range, and mc is the
electron effective mass in the conduction band. For-
mula (1), which is valid for the tight-binding approxi-
mation, yields polaron binding energies for CdF2 that
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are approximately 20% larger in magnitude than the
formula

(3)

which is used in the case of weak binding and moderate
temperatures. 

The polaron effective mass in the case of tight bind-
ing is given by the relation

(4)

For weak binding, the relation

(5)

which yields polaron effective masses 20–30% smaller
than those given by formula (4), is valid.

The ground state energy for a shallow hydrogen-like
impurity, taking into account the coupling of electrons
with longitudinal optical phonons (the bound polaron
problem), was derived in [14] using the variational
method within the Lagrangian formalism of quantum
mechanics in the following form:

(6)

As was shown in [15], in the limit of low tempera-
tures, the problem is reduced to a minimization of the
expression

(7)

with respect to the parameter ν. As a result (see [15]),
ν is obtained as a root of the equation

(8)

where ψ(z) is the logarithmic derivative of the Γ function.
The ionization energy E2 of the shallow doubly

charged centers (bound bipolarons) in ionic semiconduc-
tors was calculated in [16]. In [16], the following expres-
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sion was derived for the case of weak polaron binding
and weak local binding in the low-temperature limit:

(9)

In [16], the following expression was derived for the
case of a tight binding of localized electrons to the lat-
tice defects and strong electron–phonon coupling:

(10)

where

(11)

In the CdF2 crystal, the binding is intermediate. For
low temperatures, formulas (9) and (10) both yield
almost identical ionization energies (~0.47 eV). How-
ever, it should be kept in mind that the energy calcu-
lated using formula (10) noticeably decreases in mag-
nitude with temperature (by approximately 9% in the
range 150–300 K).

In addition to “ordinary” polarons, bipolarons can
also exist in ionic semiconductors under certain condi-
tions. In [17], the condition for bipolaron stability was
obtained for the first time, ην * 0.95, where ην = n2cp.
For CdF2, ην ≈ 0.69; hence, this condition is not satis-
fied. However, as has been shown in further studies, the
bipolaron stability is specified by a softer condition,
which can be reduced to the inequality α > αcr . The val-
ues of αcr at various values of the parameter η = ε∞/ε0
are given in review [18]. For CdF2 at T = 100 K, we
have η = 0.306, αcr(η) ≈ 2.85, and α ≈ 3.205. For CdF2
at T = 350 K, we have η = 0.283, αcr(η) ≈ 2.6, and
α ≈ 3.13. We can see that, in the entire temperature
range for the measurements, the condition α > αcr is
met. At high temperatures, it is satisfied with a larger
safety margin than at low temperatures.

The Fermi level µ of the system is determined from
the condition for crystal electrical neutrality, which is
written as

(12)

where nc, npol, and nbip are the concentrations of free

electrons, polarons, and bipolarons, respectively;  is

the concentration of ionized (shallow) impurities;  is
the concentration of deep centers with amphoteric and
donor–acceptor properties (during thermoionization,
they supply electrons to the conduction band; at the
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same time, they decrease the population of shallow
donor centers, playing, in a sense, the role of accep-
tors), and NF is the concentration of compensating
acceptors (F–  ions). The parameters appearing in Eq. (12)
are given by

(13)

where Nm is the total number of impurity atoms, γ is the
compensation factor, and

(14)

Following [19, 20], let us introduce the electron
localization volume V0 and the highest phonon group
velocity u, as well as the momenta p0 and p1 given by

(15)

with p0 @ p1. According to the concepts developed in
[19–23], the average carrier momentum in a polaron
cannot exceed p1, and the highest total concentration of
polarons and “cold” electrons with momenta p ≤ p0 can-
not exceed 2/V0. Free electrons with momenta smaller
than p1 cannot exist either. Let us introduce

(16)

Then, writing the free electron concentrations as

(17)

the total number of “cold” carriers (polarons and free elec-
trons with momenta p < p0) is written as (see [19, 20])
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The polaron concentration is given by

(20)

The concentration of “cold” free electrons with
momenta p1 < p < p0 is given by

(21)

The concentration of bipolarons is given by (see [19])

(22)

where mbip is the bipolaron effective mass and Ebip is the
position of the bipolaron band bottom

(23)

We consider the bipolaron binding energy δEbip as a
negative value with |δEbip| ! |Epol|. The polaron binding
energy in expressions (16), (20), and (23) is given by
formulas (1) or (3).

When calculating the energy level positions and
state populations in the systems under study, we used
the following material parameters: V0 = 2 × 10–18 cm–3,
mc = 0.45m0, u = 106 cm s–1, ε∞ . 2.4, and "ω0 .

npol ncold

V0

2π2
"

2A
------------------=

× λ Epol p2/2mpol+( )–[ ] p2 p.dexp

0

p1

∫

nc-cold ncold

V0

2π2
"

3A
------------------ λ p2/2mc–( )p2 p.dexp

p1

p0

∫=

nbip
1

2π2
"

3A
------------------=

× p2 pd

λ Ebip p2mbip/8mc
2– 2µ–( )[ ]exp 1–

--------------------------------------------------------------------------------------,

0

mbipu

∫

Ebip 2Epol δEbip.+=

111098765432
1000/ T, K–1

–0.48

Energy, eV

1

–0.42

–0.36

–0.30

–0.24

–0.18

2
3

4

5

Fig. 1. Temperature dependences of the energy Epol-s of the
free-polaron band bottom (1), the bound polaron energy E1 (2),
and the bipolaron energy E2s (5), as well as the positions of
Fermi levels µ(In) (4) and µ(Y) (3) for the CdF2:In and
CdF2:Y crystals, respectively.
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0.05 eV. The calculated results are listed in the table
and shown in Fig. 1. Figure 2 shows the state popula-
tions in CdF2:In with the indium concentration Nm =
1.25 × 1019 cm–3, which was calculated using formu-
las (12)–(21). The calculation of the populations in
CdF2:Y crystals with Nm = 5 × 1018 cm–3 differs from
that for CdF2:In in that there are no DX-center states in

the crystal with yttrium; hence, we should set  = 0 in
Eq. (12) and the term exp[λ(2µ – E1 – E2)] does not
appear on the right-hand side of Eq. (14).

The state populations in CdF2:Y with the yttrium
concentration Nm = 5 × 1018 cm–3 are shown in Fig. 3.
As expected, in the case of CdF2:In, the Fermi level is
almost in the middle of the binding energies of the
bound polarons and bound bipolarons; in contrast, in
the case of CdF2:Y, the Fermi level is slightly lower
than the bound polaron level E1. As we show below, this

Nd
–

Temperature dependences of the static permittivity ε0, electron–
phonon coupling constant α, and polaron effective mass mpol

T, K ε0 α mpol/m0

100 7.84 3.205 0.950

150 7.97 3.228 0.978

200 8.10 3.250 1.005

250 8.23 3.272 1.032

300 8.36 3.293 1.059

350 8.49 3.313 1.085

76543
1000/ T, K–1

Population, cm–3

1

108

1010

1012

1017

1019 2

3
4
5

7

6

8

~~

Fig. 2. Temperature dependences of the state population for
“cold” carriers ncold (3), “cold” nc-cold (5) and “hot” nhot (6)
electrons, free polarons npol (4), and free bipolarons nbip
(7), as well as the concentrations of ionized (shallow) impu-

rities  (2), bound polarons  (1), and bound bipo-

larons  (8) in the CdF2:In crystal.

Nsh
+

Nsh
0

Nd
–



510 SAŒDASHEV et al.
difference is very significant in the analysis of experi-
mental data on the conductivity and Hall effect in
CdF2:In and CdF2:Y.

We note that energy gaps between the free-polaron
band bottom and energy levels of the bound polarons
and bipolarons in CdF2:In are close to the correspond-
ing activation energies determined for this crystal using
several different experimental techniques (e.g., [24]),
as well as determined in the ab initio calculation of an
In deep center (bound bipolaron [25]).

4. THE CONDUCTIVITY AND HALL EFFECT

When analyzing the experimental data described in
Section 2, it should be kept in mind that the material
contains several carrier groups, which can all contribute
to the conductivity σ and Hall coefficient RH. In this
case, the corresponding expressions take the form

(24)

(25)

where µi are the mobilities of the ith-type carriers, and
ei = –|e| and ei = |e| if the carriers are electrons and
holes, respectively. In order to compare the theoretical

σ e niµi,
i

∑=

RH

einiµi
2

i

∑
c e niµi

i

∑ 
  2

------------------------------,=

108542
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Population, cm–3
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1014
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Fig. 3. Temperature dependences of the state population for
“cold” carriers, ncold (3), “cold” nc-cold (5) and “hot” nc-hot (6)
electrons, free polarons npol (4), and free bipolarons nbip (7),
as well as the concentrations of ionized (shallow) impurities

 (2) and bound polarons  (1) in the CdF2:Y crystals.Nsh
+

Nsh
0

and experimental data, it is convenient to use the
reduced Hall coefficient

(26)

The following temperature dependences of the
mobility were used:

(i) For free electrons, µel = µel0 (see formulas (2)),
which is characteristic of scattering by polarization
phonons or piezoelectric scattering by acoustic
phonons. Since the minimum kinetic energy of “hot”
electrons is only 8 meV at a chosen value of V0, we can
consider “cold” and “hot” electrons as a single carrier
group. We note that, in the case of mechanisms charac-
terized by a power temperature dependence of the
mobility, determination of the exponent becomes com-
plicated when comparing the theoretical and experi-
mental data in this study.

(ii) The free-polaron mobility µpol is determined

from the relation  = =  + , where µpol-1 =

µpol-10 [exp(β) – 1] corresponds to scattering by opti-

cal phonons (see, e.g., [13]) and µpol-2 = µpol-20 cor-
responds to scattering by acoustic phonons [26] or
impurities [27].

(iii) The mobility corresponding to impurity-band
conduction features various temperature dependences
when it is caused by the hops of bound polarons or drift
of holes. In the former case, the mobility mechanism is
of an activation type: µtp = µ0tpexp[–λεtp]. When con-
sidering the latter case, it should be kept in mind that
there exists a significant energy spread of holes, which
is primarily due to their interaction with charged impu-
rities. At low temperatures, the holes become bound to
acceptors (see, e.g., [28], Section 26). Only the holes
that can be detached from the acceptors are involved in
conduction. The number nhc of such holes at low T is
defined by the activation exponential function exp(–λεa).
Accordingly, we will refer to these holes to as activated
holes. As the temperature is elevated, the increase in nhc

drops off, and nhc tends to a constant value. This effect
corresponds to the approximation we accepted,

(27)

where χh is a constant close to unity. The temperature
dependence of the mobility µh of activated holes can be
disregarded. It is assumed that the hole motion in the
impurity band is not accompanied by lattice polariza-
tion. The reason for this assumption is that the state of
the electronic subsystem in which a donor is ionized
and an electron is in the conduction band exactly corre-
sponds to a specific arrangement of lattice atoms; in this
case, the configuration coordinate characterizing the
lattice relaxation during the formation of a free polaron

R̃H cRHσ2≡ einiµi
2.

i

∑=

β

µpol
1– µpol-1

1– µpol-2
1–

2

β

nhc χhNsh
+ λεa–( )exp

λεa–( )exp ahc+
---------------------------------------,≈
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and during electron trapping by a donor (bound
polaron) becomes equal to zero.

We can see in Fig. 2 that the concentration of free
bipolarons (if they actually exist) is insignificant in the
case of CdF2:In, and their contribution to σ and RH can
be disregarded. The concentration of bound bipolarons
(deep centers) is high in the entire temperature range
under study; nevertheless, there is no reason to believe
that their contribution to σ and RH is significant. There
are no bound bipolarons in the CdF2:Y crystals; how-
ever, since the Fermi level µ is located higher than in
CdF2:In (see Fig. 1), the concentration of free bipo-
larons is much higher and they can, in principle, affect
σ and RH. The impurity-band conduction at a weak
compensation can be effected by holes.

When calculating the temperature dependences of σ
and , we used the theoretical energies of the states
of free and bound polarons and bipolarons, as well as
the concentrations of various carriers, obtained in this
study. The parameters µel-0, µpol-10, µpol-20, µ0-tr, εtp, εaµh,
ahc, and χh were selected so that the theoretical curves

σ(1000/T) and (1000/T) would best approximate the
experimental dependences. The necessity to describe
two different experimental curves using a single set of
parameters imposes very severe constraints on the val-
ues of these parameters.

Figures 4 and 5 show the experimental and calculated

curves σ(1000/T) and (1000/T) for CdF2:In. The fol-
lowing parameters were used: µ0tp = 24 cm2 V–1 s–1, εtp =
0.15 eV, µpol-10 = 0.64 × 102 cm2 V–1 s–1, µpol-20 = 1.26 ×
102 cm2 V–1 s–1, and µe10 = 1.6 × 102 cm2 V–1 s–1. The
Arrhenius plot for the CdF2:In conductivity in the stud-
ied temperature range is a straight line corresponding to
the effective conductivity activation energy 0.231 eV.

As is known (see, e.g., [29, 30]), the probability of
bound polaron hopping is defined by the quantity

R̃H

R̃H

R̃H

7543
1000/T, K–1

 σ, Ω–1 cm–1

10–5

10–2

6
10–6

10–4

10–3

Fig. 4. The temperature dependence of the static conductiv-
ity σ in CdF2:In.
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exp(–λWH), where the activation energy WH = Up. In

the case under consideration, the lattice polarization

energy is Up ≈ –2Epol-s ≈ 0.4 eV. The value εtp ≈ WH,

obtained from a comparison of the calculated curves
with the experimental data, corresponds to a situation
(typical of hopping mobility) where the activation
energy is lower than WH.

Figures 6 and 7 show the experimental data and the-

oretical curves σ(1000/T) and (1000/T) for CdF2:Y.
When plotting the theoretical curves, the following
parameters were used: εa = 0.0775 eV, ahc = 0.011,
χh = 0.666, µpol-10 = 1.71 × 102 cm2 V–1 s–1, µpol-20 =

1
2
---

3
4
---

R̃H

76543
1000/T, K–1

10–6

cRH  σ2, cm C–1 Ω–2

10–5

10–4

10–3

10–2

Fig. 5. The temperature dependence of the reduced Hall

coefficient  ≡ cRHσ2 in CdF2:In.R̃H

106543
1000/T, K–1

 σ, Ω–1 cm–1

0.1

1

9872

Fig. 6. The temperature dependence of the static conductiv-
ity σ in CdF2:Y.
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0.95 cm2 V–1 s–1, and µe10 = 1.9 × 103 cm2 V–1 s–1. Let
us take into account the fact that bipolarons do not sig-

nificantly contribute to σ and  at least until their
mobilities µbip are lower than 103 cm2 V–1 s–1. The acti-
vation energy εa corresponds to the compensation fac-
tor γ = 0.25, which is slightly smaller than in the sample
under study, if the estimate from [31, 32] is used:

(28)

When applying this formula, the following two
points should be taken into account: First, (28) is valid
for very small γ and the extrapolation of Eq. (28) to the
range γ ≈ 0.2–0.4 can yield incorrect results. Second,
the actual degree of compensation in the sample cannot
be determined with confidence. Therefore, it can be
concluded that the obtained value εa does not contradict
the available concepts on the hopping mobility of
bound polarons.

Let us take into consideration the fact that the Hall
coefficient sign in CdF2:Y (Fig. 7) changes at the curve
knee point at 1000/T ≈ 3.4. In the low-temperature
region (to the right of the knee), the activated holes

mainly contribute to  (its sign is positive); in the
high-temperature region, free carriers, electrons, and
polarons mainly contribute to RH (its sign is negative).
At γ ≥ 0.5, this sign change in the Hall coefficient could
not take place, and the dependence c|RH|/σ on 1000/T
would be monotonic. Therefore, it can be concluded
that, in fact, the degree of compensation is γ < 0.5 in the
CdH2:Y samples under study, and the contribution to
the conductivity is made not only by the electrons and
polarons but also by the p-type impurity-band conduc-
tivity (see the discussion of this problem above). It is

R̃H

εa . 0.61εD 1 0.29γ1/4–( ),

εD e2/ ε0rD( ), rD
4π
3

------Nm 
 

1/3–

.= =

R̃H

106543
1000/T, K–1

c |RH|σ2, cm C–1 Ω–2

10

100

9872
1

Fig. 7. The temperature dependence of the reduced Hall
coefficient in CdF2:Y.
important that a simultaneous matching of the theoreti-

cal and experimental curves σ(1000/T) and (1000/T)
is impossible for both materials (CdF2:In and CdF2:Y)
if the impurity-band conduction is to be disregarded.
Furthermore, the contribution of the free electrons to

 plays an important role, which, if it is disregarded,
does not allow the attainment of satisfactory agreement
between the theoretical and experimental data in the
near-room temperature range.

A reasonable variation of the theory [19–23] param-
eters u and V0 results in an appreciable redistribution of
the free carrier populations, but only slightly affects the
curves in Figs. 4–7 when calculated using the same val-
ues of the other parameters.

5. CONCLUSION
We measured the temperature dependences of the

static conductivity σ and Hall coefficient RH in semi-
conductor CdF2:In and CdF2:Y crystals.

The obtained dependences were theoretically ana-
lyzed taking into account free electrons, free polarons
and bipolarons, and bound polarons and bipolarons (the
latter exist in CdF2:In). The energies and occupancies
of these states were calculated. The mobilities for vari-
ous carrier groups were estimated from a comparison of
the theoretical curves with the experimental data.

We show that the impurity-band conduction signifi-
cantly contributes to σ and RH due to the hops of bound
polarons (CdF2:In) or to activated holes (CdF2:Y). In
addition, free polarons and free electrons also contrib-
ute to σ and RH.
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Abstract—A solution to the Liouville equation for a one-electron density matrix in relation to a homogeneous
semiconductor in a magnetic field is obtained using perturbation theory. Expressions for the conductivity tensor
and electron-momentum relaxation rate are obtained for the case of scattering by ionized impurities. These
expressions provide a sufficiently accurate description of the concentration and magnetic field dependences of
the longitudinal conductivity of a nondegenerate electron gas in the quantum limit that have been observed in
some studies. No explanation for these dependences is found in the context of the current theory of magnetore-
sistivity. An explanation of the temperature dependences of the components of the conductivity tensor is sug-
gested for a degenerate electron gas in magnetic fields that correspond to the quantum limit. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

It is known that, in a magnetic field, the electron
energy spectrum of semiconductors is quantized. How-
ever, for α = "ω/kT ! 1, where ω = qB/m is the cyclo-
tron frequency, the effect of quantization appears, in
most cases, to be small and electron transport can be
described using the Boltzmann transport equation. It
follows from this equation that a magnetic field sub-
stantially affects transverse (with respect to the field)
transport phenomena if ωτ = µB > 1, where µ is the
electron mobility. In the longitudinal direction, trans-
port effects are independent of a magnetic field.

In a quantizing magnetic field, for α @ 1, the use of
the transport equation for the electron distribution func-
tion cannot be applied to a description of transverse gal-
vanomagnetic effects in semiconductors (for which the
magnetic field vector B is perpendicular to the current-
density vector j). Moreover, this approach cannot, in
principle, describe a number of specific effects related
to quantization. The problem of transverse galvano-
magnetic effects has been exactly solved by Adams and
Holstein using the density matrix method [1]. Accord-
ing to [1–3], the character of conductivity in the pres-
ence of a magnetic field in the quantum limit does not
substantially differ from the case of classical high
fields. The only difference is that the density of states at
the Fermi level and the relaxation times depend on the
magnetic field [4, 5]. According to [1], the longitudinal
conductivity of electron gas σzz (B || j || z) does not differ
from the classical expression.

However, further studies have shown that in the case
of scattering by ionized impurities, the expressions for
1063-7826/05/3905- $26.00 0514
σxx and σzz obtained in [1–3] are not quite exact in the
quantum limit [4]. It was assumed that this circum-
stance is related to the fact that it is necessary to take
into account the effects of screening and the quasi-one-
dimensional character of electron motion in the field of
a charged impurity. However, in the traditional
approach, a consistent consideration of these effects [1]
does not describe a number of features of magne-
totransport. With regard to these effects, the longitudi-
nal conductivity σzz(Bz) for a nondegenerate electron
gas increases with the magnetic field in the ultra-quan-
tum limit when only the lowest Landau level is occupied,
due to the suppression of small-angle scattering [4];
moreover, the greater the increase in conductivity, the
smaller the electron concentration. In InSb, this pattern
in the dependence of σzz(Bz) was observed at a temper-
ature of T = 30 K only for a relatively high electron con-
centration (n ≈ 1015 cm–3). At lower electron concentra-
tions, the opposite field dependence was observed [6].
For electron concentrations of n ≈ 1013 cm–3, the dis-
agreement between theory and experiment can be up to
a factor of 40. In the context of the existing theories,
this fact has no explanation. For a degenerate electron
gas in doped semiconductors in a temperature range
from 0.05 to 15 K in the ultra-quantum limit, a rather
strong temperature dependence of the diagonal compo-
nents of the conductivity was observed (see review [4]
and the references therein). Longitudinal resistivity
ρzz(Bz) monotonically decreases with increasing tem-
perature, whereas transverse conductivity σxx(Bz) and
resistivity ρxx(Bz) (j || x, B || z) depend nonmonotoni-
cally on temperature. At the same time, the Hall con-
ductivity σxy(Bz) varies only very slightly with temper-
© 2005 Pleiades Publishing, Inc.
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ature. It is impossible to explain these temperature depen-
dences in the context of the theory developed in [1].

Recently, it has been shown that, in some cases, a
consistent consideration of quantization in a magnetic
field is important when formulating an adequate
description of galvanomagnetic effects [7, 8]. However,
in [7, 8], the case of scattering by ionized impurities,
which is very important from the experimental point of
view, was not analyzed. In this study, the transport equa-
tion for a density matrix in arbitrary magnetic fields is
solved for scattering by ionized impurities, assuming
that the departure from equilibrium is small. Expressions
for the momentum relaxation rate are also obtained and
compared with the available experimental results.

2. THEORY

It is known that, in a magnetic field, the matrices of
electron momentum components normal to the field
have no diagonal elements. Due to this fact, the electron
transport in a quantizing magnetic field cannot in prin-
ciple be described using the Boltzmann transport equa-
tion. Generally, the most complete microscopic
description of a state in a quantum system is a descrip-
tion using the statistical operator (the density matrix) R.
In the Schrödinger representation, it obeys the Liou-
ville equation

(1)

In what follows, we restrict the analysis to a one-elec-
tron approximation. We assume that the magnetic field B
is directed along the z axis, j || x, and the electric field Ex
is also directed along the x axis.

The properties of a system considered in the one-
electron approximation are described by the Hamilto-
nian operator

(2)

where He is the Hamiltonian of an electron in a mag-
netic field, W is the operator of the interaction of elec-
trons with phonons or impurities, and U = –qExx is the
potential-energy operator. Generally, the electric cur-
rent density can be calculated using the relation

(3)

where Tr(…) denotes the trace of an operator and J is
the current-density operator in a magnetic field. To cal-
culate the current, we must find the statistical operator
using Eq. (1). To solve this equation, we treat the sum
W + U in expression (2) as a perturbation.

If we choose the vector potential of the magnetic
field in the gage A = (0, Bx, 0), then the wave functions
of the operator H0 and of the electron energy for a
homogeneous semiconductor are described by the well-
known relations in the Landau representation [9]. In
this representation, an electron state |i〉  is described by
a set of quantum numbers (n, ky, kz, and s).

i"
∂R
∂t
------ H R,[ ] .=

H H0 W U+ + He W U ,+ += =

j Tr RJ( ),=
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We solve Eq. (1) using the method of successive
approximations. A justification of this method and the
procedure for deriving an approximate equation are
described in detail in [10]. For steady-state conditions,
using the chosen basis of wave functions, we obtain
from Eq. (1)

(4)

where

(5)

Here, Mij are the matrix elements of the interaction of
electrons with charged impurities; the form of these
elements depends on the method used to describe this
interaction.

It is well known that, strictly speaking, Eq. (1) does
not describe the irreversible behavior of an electron
system. To obtain irreversible behavior, we must use
additional arguments [1]. For this purpose, we may
either modify the Hamiltonian or take advantage of
some artificial mathematical method that permits us to
describe the interaction of the system with the medium.
The most common method is derived from the assump-
tion on an initial approximation for the diagonal part of
the density matrix, i.e., for the distribution function. We
represent the density matrix as

(6)

where G12 = (kz1, kz2). If the electric field does not
affect the spatial uniformity of the electron system, the
quantity F1 = F(E1) is usually chosen in the form of the
Fermi–Dirac distribution function, which depends on
the energy and quasi–Fermi level EF. The choice of F1
is actually based on the principle of local equilibrium,
widely used in the theory of semiconductors. At high
temperatures, this approximation is quite satisfactory.
However, at low temperatures, it is necessary to take
into account corrections to the distribution function
related to the combined effect of the electric field and
relaxation processes. Such a correction was obtained in [1]
for the first nonvanishing order in scattering,. However,
it can only be applied to high fields. A general proce-
dure for obtaining the corrections is described in [10].
It consists in expansion of the Gibbs statistical operator
in the interaction potential treated as a perturbation. In
the approximation linear in an electric field, the distri-
bution function can be written as

(7)

where U11 is the potential-energy matrix element and
Z is the function representing the result of summation

E1 E2–( )R12 U13R32 R13U32 iπS12+–+ 0,=

S12 2 δ E2 E3–( ) M14
+ δ43 R43–( )M35R52[{

3

∑=

– δ14 R14–( )M43R35M52
+ ] δ E1 E3–( )+

× R14M45
+ δ53 R53–( )M32 M13R34M45

+ δ52 R52–( )–[ ] } .

R12 F1δ12 G12δ ky1 ky2–( ),+=

Gn1n2

F1

∂F1

∂E
---------U11Z ,+
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over all the high-order scattering terms. Generally, this
function depends on the magnetic field, relaxation
parameters, and the distribution function and can be
determined by solving Eq. (1) for the diagonal elements
of the density matrix. Then, from (6), we obtain

(8)

In this study, we do not analyze the exact form of the
function Z. Instead, we restrict the analysis to first
approximation in magnetic field. A standard solution to
the Boltzmann transport equation for the distribution
function shows that its nonequilibrium part can be writ-
ten as [11]

In the case of a magnetic field, we find

where ν is the momentum relaxation frequency. We
omit the term proportional to E. The consideration of
this term improves the accuracy of the calculation of
the function Pnm, which is determined below. However,
in this study, we disregard this problem. Then, we
obtain

(9)

Comparing this expression with (7), we obtain

We see that Z = 0 for B = 0 and, in the high-field limit,
Z = 1. In fact, in [1], the distribution function was writ-
ten (although not explicitly) in form (9) with Z = 1. The
divergence of the solutions in the low-field region [1] is
mainly related to the fact that the field dependence of
Z is disregarded.

We now search for a solution of Eq. (4) linear in G.
We restrict further consideration of the interaction of
electrons with a charged impurity to the case of a
screened Coulomb potential. Then, we use (4), (5), and
(8) to obtain

(10)

R12 F1

∂F1

∂E
---------U11Z+ 
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--------.=
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"q
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Ex
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ν2 ω2
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-----------------– U11
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En Em i"νnm
0( )+–( )Gnm Unm Fm Fn–( )+

– i 2 n 1+( )qλExPnm i"Bnm– 0,=
where

(11)

(12)

N+ is the concentration of ionized impurities, ks = 1/rs,
rs is the screening radius, and κ is the permittivity of the

semiconductor. The functions Knl(y) and (y), as
well as the method of integration applied to the matrix
elements, are described in the Appendix. We see that
the required function G appears in Eq. (10) as a sum.
Therefore, in contrast to scattering by phonons [7, 8], it
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is impossible to obtain a simple solution for G. How-
ever, the solution to Eq. (10) can be always written as

(13)

The accuracy of the calculation of νnm depends on a
number of parameters and on the chosen procedure for
the solution to Eq. (10). Using the results obtained in

the Appendix, we can show that Gnm > Bnm. Using
this inequality, we can solve Eq. (10), e.g., by the
method of successive approximations. In the first
approximation, we may set Bnm = 0. These questions
will be considered in more detail below. The result for
the components of the conductivity tensor is

(14)

(15)

where Fn ≡ F(En). We see that the structure of these
equations coincides with that of the equations describ-
ing scattering by phonons [7, 8]. Therefore, to account
for the combined effect of different relaxation mecha-
nisms, we have to represent ν and P as sums over these
mechanisms. In addition, the obtained expressions indi-
cate that the function Z depends on the magnetic-level
number n and can be written more correctly in the form

Using these results, we can easily show that the longi-
tudinal conductivity σzz(Bz) is described by a standard
expression [11].

For high magnetic fields (ω @ ν), Eq. (13) formally
transforms into the expression obtained in [1]. How-
ever, a substantial difference is that, in contrast to [1],
in the low-field limit, this equation transforms into the
well-known expressions for the conductivity tensor in a
semiconductor [11]. Furthermore, in this study, we
obtain a more exact expression than (11) for the fre-
quency of ionized impurity scattering νnm in high mag-
netic fields (see below).

Gnm
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----------------------------------------------------------------------------------------.=
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3. CALCULATION OF THE FREQUENCY 
OF ELECTRON SCATTERING

Equation (10) is Fredholm’s equation of the second
kind, which satisfies all the conditions for absolute con-
vergence. Therefore, we use the method of successive
approximations in the calculations. In first approxima-
tion, we set Bnm = 0. To obtain the second approxima-
tion, we take the fact that Gnm is a generalized (sym-
bolic) function into account. In Eq. (10), we replace

 by µnm and omit the term proportional to Pnm. This
term corresponds to scattering effects that are quadratic
in frequency. The consideration of these effects can be
important in an analysis of magnetotransport in semicon-
ductors with a low charge-carrier mobility. Taking into
account the δ functions in the collision integral, we
derive the following equality from the integrand in (10):

Using this equality in the collision integral, we obtain
the following approximation for the scattering fre-
quency:

(16)

Here,

For a nondegenerate electron gas, we replace the
summation in (16) by integration and, in the limit of a
zero magnetic field, obtain

(17)

where p = p1 = p2.
Now, we calculate the scattering frequency in the

absence of a magnetic field directly from Eq. (5). In this

νnm
0( )

Gl m n– l+, kz3; kz4( ) Gnm

∂Kz2

∂kz3
----------- Gnm

kz3

kz2
------.= =

νnm
q4

"ωN+

16πκ2 2m
---------------------------=

× y
Knl

bml p2( )
------------------Dmnl p2( )

Kml

bnl p1( )
-----------------Dnml p1( )

l 0=

ln

∑+
l 0=

lm

∑ .d

0

∞

∫

bnm
2 pi( ) "ω n m–( ) pi

2, i+ 1 2,,= =

pi
2 "

2kzi
2

2m
-----------, ln n

p1
2

"ω
------- , Es+

"
2ks

2

2m
----------,= = =

Dnml pi( )
pi bnl pi( )–[ ] 1 Fn Fm–+( )

pi "ωy bnl pi–( )2 Es+ +[ ] 2
-----------------------------------------------------------------=

+
pi bnl pi( )+[ ] 1 Fn Fm–+( )

pi "ωy bnl pi+( )2 Es+ +[ ] 2
----------------------------------------------------------------- .

ν q4N+

8πκ2 2m p
----------------------------=

× 1

E p–( )2
Es+

------------------------------------ 1

E p+( )2
Es+

------------------------------------– ,



518 KAMINSKII
case, the electron state |i〉  is described by a set of quan-
tum numbers (kx, ky, kz, and s). An equation similar to
Eq. (10) is obtained from Eq. (5). In the absence of a
magnetic field, the frequency of the momentum relax-
ation depends only on the total electron energy. The
iterative procedure of the solution converges well, and,
in the second approximation, the well-known Brooks–
Herring formula for the frequency of momentum relax-
ation νBH is obtained. We note here that further iterations
only slightly improve the accuracy of the calculations.

We can see that frequency (16) depends on energy
and kz. However, the frequency νBH depends only on
energy. This circumstance is due to the difference in the
sets of quantum numbers used in the analysis in the
absence and in the presence of a magnetic field. In order
to obtain an expression for the scattering frequency
from (16) that is equivalent to νBH, it is necessary to

take into account that p = cosΘ and average over
the angle. The average frequency is given by

After simple calculations, we obtain the following
expression from (16):

(18)

Here,
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Fig. 1. The energy dependence of the rate of momentum
relaxation induced by ionized impurities when (1) calcu-
lated using formula (18) and (2) calculated using the
Brooks–Herring theory.
The obtained expression differs from the Brooks–
Herring formula. The disagreement is caused by a dif-
ference in the convergence of the iterative procedure for
the calculations with different sets of quantum num-
bers. Figure 1 shows the results of the calculation of the
relaxation frequencies  and νBH. We can see that the
difference in the results is nevertheless not very large.

4. CALCULATION OF THE CONDUCTIVITY 
OF ELECTRON GAS AND COMPARISON 

WITH THE EXPERIMENTAL RESULTS

First, we consider the temperature dependence of
the conductivity of a degenerate electron gas in the
ultra-quantum limit. In this case, for the transverse con-
ductivity, ω @ ν and (13) can be used to obtain

(19)

Using this formula in the calculations, we must take
into account that, for a degenerate electron gas in a
semiconductor, the Fermi energy in high magnetic
fields is low. For example, for InSb with an electron
concentration of n = 1016 cm–3 at B = 5 T, the Fermi
energy is EF = 1.5 meV and the ratio EF /kT is small if
the temperature is not too low. Therefore, the procedure
in which the derivative of the distribution function is
replaced by the δ function is not quite exact. Taking this
circumstance into account, we use (12) to obtain the
following approximate expression for the function
Pn, n + 1:

Here,

Substituting this expression into (19) and then integrat-
ing, we find that the conductivity σxx in the ultra-quan-
tum limit is

where σxx0 is the conductivity at a temperature of zero.
Thus, for n = 1016 cm–3, σxx decreases by a factor of 1.4
as the temperature changes from 3 to 10 K. Since σxy is
virtually independent of temperature and in the ultra-
quantum limit, σxy @ σxx, it follows that ρxx also
decreases with temperature, in good agreement with the
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experimental results [4]. Using (16), we can obtain a
similar dependence of σzz.

From this analysis, we can see that, for a degenerate
electron gas in a semiconductor, the temperature cor-
rections for the diagonal components of the conductiv-
ity tensor are not large and do not modify the main form
of the magnetic field dependence. At the same time, the
obtained results allow us to interpret the experimentally
observed dependences.

For nondegenerate semiconductors, the situation is
different. As was noted in Section 1, the existing theory
cannot explain the experimentally observed depen-
dences of the longitudinal resistivity ρzz on the electron
concentration n and magnetic field Bz. Therefore, we
need to analyze this case in more detail. The desired
dependences can be obtained using expression (16).
However, to improve the accuracy of the calculations,
we must take into account a number of factors that were
not discussed above.

First, it is necessary to take into account the depen-
dence of the concentration of activated impurities and,
accordingly, the electron concentration on the magnetic
field. Second, if not all the impurity atoms are ionized
or the semiconductor is compensated, the electron con-
centration neff, which is used for the calculation of the
screening radius, can differ from the concentration of
free carriers n = N+. In this case, screening can be also due
to localized carriers moving between the centers [12]. For
example, if, in an n-type semiconductor with the donor
concentration ND, there are some acceptors, whose con-
centration is NA ! ND, then

It follows from this relation that, in our case, when
calculating the Debye radius rs, we should replace n
by neff. We should note that taking this fact into account
does not strongly affect the calculated dependences.
Third, we must take into account the relatively weak
scattering by the deformation potential of acoustic
phonons (DA), for which the frequency of momentum
relaxation in a magnetic field was calculated in [7, 8].

Figure 2 shows the magnetic-field dependence of
the longitudinal magnetoresistivity ρzz(Bz) for doped
InSb (for two different electron concentrations) calcu-
lated taking into account the above factors. This depen-
dence is expected to be observed in the low-field limit.
For the calculations, we used the following parameters
from [5]: the Lande factor g = –40 and the momentum
relaxation time τDA(300 K) = 40 ps. The impurity ion-
ization energy was taken to be Ed = 5 meV. The calcu-
lation shows that the shape of the curves for the relative
longitudinal magnetoresistivity weakly depends on Ed
in a fairly wide range of Ed. The calculated curves agree
with the experimental results [13] at an accuracy of no
worse than 20% in the entire range of field variation.
We note here that no decrease in resistivity was
observed in the experimental curve for n = 1013 cm–3 in
the region of low fields. Under the specified conditions,

neff n ND NA n––( ) NA n+( )/ND.+=
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at an average thermal energy, the parameter (E/Es)1/2 in
Fig. 1 is equal to 1.1 for the higher electron concentra-
tion and to 11 for the lower concentration. We can see
from Fig. 1 that the scattering frequencies calculated
using the two formulas are approximately equal. There-
fore, the presence of a region of decreasing resistivity
in the calculated curves may indicate that, for weak
magnetic fields, it is necessary to take into account
other scattering mechanisms.

5. CONCLUSIONS

Thus, the results obtained in this study allow us to
describe the frequency of electron-momentum relax-
ation by ionized impurities in arbitrary magnetic fields
much more precisely. These results also make it possi-
ble to describe the temperature dependences of the
diagonal components σxx and σzz of the conductivity
tensor of a degenerate electron gas in the ultra-quantum
limit, without taking localization effects into account.
In a nondegenerate electron gas, the obtained expres-
sions satisfactorily describe the dependence of the lon-
gitudinal conductivity σzz on the electron concentration
and magnetic field over a wide range of variation in
these parameters.

APPENDIX

Integration of Matrix Elements 
and Orthogonal Polynomials

Using the equality ky1 = ky2, we can represent the
screened Coulomb potential as follows:
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Fig. 2. The magnetic field dependence of the longitudinal
resistivity at T = 30 K for semiconductors with the electron
concentrations n = (1) 1013 and (2) 1015 cm–3.
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Then, the product of the matrix elements in (5) can be
reduced to the integral

where

If we introduce the definition

then we obtain

where

Using these relations, we can easily show that
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Abstract—The effect of ~3% of silicon additive on the energy spectra of selenium and tellurium impurities in
germanium is studied. The photoconductivity spectra are measured at 80 K in a spectral range from 2.5 to 5 µm.
Narrow lines corresponding to the excited states of chalcogen ions are observed against the background of the
extrinsic-photoconductivity band. It is found that the spectrum of excited states is not affected by silicon at the
concentration used. An increase in the energy gaps between the conduction band and impurity states of the chal-
cogens is detected. © 2005 Pleiades Publishing, Inc.
Tellurium and selenium act as substitutional impuri-
ties in germanium and silicon and introduce deep dou-
bly charged donor states into the band gap. These states
correspond to the neutral and ionized states of chalco-
gen atoms. The known energies of impurity ionization
for germanium are

Te [1]: 0.095 and 0.28 eV,

Se [2]: 0.24 and 0.372 eV,

while, for silicon, we have

Te [3]: 0.199 and 0.411 eV,

Se [4]: 0.3 and 0.52 eV.

The given energies correspond to atmospheric windows
in the infrared spectral region, which makes Ge:Te(Se)
and Si:Te(Se) promising as materials for the fabrication
of photodetectors. In Ge1 – xSix solid solutions, the band
gap varies as the Si fraction increases [5]; simulta-
neously, the impurities' ionization energy increases,
which additionally makes it possible to control the pho-
tosensitivity range.

Narrow peaks corresponding to transitions to the
excited states of chalcogen ions are observed against
the background of conventional impurity bands in the
photoconductivity spectra of germanium doped with
chalcogens. It is noteworthy that a single peak with a
positive polarity is observed in the spectra of the sam-
ples doped with tellurium, whereas three negative
peaks correspond to the selenium impurity [6, 7]. In
order to obtain data on the origin of the differences
between the behavior of the chalcogen impurities, we
studied the photoconductivity spectra of the Ge1 – xSix
solid solutions doped with Te and Se.

We used the method of horizontal recrystallization
in a graphite boat to grow single crystals of a Ge–Si
alloy that had an Si content of no higher than 3% and
was doped with chalcogens. Since the initial material
1063-7826/05/3905- $26.00 ©0521
had p-type conductivity and the Ga concentration was
~1015 cm–3, the donors were partly compensated. If the
compensation factor K ≈ 0.5, features related to the
transitions of the impurity ions to an excited state were
observed in the photoconductivity spectra of Ge doped
with chalcogens [8]. The addition of silicon led to an
increase in the ionization energy.

In Fig. 1, we show the spectral dependence of the
photoeffect for Ge0.98Si0.02:Te at a temperature of 80 K
(curve 2). The spectrum of a Ge:Te semiconductor
without the addition of Si is also shown for comparison.
It can be seen that the peak corresponding to the elec-
tron transitions from a singly charged ionized state to
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Fig. 1. The photoconductivity spectra for the (1) Ge:Te and
(2) Ge0.98Si0.02:Te samples. The spectra were measured at
80 K. For all the samples, the compensation factor was
equal to K ≈ 0.5.
 2005 Pleiades Publishing, Inc.
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an excited state is shifted by 7 meV to higher energies
for the sample with Si (curve 2), whereas the long-
wavelength edge corresponding to the electron transi-
tions from a neutral state to the conduction band is
shifted by 16 meV. The introduction of 4.5% of Si into
germanium leads to an increase of 30 meV in the ion-
ization energy and, simultaneously, to a shift of the
peak by 16 meV with respect to the position of the peak
in Ge:Te. Thus, the ionization energy for a neutral tel-
lurium atom changes by 7–8 meV as a result of a 1%
variation in the Si content, whereas the variation in the
bonding energy amounts to 3.5 meV per 1% of Si.

In Fig. 2, we show the photoconductivity spectrum
of Ge0.985Si0.015:Se at 80 K (curve 2). In contrast to tel-
lurium, the electron transitions from the Se+ ion to
excited states manifest themselves as three dips in the
spectrum [8]. It can be seen that the introduction of Si
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Fig. 2. The photoconductivity spectra for the (1) Ge:Se and
(2) Ge0.985Si0.015:Se samples. The spectra were measured
at 80 K. The compensation factor was equal to K ≈ 0.5 for
all the samples. The vertical dashed and dotted straight lines
indicate the energies that correspond to features in the spectra
(from left to right) at hν = 353, 360, 362, 368, and 373 meV.
leads to a shift of the spectrum to shorter wavelengths
and to an increase in the ionization and bonding ener-
gies by 30 meV and 7 meV, respectively (cf. curves 1
and 2); i.e., the ionization energy varies at the rate of
(20 meV)/(1% Si), while the bonding energy varies at
the rate of approximately (5 meV)/(1% Si).

Thus, the replacement of germanium atoms with sil-
icon atoms does not lead to a radical transformation of
the photoconductivity spectrum; rather, only quantita-
tive changes are observed. At the same time, the rate of
variation in the transition energy resulting from the
introduction of Si into Ge with the selenium impurity is
approximately twofold higher than in Ge with the tellu-
rium impurity. This behavior is indicative of structural
differences between the impurity centers formed by the
chalcogens and can be also caused by the previously
ascertained relation of the excited states of selenium
ions to the L point of the conduction band and those of
tellurium ions to the Γ point [2].
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Abstract—Porous GaAs (100) and (111) substrates with nanostructured (~10 nm) surface profiles are obtained
in which pores branching in the 〈111〉  direction form a dense network with a volume density of ~60% under the
surface at a depth of ~(50–100) nm. The surface of the substrates and the structure of GaSb layers grown on
these substrates are studied. A decrease of 22% in the lattice-parameter mismatch at the GaSb/GaAs(porous)
interface compared with that at the GaSb/GaAs(monolithic) interface is observed. Ideas about the chemical
mechanisms of pore formation in III–V crystals are developed, and relations connecting the structure of porous
layers to the composition of electrolytes and anodization conditions are established. It is shown that the depen-
dence of the layers’ growth rate on lattice elastic strain can be conducive to an enhanced overgrowth of pores
and to a transition to planar growth. © 2005 Pleiades Publishing, Inc.
The use of porous substrates in homoepitaxial and
heteroepitaxial technology makes it possible to appre-
ciably reduce internal stresses in the layers grown [1].
At small crystal-lattice mismatches (fm = ∆a/a < 2%), it
is possible, in a number of cases, to completely localize
the mismatch strains arising in a heterostructure within
the bulk of the porous material [2]. In this context, it is
of interest to study the potential of using porous sub-
strates consisting of silicon and III–V compounds for
the epitaxial growth of device-grade heterostructures
under conditions in which there is an appreciable mis-
match between the crystal-lattice parameters of the
substrate and the layer to be grown. An assessment of
this potential requires the special features of both the
surface structure and the volume of porous substrates to
be taken into account when the growth processes and
the conditions and character of defect formation in the
epitaxial layers are analyzed.

The simplest quantitative model for calculating the
distribution of strains in a structure that consists of an
epitaxial layer grown on a porous substrate is repre-
sented by a film strip with a finite width 2l. An analyti-
cal calculation shows that the stress relaxes appreciably
if the ratio between the strip width and its height h is
small, 2l/h < 3 [1, 3]. Moreover, it follows from theoret-
ical calculations that a film with fairly small dimen-
sions in both horizontal directions (l < lmin) can be
grown to an infinitely large thickness without any dis-
locations occurring in this film at all. It is important that
the substrate takes over most of the strain of the film at
the initial stage of growth. This circumstance is con-
firmed by a comparative calculation for monolithic and
porous substrates (see [4]).

In this study, we analyze the effect of porous sub-
strates on an interface structure, strains, and the type
and density of extended crystal-lattice defects in the
1063-7826/05/3905- $26.00 ©0523
region of a highly mismatched epitaxial heterobound-
ary (fm > 7%). In our investigation, we used transmis-
sion electron microscopy (TEM). The structures under
study were epitaxial GaSb layers grown by MOC-
hydride epitaxy (vapor-phase epitaxy from metal–
organic compounds) on porous and monolithic GaAs
substrates. When analyzing the dynamics of the pores’
overgrowth and the transition to planar growth, we took
into account the strain dependence of the lateral growth
rates for the layer on the pore–film side planes. The
porous substrates used in this study were obtained
using anodic etching of chemically polished n-GaAs
wafers with orientations (100), (111)A, and (111)B
(here, A stands for Ga and B stands for As). This chemi-
cal polishing was accomplished using aqueous HF solu-
tions and similar (in their concentration of HF (2–3 M))
solutions with the addition of iodides [2, 5].

We also studied the anodic behavior of various
III−V compounds in aqueous and nonaqueous chalco-
genide electrolytes and electrolytes with oxyanions. We
studied the microstructure of porous layers that were
formed under similar conditions on the surface of crys-
tals oriented differently with respect to the crystallo-
graphic axes. In addition, we theoretically studied vari-
ations, caused by an increase in the anode bias, in the
chemical (the composition and density of adsorption-
related coatings) and electrical states (the spatial distri-
bution of the potential) in the region of the semiconduc-
tor–electrolyte interphase boundary. A combined anal-
ysis of the results obtained allowed us to suggest a new
model for the process of anodic pore formation in semi-
conductors. The main mechanism of this process
involves the nucleophilic-substitution reactions that
occur between coordination-saturated atoms in the sur-
face layer and anions adsorbed chemically by the sur-
face. Figure 1 illustrates the course of the recurring
 2005 Pleiades Publishing, Inc.
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cycles of the above reactions, which include the nucleo-
philic attack of the anions adsorbed at the outer atomic
layer on the antibonding (sp3)* orbitals of the crystal
lattice. The transport of the nucleophilic particles
(anions) from the solution to the newly formed crystal
surface occurs through a layer of separated reaction
products, which act as a solid electrolyte. The role of an
electric field E in the initiation of heterogeneous reac-
tions amounts to bringing the energy levels of electrons
at the occupied antibonding orbitals of the adsorbed
anions and at unoccupied orbitals of the atoms in the
lattice of a semiconductor crystal into proximity. Since
the network of chemical bonds is continuous at the
crystal surfaces, the probability of nucleophilic-substi-
tution reactions occurring on these surfaces as a set of
separate and independent events is found to be lower
than the probability of the same reactions occurring
according to a cooperative mechanism of synchronous
activation within fairly large areas of a continuous
adsorption layer with a closed and compact contour. It
is this circumstance that accounts for the fluctuating
character of the distribution of the primary etching
areas over the homogeneous crystal surfaces (the
entries to the pores) and the relation of these areas to the
anode bias. The fraction of the surface area that is unaf-
fected in the initial stage of the electrochemical process
is found to be electrically shunted by current channels
of the pores and is not involved in further interaction
with the solution. The involvement of the antibonding
(sp3)* orbitals of the III–V atomic lattice in the forma-
tion of transitional complexes accounts for the
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B
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B
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Fig. 1. A schematic representation of the cycles of the
nucleophilic-attack reactions that lead to the formation of
the porous-layer spatial structure.
observed anisotropy of the pore propagation along the
〈111〉  directions. In Fig. 2, we show a TEM image of the
section, transverse to the (110) plane, of the porous
GaAs substrate. It can easily be seen that the channels
along which the front of the pore-formation reaction
propagates into the crystal bulk are oriented along the
〈111〉  directions. The pores propagating along these
directions have a triangular cross section and are
bounded by surfaces that are close to the (211) orienta-
tion. The inset in Fig. 2 shows the corresponding
microdiffraction pattern, in which only the reflections
related to point defects are seen. This observation indi-
cates that the sample is a single crystal and that it con-
tains no polycrystalline or mosaic inclusions. Two sets
of four equivalent directions (〈111〉A and 〈111〉B) exist
in polar crystals with a sphalerite structure. Porous lay-
ers with a pronounced anisotropic structure are formed
by pores that propagate only along the directions of one
of the above types in accordance with the direction cor-
responding to the lowest activation energy of the
nucleophilic attack. The use of the effect of selective
adsorption of various anions by the atoms of III and
V sublattices made it possible, in the case of GaAs, to
arbitrarily vary the polarity of the 〈111〉  pores that prop-
agate in the crystal by varying the electrolyte composi-
tion. By selecting the electrolyte composition and
polarization conditions, we can also affect the size and
density of the pore openings and vary the intensity of
their branching beneath the crystal surface. By varying
the anionic composition of the solution or increasing
the voltage across the cell, we can achieve a transition
from anisotropic pore propagation along the 〈111〉
directions to the propagation of pores along the elec-
tric-field lines without any pronounced relation to the
crystallographic direction (this is the case for InP in
chloride and bromide aqueous solutions and for GaP in
fluoride electrolytes). This effect is probably caused by
the fact that the probabilities of the pores branching
along the different polar directions 〈111〉  become
nearly equal to each other, which leads to superposition
of the pore motion along the A and B directions. An
exception is porous layers that are formed as a result of

111 002

220 111
–

500 nm

Fig. 2. An image of the section of a porous GaAs (110) layer
with the pores aligned along the [111] direction. The image
was obtained using a transmission electron microscope
(TEM). The electron-microdiffraction pattern is shown in
the inset, and the indices of the diffraction reflections are
indicated.
SEMICONDUCTORS      Vol. 39      No. 5      2005



        

SPECIFIC FEATURES OF EPITAXIAL-FILM FORMATION ON POROUS III–V SUBSTRATES 525

                                                                       
the anodization of lightly doped GaP crystals in fluo-
ride electrolytes at voltages > 25 V. In the context of the
model suggested, this effect is attributed to a variation
in the electronic structure of the transitional complexes
that are involved in nucleophilic-substitution reactions
and acquire the d2sp3 configuration.

The possibility of forming a specific geometric pat-
tern of pores opens up new opportunities for the use of
porous materials as “soft” substrates in the epitaxial
growth of heterostructures by various methods [6–8].
As an example, Fig. 3 shows TEM comparative data on
the structure of GaSb/GaAs epitaxial layers that have a
thickness of 1.5–2 µm and are grown under identical
conditions on (Fig. 3a) monolithic (100) substrates,
(Fig. 3b) porous (100) substrates that have slightly
branching pores with large (~150 nm) high-density
(109 cm–2) entrance holes, and (Fig. 3c) porous (111)B
substrates that have a surface with a regular micropro-
file and a low density (107–108 cm–2) of small-diameter
(60–80 nm) pores that branch intensely along the
〈111〉A directions under the crystal surface. According
to measurements of the microdiffraction patterns in the
heteroboundary region, the mismatch between the lat-
tice parameters of the film and the substrate amounts to
7.4, 7.0, and 5.8%. Thus, in the case of growth on the
porous substrate, we observe a 22% decrease in the
mismatch between the lattice parameters of the film and
substrate compared with the value of the mismatch
when the film is grown on the monolithic substrate.
This result can be indicative of the appearance of dis-
tributed elastic strains in a fairly wide region of the sub-
strate’s porous material where it adjoins the heter-
oboundary. The main technological achievement con-
sists in an appreciable decrease in the concentration of
extended defects in the epitaxial film grown on the sub-
strate with a high density of relatively small-diameter
pores forming a regular three-dimensional network
with branching along the 〈111〉A directions. The evi-
dent advantage of porous substrates stimulated a more
detailed consideration of the elastic mechanisms join-
ing the surfaces of the modified substrates to those of
the growing film. An axonometric image of the porous
GaAs surface is shown in Fig. 4. The image was obtained
using atomic-force microscopy and reveals a complex
profile that exhibits a spread in height of ~10 nm and
consists of joined homogeneous hillocks with dimen-
sions of ~100 nm in tangential directions. In addition,
deep craters with diameters of 60–80 nm, which corre-
spond to regions of stable development of the chemical
interactions (openings of the pores), can be recognized
in the images. An overgrowth of this epitaxial-film pro-
file can be divided into two independent processes:
(i) joining of the crystal planes above the pore openings
and (ii) formation of a continuous layer with a low con-
centration of defects on the surface with a nanoprofile.

It is evident from the results reported that the growth
of a continuous film becomes possible if the lateral over-
growth of both the shallow profile and deep openings of
SEMICONDUCTORS      Vol. 39      No. 5      2005
the pores take place in the initial stage of the epitaxial
process. There is a trivial process that is related to the
arrival of the growth components from the front surface
to the lateral faces of the pores. We can use a model of
two-component diffusion from a source that occurs over
a plane and is accompanied by the formation of immo-
bile complexes to describe the growth process [9].

We now consider the strain dependence of the nor-
mal-growth parameters if the atoms arrive from a gas-
eous medium or melt. In [10], the following expression
was derived for the rate V of growth on a crystal surface
that exhibits kinks separated by the distance λ:

(1)

Here, ∆T is the supercooling at the crystallization front,
E is the potential barrier at the phase boundary, ∆H is
the heat of the phase transition, a is the lattice constant,
and ν is the frequency of the atoms’ vibrations (ν ≈
1013 cm–1). Since ∆H @ E, it can be assumed, in the
simplest case, that the heat of the phase transition
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Fig. 3. TEM images of the (110) section for the epitaxial
GaSb/GaAs(100) structures grown on (a) a monolithic
(100) substrate, (b) a porous (100) substrate with large-
diameter openings (~150 nm) to the weakly branching
pores with a density of ~109 cm–2, and (c) a porous (111)B
substrate with a regular surface nanoprofile and a low den-
sity (~107 cm–2) of small-diameter (~(60–80) nm) pores
that branch actively along the [111]A direction beneath the
surface.
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depends linearly on the strain ε: ∆H = ∆H0 + Aε, where
ε = ∆a/a and the value of A can range from several elec-
tronvolts to tens of electronvolts [11]. The value of
∆H/kT varies from 3 to 20, depending on the type of
deposited material, the phase and chemical composi-
tion of the growth medium, and the parameters of the
epitaxial process. Since the crystallization front bends
during growth, the value of λ depends on the angle ϕ of
a surface with closely packed lattice planes. For small
values of ϕ, we have

(2)

Here, λ0 is the distance between the kinks at ϕ = 0
(these kinks arise owing to thermal fluctuations) and
λ0 = a[exp(ω/kT) + 2]/2, where ω is the formation
energy of a kink. For large values of ϕ,

(3)

Concerning the value of ω, we note that, at ω/kT < 0.7,
the surface is represented by a random assembly of
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Fig. 4. (a) An axonometric TEM image of the surface of the
porous GaAs (100) substrate and (b) the depth profile of the
surface. The data were obtained using an atomic-force
microscope.
clusters. At the same time, at large values of ω/kT, the
mean free path of the adatoms becomes smaller than λ;
as a result, the island growth mechanism, for which
expression (1) is not valid, comes into effect.

In order to describe the distribution of strain in a
strip with the width 2l, we use the following expression
derived in the context of the two-dimensional model:

(4)

Here, z and x are the distances from the heteroboundary
and from the midplane of the strip, respectively; γ =
C11/C44 ≈ 2; and fm is the mismatch parameter (fm =
(af – asub)/asub, where af and asub are the lattice parame-
ters of the film and substrate). The last multiplier in (4)
is caused by the boundary condition, i.e., the absence of
strain at the side planes. However, since this condition
is violated at the growth temperature, owing to appre-
ciable thermal fluctuations and a high density of kinks,
this multiplier does not vanish at x = l. In Fig. 5, we
show the results of calculations of both the strain distri-
bution at the side of the strip and the position of the lat-
eral-growth front. The value of the last multiplier in (4)
was taken as being equal to 0.2, which corresponds to
its averaged value at 0.1l of the layer from the side
plane. We used the following values for the other
parameters: ∆T/T = 1/30, a = 0.6 nm, ∆H/kTml = 20, A =
25 eV, fm = 0.1, and 2l = 300 nm. At ε = 0, we can use
expression (1) to find that V = 5 nm/s. It can be seen
from Fig. 5 that, in the case of growth on porous sub-
strates of the (111)B type, the position of the lateral-
growth front (curve 6) is in good qualitative agreement
with the profile of the pore dome shown in Fig. 3. It is
worth noting that the performed analysis is, in our opin-
ion, very important in the consideration of the mecha-
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Fig. 5. (a) Distributions of the strain ε over the side plane of
the strip and positions of the lateral-growth front after (1) 2,
(2) 10, and (3) 30 s at a/λ = 30 and in (4) 2, (5) 4, and (6) 5 s
with the dependence of λ on ϕ taken into account.

1

SEMICONDUCTORS      Vol. 39      No. 5      2005



SPECIFIC FEATURES OF EPITAXIAL-FILM FORMATION ON POROUS III–V SUBSTRATES 527
nism of growth on a porous substrate; however, this
mechanism should be considered only as the first stage.
The next stages should include the following:

(i) an analysis of the local inhomogeneities in the
field of elastic stresses in thin epitaxial layers crystal-
lized on the surface with vicinal hillocks of submi-
crometer sizes;

(ii) an estimation of the effects of the stresses’ mod-
ulation on the formation and structure of the network of
misfit dislocations at the heteroboundary; and

(iii) an analysis of the elastic stresses in a system
that consists of a ~50-nm-thick slightly damaged sur-
face layer that covers the loose volume of a porous sub-
strate (with the porosity amounting to ~60%) and an
epitaxial layer with a thickness equal to or smaller than
the critical thickness.

Thus, the use of porous substrates brings about an
appreciable decrease in the density of extended defects
at the heteroboundary. The optimal porous substrates
are those with a homogeneous nanostructured surface
and a low density of pore openings (107 cm–2) in com-
bination with a high density network of small-diameter
pores (20–60 nm) formed at a depth of ~(50–100) nm
owing to an active branching along the 〈111〉A direc-
tions. In order to interpret the process of pore over-
growth and the transition to planar growth, we should
take into account the strain dependence of the layer’s
lateral-growth rate at the pore–film boundaries. The
results obtained make it possible to conclude that con-
trol over the structure parameters of porous crystals
opens up new prospects for using porous materials in
the heteroepitaxial growth of layers by various methods
(molecular-beam epitaxy, MOC-hydride epitaxy, and
SEMICONDUCTORS      Vol. 39      No. 5      2005
so on) in the presence of an appreciable mismatch
between the corresponding lattice parameters.
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Abstract—Boron diffusion and the vapor-phase deposition of silicon layers are used to prepare ultrashallow
p+–n junctions and p+-Si–n-CdF2 heterostructures on an n-CdF2 crystal surface. Forward portions of the I–V char-
acteristics of the p+–n junctions and p+-Si–n-CdF2 heterojunctions reveal the CdF2 band gap (7.8 eV), as well
as allow the identification of the valence-band structure of cadmium fluoride crystals. Under conditions in
which forward bias is applied to the p+-Si–n-CdF2 heterojunctions, electroluminescence spectra are measured
for the first time in the visible spectral region. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The production of wide-gap semiconductor materi-
als and heterostructures for developing emitters and
photodetectors in wide ultraviolet and visible spectral
ranges, as well as high-speed logic units for computer
facilities and next-generation displays, is an important
area of semiconductor nanoelectronics and optoelec-
tronics. A promising wide-gap semiconductor for these
purposes is cadmium fluoride (CdF2), whose band gap
(7.8 eV) is wider than that of diamond by a factor of 1.5
[1–5]. Nevertheless, despite the technology’s simplicity
and reproducibility, crystalline CdF2 has remained,
until recently, out of view of semiconductor physics
due to its unipolar (n-type) conductivity. In this study,
the possibility of overcoming this restriction using
boron diffusion is shown for the first time. This process
allows the production of ultrashallow p+–n junctions on
the n-CdF2 crystal surface. Boron diffusion is also used
1063-7826/05/3905- $26.00 0528
to produce p+-Si–n-CdF2 heterostructures under the
conditions of vapor-phase polysilicon deposition onto
the n-CdF2 crystal surface, which is facilitated by the
close lattice constants of silicon and cadmium fluoride
(5.43 and 5.46 Å, respectively) and their identical elec-
tron affinities (4 eV) [1–5].

2. EXPERIMENTAL

Ultrashallow p+–n junctions on the surface of an
n-CdF2 crystal 1.0 mm thick were prepared by vapor-
phase doping with boron. Since CdF2 crystals are wide-
gap insulators, n-type conductivity is attained by pre-
liminary doping with Group III impurities, e.g.,
yttrium, gallium, or indium, followed by thermochem-
ical coloration [6, 7]. It should be noted that this intro-
duction of Group III impurities is not sufficient for pro-
ducing n-type conductivity, since shallow donors are
compensated by excess interstitial fluorine atoms.
YYY

CdCdCd

YYY

CdCdCd

F

Fig. 1. The crystallographic structure of CdF2. The arrows relate to thermochemical coloration and the subsequent by decoloration
due to yttrium donor centers, which are accompanied by the removal and arrival of excess fluorine atoms, respectively.
© 2005 Pleiades Publishing, Inc.
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Therefore, further thermochemical treatment in a
reduction atmosphere of metal vapor or hydrogen is
required to remove these atoms, which results in crystal
coloration due to local donor levels arising in the CdF2
band gap (Fig. 1).

One of the optimum ways to achieve the p-type con-
ductivity of CdF2 crystals seems to be the substitution
of lattice-site fluorine with boron, which, in this study,
was carried out using vapor-phase boron diffusion. We
note that a partial decoloration of the n-CdF2 crystal
during the doping with boron, accompanied by its tran-
sition to a semi-insulating state, was observed. There-
fore, to restore the n-type conductivity of the CdF2 crys-
tal, additional thermochemical coloration was used
after the vapor-phase doping. This technique made it
possible to produce, for the first time, ultrashallow
p+ diffusion boron profiles at the surface of an n-CdF2
crystal.

The p+-Si–n-CdF2 heterostructures were produced
by the vapor-phase deposition of boron-doped silicon
layers on the n-CdF2 crystal surface. Variation in the
deposition time made it possible to grow silicon layers
0.1–0.25 µm thick. The deposition temperature
depended on the hydrogen and nitrogen contents in the
chamber. It was found that thermally colored CdF2
crystals were annealed during the deposition of p-type
silicon layers, as in the case of vapor-phase doping with
boron. This process transformed the crystals from the
n-type conductivity to a semi-insulating state. There-
fore, the above-described additional thermochemical
coloration of the produced structures was carried out,

EF

p-Si n-CdF2

n-CdF2p-Si
EF

eV

(a)

(b)

Fig. 2. A band diagram of the p+-Si–n-CdF2 heterojunction
at zero (a) and forward (b) biases.
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which led to the CdF2 crystals being transformed from
the intrinsic conductivity into the n-type state. The
above-listed sequential operations allowed the produc-
tion of p+-Si–n-CdF2 heterostructures (Fig. 2a) for the
first time.

Contacts to the boron-doped n-CdF2 crystal surface
and heavily boron-doped silicon layers grown by
vapor-phase deposition were formed using gold deposi-
tion. A study of the I–V characteristics showed that the
surface barriers were almost completely absent in the
ohmic contacts [8]. Contacts to the rear surface of the
n-CdF2 crystal were formed by a low-temperature
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Fig. 3. Forward portions of the I–V characteristic of the
p+–n junction on (a) the CdF2 surface and (b, c) p+-Si–n-
CdF2 heterojunctions at T = 300 (a, b) and 77 K (c).
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Fig. 4. Reverse portions of the I–V characteristic of the
p+-Si–n-CdF2 heterojunctions grown by the vapor-phase
deposition of doped polycrystalline silicon onto (1) weakly
and (2) strongly colored cadmium fluoride substrates.
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Fig. 5. Forward portions of the I–V characteristic of the
p+-Si–n-CdF2 heterojunction, measured after a preliminary
exposure to light in the IR wavelength range (1–27 µm),
which demonstrate the structure of the CdF2 valence band.
T = 300 (a) and 77 K (b).
vapor-phase deposition of ytterbium silicide. The exist-
ence of p+–n junctions on the CdF2 surface and p+-Si–
n-CdF2 heterojunctions was revealed by analyzing the
I–V characteristics (Figs. 3a, 3b). The forward portions
of the I–V characteristics are indicative of the existence
of the CdF2 band gap (7.8 eV), which controls the for-
mation of the p+–n junction and heterojunction. The
stability of the electrical characteristics of the produced
p+–n junctions and heterojunctions was studied in rela-
tion to the temperature and duration of the vapor-phase
doping and deposition, as well as the atmosphere com-
position (vacuum, argon, and nitrogen). It was found
that pronounced thermal coloration of n-CdF2, in com-
parison to weakly pronounced coloration, results in the
lowest leakage current of the grown structures (Fig. 4).

3. RESULTS AND DISCUSSION

Not only are the forward portions of the I–V charac-
teristics of p+-Si–n-CdF2 heterojunctions indicative of
the CdF2 band gap (7.8 eV), but they also exhibit a
region of negative differential resistivity (Fig. 3b). The
latter is apparently caused by a decrease in the proba-
bility of hole tunneling from the silicon valence band to
the CdF2 conduction band as the forward voltage
increases (Fig. 2b). This assumption is confirmed by a
change in the shape of the I–V characteristic as the tem-
perature decreases, which demonstrates the suppres-
sion of the negative differential resistivity due to elec-
tron freezing at the donor levels in n-CdF2 (Fig. 3c). 

The use of preliminary exposure to light in the IR
wavelength range (1–27 µm) made it possible to
increase the slope of the negative differential resistivity,
which is associated with ionization of the shallow
donors in the n-CdF2 crystal (Fig. 5a) [4, 5]. Further-
more, the photoionization of the shallow donors results
in a sharp increase in the current at a forward bias due
to an increase in the lifetime of the injected holes pass-
ing through the 1.0-mm-thick CdF2 crystal (Fig. 5a). As
a result of this increase in p-type conductivity and the
identical electron affinities of silicon and cadmium flu-
oride (4 eV) [8], the study of the forward portions of the
I–V characteristic made it possible to determine the
valence band structure of the CdF2 crystal (Figs. 5a, 5b).

The measured high-resolution I–V characteristics
are consistent with the calculated energy structure of
the valence band of cadmium fluoride [9–11], as well as
with the density of states in this band, determined using
optical [12] and photoelectron spectroscopy [13–15]
(Fig. 6). In particular, the excitonic peak and direct
transitions Γ15–Γ1 and Γ25–Γ1 manifest themselves at
7.87, 8.5, and 9.98 eV, respectively, whereas the X5–Γ1
transition occurs at 8.05 eV. Despite the fact that the
excitonic peak is observed at somewhat higher energies
than could be expected from the data of optical mea-
surements and photoelectron spectroscopy [12, 14], the
results obtained are consistent with the polaron model
if the measured Γ15–Γ1 energies are taken into account.

The peaks at 9.78, 10.12, and 10.19 eV are appar-
ently caused by the contribution of the L3, L2, and L1
SEMICONDUCTORS      Vol. 39      No. 5      2005
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states of the CdF2 valence band, while the transitions
arising due to the X5 and X1 states of the CdF2 valence
band are resolved in the energy range 10.9–11.2 eV. In
turn, Cd2+(4d) states are observed at the forward biases
of 13.27 and 13.75 eV (Fig. 5b). The observed d-state
splitting is probably due to spin–orbit splitting or split-
ting induced by the crystal field [12, 14, 15].

The feasibility of tunnel spectroscopy in relation to
the CdF2 valence band in the produced heterojunctions
and p+–n junctions is apparently indicative of a ballistic
transport mechanism for the holes injected into n-CdF2.
To determine the parameters of this hole transport, we
studied the I–V characteristics over the p+–n junction
plane and Si–CdF2 interface. The measurements
yielded an unexpected result: the metal conductivity of
quasi-two-dimensional hole gas (Fig. 7). These data
indicate the formation of a two-dimensional layer,
whose properties are close to those of a hypothetical
CdB2 compound, which should apparently feature
p-type conductivity. Quasi-one-dimensional fluctua-
tions of this compound toward n-CdF2 promote the for-
mation of short quantum wires, along which the electric
field is localized as a forward voltage is applied. This
effect is responsible for the induction of the ballistic
transport of holes in the naturally formed anionic sub-
lattice (Fig. 8). Hole tunneling into the valence band of
cadmium fluoride through a two-dimensional metal
depends on the band structure of the latter, which
results in peaks at 6.84 and 6.92 eV in the forward por-
tion of the I–V characteristic at energies lower than the
CdF2 band gap (Fig. 5a).
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Fig. 6. A band diagram of the cadmium fluoride crystal [13]:
(a, b) states of the CdF2 valence band and (c) the density of
states according to the photoemission measurement data [13].
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Studies of the photoluminescence and electrolumines-
cence of the produced p+-Si–n-CdF2 heterojunctions in the
infrared spectral region, carried out using an IFS-115 IR
Fourier spectrometer, indicated the formation of micro-
cavities embedded into the system of self-assembled
silicon nanostructures that form the p+-Si layer depos-
ited from the vapor phase. Under the conditions in
which a forward bias is applied to the produced p+-Si–
n-CdF2 heterojunctions, the electroluminescence spec-
tra in the visible wavelength region were measured for
the first time (Fig. 9). These spectra arise due to radia-
tive recombination of the holes and electrons injected at
the Si–CdF2 interface.

4. CONCLUSION

Ultrashallow p+–n junctions on the surface of
n-CdF2 crystals and p+-Si–n-CdF2 heterostructures
were produced using boron diffusion and the vapor-
phase deposition of silicon layers onto the n-CdF2 sur-
face. It is shown that thermally colored CdF2 crystals
were annealed during vapor-phase doping and deposi-
tion, which transformed them from n-type conductivity
into a semi-insulating state. Due to a subsequent color-
ation, CdF2 crystals were again transformed from the
intrinsic conductivity into n-type conductivity.

The study of the reverse and forward portions of the
I–V characteristics made it possible to establish the for-
mation of ohmic contacts on the surface of heavily
doped p-type silicon layers and n-CdF2, which exhibit
an almost total absence of surface barriers.

The forward portions of the I–V characteristics of
the p+–n junctions and p+-Si–n-CdF2 heterojunctions
indicate the presence of the CdF2 band gap (7.8 eV).
The I–V characteristics of the p+-Si–n-CdF2 heterojunc-
tions also exhibit a region of negative differential resis-
tivity, which is caused by the existence of a degenerate
hole gas at the Si–CdF2 interface.
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Fig. 7. I–V characteristics in the p+–n junction plane on the
n-CdF2 surface at (1) 300, (2) 77, and (3) 4.2 K.
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Fig. 8. The structure of the p+-Si–n-CdF2 heterojunction with a two-dimensional CdB2 layer, whose fluctuations penetrate into n-CdF2.
The study of the forward portions of the I–V charac-
teristics of the p+–n junctions and p+-Si–n-CdF2 hetero-
junctions made it possible to clarify the valence-band
structure of cadmium fluoride crystals, which seems to
manifest itself due to the ballistic transport of holes
injected in the n-CdF2 volume. The observed high-res-
olution I–V characteristic is in good agreement with the
data on the CdF2 valence-band structure, which were
obtained using optical [12] and photoelectron [13–15]
spectroscopy.

Under conditions in which a forward bias was
applied to the grown p+-Si–n-CdF2 heterojunctions,
electroluminescence spectra were measured in the visi-
ble wavelength region for the first time. This lumines-
cence arises due to radiative recombination of the holes
and electrons injected from the Si–CdF2 interface.
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Fig. 9. The electroluminescence spectrum at a forward bias
of the p+-Si–n-CdF2 heterojunction (the forward current is
~90 mA). The solid curve is the spectral characteristic of the
human eye.
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Abstract—The low-temperature current–voltage characteristics of narrow-gap (Pb1 – xSnxTe):In have been
studied experimentally and calculated for a wide range of electric fields. It is shown that the obtained data are
satisfactorily described in terms of a space-charge-limited current model in the presence of traps. The concen-
tration and energy depth of the traps have been estimated. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

There have been a number of studies of
(Pb1 − xSnxTe):In (lead tin telluride LTT:In) solid solu-
tions over the years. In particular, a great deal of atten-
tion has been paid to the study of the so-called insulator
state, which is observed in a certain range of LTT:〈In〉
compositions, and the persistent photoconductivity
observed at low temperatures (T & 20–30 K). The insu-
lator state is related to Fermi level stabilization at the In
level, which, in this case, lies near the mid-gap. Several
models have been offered to explain the long-term
relaxation of the photoconductivity. They are generally
based on the assumption that, in the vicinity of a
charged impurity, the crystal lattice is transformed in
accordance with the charge state of this impurity. The
Jahn–Teller effect, structural phase transition, dielectric
constant, etc. have been suggested as the possible
mechanisms of such a structural rearrangement (for a
detailed description of these concepts, see [1–5]).

At the same time, it is evident that, at low tempera-
tures and for compositions in which the equilibrium
Fermi level position provides low carrier density in the
allowed bands, the transport of carriers, both equilib-
rium and nonequilibrium (including those excited by
light), can be described in terms of the theory of space-
charge-limited current (SCLC). As was stated in [4],
the shape of the current–voltage (I–V) characteristics in
LTT:In is determined by the space charge; however, no
detailed analysis of these characteristics was made. It is
also necessary to note that, in the presence of carrier
traps, their filling should affect not only the I–V charac-
teristics but also the photoconductivity relaxation in
LTT:In.

The aim of this study is to investigate the I–V char-
acteristics of LTT:In films with x = 0.25 and 0.27 in the
temperature range 4.2 K < T < 35 K and to reveal the
mechanism of dark current transport.
1063-7826/05/3905- $26.00 0533
2. EXPERIMENT

Epitaxial (Pb1 – xSnxTe):In films of ~1 µm in thick-
ness, with a tin content of x ≈ 0.25 and 0.27 and In con-
tent of 1–3 at %, were grown by MBE on BaF2 sub-
strates [6, 7].

Under study were structures formed between two
0.5- to 1.5-cm silver contacts spaced 16–64 µm from
each other. Standard measurement circuits were used to
determine the capacitive and resistive components of
the structure conductance.

The I–V characteristics were directly measured in
liquid helium. At voltages below U = 7–8 V, they were
measured in the standard way with a dc voltage source.
At voltages above this limit, sample heating was
observed. Therefore, the I–V characteristics at higher
voltages were recorded in a pulsed mode with a gener-
ator of rectangular pulses. The generator, a sample, and
a load resistor with R = 11 Ω were connected in series.
The signal voltage from the load was applied to an
oscilloscope input; in the entire measurement range, the
signal voltage was much lower than the generator volt-
age. The pulse spacing was 3 × 10–4 s, and, for different
voltage ranges, a pulse width of 1, 4, or 8 µs was used.
The pulse width was chosen according to the signal
shape. At high voltages and long pulse widths, as a
result of the sample heating, a specific deviation from
the rectangular shape appeared at the end of the pulses.
Transient regions of several tenths of a microsecond,
related to stray capacitance in the measurement circuit,
were observed both at the beginning and end of the
pulses. Therefore, the measurement precision decreased
if the pulse width was less than 1 µs.

The technique we used for capacitance measure-
ment was described in detail in [8]. Two lock-in ampli-
fiers were used, with their phases adjusted to measure
the capacitive and active components of the load cur-
rent. The frequency dependence of the capacitive cur-
rent component was also measured.
© 2005 Pleiades Publishing, Inc.
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The temperature dependences of the current were stud-
ied for the samples after they had been placed in a metallic
chamber, which screened the studied structure from
uncontrolled external background illumination. The sam-
ple temperature could be varied from 4.2 to 80 K.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. The I–V Characteristics at T = 4.2 K

Figure 1 shows an I–V characteristic recorded at T =
4.2 K. The following portions can clearly be seen: (a) a
weak rise in current at a level of (2–3) × 10–13 A as the
voltage increases from 0.02 to 0.2 V, (b) short portions
along the voltage axis with linear (β = 1 in I ∝  Uβ) and
quadratic (β = 2) dependences of the current at U >
0.2 V, (c) a transition portion in which the slope of the
I–V characteristic markedly changes, and (d) a portion
with a quadratic I–V dependence at U = 20–60 V.

Portion a is most probably related to polarization
(depolarization) currents or to leakage. The rest of the
I–V characteristics can be described in terms of the the-
oretical concept of SCLC [9]. The presence of two qua-
dratic portions separated by the transition range and
with a strong dependence of the current on the voltage
suggests that, at 0.2 & U & 0.7 V, shallow traps start to
intensively capture carriers injected from the contact
into the film. At U > 20 V, these traps become com-
pletely filled.

As follows from SCLC theory, the transition of an
I−V characteristic from ohmic to quadratic dependence
occurs at

(1)Uc
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Fig. 1. The I–V characteristic of the (Pb0.75Sn0.25Te):In
structure at T = 4.2 K measured with the use of (1, 2) dc bias
and (3) in a pulsed mode. β is the exponent in the relation
I ∝  Uβ.
where n0 is the equilibrium (at U = 0) electron density,
θ = (gNc/Nt)exp[(Et – Ec)/kT] determines the ratio of
SCLCs before and after the trap filling, and L is the
interelectrode distance. Uc has been experimentally
determined as the point of intersection of the extrapo-
lated linear and quadratic portions of an I–V character-
istic. In the last expression, g is the spin degeneracy fac-
tor; Et and Ec are the energies of the traps and the con-
duction band bottom, respectively; and Nt and Nc are
the concentration of traps and the effective density of
states in the conduction band, which can be determined
from the relation [10]

Here, Eg is the band gap;  and  are the transverse
and longitudinal effective mass in the conduction band,
respectively; and Pt and Pl are the corresponding inter-
band matrix elements in the kp method of band struc-
ture calculation. The numerical values of these quanti-
ties were also taken from [10]. For T = 4.2 K, the calcu-
lated value of Nc = 4 × 1014 cm–3.

For the dependence shown in Fig. 1, θ = 7.3 × 10–8,
and the voltage at the intersection of the I ∝  U (β = 1)
and I ∝  U2 (β = 2) straight lines is Uc * 0.25 V. The true
voltage of the transition from the ohmic to SCLC mode
may be significantly lower because of the poor experi-
mental precision at U < 0.2 V and the existence of cur-
rents related to the spontaneous polarization of the sam-
ples, which govern the behavior of the I–V characteris-
tic in this voltage range. If we assume that ε = 2000 [8],
the equilibrium electron density in the film at T = 4.2 K
can be estimated from Eq. (1) and is found to be n0 &
1.8 × 106 cm–3. This value of n0 implies that the spacing
between the conduction band bottom and the Fermi
level is Ec – EF * 7 meV. Since, at a low bias, the traps
are virtually empty, their levels must lie above EF.

If we assume that only one level of traps exists in the
sample, we obtain

The concentration of traps can be estimated from the
capacitance when measured at a zero bias, C4.2 K = 5 ×
10–12 Φ [8], and from the voltage of the transition to the
complete filling of the traps (CFT). At a bias U, the
charge injected into the film is Q = CU. At the same
time, at the transition to the CFT mode, this charge is
determined by the concentration of traps as Q = qNtν,
where ν is the volume of the film between the contacts,
ν = 4.5 × 10–7 cm3. As can be seen in Fig. 1, the transi-
tion to the CFT occurs at the bias UFFT = 20–30 V.
Therefore, the concentration of traps Nt = CUFFT/qν =
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(1.4–2.1) × 1015 cm–3. Then, the energy depth of the
traps Ec – Et = kTln(g/θNt) ≈ 6 meV, in agreement with
the above-made estimate.

At the quadratic portion of the characteristic, before
the transition to the CFT mode, the SCLC is expressed
by [9]

(2)

It can be seen from (2) that, at a fixed bias, the current is
inversely proportional to the cubed interelectrode gap L3.

Figure 2 shows the I–V characteristics for a sample
with the Sn content x = 0.27 for three different distances
between the silver contacts: L = 16, 32, and 64 µm. As
can be seen, the behavior of the I–V characteristics is
similar to that shown in Fig. 1 for the sample with x =
0.25; however, in Fig. 2, the portions of linear depen-
dence are more clearly pronounced. In the portions
with quadratic dependence, the experimental ratio
between the currents in the different samples (curves 1,
2, and 3) are I1 : I2 : I3 ≈ 700 : 40 : 1, which does not
coincide with the ratio I1 : I2 : I3 ≈ 64 : 8 : 1 calculated
from (2) for L = 16, 32, and 64 mm, respectively. The
reason for this discrepancy may be as follows. The
interelectrode distance L was assumed to be equal to the
corresponding parameter in the photomasks used in the
structure’s fabrication. It can be assumed that, in spite
of the rather low temperature of the sample during the
deposition of silver (about 150–200°C), the diffusion of
silver occurred during the deposition and subsequent
cooling of the substrate, which resulted in a decrease in
the effective interelectrode distance. Our estimates
show that, for the silver diffusion parameters presented
in [11], the average length of the silver diffusion from

I I0θ εε0µ
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L3
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gNc
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Et Ec–
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Fig. 2. The I–V characteristic of the (Pb0.73Sn0.27Te):In
structure at T = 4.2 K. The interelectrode distance L: (1) 16,
(2) 32, and (3) 64 µm. β is as described in Fig. 1.
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the contacts is about 4–5 µm, which can cause the
reduction of the effective distance in the structures by
δL = 9–10 µm. In this case, the experimentally
observed ratios of SCLC estimated from (2) should be
620 : 41 : 1 or 730 : 49 : 1 for δL = 9.5 or 10 µm, respec-
tively, in good agreement with the experimental data.

Based on these estimates, we performed calcula-
tions of the I–V characteristics of the structure within
the framework of a phenomenological analysis that dis-
regards the spatial distributions of both the electric field
between the contacts and the densities of free and
trapped carriers, with only their average values being
used. The results are shown in Fig. 3. The calculation
made under the assumption that there is only a single
trap level failed to provide satisfactory agreement with
the experiment. For agreement, a steep rise in current
should be observed at biases close to that of the transi-
tion to the CFT mode (curve 2). Good agreement with
the experiment is obtained in the calculations consider-
ing the existence of several trap levels with different
energies. Curve 3 shows the results of a calculation
made under the assumption that there are five trap lev-
els with equal concentrations (Nt = 1.3 × 1014 cm–3 for
each level) and energy depths of 1, 2, 3, 4, and 6 meV,
respectively. The calculation procedure was as follows.
The equilibrium electron density was assumed to be
approximately n0, as was estimated earlier from (1),
and the equilibrium Fermi level position was calcu-
lated. In addition, different positions of quasi-Fermi
level (related to the electron injection from the con-
tacts) were set, the filling of the traps was calculated for
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10–10

10–12

10–14

10–2 10–1 1 10 102
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1
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Fig. 3. The experimental and calculated I–V characteristics
of the (Pb0.75Sn0.25Te):In film at T = 4.2 K for (1) the exper-
iment, (2) the calculation in terms of a model with a single
level, (3) the calculation involving five levels, and (4) the
calculation with one level and the Poole–Frenkel effect
taken into account.
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each position, and the voltage and current were calcu-
lated from the relations

(3)

Here, U(EF) and I(EF) are the voltage and current at a
given position of the quasi-Fermi level; nt(EF) and n(EF)
are the electron densities at the traps and in the conduc-
tion band, respectively; nt0 and n0 are the equilibrium
electron densities at the traps and in the conduction
band; µn is the electron mobility; and d, w, and L' are the
thickness, width, and length of the structure under
study.

As can be seen in Fig. 3, good agreement is achieved
between the calculation (3) and experiment (1). This
result means that the total concentration of traps in the
film under study (which defines the current in the
SCLC mode) and their characteristic energy (which
defines the range of transition from the quadratic por-
tion of the I–V characteristic to the CFT mode) fall
within the range of values used in the calculation. How-
ever, the equilibrium Fermi level is fixed arbitrarily
rather than being determined from the known set of
local centers. Therefore, traps with this concentration
and energy depth do not necessarily exist in the real
film, and the chosen position of the equilibrium Fermi
level may be provided by some other set of local levels
in the film.

In principle, a uniform energy distribution of traps
(this is, in fact, the assumption made when there are five
levels with the same concentration) is possible. For
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Fig. 4. The temperature dependences of the current I for the
(Pb0.75Sn0.25Te):In film from (1–3) the experiment,
(1a–3a) the calculations. Bias U: (1, 1a) 1.55, (2, 2a) 4.65,
and (3, 3a) 5.6 V.
example, independently of the nature of these centers,
the difference in activation energies can be related to
inhomogeneity in the film composition. However,
along with the energy distribution of the traps, an alter-
native explanation of the absence of the sharp current
rise that should be observed at the transition to the CFT
mode can be presented. When the interelectrode dis-
tance is 30 µm, the electric field is high even at rela-
tively low biases, and the Coulomb potential barrier
around the center can be reduced by the Poole–Frenkel
effect. The reduction of the barrier height is ∆E =
(qU/ε∞ε0L)1/2, where ε∞ is the high-frequency dielectric
constant. In other calculations, this reduction has been
taken into account as the reduction of the thermal ion-
ization energy for the traps [12]. Figure 3 shows the
SCLC calculated for the film with x = 0.25 at Et = Ec –
6.5 meV and EF = Ec – 9.0 meV, which corresponds to
the above-made estimates, with the Poole–Frenkel
effect either disregarded (curve 2), or taken into
account (curve 4). As can be seen from this figure, the
I–V characteristic calculated with the Coulomb barrier
reduction disregarded agrees with the experiment only
below biases of 0.4–0.5 V, i.e., before the transition to
the CFT mode. When the Poole–Frenkel effect is taken
into account, the experiment is satisfactorily described
at biases of up to 20 V; nevertheless, at larger biases, the
calculated current exceeds the experimental one.

3.2. Temperature Dependence of Current

Figure 4 shows the current as function of the inverse
temperature at different biases for the sample with x =
0.25. At temperatures above ~20 K, the slopes of all the
curves are nearly the same and close to the energy ∆E =
17 meV in the dependence I(T) = I0exp(–∆E/kT).

It is worth noting that the slope of the curves at low
temperatures decreases as the bias increases. This
observation can be explained as follows. In the qua-
dratic portion of the I–V characteristic, below the tran-
sition to the CFT mode (small biases, curve 1), the cur-
rent is described by relation (2). In this case, the rise in
current as temperature increases is determined by the
terms exp[(Et – Ec)/kT] and Nc. In addition, ε and µ may
also be temperature-dependent.

After the transition to the CFT mode (curves 2 and 3),
the current may increase as the temperature increases,
as long as the injection-induced electron concentration in
the conduction band remains higher than the equilibrium
concentration, due to the increase of ε or µ on the condi-
tion that these quantities are temperature-dependent.

Therefore, if the temperature dependence of the cur-
rent is recorded at a bias corresponding to the quadratic
portion of the I–V characteristic below the transition to
CFT mode, the slope of the  = f(103/T) depen-
dences are determined by the depth of the trap levels. In
a comparatively narrow temperature range (4.2 & T &
30 K), the carrier mobility in LTT varies insignificantly,

Ilog
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whereas the dielectric constant may change by a factor
of up to 103 in the same temperature range and, thereby,
define the temperature behavior of the SCLC in the
CFT mode. Figure 5 shows the dependence of the low-
frequency dielectric constant on the inverse tempera-
ture for the amplitude of a probing signal of about
50 mV [8].

This kind of temperature dependence of the dielec-
tric constant is typical of LTT:In films at temperatures
of ~30 K and lower. As was shown in [8, 13, 14], the
decrease in the dielectric constant (and the correspond-
ing decrease in the structure’s capacitance) as the tem-
perature decreases is related to a ferroelectric phase
transition, which is confirmed, among other factors, by
the emergence of spontaneous stress [14]. The depen-
dence of the capacitance on the electric field is weak at
temperatures below 15–20 K. The inset in Fig. 5 shows
the field dependences of ε for T = 21.1 and 26.2 K.

Therefore, the dielectric constant increases as the
temperature increases, but, at a fixed temperature, the
constant decreases while the bias increases. This fact
was taken into account in the calculation of the temper-
ature dependences of the current for three different bias
values, which was performed in the same approxima-
tion as that used in the estimation of the I–V character-
istics at T = 4.2 K.

As can be seen in Fig. 4, the agreement between the
calculated and experimental curves is satisfactory, par-
ticularly for high bias voltages. The discrepancy
between the calculation (1a) and experiment (1) for U =
1.55 V at T = 5–17 K may be related, in particular, to
the precision of the capacitance measurement in this
temperature range. Similar results, with somewhat dif-
ferent slopes of the curves, were obtained in the study
of the temperature dependences of the current for the
film with x = 0.27.
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Fig. 5. The temperature dependence of the dielectric con-
stant ε for (Pb0.75Sn0.25Te):In. In the inset, ε vs. the electric
field E for the same sample is shown.
SEMICONDUCTORS      Vol. 39      No. 5      2005
4. CONCLUSION

(1) The current–voltage and capacitance–voltage char-
acteristics of structures based on (Pb1 – xSnxTe):In/BaF2
films with x = 0.25 and 0.27 were studied at 4.2–35 K
in electric fields of (1–2) × 104 V/cm. The behavior of
the I–V characteristics corresponds to that observed in
the case of space-charge-limited current (SCLC).

Calculations for estimating the I–V characteristics
of (Pb0.75Sn0.25Te):In/BaF2 at T = 4.2 K were performed
assuming the presence of trap levels uniformly distrib-
uted in the energy range 1–6 meV below the conduction
band bottom. The calculated data agree well with the
experiment. Good qualitative agreement with the
experiment is also obtained for calculations in terms of
a model with a single level of traps when the Poole–
Frenkel effect is taken into account.

Thus, in PbSnTe:In, in which the “transition to an insu-
lator state” is observed, the current at the electric field E ≥
10–100 V/cm is not ohmic; rather, it is limited by space
charge injected into the samples from the contacts.

(2) The study of the temperature dependences of the
current I at different biases has shown that, in the tem-
perature range 4.2–35 K, the slope of the curves plotted
in the  = f(103/T) coordinates is strongly depen-
dent on bias. The temperature dependences of the cur-
rent, calculated under the assumptions used in earlier
calculations of the I–V characteristics, agree with the
experiment only when the temperature and field depen-
dences of the dielectric constant of Pb0.75Sn0.2Te〈In〉 ,
which were determined in the experiment, are taken
into account.

Thus, it is shown that the temperature dependences
of the current in the SCLC mode are determined by the
electric field strength. At low temperatures, they can be
determined by the activation energy of the centers only
for a low electric field, E ≤ 10 V/cm.

(3) The question of the inconsistency between the
large concentration of introduced In and relatively low
concentration of traps, which was estimated from the
experiment and confirmed by calculations of the I–V char-
acteristics remains open. A possible explanation is that
the In atoms are incorporated into the film structure
mostly in the electrically inactive phase.
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Abstract—An n-CdS/p-CdTe heterostructure is studied. The heterostructure is obtained using the sequential
growth of CdS and CdTe layers by electrochemical deposition and closed-space sublimation, respectively. The
measured current–voltage characteristics are interpreted in the context of the Sah–Noyce–Shokley generation–
recombination model for the depletion layer of a diode structure. The theory quantitatively agrees with the
experimental results. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Numerous studies during recent decades have
shown that the n-CdS/p-CdTe structure is a promising
element for thin-film solar cells [1]. In this structure,
CdTe is the absorbing layer, while CdS, which is the
second component of the heterostructure, serves as a
window for effective radiation input. For small-area
CdS/CdTe photovoltaic structures (~1 cm2), photovol-
taic conversion of solar energy is attained at an efficiency
of 16.5% [2]. For large-area modules (~1400 cm2),
which are being developed for large-scale production,
the attained efficiency is 10.5% [3]. At present, it is not
clear why the efficiency is so low as compared to the
theoretical limit, which is 29–30% for a CdTe-based
cell [4].

The key parameters of a solar cell (the short-circuit
current, open-circuit voltage, fill factor, and efficiency)
depend mainly on the mechanism of charge transport.
However, in most reports, a description of the electrical
characteristics of the CdS/CdTe heterostructure is
reduced to the suggestion that the transport mechanism
is thermionic emission (the Richardson effect) or
recombination in the depletion region, i.e., in the space-
charge region. For the current, the following formula is
used [1, 5, 6]:

(1)

Here, I0 is a quantity considered as independent of volt-
age and is often referred to as the saturation current; q is
the elementary charge; V is the voltage; k is the Boltz-
mann constant; and T is the temperature. The ideality
factor n for thermionic emission and recombination in
the depletion layer equals 1 and 2, respectively, and, in
the general case, the value of n is between unity and
two; occasionally, n is larger than two.

I I0
qV
nkT
--------- 

 exp 1– .=
1063-7826/05/3905- $26.00 ©0539
The results reported below indicate that the current–
voltage (I–V) characteristic of the CdS/CdTe structure
is described by the Sah–Noyce–Shokley generation–
recombination theory [7] if we take into account special
features of the processes in the heterojunction and do
not use semiempirical formula(1).

2. EXPERIMENT AND RESULTS

For the purpose of measurement, we employed
CdS/CdTe heterostructures fabricated using the most
widespread technology [1, 8]. The substrates were glass
wafers coated with a SnO2 + In2O3 semitransparent
layer (ITO) (Fig. 1). A CdS layer 0.1–0.15 µm thick
was obtained by electrodeposition, while a CdTe layer
4–6 µm thick was obtained by closed-space sublima-
tion (CSS). No subsequent thermal treatment in oxygen

CdTe Ni
CdS

ITO
Glass

Rs

Rsh

(a)

(b)

Fig. 1. (a) The cross section and (b) equivalent circuit of a
photovoltaic cell with a CdS/CdTe heterojunction.
 2005 Pleiades Publishing, Inc.
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and/or chlorine, which is often used to coarsen the
grains in the CdTe layer, was carried out. It is believed
that the CdS and CdTe layers have the columnar struc-
ture illustrated in Fig. 1. A contact to the CdTe layer,
with an area of 0.3 × 0.3 mm2, was formed by a vacuum
thermal deposition (at 10–6 Torr) of Ni at a substrate
temperature ranging from 150–200°C after preliminary
irradiation of the CdTe surface with ~500-eV argon
ions. The electrical characteristics of two neighboring
Ni contacts on the CdTe surface were linear over the
entire range of measured currents.

Figure 2 shows the typical I–V characteristics of the
heterostructures under study at 302 and 358 K. The cur-
rents traveling through the shunting resistance Rsh
(Fig. 1b) are subtracted from the measured currents.
This shunting, as well as the voltage drop across the
series resistance Rs, is usually taken into account in the
equivalent circuit of the photovoltaic device [1, 5, 6].
For both temperatures, the values of Rsh = 2.1 × 109 and
1 × 108 Ω were determined from the initial (linear) por-
tions of the I–V characteristics (V < 0.1 V). The correc-
tions for the current traveling through the shunt Rsh
were found to be insignificant.

We can see from Fig. 2 that the shape of obtained
dependences is complex. At 302 K, the curve I(V) fol-
lows the dependence, which is close to I ∝
exp(qV/2kT), in the current-variation range slightly
exceeding two orders of magnitude and only at low
voltages (V < 0.4 V). At an elevated temperature (358 K),
this dependence is barely observed.

The reverse current at |V| < 0.1 V increases rather
abruptly as the voltage increases, and, at larger V, the
corresponding dependence becomes sublinear in a wide

103
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0.2 0.4 0.6 0.8 1.0 1.2 1.4
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|I |, µA
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current

358 K

302 K
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current

0

Fig. 2. Current–voltage characteristics of the CdS/CdTe
heterostructure at 302 and 358 K. The circles correspond to
the experiment, and the solid curves correspond to the cal-
culation by formula (7). The dashed line corresponds to the
calculation where the voltage drop across the resistance Rs
of the bulk part of the CdTe film was disregarded.
range of V up to the onset of the electric breakdown at
|V| > 10–15 V. It is noteworthy that the electrical char-
acteristics of the CdS/CdTe heterojunctions under
study are reproducible and stable over time.

3. DISCUSSION

Let us consider the energy-band diagram of a thin-
film n-CdS/p-CdTe heterojunction, which is accepted
by most researchers (Fig. 3) [1, 9]. The diagram is
shown without ohmic contacts, which can be diverse.
However, these contacts do not relate directly to the
question under consideration. Let us first of all pay
attention to the fact that, due to the high conductivity of
CdS (the electron concentration is ~1017 cm–3 [8]), the
depletion layer of the diode structure is located virtu-
ally within CdTe; in addition, band bending (ϕ0 in
Fig. 3) is also observed in CdTe. Thus, the potential
energy distribution in the heterojunction can be
described, similarly to the Schottky diode, by the para-
bolic law [10]

(2)

where W is the width of the depletion layer,

(3)

ϕ x V,( ) ϕ0 qV–( ) 1 x
W
-----– 

  2
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Fig. 3. The energy-band diagram of the CdS/CdTe hetero-
junction. Various transitions for the forward bias are shown.
These transitions correspond to the recombination current
Irec, the above-barrier hole current , and the above-bar-

rier electron (minority carrier) current In. For the reverse
bias, when generation is dominant in the depletion region,
the transition directions are opposite to those indicated. ∆Ec
and ∆Ev  are the offsets of the conduction band (Ec) and
valence band (Ev), respectively, and EF is the Fermi level.
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ε is the relative permittivity of the semiconductor, ε0 is
the permittivity of free space, and (Na – Nd) is the con-
centration of uncompensated acceptors in the CdTe
layer. The energy is measured from the valence-band
top Ev in the semiconductor bulk.

The main mechanism of charge transport in the
Schottky diode is a diffusion (above-barrier) flow of
majority carriers [10]. For the heterojunction under
consideration, a “normal” hole above-barrier current
(Ip in Fig. 3, crossed arrow) is impossible. The concen-
tration of holes that can enter the valence band of CdS
is several orders of magnitude lower. Therefore, the
corresponding current  is negligible. The energy bar-
rier for electrons (minority carriers) is also very high
(the current In in Fig. 3). Thus, the most probable mech-
anism of charge transport for the forward bias is recom-
bination in the depletion layer with the involvement of
the levels located in the vicinity of the CdTe midgap.
These levels are the most efficient recombination cen-
ters (the current Irec). For the reverse bias, the direction
of all the transitions should be changed to the opposite
one. In this case, generation, rather than recombination,
occurs in the depleted layer. Note that the direction of
the hole transitions is shown in Fig. 3.

According to the above, the generation and recom-
bination in the depletion layer of the n-CdS/p-CdTe
heterostructure are similar to those in the Schottky
diode. Therefore, the current can be calculated simi-
larly to the calculation in [11]. The generation–recom-
bination rate in the section x of the depletion layer for
the voltage V is determined by the expression [7]

(4)

where n(x, V) and p(x, V) are the carrier concentrations
in the conduction band and valence band, respectively;
n0 and p0 are the equilibrium concentrations; ni is the
intrinsic carrier concentration; τn0 and τp0 are, respec-
tively, the effective lifetimes of the electrons and holes
in the depletion layer; and the quantities n1 and p1 are
determined by the expressions

(5)

(6)

Here, Nc = 2(mnkT/2π"2)3/2 and Nv = 2(mpkT/2π"2)3/2

are the effective density of states in the conduction and
valence bands, respectively; mn and mp are the effective
mass of an electron and hole, respectively; Et is the
energy spacing between the recombination level and
the conduction band bottom Ec; and Eg is the band gap.
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The generation current for the forward bias and the
recombination current for the reverse bias can be found
by integrating U(x, V) over the entire depletion layer:

, (7)

where A is the diode area. In the selected set of coordi-
nates, the expressions for the hole and electron concen-
trations take the form

(8)

(9)

The results of the calculation of the I–V characteris-
tic using formula (7) and taking into account expres-
sions (3)–(6), (8), and (9) are shown by the solid lines
in Fig. 2. In the calculation, we assumed that ∆µ =
0.314 eV, taking into consideration that the resistivity
of the CdTe film equals 2 × 104 Ω cm and the concen-
tration of uncompensated acceptors equals 1016 cm–3

[12]. The depth of the generation–recombination level
Et = 0.7 eV. To attain the best agreement between the
calculation and experiment, we assumed that the elec-
tron and hole lifetimes are equal to 4 × 10–11 s. In the
calculation, we made an allowance for the voltage drop
across the series resistance of the bulk part of the CdTe
film Rs = 5 × 104 and 1.9 × 105 Ω at 302 and 358 K,
respectively (Fig. 1b). The values of Rs are found from
the voltage dependence of the differential resistance of
a diode. The run of curves with the voltage drop disre-
garded for this resistance (this drop manifests itself
only for high forward currents) is shown by the dashed
lines in Fig. 2.

Figure 2 indicates that there is good agreement
between the calculation and the experiment, which con-
firms the correctness of the decision to choose the phys-
ical model for processes in the n-CdS/p-CdTe hetero-
structure. It is noteworthy that the only adjustable
parameter, specifically, the lifetime of the carriers,
which is identical at both temperatures, was used in the
calculation. Thus, the chosen model also accurately
describes both the temperature variations in the I–V char-
acteristic of the diode and the voltage dependence of the
current for both voltage polarities.

To improve the quality of the heterointerfaces and
photoelectric characteristics, the CdS/CdTe structure is
usually annealed at 450–550°C. For this reason, the
energy diagram of the junction varies somewhat, espe-
cially in the layer adjoining the interface. However, this
circumstance could not substantially affect the results of
the calculation of the I–V characteristic, since the magni-
tude of the current is the result of integrating the genera-
tion–recombination rate over the entire depletion layer,
and a concrete potential run is of no importance [13].

I Aq U x V,( ) xd

0

W

∫=

p x V,( ) Nc
∆µ ϕ x V,( )+

kT
--------------------------------– ,exp=

n x V,( ) Nv

Eg ∆µ– ϕ x V,( )– qV–
kT

---------------------------------------------------------– .exp=
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4. CONCLUSIONS

We studied the voltage dependences of the forward
current I ∝  exp(qV/nkT), where n is the diode ideality
factor, characteristic of a thin-film n-CdS/p-CdTe het-
erojunction. These dependences are observed in a nar-
row current range. They are not observed at elevated
temperatures at all. The analysis of the energy diagram
of the n-CdS/p-CdTe heterojunction shows that the
above-barrier (diffusion) current of majority carriers is
negligible, and the main charge transport mechanism is
the generation and recombination occurring in the
depletion layer, i.e., in the space-charge region. The
observed I–V characteristic and its temperature varia-
tion can be described mathematically in the context of
the Sah–Noyce–Shokley model. Allowance should be
made for the special features of the heterojunction
under study and for the effect of the indispensable ele-
ments of the equivalent circuit of the photovoltaic
structure, specifically, the shunting and series resis-
tances.
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Abstract—The effect of InAs quantum dots (QDs) grown in the center of a GaAs quantum well on the tunnel-
ing characteristics of resonant-tunneling diodes based on p-AlAs/GaAs/AlAs heterostructures is studied. The
introduction of QDs results in a shift and broadening of resonance peaks in the current–voltage characteristics
of the diodes; however, this effect is found to be strongly dependent on the number of the 2D subband involved in
the tunneling. The obtained dependence is attributed to origination of the fluctuation potential in the vicinity of the
QD layer. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The properties of self-organized quantum dots (QD)
obtained by epitaxial growth according to the Stranski–
Krastanow mechanism have attracted attention owing
to their potential application in lasers [1], single-elec-
tron transistors [2], optical memory devices [3].

Generally, these devices are based on multilayer
heterostructures, where QD layers can be located either
within quantum wells (QWs) or in their vicinity. A
complicated potential profile is formed in the region of
a QD due to the local mechanical stresses and charges
they contain. This fluctuation potential can exert a con-
siderable effect on the 2D electron states in QWs. Ear-
lier studies [4] have shown that, when InAs QDs are
introduced into the region of a 2D electron gas in
GaAlAs/GaAs heterostructures, the electron mobility is
significantly reduced. The effect of InAs QDs located at
the center of a QW on the tunneling characteristics of
n-GaAlAs/GaAs/GaAlAs double-barrier resonant-tun-
neling diodes was studied in [5]. It was found that, in
this case, peaks on the current–voltage characteristics
related to the resonant tunneling of electrons via the
states of the ground 2D subband E0 in the QW disap-
pear. At the same time, peaks related to resonant tunnel-
ing via the subbands E1 and E2, which have higher ener-
gies, are not radically changed. Now, we present the
results obtained during a study of the tunneling spectra of
double-barrier resonant-tunneling p-AlAs/GaAs/AlAs
structures with InAs QDs in the QW center.

†Deceased.
1063-7826/05/3905- $26.00 ©0543
2. SAMPLE FABRICATION

AlAs/GaAs/AlAs structures were grown by MBE
on heavily doped (311) p-GaAs substrates. The distinc-
tion between these and standard resonant-tunneling
structures is the presence of InAs QDs in the center of
the GaAs QW. It is important that, along with the QD
layer, an InAs monolayer, the so-called wetting layer, is
formed.

The structure, hereafter denoted by QD, contains the
following set of layers:

GaAs (p = 2 × 1018 cm–3, with a thickness of 2 µm);
GaAs (p = 1018 cm–3, 100 nm);
GaAs (p = 5 × 1017 cm–3, 100 nm);
undoped GaAs (5.1 nm);
an undoped AlAs barrier (5.1 nm);
undoped GaAs (2.1 nm);
an InAs layer (1.8 monolayer) with QDs;
undoped GaAs (2.1 nm);
an undoped AlAs barrier (5.1 nm);
undoped GaAs (5.1 nm);
GaAs (p = 5 × 1017 cm–3, 100 nm);
GaAs (p = 1018 cm–3, 100 nm);
a top contact layer of GaAs (p = 2 × 1018 cm–3, 1 µm);
In addition, for comparison, we used control struc-

tures that did not include the InAs layer and structures
with a thinner InAs layer (1 monolayer) where only a
wetting layer was formed (denoted by WL); i.e., it was
without QDs.
 2005 Pleiades Publishing, Inc.
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The samples under study were mesa structures of 50
and 100 µm in diameter with standard ohmic contacts
on the top contact layer and p-GaAs substrate. The
presence of QDs and the wetting layer was confirmed
by studies of the photoluminescence spectra.

3. RESULTS AND DISCUSSION

In order to demonstrate the complex spectrum of 2D
hole subbands in the QW, we present a band diagram of
the resonant-tunneling diode with an InAs wetting
layer (sample WL) at a 0.5-V bias (Fig. 1). In this dia-
gram, the hole energy increases from the bottom
upwards. The band diagram was calculated with self-
consistent solutions of the Poisson and Schrödinger
equations in the effective mass approximation. The
effect of charge accumulation in the QW was disre-
garded. The energies of the bottoms of the 2D hole sub-
bands in the QW and the corresponding wave functions
for the transverse motion are shown. The following
notation is used: HH denotes the heavy-hole subband
and LH, light-hole subband. As is known [6], a pseudo-
morphic (wetting) InAs layer grown in the center of a
GaAs QW strongly reduces the energy of the ground
2D subband. QDs are formed when the thickness of the
wetting layer exceeds the critical value. This results, on
the one hand, in a splitting of localized states from the
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Vbias = 0.5 VInAs monolayer

Fig. 1. Energy diagram of the valence band of a resonant-
tunneling diode with an InAs wetting layer (sample WL) at
a 0.5-V bias. The horizontal dashed lines show the energies
of the bottoms of the 2D hole subbands in the QW, and the
solid lines indicate the corresponding wave functions for the
transverse motion. The scale for the wave functions along
the ordinate axis is arbitrary. Notation: HH denotes the
heavy-hole subband and LH, the light-hole subband. The
energy is measured from the Fermi level in the emitter.
2D subband and, on the other hand, in the formation of
chaotic potential, which strongly affects the properties
of the 2D states.

Figure 2 shows the dependences of the tunnel cur-
rent I on bias V for all the samples under study at the
temperature T = 4.2 K. Figures 2a–2c differ only in
their scale. The control samples demonstrate distinct
resonances that are related to tunneling from the emitter
to the collector via subbands HH1, LH1, HH2, HH3,
and LH2. The subbands were identified by comparing
I(V) dependences measured in the magnetic field paral-
lel to the interface (this method allows the reconstruc-
tion of the 2D dispersion of hole energy [7]) with the

Fig. 2. Tunnel current I vs. the bias V. The solid lines indi-
cate the control sample; the dot-dashed lines, the sample
containing only the wetting layer (WL); the dashed lines,
the sample with QDs (QD). Different scales are used in the
three plots for current and voltage. The characteristics are
shown (a) in the range of resonant tunneling via the ground
quantum-confinement subband in the QW, i.e., heavy-hole
subband HH1; (b) in the range of resonances LH1 and HH2;
(c) in the range of resonances HH3 and LH2.
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hole spectrum calculated for a similar structure. Now,
we discuss this method in more detail. Upon tunneling
the distance d in the magnetic field B parallel to the
interface, a hole acquires an additional 2D momentum
("k|| = eBd). In this respect, variation in B is equivalent
to a variation in the 2D momentum of the hole. Having
measured the I(V) dependences at different magnitudes
of the parallel magnetic field, we obtain the depen-
dences of the resonance positions as functions of the
magnetic field, Vpeak = f(B) (Fig. 3). These dependences
can be interpreted as the dependences of the hole
energy on the 2D momentum within a QW, Ehole = f(k||).
Now, we can use the calculations for Ehole = f(k||) for a
structure that coincides with our structure in its thick-
ness and in the composition of its heterolayers [7]
(Fig. 4). Comparison of the experimental and calcu-
lated data allows us to identify different peaks in rela-
tion to the structures under study, with resonant tunnel-
ing via the corresponding hole subbands in the QW.

We now return to the discussion of Fig. 2. In the WL
and QD structures, the resonances are broadened. The
shift of the HH1 resonance to a lower bias is the most
pronounced, which correlates with the results of the
simple calculations of hole spectra in the QW in the
presence of a wetting layer. It is noteworthy that, in
similar n-type samples with a wetting layer, the reso-
nance via the ground electron quantum-confinement
level in the QW is shifted to V = 0 [5]. In the case of the
p-type resonant-tunneling structures under study, the
resonance is not shifted to V = 0. In addition, no signif-
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Fig. 3. Voltages corresponding to different resonance peaks
in the I–V characteristics as function of k|| = eBd/" at differ-
ent magnitudes of the magnetic field parallel to the hetero-
layers.
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icant shift of the LH1 resonance is observed. The reso-
nance peaks are more strongly broadened in the QD
structure than in the WL structure. This effect was
expected because of the presence of fluctuation poten-
tial in the vicinity of the QD layer. Somewhat unex-
pected was the strong broadening of the resonance
peaks in the WL structure as compared to the control
samples. Such strong broadening is not observed in
n-type samples containing only a wetting layer. A pos-
sible source of this broadening may be that the wetting
layer formed in during the growth of a pseudomorphic
layer on the (311) surface in the WL samples is not
solid but consists of islands, which results in a strong
inhomogeneous broadening of the levels.

In addition, it can be seen that the negative differen-
tial conductivity in the QD structures is observed only
near the HH2 resonance. The weaker effect of QDs on
the HH2 resonance by contrast with the neighboring
LH1 resonance is more clearly illustrated in Fig. 5,
which shows the second derivative of the current in
respect to voltage as a function of bias. In this plot, min-
ima of the second derivative correspond to current peaks.

Indeed, as can be seen in Fig. 1, the wave function
of the HH2 subband has a node in the center of the QW;
therefore, its perturbation in the presence of QDs,
which are also situated in the center of the QW, is the
weakest [6]. It was, however, expected that specific reso-
nance features related to tunneling via the LH2 subband
would also be more clearly manifested in the presence of
QDs, but this was not observed in the experiment.
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Fig. 4. The calculated dispersion of 2D hole states in the
QW, Ehole = f(k||), for a structure that has parameters coin-
ciding with those in the structure under study [7].
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A QD can be regarded as a local fluctuation of the
QW thickness. Now, we discuss the effect of this fluc-
tuation on the energy of the bottom of a 2D subband,
which, in terms of the model of an infinitely deep QW,
has the form

Here, n is the number of the subband; m is the trans-
verse effective hole mass; and indices l and h refer to
light and heavy holes, respectively. Let the QW width
fluctuate: d  d + ∆d (where ∆d is a random func-
tion). For the lowest order in the small parameter ∆d/d,
we obtain

It can be seen that the energy levels of the subbands are
inhomogeneously broadened due to fluctuations of the
bandwidth; moreover, this broadening increases as the
number of the subband increases and as the effective
hole mass decreases:
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Fig. 5. The second derivative of the tunnel I–V characteris-
tics in the range of resonances LH1and HH2. The solid line
indicates sample WL and the dot-dashed line, sample QD.
Thus, the less pronounced specific resonance features
near the LH2 peak in the presence of QDs, when com-
pared with the HH2 peak, have a reasonable explana-
tion in terms of this model calculation.

4. CONCLUSION

We studied the effect of InAs QDs introduced in the
center of a QW on the tunneling characteristics of dou-
ble-barrier resonant-tunneling p-AlAs/GaAs/AlAs diodes
that were grown by MBE on (311) substrates. The pres-
ence of QDs results in a considerable broadening of the
resonance peaks on the current–voltage characteristics
of the diodes. As was expected, QDs situated in the cen-
ter of the QW exert a smaller effect on resonance tun-
neling via the subbands whose wave functions have
nodes in the center of the QW.
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Abstract—Atomic-force microscopy is used to study the behavior of an array of Ge islands formed by molecular-
beam epitaxy on an Si (100) surface in the presence of an antimony flux incident on the surface. It is shown that,
as the Sb flux increases to a certain critical level, the surface density of the islands increases; however, if this crit-
ical level is exceeded, nucleation of the islands is suppressed and mesoscopic small-height clusters are observed
on the surface. This effect is explained qualitatively in the context of a kinetic model of the islands’ formation in
heteroepitaxial systems mismatched with respect to their lattice parameters. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

A large number of publications have been devoted to
the physical properties and formation methods of nan-
odimensional Ge inclusions in an Si matrix. The inter-
est of researchers in this field is caused, to a great
extent, by the potential of using these inclusions as
active elements of light-emitting and detecting devices
based on silicon. For device applications, it is necessary
to obtain a dense array of nanodimensional Ge islands
on the Si surface, which can be accomplished, for
example, using epitaxial technologies, in particular,
molecular-beam epitaxy (MBE). An array of elastically
stressed islands with nanometer-scale sizes is formed
according to the Stranski–Krastanov mechanism as a
result of the deposition of several Ge monolayers onto
the surface of a single-crystal Si substrate using MBE.
In general, the disadvantages of this method consist in
a fairly large spread of the islands in relation to their
shape and size. For example, in a temperature range
from 550 to 600°C, two types of islands can be formed,
i.e., multifaceted dome-shaped islands and pyramidal
hut-shaped islands [1]. It has previously been shown [2]
that, in growing the Ge islands on an Si substrate in a
temperature range of 550–600°C, one can reduce the
spread in the islands’ sizes by exposing the surface
simultaneously to fluxes of Sb4 molecules and Ge atoms.

In this paper, we report the results of experiments
with the growth of Ge islands at various Sb4 fluxes inci-
dent on the substrate surface. The results obtained are
discussed from the standpoint of the kinetic theory of
formation of islands in systems that are mismatched
with respect to their lattice parameters.
1063-7826/05/3905- $26.00 0547
2. EXPERIMENT AND RESULTS

We used atomic-force microscopy (AFM) to exper-
imentally study the effect of Sb surface concentration
on the properties of an array of Ge islands on the
Si (100) surface of the samples obtained as a result of
growth experiments in an MBE system.

The samples under study were grown in a Riber
SIVA-45 epitaxial system. A 100-nm-thick Si buffer
layer was grown on the Si (100) surface for each sam-
ple. A Ge layer with an effective thickness of 0.8 nm
was then deposited onto the Si buffer layer at a sub-
strate temperature of 550°C; in all the cases, the depo-
sition of Ge was accompanied by exposure of the sur-
face to an antimony flux. The Ge growth rate was
0.016 nm/s. The Sb4 flux was varied by adjusting the
temperature of the antimony effusion source in a range
from 450 to 550°C. In the course of the Ge deposition,
the state of the surface was monitored using a system for
reflection high-energy electron diffraction (RHEED).
For samples 1–4 (see table), the RHEED pattern
changed (the line reflections were replaced by point
reflections) in the course of the formation of the Ge
islands. This observation indicates that the elastically
stressed Ge layer transforms into a system consisting of
islands and a wetting layer. For sample 5, grown at the
highest temperature of the antimony source, the
RHEED pattern remained mainly linelike, and the lines
corresponding to the most important reflections became
thicker. Upon completion of the growth process, the
samples were cooled to room temperature, removed
from the growth chamber, and exposed to air. The sam-
ples’ surfaces were then studied in a contactless mode
using a Digital Instruments Inc. (USA) atomic-force
microscope (AFM). NSC15/NoAl tips, produced by
MicroMasch, were used in the AFM measurements.
© 2005 Pleiades Publishing, Inc.
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The main parameters of the growth experiments and
the results of the AFM measurements are listed in the
table.

In Fig. 1a, we show the AFM image of sample 1.
It can be seen that pyramidal islands are present on the
sample surface; the dome-shaped islands, which are not
observed on other samples, are also present. This cir-
cumstance indicates that the effect of Sb on the forma-
tion of Ge islands is insignificant at a Sb source temper-
ature of 450°C. Furthermore, the distributions in the
shape and size of the islands are bimodal, as in the case
of the deposition of pure Ge on the Si (100) surface [1].
Comparing this result with those reported in [2], we
note that, in the case of the deposition of pure Ge on the
Si surface at a substrate temperature of 450°C, the for-
mation of the dome-shaped islands is accompanied by
the formation of hut-shaped islands with rectangular or
square bases; at the same time, the presence of even a
small amount of Sb on the surface leads to the disap-
pearance of the hut-shaped islands with the rectangular
bases. In Fig. 1b, we show the AFM image of a surface
area for sample 4. In this case, the size distribution of
the islands is more uniform, their density is much
higher, and their sizes are smaller than for sample 1. As
the temperature of the Sb source is further increased to
550°C (sample 5), the structure changes radically. It
follows from Fig. 1c that mesoscopic surface roughness
with a characteristic height of less than 1 nm is
observed for sample 5. This observation is consistent
with the RHEED pattern obtained in situ. Thus, the
nucleation of the islands at the surface becomes sup-
pressed at a certain threshold value of the antimony
flux. Experimental dependences of the surface density
and the average lateral size of the islands on the temper-
ature of the antimony source are shown in Fig. 2. As can
be seen, the formation of islands in a Ge/Si(100) system
exhibits threshold behavior in the presence of anti-
mony; i.e., as the Sb concentration increases, the den-
sity of the islands’ array first increases and then tends
to zero as a certain threshold value of Sb concentration
is exceeded. At the highest antimony flux used in this
study, the suppression of the islands’ formation and a
transition to two-dimensional growth are observed.

The results of AFM measurements
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This effect is typically related to a decrease in the system’s
surface energy (the surfactant-mediated growth) [3]. In
order to clarify the origin of the observed effect, we
undertook an additional theoretical study of Ge/Si
growth processes with the involvement of Sb.

3. THEORETICAL MODEL AND DISCUSSION 
OF THE RESULTS

As was shown in [4–7], the kinetic stage of the for-
mation of quantum dots, according to the Stranski–
Krastanov mechanism in heteroepitaxial systems, can
be described in terms of classical nucleation theory [8].
The following expression was derived for the critical
layer thickness that corresponds to a transition from
two-dimensional to three-dimensional growth on the
basis of the model suggested by Dubrovskii et al. [5]
for the free energy of the islands’ formation:

(1)

Here, heq is the equilibrium thickness of the wetting
layer (heq is determined from the balance between the
elastic and wetting forces [9] and is independent of the
growth kinetics); T is the substrate temperature during
the growth of the layer with quantum dots (this temper-
ature is assumed to be constant); Te is a quasi-equilib-
rium parameter that has the dimensions of temperature
and is controlled by the surface energy, the islands’
shape, and the lattice mismatch; and Q is a dimension-
less kinetic parameter that depends on the conditions of
epitaxial growth. As was shown in [5–7], the physical
meaning of the parameter Q is the following: Q is the
ratio between the characteristic time for the deposition
of a material onto the surface and that for the growth of
coherent islands from the atoms of the wetting layer. As
a consequence, the dependence of Q on temperature T
and the deposition rate V of the material is given by

(2)

where kB is the Boltzmann constant. The activation bar-
rier ED affects the rate at which the atom diffusion,
caused by elastic stresses [4] and directed from the wet-
ting layer to the islands, occurs.

We now consider the most important results of the-
oretical studies concerned with the formation kinetics
of supercritical quantum dots (at an effective deposited-
layer thickness H0 that appreciably exceeds hc). These
results were reported in [5–7]. The nucleation of the
islands occurs in the time period from tc – ∆t to tc + ∆t,
where tc = hc/V is the time interval for growing a criti-
cal-thickness layer under the given conditions of hete-
roepitaxial growth. Upon completion of the nucleation
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stage (at t > tc + ∆t), the surface density of the islands N
attains the constant value

(3)

Here, N0 is a known constant that is independent of the
growth conditions. Upon completion of the nucleation
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Fig. 1. AFM images of the surface for (a) sample 1, (b) sam-
ple 4, and (c) sample 5. The scanned area is 2 × 2 µm2 for
all the samples.
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stage, a longer stage sets in during which relaxation of
the islands’ sizes occurs. The average lateral size L of
the islands increases to its quasi-stationary value LR at
t ≈ tc + 3tR, where tR is the characteristic time of the
islands’ size relaxation. The quasi-stationary average
size of the islands depends on their surface density and
also on the effective thickness of the deposited layer:

(4)

Here, C0 is a dimensionless constant controlled by the
shape of the islands. This shape is assumed to be inde-
pendent of the growth conditions in the kinetic stage of
the islands’ formation.

In the case where the structure was not exposed to
the antimony flux (for example, if the surface was
immediately cooled or the structure was overgrown at a
low temperature after interruption of the growth of the
layer with quantum dots), the experimental value of the
islands’ average size can be much smaller than LR. The
time dependence of the average size is given by L =
LRf[(t – tc)/tR], where f(x) is an ascending function of x
(this function was defined in [7]; it is important that
f(0) = 0 and f(3) ≈ 1). In the absence of exposure of the
surface to the antimony flux, the islands’ size L(t0) at
the instant (t0 = H0/V) when the growth was interrupted
after the deposition of the H0 Ge monolayers is given by

(5)

An analysis of recent results [5–7] suggests that the
dependences of the characteristic durations of the
nucleation stage and the stage in which the size relax-
ation on Q occurs can be written as

(6)
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Fig. 2. Experimental dependences of (1) the average lateral
size and (2) the density of islands on the Sb source temper-
ature for samples 1–5.
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Further evolution of the system requires a long-term
exposure of the structure and occurs at time instants
that appreciably exceed tc + 3tR.

The condition for the applicability of classical nucle-
ation theory consists in the smallness of the thermody-
namic fluctuation in the subcritical region: exp(F) @ 1,
where F is the nucleation-activation barrier height
expressed in thermal units [10]. In the model under con-
sideration, it is this condition that makes it possible to
derive a relation between the lowest activation barrier for
the islands’ nucleation at the largest thickness h = hc of
the wetting layer and the kinetic parameter Q [5]:

(7)

Formula (1), describing the critical thickness, is a con-
sequence of expression (7), which represents a specific
form of the free energy for coherent-island formation.
Evidently, the condition for the applicability of nucle-
ation theory is satisfied with confidence in the case of
Q @ 1, which was analyzed in detail in [5–7].

However, as follows from expression (2), the value
of the kinetic parameter Q decreases exponentially as
the surface temperature T decreases and the height of
the activation barrier ED for the diffusion of atoms from
the wetting layer to an island increases. The physical
cause of this phenomenon is a retardation of the diffu-
sion processes at the surface due to either a decrease in
temperature or the use of impurities that restrict the dif-
fusive motion. As has been shown recently (see, for
example, [2]), one such diffusion-restricting impurity
for a Ge/Si system is Sb. In the context of a simplified
model, we assume that an increase in the Sb source
temperature and the corresponding increases in the Sb
concentration on the surface appreciably increase the
effective barrier height ED for the diffusion of Ge atoms
from the wetting layer into an island (the quantity ED
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Fig. 3. Dependences of (1) the surface density of islands N
and (2) their quasi-stationary lateral size LR on the parame-
ter ED/kBT; this parameter increases as the Sb flux
increases.
appears in Q in formula (3) for N) and affects, to a
lesser extent, the surface energy of the system (this
energy appears in Te in the same formula). Considering
N and LR as functions of Q for the constants T, Te, and
H0, we ascertain that, in accordance with formulas (3)
and (4), the density of the islands invariably exhibits a
maximum, whereas their quasi-stationary size exhibits
a minimum at Q = e. At the instant of growth interrup-
tion t0, the islands’ size L(t0), in accordance with for-
mula (5), decreases progressively in comparison with
LR. This decrease is caused by both an increase in the
critical thickness hc (see formula (1)) and an increase in
the size-relaxation time tR (see formula (6)). Thus, as
Q decreases to the threshold value Q ~ e, the suppres-
sion of nucleation in the heteroepitaxial system sets in.
The height of the activation barrier for nucleation is
small according to formula (7); consequently, there are
no thermodynamic obstacles to the formation of
islands. However, in this case, the nucleation rate and
the islands’ surface density are profoundly affected by
the preexponential kinetic factor in the corresponding
expression [8], which is proportional to the diffusion
rate. The islands just cannot form, since the mechanism
by which materials are transported from the wetting
layer to an island is lacking under the conditions of an
almost complete suppression of diffusion; at the same
time, the probability of atoms arriving directly from the
molecular flux is low. Theoretical dependences of the
islands’ surface density N and their lateral size LR upon
completion of the relaxation stage on the height of the
diffusion-activation barrier, expressed in the thermal
units ED/kBT, are shown in Fig. 3.

We should note the satisfactory qualitative agree-
ment existing between the experimental data (Fig. 2)
and the results of the theoretical calculations (Fig. 3) in
the context of the application of the model under con-
sideration to an interpretation of the reported experi-
mental data on the dependences of the density and aver-
age size of quantum dots in a Ge/Si(100) system on a
Sb flux. Figures 2 and 3 both indicate that the depen-
dence of the islands’ formation on Sb concentration is
of a threshold type. However, owing to the following
reasons, we should not expect good quantitative agree-
ment between the theory and experiment. First, a quan-
titative relation between the Sb source temperature and
the surface concentration of the adsorbed Sb atoms is
not clear. The same is also true for the relation between
the Sb concentration and the value of the activation-
barrier height for the diffusion of Ge atoms. Second, an
increase in the Sb concentration brings about an
increase in the surface energy of the islands’ lateral
faces and, consequently, also affects the height of the
activation barrier for nucleation. Finally, nucleation
theory itself is on the verge of the applicability domain
at small values of the parameter Q ~ e; therefore, this
theory holds only qualitatively in this case.
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4. CONCLUSION

The results obtained in this study indicate unambig-
uously that the behavior of the structural characteristics
of quantum dots in a heteroepitaxial Ge/Si(100) system
is nonmonotonic and threshold-like as the antimony
concentration on the surface increases. This effect can
be qualitatively explained as follows. At first, as the Sb
flux increases, the surface density of the Ge islands
increases significantly while, simultaneously, their lat-
eral sizes decrease. This behavior is completely consis-
tent with the mechanism that was outlined in [10] and
described theoretically in [5–7]. The presence of Sb
retards the diffusive supply of Ge atoms to the growing
islands; as a result, the size of the islands decreases. The
height of the activation barrier for the islands’ nucle-
ation also decreases; consequently, the nucleation rate
for the islands and their surface density increase. How-
ever, a further inhibition of diffusion leads to quenching
of the islands’ nucleation in the system; therefore, the
islands’ density decreases drastically after a certain
maximum value of this density has been attained. The
time required for the nucleation and growth of the
islands increases appreciably, and, as a result, their lat-
eral size cannot attain the corresponding quasi-equilib-
rium value. As was shown, the threshold effect of
quenching for nucleation can be qualitatively explained
in the context of the kinetic model of coherent-island for-
mation in heteroepitaxial systems [5–7]. However, quan-
titative studies require further development of the theory;
in addition, more detailed experiments are needed.
SEMICONDUCTORS      Vol. 39      No. 5      2005
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Abstract—The effect of heat treatments at 1100°C on an ion-beam synthesis of Si nanocrystals in SiO2 layers
is studied. The ion-implanted samples are subjected either to a single heat treatment after the total ion dose
(1017 cm–2) has been implanted, two heat treatments (a heat treatment after the ion implantation of each half of
the total dose), or three heat treatments (a heat treatment after each third of the dose). The total duration of the
heat treatments is maintained at 2 h. It is found that the intermediate heat treatments lead to a shift of the
Raman spectrum of the nanocrystals to longer wavelengths and to a shift of the photoluminescence spectrum
to shorter wavelengths. Study using electron microscopy shows that the size of the nanoprecipitates decreases,
which is accompanied by the disappearance of the characteristic features of crystallinity; however, the features
of photoluminescence remain characteristic of the nanocrystals. The experimental data obtained are accounted
for by a preferential drain of Si atoms to newly formed clusters, which is consistent with the results of a cor-
responding numerical simulation. It is believed that small nanocrystals make the main contribution to photo-
luminescence, whereas the Raman scattering and electron microscopy are more sensitive to larger nanocrystals.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studies of the formation of silicon nanostructures
and modification of the properties of these structures
are important for the following three reasons: First, sil-
icon is (and will remain in the near future) the main
material used in microelectronics. Second, the central
tendency in microelectronics, a progressive decrease in
the sizes of device components leading to an eventual
transition to the nanometer range, persists. Third, the
discovered ability of silicon nanocrystals to emit
intense visible light opens up fresh opportunities for the
fabrication of silicon integrated circuits with the electri-
cal and optical processing of information. At present, Si
nanocrystals are typically formed by taking advantage
of their self-organization after the decomposition of a
supersaturated Si solid solution in SiO2. It is believed
that ion implantation is the most promising method for
such a synthesis of Si nanocrystals [1–5]. The synthesis
conditions have been found to be rather severe: an Si
ion dose of ~1017 cm–2 and postimplantation-annealing
temperature of ~1100°C are required. Recently, meth-
ods that can stimulate the formation of nanostructures
or intentionally modify their properties have been
under development. These methods include the doping
of nanocrystals [6, 7], use of pulsed heat treatments [4],
introduction of additional precipitation centers [8, 9],
high-temperature implantation [10], heat treatments of
samples subjected to pressure [11], and so on. Variation
of the conditions of the self-organization of nanocrys-
1063-7826/05/3905- $26.00 0552
tals is another possible method for affecting their prop-
erties. It is well known that the decomposition of solid
solutions proceeds in three stages: (i) the formation of
stable nuclei, (ii) a diffusion-limited (or reaction-lim-
ited) increase in the nanocrystals’ sizes, and (iii) Ost-
wald’s ripening. In order to control the sizes of CdS
nanocrystals in glass and Ge nanocrystals in SiO2, the
use of intermediate heat treatments that stimulate
nucleation but are insufficient to cause an increase in
the nanoparticles’ sizes, due to the diffusive drain and
Ostwald’s ripening, has been suggested [12, 13]. We
believe that intermediate heat treatments in the course
of a synthesis induced by ion implantation may not
only affect the formation of nanocrystals but can also
clarify the mechanism of their formation. This consid-
eration encouraged us to undertake this study.

2. EXPERIMENTAL

Si ions with an energy of 140 keV were implanted
into SiO2 layers that had a thickness of ~0.6 µm and
were grown thermally on silicon substrates. The ion-
current density was no higher than 5 µA/cm2. We used
three variants of ion-implantation synthesis; in each
case, the total ion dose and total duration of the heat
treatments were kept constant. As a result, we obtained
samples of three types in accordance with the following
conditions:
© 2005 Pleiades Publishing, Inc.
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(1) samples implanted with an ion dose of 1017 cm–2

and then annealed once for 2 h at 1100°C;
(2) samples implanted with an ion dose of 5 ×

1016 cm–2 and subsequently annealed for 1 h at 1100°C
followed by a second implantation at the same dose and
by the same annealing procedure; and

(3) implantation with a dose of 3.3 × 1016 cm–2 and
subsequent annealing for 40 min at 1100°C; this proce-
dure was then repeated twice.

All the heat treatments were carried out in a nitrogen
atmosphere. According to computations of the ion
ranges using the TRIM-95 software package, the con-
tent of excess Si atoms at the peak of its distribution
amounted to ~10 at. %. In order to study the samples,
we analyzed the photoluminescence (PL) and Raman
spectra and examined images obtained by high-resolu-
tion electron microscopy (HREM) at transverse sec-
tions of the samples. The PL was excited using a nitro-
gen laser with the radiation wavelength λ = 337 nm and
was detected using an FÉU-79 photomultiplier. All the
spectra were normalized, taking into account the spec-
tral sensitivity of the instrumentation. The emission of
an argon laser with λ = 514 nm was used as a pump for
the Raman scattering. In order to suppress the signal
from the silicon substrate, we chose the quasi-backscat-
tering geometry of the Raman process Z(XX) , where
Z corresponds to the 〈001〉  direction and X corresponds
to the 〈100〉  direction. Both the Raman and PL spectra
were measured at room temperature. The transverse
cuts were prepared using the standard method. The
electron microscopy studies were carried out using a
JEM-4000EX microscope (the JEOL Co.).

3. RESULTS

In Fig. 1, we show the Raman spectra of the samples
obtained using the three above-described modes of ion-
beam synthesis of nanoprecipitates. A clearly pro-
nounced additional peak at about 510 cm–1 appeared
near a band peaked at 520 cm–1 and caused by the scat-
tering from the crystalline silicon substrate after
implantation of the total dose of Si ions and the subse-
quent annealing (Fig. 1a). The additional peak indicates
that Si nanocrystals have formed. In addition, a low-
intensity broad Raman band can be seen in the region
480 cm–1; the Si–Si bonds in amorphous silicon are
effective scatterers in this region. The transition to the
implantation mode with an intermediate annealing
changes the spectrum radically (Fig. 1b). The intensity
of the additional peaks becomes much lower, and the
peak itself is found to be shifted to longer wavelengths
(to ~507 cm–1). The mentioned tendencies became even
more pronounced after the ion-beam synthesis with two
intermediate heat treatments. As can be seen from
Fig. 1c, the additional scattering characteristic of small
silicon nanocrystals disappears almost completely.
Only a trace of additional scattering can be observed at
about 504 cm–1; however, the intensity of this scattering

Z
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is comparable to that of noise. For clarity of presenta-
tion, the changes in the spectra related to nanocrystals
are illustrated by the drawn Gaussian curves.

According to the data provided by high-resolution
electron microscopy at the transverse cut, a single implan-
tation with a dose of 1017 cm–2 and subsequent annealing
lead to the formation of silicon nanoprecipitates with crys-
talline structures (Fig. 2a). The nanocrystals’ sizes are
4−5 nm, and their density is ~(1011–1012) cm–2. If the ions
were implanted in portions with intermediate heat treat-
ments, the nanoprecipitates could be seen (as dark
spots) in the HREM images of the SiO2 cleaved sur-
faces. We failed to detect any specific features of crys-
talline structure for these nanoprecipitates. Similar
spots have been observed previously and repeatedly by
several researchers in cases where the conditions of
synthesis were found to be insufficient for the forma-
tion of distinct nanocrystals [5, 14–16]. Intermediate
heat treatments lead to a decrease in the average sizes
of the precipitates to ~(3–4) nm and to a slight decrease
in their concentration (Figs. 2b, 2c). Any quantitative
comparisons are hardly justified here owing to the
small size of the scanned area.

The PL spectra after the ion-beam synthesis in each
of the three modes of implantation and annealing are
shown in Fig. 3. In this case, in contrast to the data
obtained by the Raman scattering and electron micros-
copy, in which the attributes of the silicon nanocrystals
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Fig. 1. The Raman spectra of the samples obtained in
(a) mode 1, (b) mode 2, and (c) mode 3 of the implantation
and annealing.
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Fig. 2. Images of transverse sections of the samples prepared using (a) mode 1, (b) mode 2, and (c) mode 3 of the implantation and
annealing. The images were obtained by high-resolution electron microscopy. The inset in (a) illustrates that the crystallinity of the
inclusions is revealed within a selected area after the Fourier filtering.
were much less pronounced if intermediate heat treat-
ments were used, the luminescence of the nanocrystals
was affected by the intermediate heat treatments to a
lesser extent. In the case of a single implantation of the
total dose and subsequent annealing, a high-intensity
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Fig. 3. The photoluminescence spectra of the samples
obtained in (a) mode 1, (b) mode 2, and (c) mode 3 of the
implantation and annealing.
band with the peak at about 795 nm was observed in the
PL spectrum. At present, almost all researchers relate
this band to radiative recombination in the formed sili-
con nanocrystals. The implantation with a single inter-
mediate annealing led to a slight decrease in the emis-
sion intensity; however, no significant shift of the peak
was observed. If the dose of 1017 cm–2 was built up in
three portions, a further decrease in the PL intensity
was observed; in addition, a shift of the peak to shorter
wavelengths (to ~785 nm) becomes apparent. Thus, the
use of two intermediate heat treatments reduced the
nanocrystal-related PL intensity only by a factor
slightly exceeding 2. At the same time, it was practi-
cally impossible to detect the attributes of the nanocrys-
tals using the Raman scattering or high-resolution elec-
tron microscopy after this mode of implantation and
annealing.

4. DISCUSSION

A specific feature of the ion-beam synthesis of sili-
con quantum dots using intermediate heat treatments
consists in the fact the preceding stage gives rise to
potential sinks for the Si atoms introduced in the subse-
quent stage. These atoms can either form new stable
nanoprecipitates (sinks) or diffuse to the previously
formed nanoprecipitates and ensure an increase in their
sizes. An increase in the size of the nanocrystals should
give rise to a shift of the peak of the Raman scattering
to 520 cm–1, i.e., to the wavelength characteristic of
scattering in bulk silicon. As the size of the nanocrys-
tals decreases, the peak shifts to the longer wavelengths
characteristic of scattering by the Si–Si bonds in amor-
phous Si (~480 cm–1). As the nanocrystals become
larger, the PL band caused by quantum-confinement
effects should shift to longer wavelengths. Our mea-
surements of the optical characteristics indicate that the
SEMICONDUCTORS      Vol. 39      No. 5      2005
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nanocrystals become smaller rather than larger if inter-
mediate heat treatments are used. The data obtained by
electron microscopy also directly indicate that the
nanocrystals’ sizes decrease (Fig. 2). It is apparent that
the Si atoms are preferentially deposited on the newly
formed sinks (primary silicon clusters) in the course of
the intermediate heat treatments. In this context, it was
of interest to estimate the probability of binding the Si
atoms into the aforementioned clusters and the number
and sizes of these clusters in relation to the concentra-
tion of implanted excess Si. A numerical simulation
was used in the estimations. The scheme of Monte
Carlo calculations employed was similar to that
described in [17]; however, in contrast to [17], where
two-dimensional space was considered, we solved the
problem using a three-dimensional tetrahedral network
that contained 106 nodes (this corresponds to the vol-
ume of ~2 × 10–17 cm3). We used cyclic boundary con-
ditions. The results of the simulation are shown in
Fig. 4. It can be seen that, in the range of excess Si con-
centrations 0–20 at %, the probability of silicon binding
increases rapidly as the dose increases; however, about
half of the Si atoms remain free even if the supersatura-
tion amounts to 10 at %. The prevalent type of precipi-
tate is represented by small clusters that include no
more than ten atoms. In the case of supersaturation
amounting to 4 at %, the number of Si clusters incorpo-
rating 25–30 Si atoms is ~100 (the corresponding con-
centration is ~5 × 1018 cm–3) and the number of clusters
incorporating 95–100 Si atoms is ~10 (the concentra-
tion is ~5 × 1017 cm–3). The observed decrease in the
number of clusters formed at higher doses is caused by
an increase in the size of these clusters, by their coagu-
lation, or by exceeding the space involved in the calcu-
lations. If we compare the calculated concentrations of
clusters with the nanocrystal concentrations experi-
mentally observed after annealing (~(1016–1017) cm–3),
it seems likely that, for the introduced Si atoms, the
nearest sinks are the newly formed clusters rather than
the previously formed nanocrystals. As a result, the use
of intermediate heat treatments leads to a decrease in
the average sizes of the nanocrystals and corresponding
variations in their optical characteristics.

The decrease in the nanocrystals’ sizes as the inter-
mediate heat treatments are introduced gives rise to dif-
ferent responses of the measurement methods to
changes in the conditions of the ion-beam synthesis.
The rapid decrease in the intensity of the Raman scat-
tering with the retention of fairly intense PL when the
first mode of implantation and annealing is replaced by
the second is apparently caused by the fact that, for
these two methods, the major contributions to the signals
are made by nanocrystals of different sizes. Relatively
large nanocrystals are needed for the observation of the
Raman scattering. Evidence supporting this conclusion
can be found in a number of publications [1, 3, 18]. In
contrast, smaller Si nanocrystals can still contribute to
the luminescence. Although it is not possible to reveal
SEMICONDUCTORS      Vol. 39      No. 5      2005
the characteristic features of crystallinity if the third
mode of implantation and annealing is used, we believe
that it is the nanocrystals (rather than defects or Si clus-
ters) that are responsible for the photoluminescence in
this case. The main argument in favor of this conclusion
is the retention of the clearly pronounced PL band with
a peak in the vicinity of 785 nm. In experiments where
the conditions required for the synthesis of Si nanocrys-
tals were satisfied, such bands were always observed at
the wavelengths λ > 700 nm [1–9, 19]. Otherwise, only
a broad PL band at λ < 700 nm with a very low intensity
can be detected [2]. We believe that such changes in PL
are related to deterioration of the crystallinity of Si in
ultrasmall volumes. According to Veprek et al. [20], as
a result of the effect of surface-layer strain on the lat-
tice, the smallest possible size that Si nanocrystals can
reach should be equal to 2–3 nm. The presence of a
transitional surface layer with a thickness of ~1 nm in
nanocrystals has also been reported [18, 21–23].
According to calculations [22], the surface layer exerts
compression, and, in order for the diamond-like lattice
to be preserved, the diameter of a silicon cluster should
be no smaller than 2.3–2.8 nm (this corresponds to
300–500 atoms in a cluster). It is clear that the lattice
can also be perturbed in clusters with larger sizes. For
example, it was found experimentally [21] that the
bond lengths and angles in implantation-synthesized
Ge nanocrystals with sizes of no less than 14 nm differ
somewhat from those in an ideal tetrahedron of bulk
Ge. All these factors make the identification of small
nanocrystals difficult when using the methods of
Raman scattering and electron microscopy.
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Fig. 4. (a) The fraction of bound Si atoms in relation to the
Si ion dose. The number of Si clusters, with their sizes cor-
responding to (b) no more than 10 atoms, (c) 25–30 atoms,
and (d) 95–100 atoms, in relation to the Si ion dose accord-
ing to the results of the numerical simulation.
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5. CONCLUSIONS

Experiments with the introduction of intermediate
heat treatments and a constant total implantation dose
of 1017 cm–2 used for the formation of silicon nanocrys-
tals showed the following. Intermediate heat treatments
do not lead to an increase in the sizes of nanocrystals,
as would be expected if there was a diffusive drain of
newly introduced excess Si atoms to these nanocrystals.
In contrast, such heat treatments reduce the average
size of silicon nanocrystals; as a result, the peak in the
Raman spectrum shifts to longer wavelengths and the
peak in the photoluminescence (PL) spectrum shifts to
shorter wavelengths. According to the data of electron
microscopy, the average size of the precipitates
decreases from ~(4–5) nm to ~(3–4) nm. This decrease
is caused by the high probability of nucleation in all the
modes of implantation and annealing used in this study.
This circumstance predetermines the preferential drain
of newly introduced silicon to the forming centers and,
correspondingly, the decrease in the average sizes of
the precipitates. The high probability of the clusteriza-
tion of Si atoms is confirmed by the results of a numer-
ical simulation. The changes in the PL spectra as the
nanocrystals’ sizes decrease indicate that the PL
sources are still represented by small silicon nanocrys-
tals rather than, for example, silicon clusters. At the
same time, as the average size of the precipitates
decreases, it becomes nearly impossible to reveal the
attributes of crystallinity using the Raman scattering
and electron microscopy. The possible causes of this
effect are (i) the increasing role of transitional surface
layers and (ii) disruption of the lattice ideality in the
nanocrystals as their sizes decreases. Due to differing
sensitivity to the strains of the methods used, the PL
data on the one hand and the data of the Raman scatter-
ing and electron microscopy on the other hand can be
related to Si nanocrystals of different sizes. This cir-
cumstance should be taken into account when compar-
ing and analyzing the results obtained by the above
methods.
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Abstract—The formation of GaAs and AlGaAs nanowhiskers using molecular-beam epitaxy on GaAs (111)B
surfaces activated with Au is theoretically and experimentally studied. It is experimentally shown that nano-
whiskers whose length exceeds the effective thickness of the deposited GaAs by an order of magnitude can be
grown. It is found that the experimental dependences of the nanowhisker length L on its diameter D can differ rad-
ically from those observed in the case of a vapor–liquid–solid growth mechanism. The L(D) dependences obtained
in this study are decreasing functions of D. The above effects are related to the existence of the diffusion transport
of atoms from the surface towards the tips of the whiskers, which leads to a considerable increase in the growth
rate of thin whiskers. A theoretical model of the formation of nanowhiskers in the process of molecular-beam epi-
taxy is developed. The model provides a unified description of the vapor–liquid–solid and diffusion growth mech-
anisms and qualitatively explains the experimental results obtained. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Nanowhiskers (NWs) are crystals whose cross-sec-
tional dimension D is of the order of 10–100 nm and
whose length L exceeds D by an order of magnitude or
more. The unique properties of NWs are first and fore-
most related to the high values of the L/D ratio in the
nanometer size range [1]. NWs made of various semi-
conductor materials (such as Si, GaAs, and InP) are
promising in relation to their application in microelec-
tronics and optoelectronics [2–5] as well as in many
other fields (where they find uses in multiple-tip cath-
odes, tips for tunneling microscopes, gas analyzers,
etc.). The structural properties of NWs (their length,
size, and areal density) are determined, to a large
extent, by the preparation of the surface used and by the
growth process itself. The fabrication of NW ensembles
with controlled structural properties requires detailed
studies of the processes used in NW formation. At
present, NWs are usually grown by vapor-phase epit-
axy (VPE) [2–4, 6–8] and, less frequently, by molecu-
lar-beam epitaxy (MBE) [5, 9–11] on surfaces activated
with a catalyst substance. However, MBE has certain
advantages over VPE as a result of its larger deviation
from equilibrium growth conditions [12], which facili-
tates the attainment of considerably higher L/D ratios
and smaller cross-sectional sizes.

Intensive investigations of the formation and struc-
tural properties of whiskers grown on activated surfaces
was initiated by a publication of Wagner and Ellis [13],
who studied Si whisker growth on Au-activated
Si (111) surfaces. In Russia, progress in this field is pre-
1063-7826/05/3905- $26.00 0557
dominantly related to the studies of Givargizov [14]. By
the mid-1970s, the basic ideas about the vapor–liquid–
solid (VLS) mechanism of whisker growth had already
been formulated [14]. These ideas were subsequently
extended to nanometer-sized whiskers and have remained
in use until now [1, 15]. The growth of semiconductor
whiskers is usually carried out in three stages [1]: (i) dep-
osition of a thin catalyst film (in our case, Au) on the sur-
face of a semiconductor (GaAs); (ii) heating of the sur-
face, resulting in the formation of liquid-alloy (Au–GaAs)
droplets; and (iii) epitaxial growth of a semiconductor
material (e.g., GaAs or AlGaAs). The classical VLS
growth mechanism is as follows. When the activated
surface is heated, droplets of Au–GaAs liquid alloy
form on this surface. During epitaxial growth, the solu-
tion becomes supersaturated due to adsorption of the
semiconductor material from the gas phase at the sur-
faces of the droplets. Finally, crystallization takes place
on the surface beneath the droplets. This process results
in the growth of a whisker crystal whose diameter is
approximately equal to that of a droplet; the droplet
itself moves upwards on top of the whisker. The higher
rate of crystal growth obtained from the liquid alloy as
compared to the process at the nonactivated part of the sur-
face can be explained by two circumstances [1, 13–15]:
(i) better material adsorption at the surfaces of the drop-
lets and (ii) a higher rate of formation of two-dimen-
sional nuclei at the liquid–solid interface as compared
to the vapor–solid interface. Obviously, in this classical
VLS mechanism, the highest possible rate of whisker
growth is determined by the flux of the constituents
onto the surface. Thus, in general, the length of a whis-
© 2005 Pleiades Publishing, Inc.
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ker growing in accordance with the VLS mechanism
cannot exceed the effective thickness of the deposited
material, i.e., the total amount of the material delivered
to the surface during the growth process.

Since the cross-sectional dimensions of a crystal are
determined by the diameter of a liquid-alloy droplet,
which depends on the thickness of the Au film and the
conditions under which the surface is heated (the char-
acter of the formation and coalescence of the droplets),
the dependences of the whisker growth rate on the
droplet diameter D have been the focus of previous
studies [10, 14, 15]. Most of the experimental studies
resulted in the conclusion that, both in the case of VPE
[14, 15] and MBE [10], the growth rate increases as D
increases. In order to explain the obtained dependences,
Givargizov and Chernov suggested a phenomenologi-
cal model that describes whisker formation by the VLS
mechanism. This model (referred to below as the GCh
theory) predicts that the vertical growth rate VL = dL/dt
depends quadratically on 1/D: VL ∝  (A – B/D)2 [14].
Constants A and B are determined by the parameters of
the epitaxial growth and the surface energy at the
vapor–solid phase boundary. This dependence in the
GCh theory is a consequence of the dimensional
Gibbs–Thomson effect related to the finite curvature of
the whisker surface [16]. The GCh theory explains,
among other things, the existence of a certain minimum
droplet diameter, below which whiskers cannot grow
under the parameters present in the epitaxial process.
This effect has been experimentally observed many
times [14, 15]. In [17–19], we developed a more
detailed kinetic model of NW growth by the VLS
mechanism that generalizes the GCh theory. In particu-
lar, it was shown that the growth rate depends on D in a
more complicated way; however, this dependence can
be approximated by the GCh formula in a certain range
of droplet diameters. As a result, the kinetic coefficient
of crystallization from the liquid alloy was determined.
It was shown that the ratio of the growth rates on acti-
vated and nonactivated surfaces approximately equals
(1/3)(αvs/αls)2 for the case of “narrow” NWs and
(αvs/αls)2 for “wide” NWs (here, αvs and αls are the sur-
face energies at the vapor/solid and liquid/solid phase
boundaries, respectively). The model developed in
[17–19] accounts for the higher rate of NW growth on
an activated surface in comparison to that on nonacti-
vated regions of the surface. However, this model still
predicts that the NW growth rate increases with the
diameter of the droplet and that the maximum growth
rate equals the rate of the material deposition. Thus, the
main features of NW formation by the VLS mechanism
can be formulated as follows: (i) wide whiskers grow
faster than narrow ones and (ii) the NW growth rate
vanishes for D = Dmin, while for large D it approaches a
limit value determined by the material deposition rate.

At the same time, large diffusion lengths for ada-
toms at the crystal surface (on the order of 1–10 µm for
GaAs) are typical of MBE growth. Apparently, under
certain conditions, the diffusion motion of adatoms
from the substrate surface over the side facets of an NW
into the droplet can lead to a considerable increase in
the supersaturation in that droplet, and, consequently,
in the vertical growth rate of the crystal. For this to
occur, the supersaturation in the droplet must be lower
than the supersaturation of the adatoms at the substrate
surface. The mechanism of whisker crystal growth in
which, for certain reasons, the tip of a whisker activates
the diffusion of the adatoms and acts as a sink for them
is called the diffusion mechanism [14]. A theoretical
and experimental analysis of the diffusion growth of
whisker crystals was carried out by Dittmar and Neu-
mann even before the discovery of the VLS mechanism
and was reported, e.g., in [20, 21]. Under certain
approximations, the diffusion mechanism theory pre-
dicts that the growth rate depends on the diameter in the
form VL ∝  A + B/D, where constants A and B are deter-
mined by the growth conditions, the whisker length,
and the diffusion coefficient of the atoms on the whis-
ker surface (the DN model). Consequently, in the case
of the diffusion mechanism, the growth rate decreases
as the diameter increases; i.e., narrow whiskers grow
faster, as experimentally observed in [14, 20, 21]. Thus,
the dependences of the vertical growth rate on the
diameter are qualitatively different for the VLS and the
diffusion mechanisms. In addition, in the latter case, the
whisker growth rate is not limited by the rate of mate-
rial deposition from the vapor phase. The results of a
study reported in [9], which was devoted to the MBE
growth of Si NWs on a Si (111) surface activated with
Au, showed that the diffusion mechanism may be dom-
inant in the formation of NWs by MBE. The experi-
mental L(D) dependence obtained in [9] corresponds to
a purely diffusion-related mechanism of growth and
was connected by the authors to the diffusion of ada-
toms over the surface of the whiskers towards their tips.
However, no theoretical description of this effect was
proposed. There are no similar data for the
AlGaAs/{GaAs(111)B–Au} system.

In this paper, we report the results of theoretical and
experimental study of the formation of GaAs and
AlGaAs NWs grown by MBE on a GaAs (111)B sur-
face activated with Au. This is a continuation of our
previous experimental [10, 11] and theoretical [18, 19]
studies of the formation and structural properties of
NWs grown by MBE. Our primary objective is to study
the dependence of the growth rate of GaAs and AlGaAs
NWs on their diameters and on the parameters of the
MBE process for fairly large effective thicknesses of
the deposited material (500 nm and thicker), as well as
to determine the mechanism of NW formation in the
MBE technique. Particular attention is given to the dif-
fusion motion of adatoms from the substrate surface
over the side facets of an NW towards the droplet and
to the contribution of this process to the net growth rate.
SEMICONDUCTORS      Vol. 39      No. 5      2005



        

THE DIFFUSION MECHANISM IN THE FORMATION 559

                                                                
2. EXPERIMENTAL

GaAs and AlGaAs NWs were grown in an ÉP1203
MBE system on GaAs (111)B substrates covered by a
Au layer, which was deposited beforehand in a VUP-5
sputtering unit. The three-stage technique used for the
formation of the whiskers is described in detail else-
where [10]; however, we modified one of the opera-
tions. At the stage immediately preceding the growth of
the NWs, an oxide layer is removed from the Au-acti-
vated substrate surface. For this purpose, in the version
of the technique described in [10], the substrate was
heated in a growth chamber to 630°C and kept at this
temperature for 5 min. In order to reduce the spread in
the sizes of the eutectic droplets (for a given thickness
of the deposited Au layer) formed during the heating of
the surface, we abandoned the 5-min delay and raised
the sample temperature to 630°C for a short period of
time (the total duration of the heating cycle was no
longer than 5 min). The thickness of the deposited Au
layer was 2.5 nm and 1.25 nm for samples 1 and 2,
respectively. In sample 1, the effective thickness of the
deposited GaAs material was 1000 nm and the deposi-
tion rate was 1 monolayer (ML) per 1 s. In sample 2, a
layer of Al0.3Ga0.7As with the effective thickness of
725 nm was deposited at a rate of 1.4 ML/s. For both
samples, the deposition of GaAs was carried out at a
substrate temperature equal to 585°C. After growing
the NWs, the temperature was rapidly lowered to room
temperature, the samples were taken out of the growth
chamber, and their structural parameters were investi-
gated using a field-emission CamScan S4-90FE scan-
ning electron microscope (SEM) operating in a second-
ary-electron mode. The electron energy in the probe
beam was 20 keV. Typical SEM images of samples 1
and 2 with NWs are shown in Figs. 1 and 2, respec-
tively. In the planar-geometry images, it can be seen
that the NWs with smaller dimensions are, as a rule,
grouped into an irregular mesh pattern, while the NWs
with larger dimensions are located at the centers of the
“cells” of this mesh. Furthermore, the mesh coincides

1 µm

Fig. 1.  A cross-sectional SEM image of a sample with GaAs
NWs grown on a GaAs (111)B surface.
SEMICONDUCTORS      Vol. 39      No. 5      2005
with the boundaries of microcrystalline blocks. Appar-
ently, this arrangement of NWs is related to specific
features of the processes of Au coalescence on the sur-
face of the samples.

By analyzing the SEM images of samples 1 and 2,
we can obtain experimental dependences of the NW
height L on the NW cross-sectional size D. The result-
ing L(D) dependence for sample 1 is shown in Fig. 3.
We can see that the GaAs NWs can be as high as
~4500 nm, which exceeds the effective thickness of the
deposited material by a factor of 4.5. In addition, it is
seen that the maximum height is attained for the nar-
rowest NWs (D ≈ 55 nm). As D increases, the NW
height decreases rapidly and, for D ≈ 150 nm, falls to
~1600 nm. The L/D ratio in this sample varies from 100
for the narrowest whiskers to 2.5 for the widest ones.
Figure 4 shows the experimental L(D) dependence for
sample 2. Here, the cross-sectional dimensions of the
NWs are smaller than those in sample 1 due to the
smaller thickness of the Au layer. The largest height of
AlGaAs NWs is ~5300 nm, which exceeds more than
seven-fold the effective thickness of deposited AlGaAs.
Similarly to sample 1, the experimental L(D) depen-
dence is a rapidly decreasing function of the diameter.
The growth rate is at its highest for the narrowest NWs
with D ≈ 40 nm, while, by D ≈ 100 nm, the growth rate
has already fallen by a factor of 5. The L/D ratio in sam-

1 µm

10 µm

(a)

(b)

Fig. 2. SEM images of a sample with AlGaAs NWs grown
on a GaAs (111)B surface: (a) cross-sectional and (b) planar
geometry.
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ple 2 varies from 130 to 3 as the diameter D increases.
It should also be noted that, although the conditions of
surface heating were the same for both samples, the NW
diameter in sample 2 is smaller than in sample 1. This
observation is related to the smaller amount of the
deposited Au in sample 2 and, consequently, smaller
size of the droplets.

The experimentally determined L(D) curves shown
in Figs. 3 and 4 differ radically from the corresponding
dependences typical of the VLS growth mechanism.
Recalling the discussion in the Section 1, we can con-
clude that, for the NWs under study, the diffusion
growth mechanism is dominant. First, the maximum
height of the GaAs and AlGaAs NWs severalfold
exceeds the effective thickness of the deposited mate-

500400300200100
D, nm

6000

5000

4000

3000

2000

1000

L, nm

Fig. 3. The dots indicate the experimental dependence of
the length of the GaAs NWs on their diameter for sample 1.
The solid line indicates the L(D) dependence calculated on
the basis of the model described in the theoretical part of
this paper.
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Fig. 4. The dots indicated the experimental dependence of
the length of the AlGaAs NWs on their diameter for sample 2.
The solid line shows the theoretical curve.
rial. Second, in both samples, narrow NWs grow much
faster than wide NWs. Third, no decrease of the NW
height was observed in our experiments as the diameter
decreased; in other words, there is no evidence of the
existence of a minimum droplet diameter for which the
growth rate becomes zero. All of these data suggest that
there is a diffusion motion of atoms from the substrate
surface over the NW side facets towards the tips. It
should be noted that the height of the NWs grown from
pure AlAs did not exceed the effective thickness of the
deposited material and, consequently, the diffusion
contribution to the growth process was not central in
this case. This fact is related to the much smaller (by
almost a factor of 50) diffusion length of Al atoms in
comparison to that of Ga atoms. This effect leads to an
order of magnitude increase in the growth rate of the
narrow NWs and a radical change of the L(D) depen-
dence. The observed effect cannot be explained in the
context of the VLS growth theory [14, 18, 19], and pro-
cesses related to the diffusion motion of atoms over the
surface must be taken into account. It should also be
noted that our earlier experimental results [10, 18] for
short NWs (with the effective thickness of the depos-
ited GaAs <400 nm) prepared using the conventional
mode of surface heating (with a 5-min storage at
630°C) indicated that L increased as D increased and that
the NWs were consistent with a modified VLS growth
model [18, 19]. Thus, as the NW length increases and the
diameter decreases, a transition from the VLS to the
diffusion mechanism of whisker formation takes place.
To explain the observed effect, a theory is developed
that takes into account the contributions of both mech-
anisms and the competition between them under differ-
ent conditions of MBE growth.

3. THEORY

In order to take into account the diffusion contribu-
tion to the rate of NW growth, let us consider a model
of NW formation in the MBE process, which is illus-
trated in Fig. 5. This model includes both the classical
VLS mechanism of NW growth, in which growth
occurs due to the adsorption of atoms at the surface of
the droplets [14, 18, 19], and the diffusion-driven
growth, due to the entry of atoms into the droplets
through the NW side facets. At this stage, we do not
take into account the formation of two-dimensional
nuclei from adatoms diffusing along the side facets. Let
us separately consider the processes that occur at the
substrate, the NW side facets, and in the droplet at a
whisker tip. Correspondingly, let us introduce the
supersaturation of the adatoms at the substrate surface
σ = N/Neq – 1 (where N and Neq are the actual and equi-
librium areal densities of the adatoms at the substrate
surface), the supersaturation of the adatoms at the NW
side facets η = n/neq – 1 (where n and neq are the actual
and equilibrium areal densities of the adatoms at the
side facets), and the supersaturation of the liquid alloy
ζ = C/Ceq – 1 (where C and Ceq are the actual and equi-
librium volume concentrations of the alloy). We
SEMICONDUCTORS      Vol. 39      No. 5      2005
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assume that the supersaturation of the alloy does not
depend on its position within the droplet.

The substrate surface. We take into account (a) the
supply of the material from the molecular beam kvsJ,
where J is the flux density of the material onto the sur-
face and kvs is the coefficient of adsorption from the
vapor phase at the substrate surface; (b) the desorption
–(σ + 1)Neq/τs, where τs is the mean lifetime of the ada-
toms at the substrate surface; (c) the diffusion over the
substrate surface NeqDs∆σ, where Ds is the diffusion
coefficient of the adatoms at the substrate surface and ∆
is the Laplace operator; and (d) the material flux from
the substrate to the NW side facets jsf . In a steady state,
the kinetic equation for the supersaturation of adatoms
at the substrate surface can be written as

(1)

Assuming that the diffusion vanishes at sufficiently
large distances r from the center of a whisker, we obtain
the boundary condition at infinity:

(2)

The second condition follows from the balance of mat-
ter at a whisker boundary:

(3)

where R is the radius of the whisker. It is reasonable to
assume that the flux jsf is proportional to the difference
between the supersaturations at the substrate and at the
NW side facets [22]:

(4)

where ls is the mean distance between the atoms at the
surface and tsf is the hopping time of an adatom from
the substrate surface to an NW side facet.

Nanowhisker side facets. We take into account
(a) the desorption –(η + 1)neq/τf , where τf is the mean
lifetime of the adatoms at the NW side facets; (b) the
diffusion over the NW side facets neqDf ∆η, where Df is
the diffusion coefficient of the adatoms at the side fac-
ets; (c) the material flux from the substrate to the NW
side facets jsf; and (d) the material flux from the NW
side facets into the droplet jfd. It should be noted that the
adsorption at the side facets of vertical NWs is virtually
absent in the MBE process, which differentiates it from
VPE [14] and the DN model [20, 21]. Similarly to (1),
we obtain an equation for the supersaturation of ada-
toms at the NW side facets:

(5)

kv s

Neq
-------- σ 1+( )

τ s

----------------- Ds∆σ+– 0.=

σ r ∞( )
kv sJτ s

Neq
--------------- 1.–=

∂σ
∂r
------

r R=

DsNeq2πR jsf ,=

jsf
2πR
lstsf

---------- σ R( ) η 0( )–[ ] ,=

η 1+( )
τ f

-----------------– D f
∂2

∂z2
-------η+ 0.=
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The boundary conditions follow from the requirement
of matter balance at the whisker–substrate and whis-
ker–droplet boundaries:

(6)

(7)

The material flux jfd from the NW side facets into the
droplet is proportional to the difference in the supersat-
urations:

(8)

Here, lf is the mean distance between the atoms at the
whisker side facets, tfd is the hopping time from the side
facets to the droplet, and L is the whisker length.

The droplet. For simplicity, we assume that the con-
tact angle of the droplet equals 90°. We take into
account (a) the supply of the material from the molecu-
lar beam kv l JπR2, where kv l is the coefficient of the
adsorption from the vapor phase at the surface of the
liquid droplet; (b) the desorption of the material from
the droplet –(ζ + 1)rl2πR2Ceq/τl, where τl is the mean
lifetime of a molecule in the surface layer of the liquid
and rl is the mean distance between the atoms in the liq-
uid phase; (c) the removal of molecules from the drop-
let due to the NW crystallization πR2VL/Ωs, where Ωs is
the volume per atom in the solid phase; and (d) the mate-
rial flux from the NW side facets into the droplet jfd.

Next, an expression for the NW growth rate VL is
required. We use the result obtained in [18], which is

∂η
∂z
------–

z 0=
D f neq2πR jsf ,=

∂η
∂z
------–

z L=
D f neq2πR j fd.=

j fd
2πR
l f t fd

---------- η L( ) ζ–[ ] .=

LALALA

NWNWNW

DDD

SubstrateSubstrateSubstrate

Molecular beam

Desorption

L

Diffusion

Fig. 5. A schematic representation of the processes taking
place at the surface during the NW growth using the MBE
method. LA denotes the liquid-alloy droplet and NW is a
cylindrical whisker of length L and diameter D. The pro-
cesses of adsorption from the molecular beam at the surface
of the droplet and the substrate, diffusion of the adatoms
over the surface of the substrate and the NW side facets, and
desorption from the surface of the substrate and the side fac-
ets are illustrated.
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valid for the case of monocentric nucleation, in other
words, for sufficiently narrow NWs where a two-
dimensional nucleus appearing at the surface of each
whisker initiates crystallization over an entire facet
before another nucleus has time to emerge. This
assumption is justified when calculating the diffusion
contributions to the growth rate, since these contribu-
tions are significant only for narrow whiskers. The cor-
rectness of the last assertion is supported both by the
experimental data presented above and by theoretical
considerations. Indeed, as the diameter increases, all
the diffusion-related contributions should decay pro-
portionally to 1/D: the supply of atoms into the droplet
from the NW side facets increases proportionally to D,
while their contribution to the growth rate is propor-
tional to D2. In the case of monocentric nucleation, VL
is determined by the whisker radius R and the rate I of
formation of the two-dimensional nuclei at the whisker
surface from the liquid phase [18]:

(9)

(10)

(11)

Here, Ωl is the volume per atom in the liquid phase; h is

the monolayer height; a = π (αls/kBT)2; tl is the time
between the two consecutive acts of incorporation of a
molecule from the liquid phase into a single-atomic
crystal step; ∆µ is the effective supersaturation of the
alloy, taking into account the dimensional Gibbs–
Thomson effect [14]; R0 = 2(Ωsγsv – Ωlγlv)/kBT is a
parameter of the GCh theory that has the dimensional-
ity of length and is determined by the difference of the
specific surface energies γsv and γlv at the solid–vapor
and liquid alloy–vapor boundaries, respectively; F(∆µ) =
a/∆µ is the activation barrier for the formation of two-
dimensional nuclei from the liquid phase at an NW sur-
face; αls is the surface energy per unit length of the liq-
uid–solid boundary; and kB is the Boltzmann constant.
The typical value of the energy constant a is ~10.

Thus, the equation for the supersaturation in the
droplet can be written as

(12)

where the nucleation rate I(ζ) is determined by
Eqs.  (10) and (11). Obviously, in order to close
Eq. (12), it is necessary to determine the flux jfd. This
task is performed by solving Eqs. (1)–(8); in addition,
we obtain the spatial dependence of the supersaturation

V L πR2hI ,=

I ζ( ) 1
π
---

ΩlCeq

ls
2tl

-------------- ζ 1+( ) ∆µ F ∆µ( )–[ ] ,exp=

∆µ ζ 1+( )ln
R0

R
-----.–=

ls
2

πR2kv lJ 2πR2rlCeq

τ l

----------- ζ 1+( )–

– πR2( )2 h
Ωs

------ I ζ( ) j fd+ 0,=
of adatoms. Here, we cite only the final result; thus, we
write a dimensionless self-consistent equation for ζ as

(13)

where d = R/R0 is the dimensionless radius of an NW
expressed in the units of characteristic length used in
the GCh theory. Parameter b is given by

. (14)

This parameter is equal in its order of magnitude to the
product of the squared characteristic length from the
GCh theory expressed in the units of a lattice constant
and the ratio of the lifetime of an atom in the liquid
phase to the diffusion time in the liquid phase; thus, at
T = 585°C, b ~105–106. Function

(15)

is the dimensionless rate of formation of two-dimen-
sional nuclei at an NW tip. The physical meaning of the
quantity U on the left-hand side of (13) is the effective
supersaturation in the vapor phase if the diffusion of
atoms from the surface into the droplet is taken into
account:

(16)

Here, Φ = kv l Jτl/2rlCeq – 1 is the actual supersaturation
in the vapor phase, determined by the balance of the
adsorption–desorption processes at the flat boundary of
the liquid alloy. Its value increases as flux of the mate-
rial to the surface increases and the temperature
decreases. The quantities g0 and g1, which appear in
(13) and (16), are found by solving the diffusion prob-
lems at the substrate surface and the NW side facets.

These quantities depend on the ratio λ = L/  of
the NW length to the adatom diffusion length on the

NW side facets and on the ratio ρ = R/  of the NW
diameter to the adatom diffusion length on the substrate
surface. From (1)–(8), we obtain the following expres-
sions for g0 and g1:

(17)
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Function f(ρ) is given by

(18)

where Y(ν, ρ) is a Bessel function of the second kind.
The constants α, β, c0, and c, which appear in (17) and
(18), are determined by the expressions

(19)

The NW growth rate is proportional to the difference
between the effective supersaturation in the vapor
phase and the supersaturation in the liquid alloy:

(20)

where V0 = 2rlΩsCeq/τl. We note that the dependence of
the growth rate on the NW diameter appears in the
functions g0 and g1 in terms of the function f(ρ), which
equals unity for small ρ and tends to a constant value
for large ρ. Thus, for large d, the diffusion contribution
disappears and Eqs. (13) and (20) for d  ∞ and
U  Φ reduce exactly to those obtained in [18]. Gen-
erally, the NW growth rate depends on the four dimen-
sionless constants d, Φ, a, and b; in addition, it also
depends on the form of the dependences of g0 and g1 on
λ and ρ. Furthermore, formula (20) for the growth rate
contains the quantity V0 ∝  xeqh/τl, where xeq is the equi-
librium specific concentration of the liquid alloy. For
xeq ~ 0.1 and conventional MBE growth temperatures,
the typical values of V0 are ~10–3 nm/s. Finally, in order
to convert the dimensionless radius d to R, a value of
R0 that typically equals several nanometers is required
[14, 18].

The analytical and numerical calculations per-
formed in the context of the described model show that,
depending on the physical parameters, the NW length,
and the growth conditions, it is possible to obtain NW
growth modes approximating the classical VLS and dif-
fusion mechanisms, as well as intermediate modes in
which the NW growth rate attains a maximum for a cer-
tain diameter of the droplet. Other, more subtle, effects
are possible. A detailed discussion of the theoretical
results obtained for all the NW growth regimes is
beyond the scope of this paper and will be reported sep-
arately. Here, we only describe the diffusion-controlled
mode of NW growth, which appears in the model under
consideration as one of the limiting cases and was
observed in the experimental studies mentioned above.
At the temperatures typical of the MBE process, the
diffusion length of the adatoms on the surface is fairly
large. According to the data reported in [23, 24], the dif-
fusion length of Ga atoms on a GaAs (111)B surface at
585°C is several micrometers, and, on a side GaAs
(110) surface, it is on the order of 10 µm. For AlGaAs
with a 30% AlAs content, the adatom diffusion length
amounts, on average, to ~30% of that for pure GaAs
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[23]. Thus, for the NW diameter range of interest, we
can always assume that ρ < 0.05 and f(ρ) ≈ 1. Consid-
ering the dependence on the NW length, we see that
λ ! 1 for low NWs and λ ~ 1 for the highest NWs (sev-
eral micrometers in height). Next, let us take into
account that, in contrast to the case of VPE, the super-
saturation in the vapor phase in the MBE process is usu-
ally rather large (on the order of several tens). When
estimating c0, we assume that, in Eq. (19), τs ~ τl; then,
c0 ~ xeq/θeq, where θeq is the equilibrium coverage of the
solid surface with adatoms. If we assume, for the pur-
poses of the estimation, that xeq ~ 0.1 and θeq ~ 10–4–10–5,
we obtain c0 ~ 103–104. In addition, if we assume that

 ~ 10 µm and R0 ~ 5 nm, we find from (19) that
c ~ 0.1–1. It follows from (17) that, for NW lengths less
than or comparable to the adatom diffusion length (λ ! 1
or λ ~ 1), g0 > g1 or even g0 = c0g1 @ g1. Then, we can
conclude from (16) that, for all diameters, U > Φ @ 1.
It is clear from (17) that, for d  ∞, U  Φ for any
λ and, for d  0 and λ  0, U  c0(Φ + 1) @ Φ.
It can be stated that, for all D that exceed the minimum
value dmin considerably (for which the growth rate van-
ishes [18]), solution (13) satisfies the condition ζ ! Φ.
The minimum diameter of the droplet is found from the
equation dmin = ln[U(dmin) + 1], which, for Φ @ 1, has
the solution dmin = 1/ln[(g0/g1)(Φ + 1)] ! 1. Conse-
quently, in the case of MBE, the minimum diameter can
be very small, in fact, considerably smaller than the size
of the droplets actually present on the surface, and its
existence does not manifest itself in the experiment.

For U > Φ @ ζ and ρ ! 1, the following approxi-
mate solution for the NW growth rate can be obtained
from (13), (16)–(18), and the definitions of Φ and V0:

(21)

where V is the material deposition rate in ML/s. Under
the assumptions made, g0(λ) is a function of the NW
length and can be written as

(22)

Expression (21) corresponds to a purely diffusive
mechanism of NW growth and is similar to the formula
obtained in the DN model; however, the dependence
g0(λ) is of another type. The dependences VL(d) of dif-
ferent values of λ are shown in Fig. 6. Clearly, for λ !
(α + β), g0 ≈ cc0/(α + β) and the growth rate of an NW
is independent of its length. It can also be seen from
Eqs. (21) and (22) that, for c0 @ 1, the growth rate of
thin whiskers can considerably exceed the rate of mate-
rial deposition.

Numerical calculations of the V(D) dependences
were carried out on the basis of model equations (13)
and (15)–(18). The whisker length was calculated as an
integral of the growth rate with respect to time. The the-
oretical values of L for different D were compared with
the experimental results for samples 1 and 2. The fol-

D f τ f

V L kv lhV 1
g0 λ( )

d
-------------+ ,=

g0 λ( )
cc0

α β+( ) λ 1 αβ+( ) λsinh+cosh
----------------------------------------------------------------------------.=
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lowing values of the model parameters were used in
the calculations: for sample 1, Φ = 25, a = 10, b = 105,

c = 0.1, c0 = 103, R0 = 3 nm,  = 6 µm, V0 =
0.007 nm/s, and α = β = 0.4; for sample 2, most of the
parameters were the same except Φ = 35, c = 0.08, and

 = 1.8 µm. The growth duration was 2800 s for
sample 1 and 1700 s for sample 2. The calculated L(D)
curves, shown by the solid lines in Figs. 3 and 4, are in
satisfactory agreement with the experiment.

4. CONCLUSIONS

Thus, it is shown that, under the given conditions in
the experiments described, GaAs and AlGaAs NWs
formed by the MBE method on Au-activated GaAs
(111)B substrates grow via the diffusion mechanism.
The experimental dependence of the NW growth rate
on the NW diameter is a decreasing function, qualita-
tively different from that expected for the VLS mecha-
nism. We note that the results obtained in our previous
studies [10, 11, 17, 18], along with those presented
above, show that, during the MBE process, either the
VLS or diffusion growth mechanism can be dominant,
depending on the experimental conditions; in addition,
intermediate growth modes can exist. We suggested a
theoretical model providing a unified consideration of
the VLS and diffusion mechanisms in NW growth. In
the context of this model, the L(D) dependence typical
of the pure diffusion mechanism is derived as a limiting
case, and the experimental results obtained in this study
are described satisfactorily.
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Abstract—The temperature dependences of photovoltage induced by intense pulses of red and white light,
along with the time-resolved spectral dependences of photoluminescence, are studied for porous silicon struc-
tures (por-Si/p-Si). These structures have been obtained by anode etching of p-Si with subsequent Au doping
from an aqueous solution with Au ion concentrations of 10–4 and 10–3 M. The current–voltage characteristics
and electroluminescence of the resulting por-Si/p-Si and por-Si:Au/p-Si structures are also studied after a dep-
osition of semitransparent Au electrodes on por-Si. It is shown that the Au doping changes the sign of the
boundary potential of p-Si from positive to negative, alters the magnitude and sign of the photovoltage in
the por-Si films, and eliminates photomemory phenomena, which are associated with the capture of non-
equilibrium electrons at grain-boundary traps and por-Si traps. The formation of Au nanocrystals in por-Si
substantially affects the current–voltage and photoluminescence characteristics. Electroluminescence is
observed for the Au/por-Si:(Au,10–3 M)/p-Si/Al structures and is attributed to emission from the nanocrystals.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Silicon nanocrystals possess unique properties relat-
ing to the quantum-dimensional confinement of elec-
tron, hole, and exciton motion [1, 2]. In particular, Si
nanocrystals give rise to photoluminescence (PL) and
electroluminescence (EL) in the visible region of the
spectrum of nanocomposite systems, which includes
these nanocrystals. This effect is associated with an
increase both in the band gap and the luminescence
quantum yield in these nanocrystals in comparison with
an indirect-gap single-crystal Si.

One type of nanocomposite system is porous silicon
(por-Si), in which Si nanocrystals are distributed ran-
domly or in the form of chains (threads) with the possi-
ble existence of air (vacuum) spacings (pores) between
them. Depending on the fabrication and storage condi-
tions, the por-Si films are mainly coated with hydrogen
and/or oxide (SiOx, 0 < x < 2) films. The por-Si layers
are usually formed on a single-crystal Si substrate by
electrochemical (anodic) or chemical (stain) etching.

It is of certain scientific and practical interest to
modify the por-Si layers by introducing various impu-
rities, specifically, metal impurities. The simplest tech-
nique for doping por-Si layers with metals is the treat-
ment of these layers in solutions containing doping
metal ions. It is known that metal ions with a higher
electrochemical (standard) potential than Si, when
deposited on the surface of single-crystal or nanocrys-
talline silicon, are neutralized due to the trapping of
electrons from the surface Si atoms. These ions become
1063-7826/05/3905- $26.00 0565
the nuclei of metal islands (nanocrystals) [3, 4]. Due to
the oxidation–reduction process, the por-Si film, after
doping with a metal possessing a positive standard
potential, contains Si nanocrystals (with a higher
degree of oxidation) as well as metal nanocrystals.

A metal-modified por-Si film can be of interest for
various practical applications. First, it can be used for
the development of effective electroluminescent and
electron-emitting devices, since the introduction of
metal nanocrystals improves the current flow through
the film. In addition, light is not only emitted by the sil-
icon nanocrystals but also by the metal nanocrystals.
The luminescence and electron emission from two-
dimensional metal island films vacuum-deposited onto
insulating substrates have been observed on applying
electric power to these films using various methods [5].
When por-Si films are doped with metals, their nanoc-
rystals are located in three-dimensional space. There-
fore, we can expect more efficient electron emission
and luminescence from the surface unit area of a por-Si
film that includes Si and metal nanocrystals. Second,
por-Si films have a large total area of Si and metal
nanocrystals, which have specific catalytic properties.
As a result of this circumstance, a por-Si film can be
effectively used for heterogeneous catalysis and for the
development of various sensors, depending on the
choice of metal and the specific conditions of doping
with this metal.

In this study, we examined the electronic and emis-
sive properties of por-Si films, which were obtained by
anodic etching, after their doping with Au from solu-
© 2005 Pleiades Publishing, Inc.
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tions containing the Au ion concentrations 10–4 and
10–3 M. It is noteworthy that we have previously studied
the properties of por-Si films, which were obtained by
stain etching, after their doping with Au from (1–2) ×
10–5 M solutions both during and after their fabrication
[6, 7]. The results obtained in this study and in [6, 7]
differ substantially. This difference is associated both
with the differing properties of the por-Si films when
obtained by the two different methods [8, 9] and with the
higher concentration of Au dopant used in this study.

2. EXPERIMENTAL

por-Si layers 1–5 µm thick were formed on the
mechanochemically polished (100) surface of p-Si:B
with ρ = 10 Ω cm by anodization of the samples in a
HF : H2O : C2H5OH = 1 : 1 : 2 solution at a current den-
sity of 8–20 mA/cm2 for 10–20 min. An Al contact was
preliminarily deposited onto the rear surface of the
sample and fired at 400°C. Prior to the anodization, this
contact was covered with lacquer, and the samples were
rapidly treated in HF and rinsed in distilled water.

We studied the undoped Si reference samples with
the por-Si layer as well as samples doped for 1 h with
Au from aqueous 10–4 and 10–3 M AuCl3 solutions.
Immediately prior to the doping, the samples were
treated in 0.5% aqueous HF for 1 min to remove oxide
from the por-Si layer.

We studied, for both the undoped and Au-doped
samples, the time-resolved PL spectra at room temper-
ature [10] and the temperature dependences of the
capacitive photovoltage that emerged when the por-Si
side of the sample was exposed to the pulses of white
and red light [9]. Semitransparent Au layers were also
vacuum-deposited on the por-Si layer, and we studied
the current–voltage (I–V) characteristics of the Au/por-
Si/p-Si/Al and Au/por-Si:Au/p-Si/Al structures and
their EL under a pulsed voltage.

The PL was excited by radiation from a nitrogen
laser (λ = 337 nm, τ = 8 ns, and Pimp ≈ 2 kW). Strobo-
scopic detection of the PL signal was carried out in a
photon-counting mode. The duration of the measure-
ment strobe pulse, in which the photons were accumu-
lated, was 250 ns. In this study, we report the spectral
dependences of PL, which were measured in the first
strobe pulse (t ≤ 250 ns) after the PL excitation, and the
integrated spectral dependences of PL, which were
obtained during the PL relaxation from t ≥ 250 ns to its
complete decay. The PL relaxation times were also
determined.

In order to measure the photovoltage for the
por-Si/p-Si and por-Si:Au/p-Si samples, a sample–
mica measuring capacitor was formed. The rear surface
of the capacitor was covered with a semitransparent
SnO2:Sb layer. The photovoltage, which emerged in the
SnO2/por-Si/p-Si/Al capacitor under its irradiation
with pulsed light, was detected using a storage oscillo-
scope. The pulsed light was generated by an ISSh-100
flash lamp with a pulse intensity of 1021 photon/(cm2 s)
and duration of 10 µs in the form of separate pulses or
a train of pulses or with a frequency of 1 Hz. The tem-
perature dependences of the photovoltage were mea-
sured as the temperature was decreased from 300 to
100 K in a cryostat evacuated to 10–4 Pa. In order to
increase the capacitor temperature, an electrical heater
was mounted in the cryostat.

The photovoltage was measured for pulses of both
white and red light. In the latter case, we used a KS-19
optical filter, which transmitted light in the wavelength
range 700–2700 nm. In the case of exposure to pulses
of red light, which is mainly absorbed in p-Si [11], we
measured the photovoltage, which emerges only in the
Si substrate and equals the boundary potential in p-Si
with the opposite sign in terms of the calibration coef-
ficient of the photovoltage measurement circuit [9].
Note that the intensity of the light in the pulse is suffi-
cient to flatten the energy bands of p-Si and allows us
to disregard the Dember photovoltage, as the mobilities
of nonequilibrium electrons and holes equalize due to
their mutual scattering at high concentrations [12]. On
irradiation with the pulses of white light, we measured
the total photovoltage, which emerges both in p-Si and
in por-Si, in which the light with a shorter wavelength
is absorbed. The measurements showed that the photo-
voltage signal obtained using the first pulse of light
could differ from the signal obtained using the second
or any subsequent pulse in the train. This behavior is
associated with the capture of nonequilibrium charge
carriers at traps in the por-Si/p-Si interface or in por-Si.
When the red light was used, the nonequilibrium elec-
trons were captured at the por-Si/p-Si interface. In this
case, after each measurement, the sample was heated to
a temperature at which the traps were emptied of the
captured electrons. Then, the sample was cooled again
to the temperature of the photovoltage measurement
using the first and second pulses. Note that the photovolt-
age signals obtained using the second and subsequent
pulses of light were indistinguishable, which indicates
that the traps were saturated with nonequilibrium carri-
ers even under the effect of the first pulse of light.

To observe the EL of por-Si and por-Si:Au and to
measure the I–V characteristics, we deposited semi-
transparent (d = 20–40 nm) Au electrodes onto por-Si
in vacuum. The area of the electrodes varied within the
range 1–10 mm2. The I–V characteristics and the EL
were measured during an alternate application of posi-
tive and negative voltage pulses 15-µs wide with a rep-
etition frequency of 1 kHz and the varying of their
amplitude within the range 0–150 V. The magnitudes of
the pulse voltages at the por-Si and por-Si:Au struc-
tures, the current through the structures, and the EL
intensity were simultaneously measured using an S1-103
four-trace oscilloscope. During this procedure, the light
from the structures for the EL measurement was
guided using an optical fiber from a dark chamber to an
FÉU-79 photoelectron multiplier, whose signal was then
recorded using the oscilloscope.
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3. RESULTS AND DISCUSSION

Study of the PL decay after its excitation showed
that the decay can be described, in its a first approxima-
tion, by three time intervals, which is similar to the case
of the chemically prepared por-Si lightly Au-doped
from the 2 × 10–5 M solution [7]. The PL intensity Ipl for
the initial and doped samples preferentially decays
even during the first strobe pulse (t < 250 ns). Then, Ipl
decreases by an order of magnitude over the time τ1.
This PL decay makes the main contribution to the inte-
grated PL magnitude that we determined. Finally, the
tail of the PL decay is observed over the time τ2. This
tail amounts to approximately 10% of the integrated PL
magnitude. It was found that the values of τ1 and τ2 vir-
tually coincided for the undoped sample and the sample
doped with Au from the 10–4 M solution. These values
are equal to 100 and 300 µs. After the doping with Au
from the 10–3 M solution, they decrease to τ1 ≈ 35 µs
and τ2 = 230 µs.

Figures 1a and 1b show the spectral dependences
Ipl(hν) obtained (a) within the first strobe (rapid PL and
t < 250 ns) and (b) within the integrated time interval
from 250 ns to the complete PL decay. It should be
noted here that the undoped samples were treated in an
0.5% aqueous HF solution prior to the measurement to
etch the oxide film from por-Si. This treatment was also
used in the case of the samples subsequently doped
with Au to ensure identical conditions and, thus, allow
the effect of the doping metal to be revealed. Figures 1a
and 1b show that the doping with Au from the 10–4 M
solution somewhat increases both the PL within the
first strobe pulse and the integrated PL, which can be
associated with the oxidation of Si nanocrystals due to
the oxidation–reduction processes in the course of the
doping with metal. The maxima of the dependences
Ipl(hν) within the first strobe pulse are in the region
2−2.05 eV, and those of the integrated dependences Ipl(hν)
are in the region 1.85–1.90 eV. The dependences Ipl(hν)
for the undoped sample and the sample doped with Au
from the 10–4 M solution are mainly associated with a
radiative recombination of free and bound (into exci-
tons) electron–hole pairs excited by the laser radiation
in Si nanocrystals of various sizes. In contrast, the inte-
grated dependences Ipl(hν), which mainly decay over
the time τ1, can be associated with a radiative recombi-
nation of excitons bound to the Si=0 centers on the sur-
face of the Si nanocrystals. The reasons for this PL sub-
classification were analyzed in detail in [7]. Regarding
the relaxation of the PL tail over the time τ2, we believe
that this prolonged time, as in [7], is associated with the
behavior of nonequilibrium carriers. In the case of
por-Si obtained by anodization, the electrons are cap-
tured by the traps in the shells of the Si nanocrystals.
These electrons are then reversely transported into the
nanocrystals for the subsequent radiative recombina-
tion of the electron–hole pairs.
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Quite another situation is realized for the samples
doped with Au from the 10–3 M AuCl3 solutions. The
PL intensity, especially its integrated part, substantially
decreases (Fig. 1, curve 3). In addition, after doping,
the PL peak in the dependences Ipl(hν) within the first
strobe pulse is broad. This peak is located in the region
2.2–2.6 eV, while the location of the peak of the inte-
grated dependence Ipl(hν) does not change (1.85 eV).
These facts suggest that it is the emission of light by the
laser-excited hot electrons in the Au nanocrystals rather
than the recombination of free or bound (in excitons)
electron–hole pairs in the Si nanocrystals that mainly
contributes to the PL in this case [5]. The pulses of a
nitrogen laser, as applied in this experiment, are suffi-
ciently powerful for this purpose (2 × 104 W/cm2). In
addition, at these levels of power, the luminescence and
electron emission have also been observed for an island
Au film in the case of the use of a CO2 laser [5]. We
believe that the Au nanocrystals also contribute to PL in
the case of Au doping from the 10–4 M solution. This
inference is supported by higher intensity of the PL in
the region hν > 2.3 eV compared with the undoped
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Fig. 1. (a) Spectral dependences of the PL obtained within
the first strobe pulse (t < 250 ns) and (b) the integrated
spectra obtained during the PL relaxation with t > 250 ns
to its complete decay. Curves 1 correspond to the undoped
por-Si/p-Si structure, and curves (2) and (3) correspond to
the structures doped with Au using the 10–4 M and 10–3 M
solutions, respectively.
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sample (Fig. 1, curves 1, 2). However, the preferential
luminescence of the Au nanocrystals manifests itself
only in the case of doping from the 10–3 M solution, as
the Au nanocrystals are formed in a sufficiently large
amount. Moreover, the Au nanocrystals, when absorb-
ing or reflecting the laser radiation, ensure the neces-
sary conditions for its weaker absorption by the Si
nanocrystals.

Figure 2 shows the temperature dependences of the
photovoltage Vph of the undoped (curves 1) and Au-
doped (the 10–4 M solution, curves 2, and the 10–3 M
solution, curve 3) structures. The filled circles and tri-
angles denote the points obtained for the first pulses of
red and white light, respectively, and the open circles
and triangles denote the points obtained for the second
pulses. We can see from Fig. 2 that, prior to doping, all
the values of Vph were negative with the minus at the
SnO2:Sb electrode, whereas, after doping, the values of
Vph are always positive. It is noteworthy that the values
of Vph obtained for the red light are equal to the bound-
ary potential ϕs of the Si substrate with the opposite
sign. Thus, close to room temperature, the outward
bending of energy bands for the p-Si substrate amounts
to 0.11 eV for the undoped structure, while the inward
bending for the substrates doped from the 10–4 M and
10–3 M solutions is 0.10 and 0.20 eV, respectively.
Thus, Au doping of the por-Si/p-Si structures changes
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Fig. 2. Temperature dependences of the photovoltage Vph
of the (1) por-Si/p-Si, (2) por-Si:Au [10–4 M]/p-Si, and
(3) por-Si:Au [10–3 M]/p-Si structures. The filled circles
and triangles correspond to the values of Vph obtained for
the first pulses of red (r) and white (w) light, respectively.
The open circles and triangles correspond to the values of
Vph obtained for the second pulses of light.
the depletion boundary layers to ones enriched with
holes. Calculations carried out using a similar approach
to that in [13] show that the Fermi level at T ≈ 300 K is
located 0.295 eV below the Si midgap Ei in the p-Si
bulk. At the interface with por-Si, this level is located
0.185, 0.295, and 0.495 eV below Ei for the undoped
structures and the structures doped from the 10–4 M and
10–3 M solutions, respectively.

Since the Fermi level shifts towards the valence
band as the temperature decreases, the boundary elec-
tron states of the p-Si substrate are positively charged,
which leads to an increase in ϕs = –Vph. These portions
of increase in ϕs in the dependences Vph(T) are observed
for curve 1 at T > 170 K and for curve 2 at T > 200 K.
The decrease in ϕs for curve 1 at T < 170 K and for
curve 2 at T < 200 K are indicative of a reconstruction
of the system of boundary electron states at the por-
Si/p-Si interface when these temperatures are reached.
This phenomenon is caused by the reversible structural
changes at the interface [8, 9]. The density of boundary
electron states can be estimated for the portions where
ϕs increases as the temperature decreases, i.e., when the
reconstruction of the system of boundary electron
states has not yet occurred [13]. It was found that, for
the undoped structure, the density of boundary electron
states in the energy interval from 0.19 to 0.29 eV below
Ei increases from 1 × 1011 to 6 × 1011 cm–2 eV–1. For the
structure doped from the 10–4 M solution, this quantity
equals 2.5 × 1013 cm–2 eV–1 in the region of 0.4 eV
below Ei, and, for the structure doped from the 10–3 M
solution, the concentration at the valence-band top is
2 × 1015 cm–2 eV–1.

For curve 3 (Fig. 2) and curves 1 at T > 220 K and
curves 2 at T > 210 K, the values of Vph coincide for the

pulses of red ( ) and white ( ) light. This means
that the photovoltage signals are formed only due to the
flattening of the energy bands of p-Si. However, at T <
220 K for curve 1 and T < 210 K for curve 2, the values
of Vph for the pulses of white and red light differed. This
observation is associated with the emergence of photo-
voltage signals in the layers of por-Si and por-Si:Au,

which are equal to  =  – , as the white

light is absorbed into them. The photovoltage  is
observed only for a definite temperature region. This
photovoltage is caused by stresses that emerge in the
por-Si layers as the temperature varies. Theses stresses
lead to the formation of built-in charge, which gives

rise to . Figure 3 shows the temperature depen-

dences of , which also indicate that the signs of
the photovoltage in the por-Si layers (curve 1) and por-
Si:Au layers (curve 2) are opposite. In turn, the signs of
the built-in charge that emerges in these layers are also

different. The absolute values of , in both cases,
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initially increase as the temperature increases and then
decrease, which reflects the complexity of the pro-
cesses occurring in the films as the temperature is var-
ied. In the case of doping with Au from the 10–3 M solu-
tion (Fig. 2, curve 3), photovoltage is not observed at all
in the por-Si:Au.

Doping of the por-Si/p-Si structures with Au for
both the used concentrations leads to the disappearance
of the effects of photomemory Vph [3], which are
observed for the undoped structure (Fig. 2, curves 1)
under exposure to the pulses of the red and white light
at T < 180 K and T < 210 K. The absolute values of Vph

obtained for the second and each subsequent pulse of
light in the train are smaller. This observation indicates
that nonequilibrium electrons are captured by the
boundary traps of p-Si under exposure to the first pulse
of red light or that the electrons are captured both by the
boundary traps and by the traps in the por-Si layers
under exposure to the first pulse of white light. The
temperature dependences of the number of electrons
captured both by the boundary traps and by the traps in
the por-Si film can be calculated from the difference

between the dependences (T) and (T) obtained
for the first and second pulses (Fig. 2). These depen-
dences are shown in Fig. 4. We can see that the number
of electrons captured by the boundary traps increases as
the temperature decreases, while the number of elec-
trons captured by the por-Si traps rapidly increases at
T ≈ 210–190 K and then decreases as the temperature
decreases further. Since the traps were saturated with
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Fig. 3. Temperature dependences of the photovoltage

 for the layers of (1) por-Si and (2) por-Si:Au [10–4 M].V ph
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electrons under the first pulse of light, the depen-
dences N(T) (Fig. 4) are, simultaneously, the tempera-
ture dependences of the concentration of the traps that
capture the electrons at the boundary and in the por-Si
layer. The nonmonotonic dependence N(T) for the traps
in the por-Si layer (curve 2) is probably associated with
the reversible structural changes in the por-Si layers
as temperature is varied, which follows from the simi-

larity of this dependence to the dependence (T)
(Fig. 3, curve 1).

Figure 5 shows the I–V characteristics of the
Au/por-Si/p-Si/Al and Au/por-Si:Au/p-Si/Al struc-
tures. These I–V characteristics are obtained by apply-
ing voltage pulses with a width of 15 µs to the struc-
tures. The por-Si layer was 5 µm thick. We can see that
the I–V characteristics for the undoped structure, as
well as for the structure that was lightly doped with Au
from the 10–4 M solution, are of a diode-type and have
rectification factors of about 103 and 30, respectively,
for a bias of ~4 V. The forward (conducting) current
direction corresponds to the positive voltage applied to
p-Si. The forward currents for the structure lightly
doped with Au from the 10–4 M solution are lower than
those the undoped structure. We believe that this effect
is caused by the oxidation of the Si nanocrystals, which
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Fig. 4. Temperature dependences of the concentrations of
nonequilibrium electrons captured (1) by the traps at the
p-Si boundary and (2) by the traps in the por-Si layer for the
por-Si/p-Si structure.
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hampers the current flow through the por-Si layer
because the number of the Au nanocrystals is still not
large enough. The current of the reverse I–V character-
istic of the structure doped with Au from the 10–4 M
solution is higher than the reverse current of the undoped
structure over the entire voltage range (0–10 V) by a fac-
tor of approximately 3. The structure doped heavily
with Au from the 10–3 M solution is nonrectifying. In
the range from +4 to –4 V, the I–V characteristics are
nonrectifying at a resistance of 65 Ω for a structure with
an area of 1 cm2. Thus, Au doping lowers or eliminates
the barrier blocking the current flow through the
por-Si/p-Si junction. Note that this inference is consis-
tent with the photovoltage measurements, which
showed that doping changes the surface depletion layer
of p-Si to a layer that has pronounced hole enrichment.

For the structure doped with Au from the 10–3 M
solution, at high positive and negative voltages (higher
than 8 V), the current increases more rapidly than
according to the linear law, which is characteristic of
the conductivity of island films composed of various
metals [5]. In our case, this conductivity, in principle,
can be conductivity through the mixture of the Au and
Si islands. Only for this structure did we succeed in
observing the EL, which emerged at a voltage of ~40 V
independently of the voltage polarity. The EL intensity Iel
was higher when a positive voltage V was applied to
p-Si. As the amplitude of the voltage pulses increases,
the ratio between the intensities Iel of the EL for the two
polarities of pulses tended to unity (Fig. 6). Figure 6
shows that the dependences Iel(V) that originate in the
region of superlinearity of the I–V characteristics are
themselves superlinear. This circumstance is character-
istic of the luminescence of the island metal films, in
which, as was satisfactorily demonstrated in our exper-
iments, the luminescence intensity is proportional to
the power introduced into the film [5]. We believe that,
in our case, it is the Au islands that emit, since it was
more difficult to obtain the luminescence of a Si island
film than a Au island film [5]. In addition, for the
undoped por-Si/p-Si structures, which have only Si
islands (nanocrystals), the EL was unobservable for
voltage applied as high as ±150 V, while the forward cur-
rent of the I–V characteristic was as high as 7.5 A/cm2. In
contrast, the EL emergence for the por-Si:Au/p-Si
structure doped with Au from the 10–3 M solution was
observed for a current of 0.8 A/cm2.

To obtain more efficient EL, we intend, in future, to
carry out doping of thinner por-Si layers grown on n-Si,
where EL has considerably better parameters [14–16].

4. CONCLUSIONS

(i) Based on the study of the temperature depen-
dences of photovoltage, it is shown that Au doping of
por-Si/p-Si structures via their treatment in 10–4 M and
10–3 M aqueous AuCl3 solutions causes the following
phenomena. It transforms the depleted Si boundary
layer into a highly hole-enriched layer, affects the mag-
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nitude and sign of the photovoltage in the por-Si layer,
and eliminates the photomemory effects that are asso-
ciated with the capture of nonequilibrium electrons by
traps at the p-Si boundary and in the por-Si layer; in
addition, it also substantially increases the density of
boundary electron states to 2 × 1015 cm–2 eV–1.

(ii) Au doping of the por-Si/p-Si structure using the
10–4 M solution leads to a certain increase in the rapid
and time-integrated relaxation of the photolumines-
cence (PL), which is associated with oxidation of the Si
nanocrystals. Doping using the 10–3 M solution sub-
stantially decreases the PL intensity, especially the inte-
grated PL intensity, and affects the spectral distribution
of the rapid PL component. This phenomenon is caused
by a redistribution of the contribution to the PL of emis-
sion from the Si nanocrystals and Au nanocrystals that
are formed in the por-Si film as a result of the doping.

(iii) Doping with Au appreciably affects the current–
voltage characteristics of the Au/por-Si/p-Si/Al struc-
tures. This circumstance is associated with the elimina-
tion of the depletion layer in the p-Si substrate, the oxi-
dation of the Si nanocrystals in the por-Si layer, and the
nucleation of the Au nanocrystals in the por-Si layer. The
electroluminescence associated with Au nanocrystals
was observed for the Au/por-Si:Au [10–3 M]/p-Si/Al
structure.
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Abstract—The effect of vacuum annealing temperature on the characteristics of the fundamental absorption
edge and short-range order reconstruction in amorphous hydrogenated silicon carbide (a-SiC:H) films obtained
by magnetron sputtering of silicon in an Ar/CH4 mixture is experimentally investigated. It is shown that redis-
tribution of chemically bound hydrogen occurs at low annealing temperatures (450°C). This redistribution is
determined by (i) breakage of silicon–hydrogen bonds and (ii) trapping of atomic hydrogen by carbon dangling
bonds. These processes lead to an enhancement of visible photoluminescence. Breakage of carbon–hydrogen
bonds and clusterization of amorphous carbon occur at higher annealing temperatures. The proposition that the
main nonradiative recombination centers in a-SiC:H films are electronic states related to the carbon dangling
bonds is justified. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Hydrogenated amorphous silicon carbide a-SiC:H,
along with a-Si:H, a-Ge:H, a-C:H, a-SiGe:H, and a
number of other compounds, belongs to the class of
hydrogenated amorphous semiconductors. Its large
band gap, high thermal conductivity, high resistance to
electrical breakdown, photosensitivity, and the possi-
bility of the low-temperature synthesis of layers with
large areas make amorphous and nanocrystalline sili-
con carbide a promising material for thin-film microelec-
tronics and optoelectronics. However, the structure of
amorphous silicon carbide leads to a high concentration
of various structural defects, for example, micropores,
density and composition fluctuations, dangling bonds,
and variations in the lengths and angles of interatomic
bonds. Materials with very high defect concentrations
have no practical uses. The specific features of the elec-
tronic properties of hydrogenated amorphous semicon-
ductors are determined by the strong interaction of the
hydrogen incorporated into the film structure with
many of the above-mentioned defects. For example, it
is well known that a-SiC:H films, in contrast to a-SiC,
can show intense photoluminescence and electrolumi-
nescence at room temperature in the visible spectral
range, due to the fact that atomic hydrogen can passi-
vate defect states (centers of nonradiative recombina-
tion). At higher temperatures (400–600°C), intense
redistribution of the bound hydrogen in the bulk of the
a-SiC:H films occurs and hydrogen effuses from the
films, which leads to significant changes in their elec-
tronic properties [1–3]. A detailed investigation of the
1063-7826/05/3905- $26.00 0572
changes in the structural and optical properties occurring
at high temperatures is necessary to gain a deeper insight
into specific features of the electronic properties of
a-SiC:H films and to optimize the synthesis technology.

2. EXPERIMENTAL

Films of amorphous hydrogenated silicon carbide
were deposited by the dc magnetron sputtering of a sin-
gle-crystal silicon target (4 cm in diameter) in a gas
mixture Ar(60%)/CH4(40%). This technology makes it
possible to deposit films at relatively low substrate tem-
peratures without using chemically active silicon-con-
taining gases. The working volume was first evacuated
to reduce the pressure of the residual gases to ~10–5 Pa
and, then, a working gas mixture with a pressure of 5 Pa
was introduced. The substrates (quartz and silicon
wafers) were heated by halogen lamps to 200°C. The
magnetron discharge current and voltage were 200 mA
and 250 V, respectively. The distance from the target to
the substrate was 6 cm. The film homogeneity was
increased using translational–rotational motion of the
substrate holder above the target. Before the deposition,
the target was kept under the operating discharge con-
ditions for 5 min with the shutter closed to degas the
target surface and carbonize it to the necessary degree.
Under the noted operating conditions, the deposition
rate was ~4 nm/min. After the deposition, the substrates
with 300-nm a-SiC:H films were cut into several parts,
which were then subjected to isochronous annealing in
© 2005 Pleiades Publishing, Inc.
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vacuum for 15 min at various temperatures up to Ta =
850°C at a pressure of 10–4 Pa.

The films were analyzed by Auger electron spec-
troscopy (AES) on a JUMP-10S spectrometer and by
absorption spectroscopy in the visible (SPECORD
M40) and infrared (Infralum FT-801 Fourier Spectrom-
eter) spectral ranges. Raman scattering measurements
were performed on a DFS-24 double monochromator
with a cooled photomultiplier operating in a photon-
counting mode. The raman spectra were excited by an
argon laser (with the wavelength λ = 514 nm). The
photoluminescence (PL) was excited by an ILGI-503
nitrogen laser with a wavelength of 337.1 nm and was
measured using an MDR-23 monochromator and an
FÉU-100 photomultiplier.

3. RESULTS

3.1. Film Composition

The films’ composition was analyzed by AES. The
relative sensitivities of silicon and carbon were deter-
mined using the spectra of a single-crystal sample of
6H-SiC. Quantitative analysis of the Auger spectra of
a-SiC:H showed that the films under study had the fol-
lowing composition: 40, 55, 3 and 2 at % of Si, C, O,
and N, respectively. High-vacuum annealing at temper-
atures of up to 850°C did not lead to significant changes
in the film composition.

3.2. The Raman Spectra

The initial films and the films annealed at tempera-
tures below 750°C showed no Raman peaks in the
range 400–1600 cm–1. This fact indicates that these
films contain no microclusters of free silicon and car-
bon, which are characterized by Raman bands in the
ranges 460–520 cm–1 (Si–Si) and 1000–1600 cm–1 (C–C)
[4]. The absence of Raman bands in the range 700–
800 cm–1 (characteristic of Si–C vibrations) can be
explained by the very low Raman cross section for the
amorphous film structure.

At an annealing temperature of 750°C, a weak wide
band peaked near 1400 cm–1 is observed in the Raman
spectra of the films (Fig. 1). Increasing the temperature
to Ta = 850°C results in a blue shift of the band to
1440 cm–1. No signals in the range 460–520 cm–1 and at
800 cm–1 were detected. The band near 1400 cm–1 can
be unambiguously assigned to amorphous carbon clus-
ters. The Raman spectra of amorphous carbon are gen-
erally a superposition of two bands, which are denoted
as G (graphitic, 1500–1600 cm–1) and D (disordered,
1300–1400 cm–1). These bands indicate the presence of
structural units in the form of graphite hexagons
(although strongly distorted). The absence of individual
D and G bands indicates strong disorder in the carbon
clusters. The blue shift of the observed band after
annealing at 850°C can be explained by an increase in
the size of the clusters and a partial relaxation of the
stresses contained in them.
SEMICONDUCTORS      Vol. 39      No. 5      2005
3.3. Absorption Edge

One of the main characteristics of semiconductors is
their band gap. The band gap concept is retained for
amorphous semiconductors despite the fact that this
parameter has no clear formal definition, as it does in
the case of the band structure of crystalline semicon-
ductors. The electronic properties of amorphous semi-
conductors are generally considered in terms of the
energy distribution of the electronic density of states.
Usually, the optical band gap Eg of amorphous semi-
conductor films is experimentally determined by a lin-
ear extrapolation of the absorption spectrum to zero
according to the Tauc relation [5], which describes the
dispersion of the absorption coefficient of a material
near the fundamental absorption edge:

(1)

Here, α is the absorption coefficient, hν is the photon
energy, Eg is the band gap, and B is a coefficient whose
physical meaning is still under debate. In fact, as long-
term experience has shown, the behavior of the absorp-
tion coefficient of many amorphous semiconductors
near the absorption edge can be described by a simple
power law, which makes it possible to determine the

αhν B hν Eg–( )2.=
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Fig. 1. Raman spectra of the a-SiC:H films after vacuum
annealing at (1) 750 and (2) 850°C.
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optical band gap Eg. However, while the dependences
of the density of states and transition matrix elements
on energy remain unknown, we cannot unambiguously
determine whether the value of Eg is indeed the band
gap in the density of states or if this is some other char-
acteristic energy related to the mobility gap [6].

Attempts have been made to interpret the coefficient B,
i.e., the slope of the linear portion of the Tauc depen-
dence, in terms of structural disorder. Regarding the
application of this interpretation to a-SiC:H, many
researchers believe that the coefficient B is directly
related to structural and chemical disorder; however,
the existing experimental data are very contradictory.
Thus, in our opinion, the current understanding of the
character of optical transitions in disordered systems is
insufficient and the experimental and theoretical inves-
tigation of a-SiC:H should be continued.

The fundamental absorption edge of the a-SiC:H
films was analyzed by studying the absorption spectra
of the films on quartz substrates in the wavelength
range 200–800 nm. Analysis of the edge of the funda-
mental absorption using the Tauc relation showed that
the optical band gap of the as-deposited a-SiC:H films
is ~2.6 eV. Figure 2 shows the dependence of the opti-
cal band gap Eg and the coefficient B on the vacuum
annealing temperature. After annealing at Ta = 450°C, a
slight increase in Eg is observed. At higher annealing
temperatures, Eg gradually decreases. The coefficient B
changes in a similar way.

3.4. Infrared Spectroscopy

Clearly, the temperature dependence of the parame-
ters of the fundamental absorption edge should be
determined by changes in the character of the short-
range order. The behavior of chemically bound hydro-
gen and the structural changes after annealing were
studied by infrared (IR) absorption spectroscopy. Fig-
ure 3 shows the transmission spectra of the films before
(spectrum 1) and after annealing at various tempera-
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Fig. 2. Dependences of the (1) optical band gap Eg and
(2) coefficient B on the vacuum annealing temperature.
tures (spectra 2–6). In the spectrum of the initial film,
an absorption band at about 800 cm–1 is dominant. This
band can be assigned to Si–C stretching vibrations.
Along with this main band, two additional bands at
about 1000 and 2100 cm–1 are also observed. The
absorption near 2100 cm–1 is due to the stretching
vibrations of hydrogen bonds of the Si–Si–Hn and
C−Si–Hn types (n = 1–3). The absorption near 1000 cm–1

is due to vibrations of the carbon–hydrogen bonds in
CHn radicals, i.e., in structural chains of the Si–C–Hn
type, which are chemically bound to the Si atoms [7, 8].

A quantitative analysis of the intensities of the
absorption bands was performed using a computer sim-
ulation of the spectra as the superpositions of three
Gaussian profiles peaked at about 800, 1000, and
2100 cm–1. Figure 4a shows the temperature depen-
dence of the intensity of the Si–Hn (I2100) band normal-
ized to the intensity of the absorption of the as-depos-
ited film. It can be seen that the intensity of the band at
2100 cm–1 rapidly decreases as the annealing tempera-
ture increases before vanishing at Ta > 650°C. The
amplitude of the absorption band near 800 cm–1 under-
went only insignificant changes after annealing. In
order to describe the changes in the relative intensity of
the absorption near 1000 cm–1, we used the ratio of the
intensities of the Si–C–H and Si–C bonds (I1000 and I800,
respectively). The dependence of the ratio I1000/I800 on
the annealing temperature is shown in Fig. 4b. After

800
Wave number, cm–1

T
ra

ns
m

itt
an

ce
, a

rb
. u

ni
ts

1600 2000 2400 3200

2

1200 2800

1

3

4

5

6

Fig. 3. Infrared transmission spectra of the a-SiC:H films
(1) before and (2–6) after vacuum annealing at (2) 450,
(3) 550, (4) 650, (5) 750, and (6) 850°C.
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low-temperature annealing (Ta = 450°C), a significant
increase in the relative intensity of I1000 is observed,
which is indicative of an increase in the concentration
of carbon–hydrogen bonds. At Ta > 550°C, the ratio of
the intensities gradually decreases.

It is noteworthy that even annealing at the maximum
temperature used (850°C) does not lead to a decrease in
the width of the main Si–C absorption band (800 cm–1).
In contrast, after annealing at 650°C and higher, this
band somewhat broadened. This fact indicates that no
significant ordering of the angles and lengths of the
Si−C bonds occurs in this temperature range.

3.5. Photoluminescence

Photoluminescence was measured at room tempera-
ture. The as-deposited a-SiC:H films showed very weak
luminescence in the visible range, with the maximum
intensity at 2.3 eV (Fig. 5, spectrum 1). However, after
vacuum annealing at a temperature of 450°C, the PL
intensity increases several times (Fig. 5, spectrum 2).
At the annealing temperature Ta = 550°C (Fig. 5, spec-
trum 3) and above, the PL intensity gradually decreases.
The narrow line at about 1.85 eV is one of the laser har-

1.0

0.8

0.6

0.4

800600400200

I1000/I800

Annealing temperature, °C
0

100

80

60

0

I2100, %

40

20

(a)

(b)

Fig. 4. Dependences of the absorption band intensities on
the annealing temperature: (a) the reduced intensity of the
absorption band near 2100 cm–1 (the band intensity of the
initial sample is assumed to be 100%) and (b) the ratio of
the intensities of the absorption bands near 1000 cm–1

(I1000) and 800 cm–1 (I800).
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monics, which can serve as a reference in the estima-
tion of the energy position of the PL band. It should be
noted that the energy position and width of the PL band
did not change with an increase in the annealing tem-
perature.

4. RESULTS AND DISCUSSION

As was noted above, according to the results of the
Auger electron analysis, the content of carbon and sili-
con in the films under study corresponds to the stoichi-
ometric composition of crystalline silicon carbide, with
a small excess of carbon, and residual oxygen and
nitrogen impurities. The absence of peaks due to amor-
phous silicon and amorphous carbon in the Raman
spectra of the as-deposited films indicates that the
structure of these films is homogeneous at the macro-
and microscopic levels. Clusterization of the amor-
phous carbon is observed only at high annealing tem-
peratures. However, it is clear that, under such synthe-
sis conditions, composition fluctuations are possible at
the nanoscopic level. The elemental composition of the
films barely changed after annealing (except in relation
to hydrogen). Therefore, we can reasonably conclude
that the change in the optical band gap as a result of
annealing is not related to changes in the composition.
We suggest that one of the factors controlling the
change in Eg upon annealing is the change in the num-
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Fig. 5. Photoluminescence spectra of the a-SiC:H films
(1) as-deposited and (2, 3) after vacuum annealing for 15 min
at (2) 450 and (3) 550°C.
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ber and type of hydrogen bonds. Chemically bound
hydrogen can affect the optical band gap because the
energy of the electronic transitions between the bond-
ing and antibonding states associated with C–H and
Si−H bonds is much higher than the energy of the tran-
sitions related to Si–C bonds. It is also known that the
energy of a C–H bond (4.2 eV) is higher than the energy
of a Si–H bond (3.4 eV) [7]. Therefore, it might be
expected that the contribution of C–H bonds to the
increase in the optical band gap is larger than the corre-
sponding contribution of Si–H bonds. This is confirmed
by an insignificant increase in Eg after vacuum anneal-
ing at 450°C. At this temperature, Si–H bonds break,
whereas C–H bonds are still stable [9]. The released,
weakly bound, atomic hydrogen migrates throughout
the film and can be captured by the dangling carbon
bonds. This leads to an increase in the number of C–H
bonds and the relative intensity of the absorption near
1000 cm–1. In this case, the increase in Eg due to the
increase in the number of C–H bonds dominates over the
competing effect of a reduction in Eg due to the decrease
in the number of Si–H bonds. At higher temperatures
(≥550°C), both the Si–H and C–H bonds break.

The above data are in good agreement with the results
of [1]. It was found in [1] that the concentration Ns of
paramagnetic centers in stoichiometric a-Si0.5C0.5:H
films obtained by decomposition of a methane/silane
mixture in a high-frequency glow discharge plasma
increases by 1–1.5 orders of magnitude after vacuum
annealing at 300–500°C. It was suggested in [1] that, at
relatively low temperatures, weakly bound hydrogen is
released and diffuses from the nanopores into the film
bulk. This process is accompanied by an additional pas-
sivation of dangling bonds. With an increase in the
annealing temperature to above 500°C, a gradual
increase in Ns was observed. The results we obtained
from measurements of the electron spin resonance in
the a-SiC:H films are in complete agreement with the
data of [1]. In addition, as was shown above, we
observed a sharp increase in the visible PL intensity after
low-temperature annealing. This circumstance provides
a basis for the belief that the nonradiative recombination
centers in amorphous silicon carbide films are electronic
states related to dangling carbon bonds.

The decrease in Eg at high annealing temperatures
(above 650°C) can be explained by the clusterization of
free unhydrogenated carbon (C–C bonds). This cluster-
ization of free carbon indicates that the structural inho-
mogeneity of the film increases. This conclusion is con-
firmed by the broadening of the absorption band near
800 cm–1. The reason for the increase in the chemical
and structural inhomogeneity is the instability of the
chemically disordered system. However, the fact that
the parameters of the PL band (except for its amplitude)
do not change during annealing indicates the presence
of structural regions with electronic properties that
change little during this process. We believe that these
regions are amorphous clusters of stoichiometric unhy-
drogenated silicon carbide, in which the atomic coordi-
nation corresponds to that in bulk silicon carbide. It
would seem that the radiative recombination occurs
specifically in these regions. These chemically ordered
clusters are thermally stable, and the energy of the radi-
ative transitions, as well as the local optical band gap of
these clusters, does not change as the annealing temper-
ature is increased up to 850°C. The change in the short-
range order structure, the clusterization of free carbon,
and the corresponding change in the absorption near the
fundamental above edge occur in inhomogeneous chem-
ically disordered regions. From this point of view, we
have to admit that the value of the optical band gap
obtained from the Tauc relation is not quite adequate for
multicomponent amorphous semiconductors, which are
characterized by structural and chemical inhomogeneity.

5. CONCLUSIONS

The effect of the temperature of vacuum annealing
on the fundamental absorption edge and the short-range
order structure in a-SiC:H films was investigated. It
was ascertained that, at relatively low vacuum anneal-
ing temperatures (450°C), a redistribution of chemi-
cally bound hydrogen occurs: the breakage of Si–H
bonds, trapping of atomic hydrogen by dangling carbon
bonds, and, as a result, PL enhancement. At high
annealing temperatures (above 650°C), clusterization
of free carbon occurs. It is shown that the change in the
optical band gap due to vacuum annealing is controlled
by changes in the number and type of hydrogen bonds
and the clusterization of free carbon. Based on an anal-
ysis of the effect of the annealing temperature on the
fundamental absorption edge and PL parameters, a
structural model of a-SiC:H films is proposed, accord-
ing to which an a-SiC:H film consists of homogeneous
clusters of amorphous silicon carbide incorporated into
a matrix of chemically disordered a-Si1 – xCx:H solid
solution.
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Abstract—A numerical model for the calculation of the electrical characteristics of polycrystalline ceramic
semiconductors is suggested. The model is applicable in a situation where the average grain size is comparable
with the depletion region width near a grain boundary and the double Schottky barriers of neighboring bound-
aries overlap. The two-dimensional calculation is carried out in the diffusion–drift approximation using the
Voronoi grid method. The effect of crystalline grain size on the current–voltage characteristic and specific
capacitance of the material is analyzed using p-SrTiO3 as an example. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Polycrystalline ceramic semiconductors based on
BaTiO3, SrTiO3, ZnO, etc. have been widely used in
various fields of microelectronics for many years [1–4].
These materials have a complex grain structure, and the
grain boundaries profoundly affect the corresponding
electrical characteristics. The segregation of charged
defects at the grain boundaries and diffusion of the
compensating impurity over the boundaries in a uni-
formly doped polycrystalline semiconductor lead to the
emergence of uncompensated electrical charge at these
boundaries, which forms a double Schottky barrier
(see, for example, [4–6]).

It is known that, for a specified level of bulk doping,
barrier width and height depend on the concentration of
compensating impurity at the boundaries. Small varia-
tions in this concentration can change the electrical
conductivity of a boundary by several orders of magni-
tude. Thus, the same material can be used to fabricate
resistors, capacitors, or nonlinear varistors [7], which
opens up the possibility of developing integrated cir-
cuits for passive components based on ceramic semi-
conductors [2]. Another important and promising appli-
cation is the use of transparent thin-film transistors
based on polycrystalline ZnO in liquid-crystal displays
with an active matrix [8]. In addition, due to the large
magnitude of their permittivity, polycrystalline ceramic
materials are used to fabricate compact capacitors.
They are also considered as the most suitable materials
for application in the next generation of random-access
memory devices [2, 9]. Due to polycrystallinity, the
effective relative permittivity in such materials can
equal several thousand. According to modern require-
ments for the miniaturization of electronic components,
thin polycrystalline films with a characteristic grain
size of ~100 nm or smaller are of particular interest.
A decrease in grain size to values comparable with the
1063-7826/05/3905- $26.00 0577
width of the depletion region near a grain boundary
leads to a substantial overlap of double Schottky barri-
ers and substantially changes the electrical properties
of the material. In this context, the problem regarding
the calculation of the characteristics of such systems
emerges.

At present, there are analytical [4–6] and numerical
[10, 11] models that describe the electrical properties of
a single grain boundary. However, a transition from the
properties of a single boundary to a macroscopic sam-
ple with numerous grains calls for a description of the
grain structure of a ceramic material. This description
is usually based on a quasi-3D regular model (brick-
wall model) where all grains are cubes of the same size
[3, 12], which does not fully reflect the structure of an
actual polycrystalline ceramic material. A more ade-
quate approach to the simulation of the structure based
on the Voronoi grid has also been suggested [13, 14].
However, both in regular models and in the Voronoi
grid models, the grain boundaries are considered as
independent elements and their electrical characteris-
tics are calculated using one-dimensional models of a
single boundary. Such an approach is quite adequate if
the characteristic grain size substantially exceeds the
thickness of the depletion layer at a grain boundary. To
give a specific example, the typical grain size in
Ba(Sr)TiO3-based ceramics, which were described in
[15, 16], and in ZnO-based ceramics, which were
obtained by sintering in [17], is 1–10 µm, while the
width of the boundary depletion layer is tens of nanom-
eters. As the grain size decreases to values comparable
with the thickness of the depletion region, the potential
barriers of neighboring boundaries overlap. This situa-
tion is, for example, characteristic of polycrystalline
ceramic films obtained using the deposition method
[8, 9], where the characteristic grain size is 100–10 nm.
To describe such a structure correctly with regard to the
© 2005 Pleiades Publishing, Inc.
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overlap of the double Schottky barriers, a complete
simulation of charge transport is needed in a multigrain
system.

Thus, there exist numerous studies that are devoted
to the analytical description and simulation of charge
transport in polycrystalline ceramic semiconductors
using the diffusion–drift approach and assuming inde-
pendent double Schottky barriers.

In contrast to these studies, we suggest, in this paper,
a two-dimensional (2D) diffusion–drift model of poly-
crystalline semiconductors that makes it possible to
describe the transition from a case of large grains to the
case where the grain size is comparable with the width of
the depletion boundary layer. This model allowed us to
calculate variations in the current–voltage (I–V) charac-
teristic and a decrease in specific capacitance as the
average grain size decreased. Using p-SrTiO3 as our
example, we show that, at the average grain size D &
150 nm, the shape of the I–V characteristic and the form
of the dependence of the specific capacitance on the
number of grain boundaries change radically and that
the threshold voltage increases. As the grain size
decreases further, the effect of polycrystallinity disap-
pears, and the sample behaves like a capacitor uni-
formly filled with insulator. In this case, the specific
capacitance becomes independent of the grain size and
depends only on the sample thickness. Based on the
results of the calculations, we suggest ways to optimize
the capacitance of the sample as its size decreases.

2. MODEL

2.1. The Two-Dimensional Voronoi Construction

The grain structure of the material was simulated
using a 2D Voronoi grid [18]. The point nodes, i.e.,
nuclei, were randomly distributed in a rectangular
region corresponding to a macroscopic sample. Then, a
set of space points, which lie nearer to a given node
than to its neighboring nodes, was associated with each
node (the Voronoi cell). The grid cells were identified
with semiconductor grains. Such a construction is sim-
ilar to the actual formation of the grain structure [13].
The entire sample bulk was considered to be uniformly
donor- or acceptor-doped. In contrast, the concentra-
tion of another type of impurity had sharp maxima near
the grain boundaries and was equal to zero in the grain
bulk. As a rule, the depth of the penetration of the impu-
rity, which diffuses along the grain boundaries, into the
semiconductor bulk did not exceed several monolayers.
In our model, the concentration profile of the compen-
sating impurity along the normal to the boundary is
described by a Gaussian distribution. This distribution
is of course narrower than the width of the boundary
depletion layer. To simulate nonrectifying contacts, the
impurity concentration was intentionally assumed to be
zero in the near-contact regions, i.e., at a certain speci-
fied distance from two opposite sample boundaries.
2.2. Calculation of the Equilibrium State

The equilibrium distributions of the electrical poten-
tial and carrier concentrations are found by numerically
solving the Poisson equation

(1)

where the concentrations of free electrons and holes

(n and p) and of ionized acceptors and donors (  and

) at a point with a specified potential are described
by the Fermi statistics [19]:

(2)

Here, Nc and Nv are the effective densities of states of
electrons and holes; NA(x, y) and ND(x, y) are the accep-
tor and donor distribution profiles; EF is the Fermi
level; Ec is the conduction-band bottom; ED and EA are
the energies of the donor and acceptor levels, respec-
tively; the valence band top is assumed to be zero in the
energy scale; F and Φ1/2 are the Fermi function and the
Fermi integral, respectively; T is the temperature; k is
the Boltzmann constant; ε is the relative permittivity;
ε0 is the permittivity of free space; and e is the elemen-
tary charge.

The Fermi level EF can be found from the electrical
neutrality condition for the total volume (V) of the sample:

(3)

Substituting expressions (2) into Eqs. (1) and (3), we
obtain a set of two equations, in which the unknown
quantities are the potential φ(x, y) and the Fermi level EF.

We imposed zero boundary conditions on the poten-
tial at two opposite boundaries of the sample and on the
normal component of the electric field at the other two
opposite boundaries. In order to solve Eqs. (1) and (3)
numerically, we wrote them in the form of finite differ-
ences on a rectangular grid using a second-order differ-
ence scheme. The obtained set of nonlinear algebraic
equations with respect to the values of the potential at
the grid nodes φi, j and the Fermi level EF was solved
using Newton’s method. At each step of this iteration,
we used a method involving a multifrontal LU expan-
sion of sets of linear equations that featured a sparce
asymmetric matrix [20]. This circumstance allowed us
to use grids including as many as 105 nodes.
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e
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∫
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– x y,( ) ] x ydd 0.=
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2.3. Simulation of Time-Dependent Effects

In the diffusion–drift approximation, the expres-
sions for the densities of the electron and hole current
components take the form

(4)

where the electron and hole mobilities (µn and µp) are
related to diffusion coefficients (Dn and Dp) by the Ein-
stein relations

(5)

where n0 and p0 are the equilibrium electron and hole
concentrations.

The continuity equations for electrons and holes are
written as

(6)

where Re → h is the total recombination rate of the elec-
tron–hole pairs, i.e., the difference between the genera-
tion and recombination rates, while Re → D and Rh → A
are the total rates of electron and hole capture by ion-
ized donors and acceptors, respectively.

The concentrations of localized charges (ionized
donors and acceptors) can vary only due to the capture
and emission of electrons and holes:

(7)

The expressions for the recombination rates are given
by the formulas [19]

(8)

where NA and ND are the total concentrations of accep-

tors and donors,  and  are the concentrations of
ionized acceptors and donors, and index 0 denotes the
corresponding equilibrium concentrations. The quanti-

Jn enµn∇φ eDn∇ n,+=

Jp epµp∇φ eDp∇ p,–=

µn

Dn

------
1
n0
-----

dn0

dEF

---------,=

µp

Dp

------
1
p0
-----

d p0

dEF

---------,=

dn
dt
------

1
e
---divJn Re h→ Re D→ ,––=

dp
dt
------

1
e
---divJp Re h→ Rh A→ ,––=

dND
+

dt
---------- Re D→ ,–=

dNA
–

dt
---------- Rh A→ .–=

Re h→ α eh n p n0 p0–[ ] ,=

Re D→ α eD nND
+ n0NA0

+ ND ND
+–

ND ND0
+–

-----------------------– ,=

Rh A→ αhA pNA
– p0NA0

– NA NA
––

NA NA0
––

----------------------– ,=

NA
– ND

+
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ties αeh, αeD, and αhA are the constants for the electron–
hole, electron–donor, and hole–acceptor recombination
processes.

When Eqs. (6) and (7) are combined with Poisson
equation (1), they form a complete set of equations for

the unknown functions n(x, y), p(x, y), (x, y), (x, y),
and φ(x, y).

An external electric field is then applied along the
x axis of the rectangular calculation region x ∈  [x0, xL],
y ∈  [y0, yL]. The contacts are located at the left-hand
(x = x0) and right-hand (x = xL) boundaries of the region.
The Dirichlet boundary conditions are imposed on
these boundaries:

(9)

where Nα = {n, p, , }, i.e., all the concentrations

n, p, , and  are equated to their equilibrium val-
ues. The Neumann conditions are imposed at the above
boundaries in the direction of the external electric field,

In order to calculate the direct current when apply-
ing the potential U, the derivatives in the first terms of
continuity equations (6) and (7) are assumed to be equal
to zero. After writing the set of Eqs. (6), (7), and (1) on
the rectangular grid, we obtain a set of algebraic equa-
tions with respect to the vector of the unknown quantities

As in the calculation of the equilibrium state, the
numerical solution of the set is carried out by Newton’s
method in combination with the multifrontal LU expan-
sion [20].

The resulting algorithm allows us to simulate both
the steady state and time evolution of the system when
imposing time-dependent boundary conditions. In the
latter case, the derivatives in the first terms in Eqs. (6)
and (7) are nonzero and the entire set of Eqs. (6), (7),
and (1) is solved by the implicit Euler method. Then,
the corresponding set of nonlinear algebraic equations
for every time iteration can be solved by Newton’s
method.

In order to simulate the capacitance of the system,
we analyzed the time variation in the electric-current
response to a step variation in the voltage. First, we
simulated the steady state for a constant voltage U. In

NA
– ND

+

φ x0 y,( ) U ,=

φ xL y,( ) 0,=

Nα x0 y,( ) Nα0 x0 y,( ),=

Nα xL y,( ) Nα0 xL y,( ),=

NA
– ND

+

NA
– ND

+

∂φ x y,( )
∂y

--------------------
y y0=

∂φ x y,( )
∂y

--------------------
y yL=

0,= =

∂Nα x y,( )
∂y

------------------------
y y0=

∂Nα x y,( )
∂y

------------------------
y yL=

0.= =

X n0..nL p0.. pL NA0
– ..NAL

– ND0
+ ..NDL

+ φ0..φL, , ,,{ } .=
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this case, the boundary condition for the potential at the
left-hand contact was assumed to be φ(x0, y) = U. Then,
at an instant chosen as the origin (t = 0), the boundary
condition at the left-hand contact was used in the form
φ(x0, y) = U +dU, and the time dependence I(t) for the
current through the contacts was calculated until the
steady-state value I(∞) was attained. In the absence of
leakage current (I(∞) = 0), the differential capacitance
of the system can be calculated by integrating the
response I(t):

(10)

In the presence of leakage current, the definition of
the system capacitance generally becomes ambiguous.
In what follows, the capacitance for this case is calcu-
lated assuming the presence of an active leakage resis-
tance in the system, which shunts the capacitance:

(11)

3. RESULTS OF NUMERICAL CALCULATIONS

The simulation was carried out for a standard exam-
ple of a uniformly Ni-doped polycrystalline p-SrTiO3
semiconductor. The physical parameters of this material,
which were taken from [11, 15], are given in the table.

In the calculations, since the electron concentration
in a p-type semiconductor is vanishingly small, we dis-
regarded the electron–hole recombination and electron
capture by donors (αeh = αeD = 0). In order to estimate
the constant for the hole capture by acceptor levels αhA,
we used the expression αhA = SVkT, where VkT is the
average hole thermal velocity and S is the effective cap-
ture cross section [19]. For S, we can use the estimate
S ~ a2, where a ≈ 0.4 nm is the lattice constant for
SrTiO3. The average hole thermal velocity is VkT ~

c U( ) dQ
dU
-------

1
dU
------- I t( ) t.d

0

∞

∫= =

c U( ) 1
dU
------- I t( ) I ∞( )–[ ] t.d

0

∞

∫=

Parameters of SrTiO3 used in the calculation

Parameter Value

Eg 3 eV

EA 0.15 eV

ED 2.85 eV

NA 2 × 1019 cm–3

ND (0.8–2) × 1014 cm–2

µp 0.5 cm2 V–1 s–1

αhA 10–8 cm3 s–1

ε 300

Note: Eg is the band gap. The parameters are given for T = 300 K.
The effective hole and electron masses were assumed to be
equal, mp = mn = m0, where m0 is the free-electron mass.
 ≈ 7 × 106 cm/s; consequently, it follows that
αhA ~ 10–8 cm3/s. This estimate is sufficient for the sim-
ulation, since the shape of the time response, i.e., the
characteristic current-relaxation time, depends on αhA,
whereas dc conductivity and capacitance are indepen-
dent of αhA.

It is known that, just like holes, positively charged
oxygen vacancies operate as mobile charge carriers in
SrTiO3. The number of vacancies in the sample is con-
stant at room temperature and depends on the condi-
tions and technology applied in the ceramics fabrica-
tion [11]. In order to carry out a quantitative compari-
son with the experiment, it is important to take into
account all the types of charged defects that are present
in the specific material under study; this can be
achieved by analogy with charge carriers of various
types, which are taken into account in the model. Fur-
thermore, we do not consider the charge transport asso-
ciated with the oxygen vacancies. First, this transport
mechanism is characteristic only of a specific type of
ceramics, and, second, the inclusion of this mechanism
does not affect the qualitative conclusions of the theory.

3.1. An Isolated Grain Boundary

Let us first consider the electrical characteristics of
an isolated plane grain boundary between two semi-
infinite grains.

The calculation performed using the algorithm
described in Subsection 2.2 allows us to determine the
potential barrier profile at the grain boundary in the
absence of an external electric field. The height of this
barrier and the width of the depletion region when with-
out mobile carriers can be estimated in the Schottky
approximation [6]:

(12)

where NV is the concentration of acceptors in the bulk,
NS is the concentration of donors at the surface, and d is
the width of the region depleted of mobile carriers at
one side of the boundary.

Figure 1 shows the potential-barrier profiles calcu-
lated using the simulation (the solid line) and the Schot-
tky approximation (dashed line). The surface concen-
tration of the donor impurity at the grain boundary var-
ied from 8 × 1013 to 2 × 1014 cm–2. The barriers
calculated in the Schottky approximation were some-
what narrower, since the thermal spread of the carrier
concentration profiles was not taken into account in this
approximation. Figure 1 shows that the potential barrier
at the boundary is very sensitive to a variation in the
compensating-impurity concentration, which makes it
possible to affect the electrical properties of the mate-
rial as a whole by slightly varying this concentration.

kT /mp

Φb

eNS
2

8εε0NV

------------------,=

d NS/NV ,=
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Low barriers correspond to a conducting state, whereas
the presence of high barriers at the boundaries blocks
conductivity and the material behaves as an electrical
capacitor. In the case of medium-height barriers, the con-
ductivity increases drastically if a threshold voltage Vc is
applied to them, giving rise to varistor-type characteris-
tics. In the Schottky approximation, the threshold volt-
age is given by [6]

(13)

Figure 2 shows the current–voltage (I–V) and capac-
itance–voltage (C–V) characteristics calculated for the
same set of concentrations of the near-boundary impu-
rity as in Fig. 1. The higher the impurity concentration,
the higher the barrier and, consequently, the threshold
voltage. The capacitance remains constant up to the
threshold voltage, which corresponds to the onset of
boundary-related leakage in the corresponding I–V char-
acteristic. The capacitance of the boundary region in the
absence of leakage in the Schottky approximation is c =
εε0/d. The simulation shows that the Schottky approxi-
mation, which is shown by the short line segments in
Fig. 2, overestimates the capacitance due to the incor-
rect estimation of the width of the depletion region.

3.2. The Effect of Grain Size on Current–Voltage 
Characteristics

According to expression (12), for a grain size com-
parable with the width of the depletion region d, the
representation of a polycrystalline semiconductor as a

Vc

eNS
2

2εε0NV

------------------.=
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Fig. 1. The steady-state potential profile near the grain
boundary. The result of our simulation is shown by the solid
line, and the calculation in the Schottky approximation is
shown by the dashed line. The surface donor concentrations
at the grain boundary NS are (1) 8 × 1013, (2) 1.2 × 1014,

(3) 1.6 × 1014, and (4) 2 × 1014 cm–2.
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system of separate double Schottky barriers becomes
inaccurate. Figure 3 shows the calculated electric-cur-
rent densities in relation to the voltage applied to the
system. The calculations were performed for polycrys-
talline samples of a fixed size (Lx × Ly, Lx = Ly = 600 nm)
but with a varying number of grains. The average grain
size D varied from 85 to 300 nm. The threshold voltage Vc
is shown in the inset in Fig. 3 as a function of the aver-
age grain size. The calculation was carried out using the
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Fig. 2. Capacitance–voltage characteristics of the grain
boundary. The surface donor concentrations at the grain
boundary are (1) 8 × 1013, (2) 1.2 × 1014, (3) 1.6 × 1014, and
(4) 2 × 1014 cm–2. The current–voltage characteristics for
the same values of NS are shown in the inset.
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parameters listed in the table and the surface concentra-
tion of the donor impurity NS = 1.2 × 1014 cm–2 (see
Fig. 1). For this impurity concentration, the character-
istic size of the grain region, which is depleted of
mobile carriers, in Schottky approximation (12) is 2d =
60 nm. The ratio of this quantity to the average grain
size, ξ = 2d/D, is varied from 0.2 to 0.7. The voltage
applied to the system (in the x direction) divided by the
average size of grain boundaries in this direction is
plotted on the abscissa axis in Fig. 3. It can be seen that,
in the case of large grains (small ξ), the dependences of
the current density on the reduced voltage coincide; i.e.,
a polycrystalline material is actually a system of separate
double Schottky barriers with corresponding I–V charac-
teristics. The conductivity of the material is propor-
tional to the number of grain boundaries in the direction
of the applied voltage. However, as the size of the
grains decreases, starting from D = 150 nm (ξ = 0.4),
the neighboring double Schottky barriers overlap. In
this case, the I–V characteristics shift to higher volt-
ages, whereas the threshold voltage Vc increases
abruptly.

3.3. The Grain-Size Dependence of the Capacitance

From the viewpoint of developing small-size capac-
itors, e.g., for random-access memory devices, the
value NS = 1.2 × 1014 cm–2 is optimal among the above
set of donor concentrations at the boundary (Figs. 1, 2).
This value allows the attainment of the highest capaci-
tance possible without leakage for voltages up to V0 = 1 V.
The external voltage applied to the system was selected
so that the voltage drop across each boundary did not
exceed this value, V < V0m (where m is the average
number of intersections between the boundaries and the
x axis in the calculation region). The capacitance of a

300250200150100
D, nm

εeff /ε
10

1

Fig. 4. Effective permittivity as a function of the average
grain size. The results of the exact numerical calculation are
shown by the solid line, and results of the calculation using
expression (15) are shown by the dashed line.
polycrystalline sample was calculated by simulating
the carrier transport and integrating the time depen-
dence of the current response to a step voltage with the
amplitude V using Eq. (10). The results of the calcula-
tion were averaged over several random representations
of the structure. We calculated the capacitance for the
above-mentioned samples of fixed size, Lx = Ly =
600 nm, containing varying numbers of grains. In this
case, the obtained capacitance was divided by the width
of the calculation region Ly; i.e., we calculated the spe-
cific capacitance of the system. The effective permittiv-
ity is related to the specific capacitance by εeff = cLx/ε0.
Figure 4 shows the obtained dependence of εeff, normal-
ized by permittivity of the material (for the case of
ε = 300) on the average grain size.

For a fixed width of the depletion region d and size
of the calculation region Lx, the ratio m = Lx/D – 1 yields
the average number of grain boundaries, which inter-
sect the x axis. Since the boundary capacitors along the
x axis are electrically connected in series, the total
capacitance of the system, in the first approximation,
should decrease proportionally to 1/m as the number of
grain boundaries between the contacts increases,

(14)

For the effective permittivity, we have

(15)

Figure 4 shows a comparison between depen-
dence (15), indicated by the dashed line, and the exact
numerical calculation. We can see that, as the grain size
decreases, the capacitance of the system, from D =
150 nm, decreases much more rapidly. For D < 100 nm,
this quantity virtually coincides with the capacitance of
a homogeneous plane capacitor. This result suggests
that, for these and smaller grain sizes, the entire ceram-
ics bulk appears to be depleted of charge carriers, and
the effect of the increase in capacitance due to poly-
crystallinity disappears. This transition is illustrated by
Fig. 5, which shows the potential profiles calculated for
two model structures of the same size containing (a) 4 × 4
grains and (b) 8 × 8 grains. For the former case
(Fig. 5a), the average grain size is D = 150 nm, which
corresponds to the onset of the overlap of the neighbor-
ing potential barriers. For the latter number of grains
(Fig. 5b), where the average grain size is 75 nm, the
barriers overlap appreciably; therefore, in this case, the
region depleted of free carriers is extended over the
entire system.

The effect of the polycrystallinity of semiconductor
ceramics manifests itself in the fact that the character-
istic thickness, which determines the sample capaci-
tance, is the width d of the depletion region at a bound-

c n( )
εε0

md
-------.=

εeff D( )
εLxD

d Lx D–( )
------------------------.=
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ary. For samples with the thickness L @ d, this effect
produces a considerable increase in the capacitance in
comparison with the capacitance of a capacitor filled
with homogeneous insulator and possessing the thick-
ness L and the same permittivity. We can see from
expression (14) that, in this case, the smaller the num-
ber of grains in a polycrystalline sample, i.e., the larger
the average grain size for a specified sample thickness,
the greater its capacitance is. Therefore, to attain the
greatest possible capacitance, the size of a polycrystal-
line sample must be comparable with the grain size.
Thus, with regard to the requirement of miniaturization,
it is desirable to optimize the design and fabrication
technology of devices based on polycrystalline ceramic
semiconductors so as to decrease the grain size and
simultaneously decrease the size of the operation
region. However, on attaining an average grain size of
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Fig. 5. The potential profile for structures of the same size
that contain (a) 4 × 4 and (b) 8 × 8 grains.
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150 nm, at which the depletion regions of neighboring
grain boundaries begin to overlap, the effect of poly-
crystallinity disappears. In this case, a ceramic semi-
conductor of thickness L behaves like a capacitor uni-
formly filled with insulator, i.e., whose capacitance is
c = εε0/L. A further possible way of increasing the
capacitance is related to a decrease in the thickness of
the entire sample. In such a situation, a further decrease
in grain size has no additional effect on the capacitance.

4. CONCLUSIONS

In this study, we suggested and implemented a sim-
ulation model that allowed us to calculate the electrical
characteristics of polycrystalline ceramic semiconduc-
tors. The model is valid in a situation where the average
grain size is comparable with the width of the depletion
region near a grain boundary and the double Schottky
barriers of neighboring boundaries overlap. Using
p-SrTiO3 as an example, we evaluated the effects of a
variation in the current–voltage characteristic and a
decrease in the specific capacitance as a result of a
decrease in the average grain size. It is shown that, at
ξ = 0.4 (ξ is the ratio of the width of the depletion
region to the grain size), the shape of the I–V character-
istic and the form of the dependence of the capacitance
on the number of grain boundaries change abruptly, and
the threshold voltage increases. The calculation of the
dependence of the specific capacitance on the average
grain size shows that the effect of the overlap of barriers
of neighboring grain boundaries becomes significant at
the average grain size D & 150 nm. As the grain size
further decreases, the effect of polycrystallinity disap-
pears and the sample behaves like a capacitor uniformly
filled with insulator. Thus, we solved the problem of
finding the minimum grain size at which ceramics still
retains the important property of high capacitance.
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Abstract—Comparative analysis of the IR spectra of multiple frustrated total internal reflection (MFTIR) in
the range 4000–1000 cm–1 is performed for diamond-like and polymer-like a-C:H films with the refractive indi-
ces n ≥ 2.0 and n ≤ 1.7, respectively. The films are obtained by chemical-vapor deposition from octane, cyclo-
hexane, toluene, and acetylene under various conditions using a dc glow discharge plasma. Characteristic fea-
tures are found in the vibrational spectra of a-C:H films with different refractive indices. A peak at 1250 cm–1,
which is independent of the initial hydrocarbon, is observed in the spectra of the diamond-like films. Additional
peaks at 3400 and 1700 cm–1, due to O–H and C=H vibrations, are present in the spectra of the polymer-like
films. It is shown that the integrated intensity of the band of CH vibrations peaked at ~2900 cm–1 decreases
exponentially by an order of magnitude with an increase in n from 1.55 to 2.4. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The refractive index n of films based on amorphous
hydrogenated carbon (a-C:H) and prepared by chemi-
cal-vapor deposition (CVD) in a dc glow discharge
plasma [1] can be changed from 1.5 to 2.4 at a wave-
length of 0.63 µm [2]. Simultaneously with this
increase in the refractive index, a decrease in the photo-
nic band gap from 2.3 to 0.8 eV [3], a decrease in the
resistivity from ~1013 to ~107 Ω cm, and an increase in
the film absorption in the visible spectral range [4] have
been observed.

a-C:H films with a refractive index exceeding
2.0 can be arbitrarily assigned to diamond-like films.
Due to their combination of chemical and mechanical
durability, radiation resistance, and transparency in the
IR region, diamond-like films can be used as protective
coatings for infrared (IR) optics, in particular, for cop-
per mirrors [5]. a-C:H films that are transparent in the
visible spectral range, with n < 1.7 and high resistivity
(~1013 Ω cm), can arbitrarily be referred to as polymer-
like. In an earlier study, we used polymer-like films as
orienting layers for liquid crystals (LCs) [6]. Black
a-C:H films, which absorb light in the visible range and
have n ≈ 2.2, can be used as light-blocking layers in
reflective light modulators based on LCs [7]. a-C:H
films with n ≈ 2 are ideal antireflection coatings for ger-
manium with n = 4 [8–12]. These films differ from
well-known multilayer antireflection coatings in their
high chemical durability and mechanical strength. We
have also used a-C:H films to increase the transparency
of Ge output windows in LC modulators operating in
the mid-IR region [13].

The spectral dependences of absorption in the fre-
quency range 25000–4000 cm–1 and their correlation
1063-7826/05/3905- $26.00 0585
with the other properties exhibited by a-C:H films were
investigated in [14]. The purpose of this study is to ana-
lyze the IR spectra of the multiple frustrated total inter-
nal reflection (MFTIR) of a-C:H films in the range from
4000 to 1000 cm–1. Specific features of the IR absorp-
tion spectra of the diamond- and polymer-like films and
the correlation of their refractive index with the film
absorption are discussed, as well as the effect of the
type of initial hydrocarbon used for deposition in a
glow discharge plasma on the IR spectra.

2. EXPERIMENTAL TECHNIQUE AND RESULTS

2.1. Preparation of a-C:H Films in a dc Glow 
Discharge Plasma

The a-C:H films were obtained by CVD in a dc glow
discharge plasma using a special multielectrode system
that had a region of magnetron plasma localized near
the anode [1]. This system made it possible to widely
vary the pressure in the vacuum chamber, specifically,
from 0.3 to 0.01 Pa. The films were deposited at sub-
strate temperatures ranging from 20 to 50°C from
vapors discharged by liquid and gaseous hydrocarbons:
toluene, cyclohexane, octane, acetylene, and a mixture
of acetylene and argon. The substrate was heated via
the bombardment of its surface with ions at relatively
high energies.

2.2. Measurement of the IR MFTIR Spectra 
of a-C:H Films

Infrared spectroscopy is widely used to study the
optical absorption and structural features of a-C:H
films [8–12, 15–17]. However, this method is not suffi-
ciently sensitive for systems composed of a-C:H films
© 2005 Pleiades Publishing, Inc.
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and semiconductors with high refractive indices (Si and
Ge) due to the significant interference effect. The use of
the MFTIR method excludes the influence of the inter-
ference effect and makes it possible to record the vibra-
tional spectra of thin a-C:H films [18–20]. The IR
MFTIR spectra were measured on a PE spectrophotom-
eter with an MFTIR attachment in the frequency range
ν = 4000–1000 cm–1. A single-crystal germanium
prism, which provided 12 reflections of IR radiation
from a plane surface at an angle of 45°, served as the
MFTIR element. Figure 1 shows the IR MFTIR spectra
of a-C:H films with the refractive index n = 2.3–2.4.
These films were obtained from (a) toluene, (b) octane,
and (c) cyclohexane vapors at pressures of 0.01–0.03 Pa
and discharge powers of 10–13 W. The refractive index
was determined by multiangle ellipsometry at a wave-
length of 0.63 µm [2]. Figure 2 shows the IR MFTIR
spectra of a-C:H films with the refractive indices n =
1.64 and 1.55, which were prepared at a vacuum-cham-
ber pressure of ~0.3 Pa and a discharge power of 2 W
from (a) toluene and (b) octane vapors, respectively.

Table 1 contains the frequencies of the absorption
bands in the IR MFTIR spectra of the diamond- and poly-
mer-like a-C:H films, their identification [15, 18, 20], and
the band intensities.

2.3. Calculation of the Absorption Coefficient 
of a-C:H Films

In MFTIR spectroscopy, the reflection can be
described by the expression

(1)

where R is the reflection coefficient for one face of the
MFTIR element, N is the number of reflections, α is the
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Fig. 1. Infrared MFTIR spectra of the a-C:H films with the
refractive index n = 2.3–2.4 prepared from vapors of (a) tol-
uene, (b) octane, and (c) cyclohexane at a pressure of 0.01–
0.03 Pa and a discharge power of 10–13 W.
natural absorption coefficient, and de is the effective
thickness [21]. In the case under consideration, N = 12.

If αde ! 1, the reflection loss increases by a factor
of N:

(2)

Hence, the absorption coefficient can be calculated as

(3)

The penetration depth dp of IR radiation at the angle
of incidence θ = 45° is calculated by the formula

(4)

where the wavelength λ1 = λ/n1, n21 = n2/n1, n1 = 4 is the
refractive index of Ge, and n2 is the refractive index of
the a-C:H film.

As was shown in [22], the refractive index n2 of
a-C:H films has a low dispersion in the IR region.
Therefore, when calculating the absorption coefficient
from formula (3), we used the values of n2 obtained by
ellipsometry for λ = 0.63 µm. The values of the refrac-
tive index n2 and the thickness d for a number of a-C:H
films, along with the chemical formulas of the initial
hydrocarbons used for the film deposition and the cal-
culated value of dp for two frequencies: ν = 2920 and
1250 cm–1, are listed in Table 2. In the range 3300–
2700 cm–1, d > dp; therefore, the effective thickness
d ≈ dp. In the range 1800–1000 cm–1, de ! dp; hence, we
can assume that the electromagnetic field remains con-
stant within the film thickness and de ≈ d. In order to
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Fig. 2. Infrared MFTIR spectra of the a-C:H films with the
refractive indices n = 1.64 and 1.55 prepared from vapors of
(a) toluene and (b) octane, respectively, at a pressure of
0.3 Pa and a discharge power of 2 W.
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calculate the absorption coefficient in the range 3300–
2700 cm–1, we used the values of dp calculated from for-
mula (4) for the corresponding frequency. The values of
d obtained by ellipsometry were used to calculate the
absorption coefficient in the range 1800–1000 cm–1.
The results of a computer-aided decomposition of these
bands into individual vibrations—the frequency max-
ima ν, the widths at half-maximum (∆ν)1/2, and the inte-
grated intensities I of the bands fitted by Gaussian
curves—are listed in Table 3.

3. RESULTS AND DISCUSSION

3.1. Comparison of the Vibrational Spectra 
of Diamond- and Polymer-like a-C:H Films

In Figs. 1 and 2, two common absorption regions
can be distinguished for the MFTIR spectra of the dia-
mond- and polymer-like films: bands in the ranges
3300–2700 and 1800–1000 cm–1. The former band is
due to the stretching vibrations of C–H groups. In the
latter band, peaks resulting from the stretching vibra-
tions of carbonyl groups, single (C–C) and double
(C=C) bonds, and bending vibrations of C–H groups
can be distinguished. In addition, weak peaks at 2100
and 1900 cm–1 (Fig. 1) and 2080 cm–1 (Fig. 2) due to the
stretching vibrations of the C≡C bonds were observed
in the spectra.

It should be noted that the MFTIR spectra of the dia-
mond-like a-C:H films (Fig. 1) prepared from different
hydrocarbons (octane, toluene, and cyclohexane) do
not demonstrate any significant differences. They are
similar to the spectra of the a-C:H films with n ≥ 2.0
prepared from acetylene [22]. Hence, we can conclude
that, independent of the chemical nature of the initial
hydrocarbon, the diamond-like a-C:H films produce
typical IR MFTIR spectra. It can be seen from Table 1
that these spectra differ from the spectra of the poly-
mer-like a-C:H films by the weak intensity of their
stretching-vibration band in relation to the CH groups,
the absence of the absorption band peak at 1700 cm–1

for the carbonyl C–O groups, and the presence of a
band in the vicinity of 1250 cm–1 due to the vibrations
of the C–C bonds at the branching points of the film
structure.

At the same time, the IR MFTIR spectra of the poly-
mer-like a-C:H films prepared from toluene and octane
(Fig. 2) are similar to previously measured spectra of
polymer-like films prepared from benzene, toluene
[18], and acetylene [18, 19]. All the spectra of the poly-
mer-like films show the presence of absorption bands
due to the stretching vibrations of carbonyl and
hydroxyl (~3400 cm–1) groups. According to our inves-
tigations, the intensity of these bands may increase dur-
ing the storage of the a-C:H films in air at room temper-
ature [20]. This discovery indicates that the nature of
these films is related to the chemisorption of water and
oxygen from the atmosphere on the film surface after
the extraction of the samples from the vacuum cham-
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ber. The adsorption is caused by the presence of
micropores in the structure of the polymer-like films.
In [2], an ellipsometric investigation of the a-C:H films
showed that the porosity of films with a low refractive
index can be as high as 7%.

The properties of a-C:H films depend on the dis-
charge power on the substrate. As can be seen from
Figs. 1 and 2, an increase in the power by a factor of 5
(from 2 to 10 W) leads to significant changes in the IR
MFTIR spectra of the a-C:H films. Deposition of the
a-C:H films from a hydrocarbon plasma occurs due to
the interaction of positive ions with neutral molecules
and their fragments, which are formed as a result of the
destruction, on a substrate. The higher the discharge

Table 1.  The frequencies, intensities, and nature of the
vibrations in the IR spectra of a-C : H films with high and low
refractive indices in the range 4000–1000 cm–1

Frequency,
cm–1 Nature of vibration

Intensity

n ≥ 2 n ≤ 1.7

~3400 ν(–OH) medium

3300 ν(≡CH) low

3100 ν(=CH) aromatic sp2 low low

3050 νas(=CH) aromatic sp2 low low

3000 ν(=CH) olefine sp2 low low

2920 νas(–CH) sp3 high high

2850 νs(–CH2) sp3 medium medium

1900–2100 ν(C≡C) very low very low

~1700 ν(C=O) high

1600 ν(C–C) aromatic medium

1540 νas(C=C) polyene medium

1450 δas(–CH3) medium

1440 δ(–CH) medium

1370–1375 δs(–CH3) medium

1250 ν(C–C) complex 
branching

medium

Note: νs and νas are the symmetric and asymmetric stretching
vibrations and δs and δas are the symmetric and asymmetric
bending vibrations, respectively, in aromatic, olefine, and
polyene compounds.

Table 2.  Refractive indices and film thicknesses

Formula of
the initial

hydrocarbon
n2 d, µm

dp, µm

ν = 2920 cm–1 ν = 1250 cm–1

C8H18 1.55 0.259 0.234 0.549

C8H18 2.4 0.468 0.376 0.883

C6H5CH3 1.64 0.262 0.238 0.559

C6H5CH3 2.32 0.556 0.342 0.796

C2H2 2.05 0.72 0.278 0.648
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Table 3.  Decomposition of the spectral bands

Formula of
the initial

hydrocarbon
C6H5CH3 C8H18

n2 2.31 1.65 2.4 1.55

ν, cm–1 (∆ν)1/2, cm–1 I, arb. units (∆ν)1/2, cm–1 I, arb. units (∆ν)1/2, cm–1 I, arb. units (∆ν)1/2, cm–1 I, arb. units

3300 76 2655 – – 76 1082

3100 88 7283 88 11077 90 6820

3000 80 43126 78 43096 80 11112

2963 – – – – – – 69 46097

2920 89 35939 87 74985 87 45156 89 243590

2850 78 11777 76 31527 79 14826 77 127912

1600 154 43250 196 68933

1429 130 31387 77 26303

1250–1273 167 52976 212 81515
power, the higher the energy of the positive ions and the
greater their effect on deposition. The interaction of
ions with the surface of a growing film may lead to a
breaking of chemical bonds, diffusion and desorption
of individual atoms weakly bound to the film surface,
and matching of the film structure as a result of the for-
mation of four-coordinated carbon atoms. During the
deposition of the polymer-like films, the fraction and
the energy of the positive ions involved in the deposi-
tion process are generally much lower than in the case
of the diamond-like films. This circumstance manifests
itself in the structural features and macroscopic proper-
ties of the deposited films.

3.2. The Absorption Band Produced by the Stretching 
Vibrations of CH Groups

The broad absorption band produced by the stretch-
ing vibrations of CH groups is typical of all a-C:H films
prepared by the CVD of hydrocarbons in a glow dis-
charge plasma [9, 11, 17, 18, 23–25]. The intensity of
this band in the IR spectra can change as a result of the
value of the negative potential and the type of initial
hydrocarbon [9, 10], the discharge power [16], the pres-
sure in the chamber [11, 17], and the gas temperature
and subsequent annealing of the a-C:H films [11, 24].
Analysis of this band yields qualitative and quantitative
information on the hybridization states of the carbon
atoms in the deposited films that is in agreement with
the results obtained by other methods: nuclear mag-
netic resonance, mass spectroscopy, and electron
energy-loss spectroscopy [16, 26–28].

The results of a computer-aided decomposition of
this band (Table 3) show that the vibrations of the –CH
and –CH2 groups in the sp2 hybridization state near
2920 and 2850 cm–1 are characteristic of the IR spectra
of the diamond- and polymer-like films investigated
here. The intensity of the bands resulting from the
vibrations of the =CH groups in the sp2 state was, for all
the spectra obtained, lower than the intensity of the
bands caused by the vibrations of the –CH and –CH2
groups in the sp2 hybridization state. The reason for
these results is that the symmetric vibrations of the
atoms in the sp2 state weakly manifest themselves in IR
spectra [29]. The bands arising as a result of the vibra-
tions of the –CH groups in the sp2 state were absent in
the spectrum of the polymer-like film prepared from
octane with n = 1.55, whereas the spectra of the dia-
mond-like films obtained from the same hydrocarbon
under other deposition conditions contained bands
peaked near 3100 and 3000 cm–1, which are character-
istic of the vibrations of the =CH groups in the sp2 state
(Table 3). The spectra of the polymer- and diamond-
like films (n = 1.65 and 2.31, respectively) deposited
from the aromatic hydrocarbon toluene also contain
these bands. Thus, we can conclude that the chemical
nature of the initial hydrocarbon may affect the struc-
ture of the polymer-like a-C:H films to a larger extent
than the structure of the diamond-like films.

The intensity of the absorption band in the range
3400–2600 cm–1 in the spectra of the polymer-like
a-C:H films (Fig. 2) is much higher than the spectra of
the diamond-like films (Fig. 1). This circumstance indi-
cates that the content of bound hydrogen in the poly-
mer-like films exceeds that in the diamond-like films.
Figure 3 shows the correlation between the refractive
index of the a-C:H films and the integrated intensity (in
arbitrary units) of the band peaked at 2900 cm–1. With
a change in the refractive index from 1.55 to 2.4, the
integrated intensity of the band attributed to the stretch-
ing vibrations of the CH groups exponentially decreases
by an order of magnitude. Hence, a decrease in the con-
tent of bound hydrogen is accompanied by an increase in
SEMICONDUCTORS      Vol. 39      No. 5      2005
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the refractive index of the a-C:H films, which indirectly
proves that the film structure becomes denser.

3.3. Interpretation of the Medium-Range Order 
Structure of the a-C:H Films Using

the IR MFTIR Spectra

The information obtained on the short-range order
structure from the analysis of the absorption band of the
CH vibrations is insufficient for interpreting the macro-
scopic properties of a-C:H films, which are determined
by either the medium-range order or the nanostructure.
Study of the specific features of the band in the range
1800–1000 cm–1 in the IR spectra of the a-C:H films
yields information on the medium-range order found in
their structure. For example, the peaks near 1540 and
1600 cm–1 resulting from the vibrations of the C=C
bonds in polyene chains and polycyclic aromatic rings
are indicative of the existence of medium-range order
elements in the film structure. In an earlier study, we
obtained clear evidence, using resonance Raman spec-
troscopy, indicating the aggregation of polyene chains
and polycyclic aromatic rings into π-conjugated clus-
ters in the structure of a-C:H films prepared from acet-
ylene [30].

In addition, polyene chains of the type –C≡C– are
present in the structure of the a-C:H films, which is
indicated by very weak bands in the IR spectrum near
1900 and 2100 cm–1. These bands are characteristic of
the spectra of all the films under study, irrespective of
the refractive index.

The intensity of the band near 1250 cm–1, produced
by the stretching vibrations of C–C bonds, indicates
that the structure of the a-C:H films contains four-coor-
dinated carbon atoms. Since their presence is character-
istic of the spectra of the diamond-like a-C:H films, we
can suggest that these carbon atoms are four-functional
branching points, which combine individual π-conju-
gated clusters composed of three- and two-coordinated
atoms, that result in the structure being more compact
and thus ensure its mechanical strength. In a previous
study, we found that simultaneously with the decrease
in the intensity of the band at 1250 cm–1, an increase in
the intensity of the band at 1700 cm–1 occurred in the IR
MFTIR spectra of a-C:H films prepared from acetylene
[19]. This correlation confirms the effect of the four-
functional branching points on the packing density of
the structure. A low refractive index (1.5) and high
resistivity (up to 1013 Ω cm), which are characteristic of
the polymer-like films, are related to the presence of
both voids and CH groups between π-conjugated clus-
ters in the sp3 state. These voids and CH groups hinder
the clusters’ approach to each other, which results in a
more loosely packed structure than in the diamond-like
a-C:H films.
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3.4. The Use of a-C:H Films to Increase 
the Transmission of Germanium

When a-C:H films are used as antireflection coat-
ings in the IR region, the absorption bands characteris-
tic of their vibrational spectra must be taken into
account. The spectra in Fig. 4 illustrate the effect of the
absorption in a-C:H films with n ≈ 2 on the transmis-
sion of germanium. Single-layer coatings based on
a-C:H films with the optical thickness λ/4 equal to 0.5
and 1.25 µm for λ = 4 and 10 µm, respectively, were
deposited from acetylene by the above-described
method onto both sides of a Ge substrate. Due to the
absence of absorption in a-C:H in the range 3.5–5 µm,
an increase of up to 100% in the transmission of Ge was
obtained in this spectral region (Fig. 4). For wave-
lengths above 5 µm, the effect of the absorption of IR
radiation in the a-C:H films becomes more pronounced.

400000300000200000100000

1.6

1.8

2.0

2.2

2.4

I, arb. units

C8H18
C6H5CH3
C2H2

n

Fig. 3. Correlation between the refractive index of the
a-C:H films and the integrated intensity of the band in the
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Fig. 4. Transmission spectra (T) of germanium coated with
quarter-wave a-C:H layers for wavelengths of (1) 4 and
(2) 10 µm.
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Therefore, as can be seen in Fig. 4, the transmission of
a Ge sample that has both sides coated with a-C:H films
does not exceed 90% at a wavelength of 10 µm due to
the absorption loss in the a-C:H coatings.

4. CONCLUSIONS

The IR MFTIR spectra of diamond-like (n ≥ 2.0)
and polymer-like (n ≤ 1.7) a-C:H films deposited from
octane, cyclohexane, toluene, and acetylene in a dc glow
discharge plasma were analyzed. A characteristic feature
of the IR MFTIR spectra of the films with n ≥ 2.0 is the
presence of a band at ~1250 cm–1 due to the stretching
vibrations of the C–C bonds in four-functional branch-
ing points of the structure. This band weakly manifests
itself or is almost absent in the spectra of the a-C:H
films with refractive indices below 1.7. The spectra of
these films show strong absorption bands due to the
stretching (~2920 cm–1) and bending (~1450 cm–1) vibra-
tions of CH groups, as well as of carbonyl (~1700 cm–1)
and hydroxyl (~3400 cm–1) groups. The latter are due to
the chemisorption of water and oxygen from the envi-
ronment, which is facilitated by the presence of
micropores in the structure resulting from weak
branching.

The correlation between the refractive index of the
a-C:H films and the integrated intensity of the absorp-
tion band peaked at about 2900 cm–1 is ascertained. It is
shown that, with an increase in n in the range from 1.55
to 2.4, the integrated intensity of this band decreases
exponentially by an order of magnitude. It can con-
cluded that polymer-like a-C:H films differ from dia-
mond-like ones in that they possess a higher content of
bound hydrogen.

It is shown that the chemical nature of the initial
hydrocarbon used for the film deposition in a plasma
may manifest itself in the IR spectra of the a-C:H films
with n ≤ 1.7. This reason for this circumstance is that
fragments of the initial molecules formed during the
hydrocarbon decomposition in a glow discharge plasma
can serve as structural elements of the polymer-like
films. This behavior is not typical of the diamond-like
films, which are deposited under conditions in which
there is a strong interaction between ions with relatively
high energies and the substrate, which facilitates the
destruction, branching, and matching of the condensate.

Thus, we can conclude that the IR MFTIR spectra of
a-C:H films yield information about the specific fea-
tures of the film structure and its packing density, which
makes it possible to identify a-C:H films as being either
of a diamond- or polymer-like nature. The results
obtained can be used to design monolayer and multi-
layer optical coatings with different refractive indices
for optical devices based on a-C:H films operating in
the IR spectral region.
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Abstract—The influence of the ionized charge in an insulator on the excess current in an MOS structure is calcu-
lated. A comparison of numerical simulation results and experimental data shows that this effect can be responsible
for a time-dependent breakdown of an ultrathin gate oxide in MOS transistors. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The reliability and long-term stability of parameters
in a range of operational conditions is a major require-
ment for modern integrated circuits based on metal–
oxide–semiconductor (MOS) transistors. The transition
of modern technology to the submicrometer level and
the use of ultrathin (thinner than 8 nm) gate oxides
gives rise to new effects that are potential sources of
device instability and degradation.

The objective of this study is a consideration of one
of the possible causes of a temporal decrease in the
dielectric strength of an ultrathin gate oxide after expo-
sure of an MOS structure to voltages close to the per-
missible maximum [1–3]. In Russian publications, tem-
poral degradation of device and material parameters aris-
ing under electrical overloads is referred to as electric
stress or electric fatigue. In this paper, we adhere to the
former term and attribute the effects of reversible param-
eter degradation to electric fatigue. The term “electric
stress” includes both reversible and irreversible degrada-
tion effects arising under high energy loads.

2. MODEL

The motivation for this study came from the experi-
mental fact that, after the exposure of an MOS structure
to high electric fields, the positive charge in an insula-
tor, as well as leakage current in the case of thin insula-
tors, increases [1].

The simulation model used in this study is based on
the assumption that ionized defects (positive ions)
located near an interface give rise to a local lowering of
the potential barrier between an electrode and insulator,
which locally increases the electron injection into the
insulator. The latter process results in an additional
leakage current and a decrease in the breakdown volt-
age. The objective of this study, within the suggested
model, was to analyze the conditions that need to be
imposed on ion concentration and distribution to ensure
1063-7826/05/3905- $26.00 0591
the generation of excess currents identical, in relation to
their order of magnitude, to those experimentally
observed.

Let us consider the Si–SiO2–poly-Si structure,
which is used most frequently in transistors (poly-Si is
polycrystalline silicon). An energy-level diagram of
this structure is shown in Fig. 1. It is assumed that,
under an applied external electric field, the charge
transport through the interface is controlled by the
Fowler–Nordheim mechanism. We restrict the analysis
to a situation in which the applied voltage is relatively
low and the potential barrier is constant. In the numeri-
cal calculations, we assume that the potential-barrier
height at the Si–SiO2 interface is eUb = 2.7 eV.

poly-Si
SiO2

Si

eVg

eUb

Wb

Ec

F

(a)

(b)

Fig. 1. Schematic representation of (a) the structure under
consideration and (b) a portion of the corresponding
energy-level diagram.
© 2005 Pleiades Publishing, Inc.
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Let the ion potential distribution at distances larger
than the atomic size be described by the Coulomb law.
We also assume that the Si layer is an electrostatic “mir-
ror.” In this case, the potential distribution can be deter-
mined using the mirror image method. In the case of
cylindrical coordinates, the potential at the point (x, r)
is given by (see [4])

(1)

where ∆r = |r – r1|, a1 and r1 are the ion coordinates, the
x axis is normal to the insulator layer, all the coordinates
are given in units of the insulator film thickness Wb, and
εε0 is the Si permittivity.

The mirror image of an electron passing through the
barrier gives rise to deformation of the electrostatic
potential profile. Let us take into account these distor-
tions as follows:

(2)
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∆R = 4.5 Å
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Fig. 2. Diagrams of the potential barrier in the insulator
layer at various distances ∆r = ∆R/Wb of the electron trajec-
tory from the ion position.
Using the notation of Fig. 1, the resulting potential dis-
tribution is written as

(3)

where Vg is the external potential difference applied to
the insulator. The potential at the left-hand insulator
boundary (x = 0 in Fig. 2) is assumed to be zero.

The tunneling current increment caused by a single
ion in the insulator is given by

(4)

where

Ec and F are the conduction band top and the Fermi
level of polycrystalline silicon, and v x is the electron-
velocity component.

The difference between the probability that an elec-
tron overcomes the potential barrier in the presence of
an ion and the probability that the electron overcomes
the initial potential barrier per unit area is given by

(5)

where Ra is the shortest distance at which an electron
can leave the ionized atom center and avoid trapping.
The probability that the electron overcomes the poten-
tial barrier is averaged with respect to all the possible
ion positions in the insulator layer.

3. RESULTS AND DISCUSSION
It follows from the experimental data presented in [1]

that a long-term electric stress initially causes an insig-
nificant increase in the leakage current. However, at
~2 × 103 s, the current becomes noisy and drastically
increases; then, in the next ~2 × 103 s, a thermal break-
down develops.

In [1], the phenomenon of an increase in the leakage
current under low fields was referred to as a quasi-
breakdown, and the dependence of this leakage current
on the gate voltage was determined. It was also reported
that the quasi-breakdown phenomenon develops in
individual localized regions of a sample and can be
observed only in thin (<8 nm) silicon oxide films. Thus,
it follows from the results of [1] that the total area
where the quasi-breakdown phenomenon develops
amounts to ~0.001 of the total sample area.
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If we set Ra = 1 Å, which is approximately equal to
the atomic radius, Eq. (4) can be used to find that the
tunneling current increment caused by a single ion
is 10–27 A.

By calculating the additional tunneling current
caused by a single positive ion at various gate voltages,
we obtain the dependence of the leakage current on the
gate voltage. In this case, as before, we set the insulator
thickness equal to 4.5 nm, which corresponds to the
sample thickness used in [1]. The obtained dependence
agrees well with the similar dependence reported in [1].
It is clear that several ions arranged one after another in
the longitudinal direction lower the potential barrier
more efficiently and lead to a larger increase in the tun-
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10–28

10–30

2.0 2.5 3.0 3.5 4.0 4.5 5.0
Vg, V

∆I, A

1
2

4
3

Fig. 3. Calculated dependences of the leakage current ∆I on
the gate voltage Vg when the insulator contains from one to
four longitudinally arranged positive ions (curves 1–4,
respectively).
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Fig. 4. The calculated dependence of the leakage current Ig
on the gate voltage Vg at the potential-barrier heights Ub =
(1) 2.7 and (2) 2.6 eV.
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neling current. In order to take these observations into
account, we need to introduce several new terms into
relation (3):

(6)

Figure 3 shows the calculated dependences of the
excess current ∆I on the gate voltage Vg for various
numbers of ions located near the interface. In general,
these dependences are similar to the experimental
curves obtained in [1].

It follows from Fig. 3 that such spatial combinations
of ions cause a significant increase in the leakage cur-
rent; however, it should be remembered that these
results represent only approximate estimates and are
not quantitatively accurate. It can be shown that even a
small inaccuracy in the potential-barrier height intro-
duces an error of several orders of magnitude. Figure 4
shows the dependence of the tunneling current on the
gate voltage for two barrier heights.

Let us estimate the highest possible leakage current
under the assumption that, as in [1], the sample area is
10–4 cm2. The total current is given by

(7)

where Na is the number of atoms located at the sample
surface, γ is the fraction of positively ionized surface
atoms, and ∆J is the additional tunneling current per
conductivity channel.

Based on the results of [1], the order of magnitude
of γ can be assumed to be equal to 0.001, which means
that one in a thousand surface atoms is ionized. The
value of γ can be estimated from the results of [5],
where it was shown that the average distance between
ionized defects in SiO2 becomes equal to 3 nm at a volt-
age close to the breakdown value. As a result, relation (7)
yields the current ~10–8 A, which is in good agreement
with the data presented in [1].

4. CONCLUSION
Our analysis shows that the formation of positive

ions in an insulator with a further decrease in the poten-
tial-barrier height can be one of possible mechanisms
that initiate the leakage of current in the gate oxide of
MOS transistors exposed to gate voltages close to the
permissible maximum.
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Abstract—The mechanism of injection loss in p-GaN/InGaN/n-GaN quantum-well LEDs is analyzed by
studying the temperature and current dependences of external quantum efficiency in the temperature range 77–
300 K and by measuring transient currents. The data obtained are interpreted in terms of a tunnel-recombination
model of excess current, which involves electron tunneling through the potential barrier in n-GaN and the over-
barrier thermal activation of holes in p-GaN. At a low forward bias, the dominant process is electron capture on
the InGaN/p-GaN interface states. At a higher bias, the excess current sharply increases due to an increase in the
density of holes on the InGaN/p-GaN interface and their recombination with the trapped electrons. The injection
of carriers into the quantum well is limited by the tunnel-recombination current, which results in a decrease in effi-
ciency at high current densities and low temperatures. The pinning of the Fermi level is attributed to the decoration
of heterointerfaces, grain boundaries, and dislocations by impurity complexes. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

One of the principal problems in the design of GaN-
based LEDs is the need to raise the quantum efficiency
of electroluminescence (EL) at high injection levels.
Usually, the maximum external quantum efficiency in
LEDs is observed at small currents, 0.1–1 mA, and it
decreases significantly as the working current is raised
to 20 mA [1]. An anomalous decrease in the EL effi-
ciency has also been observed at temperatures below
150 K for injection currents J > 100 µA [2–4], whereas
the photoluminescence efficiency has been observed to
increase upon cooling [3].

Different models considering the quantum effi-
ciency limitation and nonradiative recombination loss
in GaN LEDs can be found in a number of publications.
The decrease in efficiency at higher injection levels is
attributed, e.g., to the depression of electron capture
into the InGaN quantum well (QW) and the injection of
electrons into p-GaN “over” the QW [1]. As alternative
causes of the decrease in GaN LED efficiency during
cooling, electron capture into the tails of the density of
states [2] or into localized states [3] have been dis-
cussed, as well as an increase of the drift velocity of
electrons injected into p-GaN, which results from a
freeze-out of holes and increase in the electric field in
p-GaN [4].

In this study, the mechanism of injection loss in
GaN LEDs is analyzed based on the measured temper-
ature dependences of the current and EL efficiency in
the temperature range 77–300 K and on transient cur-
1063-7826/05/3905- $26.00 0594
rent measurements. It is shown that the anomalous
decrease in efficiency during cooling occurs only at
high currents (J * 1 mA). In contrast, in the low-cur-
rent range J & 50 µA, the efficiency increases as the
temperature decreases.

The data are interpreted in terms of the tunnel-
recombination model of current flow across a hetero-
structure. The model involves the tunneling of electrons
through the potential barrier in n-GaN, their capture by
localized states at the InGaN/p-GaN heterointerface,
and their recombination with holes thermally activated
over the barrier into p-GaN. At a low bias, the electron
capture process dominates. When, at higher biases, the
density of holes on the heterointerface increases, the
tunnel-recombination current increases sharply. The
Fermi level pinning on the heterointerface with a high
density of states suppresses the injection of carriers into
the QW, which is the major cause of the decrease in
efficiency at high currents and low temperatures. The
most probable sources of the deep states responsible for
the Fermi level pinning on the InGaN/GaN heterointer-
face are impurity complexes on the heterointerface and
dislocations.

2. EXPERIMENT

We studied MOCVD-grown blue p-GaN/InGaN/n-
GaN LEDs with the QW in the p–i–n structure possess-
ing an active layer InxGa1 – xN of 30 Å in thickness. The
details of the LED structure are presented in [5].
© 2005 Pleiades Publishing, Inc.
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The current–voltage (I–V) and luminescence–volt-
age (L–V) characteristics were studied in the tempera-
ture range T = 77–300 K. The temperature dependences
of the structure capacitance C(T), current J(T), and EL
efficiency ηext(T) were also studied.

The transient currents in the LEDs were studied
using square pulses of forward bias with an amplitude
of 0.3–3.2 V, width of 1–100 µs, and repetition fre-
quency of 1 kHz. The initial current was limited by
series resistors: a ballast resistor R1 = 1 kΩ and load
resistor R2 = 100 Ω . The voltage across the load resis-
tor, which is proportional to the transient current, was
analyzed using a BCI-280 boxcar integrator. The kinet-
ics of the transient current in a time interval of 10 ns to
30 µs after the leading edge of a pulse, as well as the
dependences of this current on the pulsed bias at a con-
stant delay, was measured. In order to improve the sig-
nal-to-noise ratio, we employed voltage pulse gating
across the load resistor at a gate width of 10–400 ns and
accumulation of n pulses (n = 8–128).

Temperature dependences of the EL efficiency.
Figure 1 shows temperature dependences of the effi-
ciency of the LED emission ηext = L/J measured at dif-
ferent currents. At a current of 0.4–10 µA, the effi-
ciency increases as the temperature decreases. The
strongest increase in the efficiency is observed for cool-
ing occurring below ~150 K. At a higher current, the
opposite behavior is observed: the efficiency decreases
as the sample is cooled, with the strongest decrease in
the efficiency being observed at T < 150 K; in addition,
some decrease is also evident at ~250 K. In the range of
current J ~ 100 µA, ηext(T) exhibits peaks at about 150
and 250 K.

100 150 200 250 300
T, K

1.0

0.5

0

ηext = L/J, arb. units

1 2

3

4

5

6

7

8

Fig. 1. Temperature dependences of the EL efficiency of a
blue LED at dc forward currents J of (1) 4 × 10–4, (2) 10–3,
(3) 2 × 10–3, (4) 10–2, (5) 3 × 10–2, (6) 0.1, (7) 0.4, and
(8) 20 mA.
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Temperature dependences of current. Figure 2
shows the temperature dependences of the forward cur-
rent in the LED.  exhibits steps at the same
temperatures as those observed in the ηext(T) depen-
dences, i.e., at about 150 and 250 K. As the bias increases,
the portion demonstrating weak temperature dependence
of the current is extended to lower temperatures.

Dependences of the EL efficiency on current. Fig-
ure 3 shows the current dependences of the EL effi-
ciency. At room temperature, the curve ηext(J) exhibits
a peak at about 2–4 mA. As the temperature decreases,

J T( )log
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10–1

10–2
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Fig. 2. Temperature dependences of the forward current in
an LED under dc biases U of (1) 2.7, (2) 2.9, (3) 3.12,
(4) 3.5, and (5) 4.05 V.
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Fig. 3. The EL efficiency of a blue LED vs. the forward cur-
rent at temperatures T of (1) 300, (2) 222, (3) 128, (4) 110,
(5) 90, and (6) 78 K.
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the ηext(J) peak is shifted to lower current values. Thus,
a tendency is observed in which the efficiency at low
temperatures and high current approaches that seen at
room temperature and low current.

Current–voltage and luminescence–voltage char-
acteristics at dc bias. Figure 4 shows the I–V and
L−V characteristics. The forward I–V characteristics of
the LEDs under study at a dc bias (curves 1, 2) are simi-
lar to those observed earlier for GaN-based LEDs [6–8].
The authors of [6–8] concluded that tunneling is the
dominant current transport mechanism. The room-tem-
perature forward I–V characteristic of the LED in the
logarithmic scale,  (curve 1), exhibits a char-
acteristic shoulder in the range of bias ~(1–2.3) V and
current 1 nA–1 µA, which is usually attributed to the
effect of the large amount of dislocations and defects in
GaN-based structures [8].

At 300 K, a sharp increase in the EL is observed at
the “switch-on” voltage UEL ≈ 2.4 V (curve 1'). The EL
intensity in the initial portion of the  curve for
currents J & 1 mA, i.e., below the current correspond-
ing to the ηext(J) peak, can be approximated by the
exponent L ∝  exp(U/Ut), where Ut = 26–52 mV. At the
bias U < UEL, the current flowing through the LED does
not contribute to the EL. At low voltages, this excess
current (~2 µA at 2.4 V) depends linearly on the bias,
while, at U * 2 V, it can be approximated as J ∝
exp(U/Ut), where Ut > 140 mV. In the range of currents
~(1–20) mA, the slope of the  and 
curves gradually decreases; moreover, the slope of

 becomes less steep than that of the 
curves, which reflects the decrease in efficiency as the
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Fig. 4. I–V characteristics of a blue LED under (1, 2) dc and
(3–7) pulsed bias. Curves 1' and 2' illustrate the emission
intensity L vs. dc bias. Temperatures: (1, 3–7, 1') 300 K;
(2, 2') 78 K. Delay time: (3) 0.05, (4) 0.25, (5) 1, (6) 2, and
(7) 4 µs.
current increases. Therefore, the maximum quantum
efficiency corresponds to the largest slope of the

 curve. This trend is also observed at low tem-
peratures (curves 2, 2').

Pulsed and high-frequency I–V characteristics.
Figure 4 (curves 3–7) shows the dependences of the
transient current measured at a 50-ns to 4-µs delay after
the leading edge of a square pulse of bias (with a width
of 1–100 µs) on the pulse amplitude Jt(Um). The tran-
sient current at Um & 2.3 V exceeds the dc current by
several orders of magnitude, but it is close to the dc cur-
rent found at working currents. The kinetics of the tran-
sient current is characterized by a stretched exponent [5].
The inflections in the  and  curves
appear in the same range of bias. It is also noteworthy
that similar behavior is observed in the dependences of
the active component of the low-signal current of the
LED at 1-MHz and 100-kHz frequencies as functions
of the dc bias, which were obtained in the measure-
ments of the conductance–voltage characteristics.

3. DISCUSSION

3.1. Tunneling and Injection in an LED

The excess tunnel-recombination current at low
biases, U < UEL. Tunneling is generally agreed to be the
principal mechanism of current transport in diode
structures with InGaN QWs [6–8].

For the case of a uniform energy distribution of
states in the band gap and recombination in the neutral
region, the tunnel-recombination current in a forward-
biased p–n junction may be written as

(1)

Here, Ubi is the built-in voltage of the p–n junction and
Ut ∝  [NaNd/(Na + Nd)]1/2, where Na and Nd are the con-
centrations of acceptors in the p-type region and donors
in the n-type region, respectively [9].

The tunnel current observed at a low bias in the
diodes under study sharply increases near the switch-on
voltage UEL ≈ 2.4 V. The excess current at U < UEL,
which does not generate light, may be related to carriers
that bypass the QW in the energy space by tunneling
under the QW to the InGaN/p-GaN heterointerface
with a high density of states (Fig. 5). The well-defined
steps on the temperature dependence of the current at a
dc forward bias (Fig. 2) imply a nonuniform distribu-
tion of the interface states in the band gap and indicate
the presence of two groups of states. It should be noted
that tunneling along the grain boundaries might also be
a source of the excess current.

In the LEDs under study, n-GaN is more heavily
doped than p-GaN (Nd = 1018 cm–3 and Na = 2 ×
1017 cm–3). Taking into account the large effective hole
mass in GaN, mh = 2.2m0 (m0 is the free electron mass)
[10], we can suggest a tunnel-recombination model of
the current transport across the heterostructure, which

J U( )log

J U( )log Jt Um( )log

Jt r– J0 U Ubi–( )/Ut[ ] .exp=
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involves electron tunneling through the potential bar-
rier in n-GaN and the thermal activation of holes over
the potential barrier in p-GaN (Jn and Jp, respectively,
Fig. 5).

The pulsed and static I–V characteristics at U < UEL.
The proposed model is confirmed by the behavior of the
I–V characteristics observed for dc and transient cur-
rents. As can be seen in Fig. 4, these curves demonstrate
a similar nonlinearity, which is typical when the trapping
of carriers plays a decisive role in current transport.

The decay of the current after the barrier reduction
by the pulsed voltage at the leading edge of the pulse at
t = 0 can be related to the electron capture by free local-
ized states on the internal interfaces, i.e., the
InGaN/GaN heterointerface, grain boundaries, and dis-
locations in n-GaN. At low forward biases, the increase
in the negative charge on the interface states Qi compen-
sates the initial decrease in the barrier for the electrons.

The tunnel-recombination current at U > UEL.
Pinning of the Fermi level on the InGaN/GaN het-
erointerface and suppression of the injection into
the InGaN QW. The rise in the forward bias results in
a gradual saturation of the trap centers and increase in
the injection current into the QW. A comparison of the
J(U) and Jt(Um) dependences leads to the conclusion
that the interface traps are completely filled at the trap-
filling-limit voltage UTFL ≈ 3 V. Indeed, as can be seen
in Fig. 4, in the vicinity of this bias, the dc current grad-
ually increases to the level of the pulsed current. In this
range of bias, U ≈ UTFL, the maximum quantum effi-
ciency of the EL is observed.

For radiative band-to-band recombination, the
recombination current in the p–i–n structure equals J ∝
exp(qU/kT) [11]. At room temperature, the lumines-
cence–voltage dependence (Fig. 4, curve 1') is close to a
dependence of this kind only at low biases (U & 2.7 V).
As the bias increases, the slope of both the 
and  curves decreases. In this case, ∂ /∂U <
∂ /∂U, and the light intensity increases more
slowly than the current.

At U > UTFL, the EL efficiency decreases. This
behavior can be attributed to the limitation of the carrier
injection into the QW, related to the recombination of
holes with the electrons captured on the localized states
on the heterointerface. As the hole density on the het-
erointerface increases, the tunneling and recombination
on the heterointerface again become the dominant pro-
cesses; therefore, in the total current, the fraction of
current injected into the QW decreases. Taking into
account that

where Un and Up are the potential barrier height in the
n- and p-type regions, respectively, and in accordance
with the neutrality condition Qi = Qn – Qp, where Qi,
Qn = (2qεNdNn)1/2, and Qp = (2qεNaNp)1/2 are the
charges on the heterointerface states and ionized impu-

L U( )log
J U( )log Llog

Jlog

Ubi U– Un U p,+=
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rities in the depleted n- and p-type regions, respectively,
the expressions for Un and Up at Nd @ Na are easily
obtained:

When recombination on the heterointerface is dom-
inant, the electron tunnel current Jn through the poten-
tial barrier in n-GaN equals the current Jp of the holes,
which are thermally activated over the barrier in
p-GaN. Taking into account relation (1), we obtain

(2)

where J0t and J0p are the saturation current densities for
the barriers in the n- and p-type regions, respectively,
and α = (2qεNd)–1. For Ut @ kT/q, we obtain the height
of the barrier for the electrons in the n-type region:

(3)

As a result, at U > UTFL and Ut @ kT/q, virtually all
the excess bias falls on n-GaN. In this situation, the rise
of the hole density on the interface becomes slower as
the bias increases. It in necessary to note that, when
there is a low density of states on the InGaN/GaN inter-
face and the heterostructure current J ∝  exp(qU/kT), the
voltage should drop mainly across the p-type region,
due to the lower doping level, until the hole density on
the interface pi ∝  exp(qU/kT) becomes equal to the
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Fig. 5. The band structure of an LED. EF indicates Fermi
level; Up and Un, the potential barriers for holes in the
p-type region and electrons in the n-type region; Jn, the tun-
nel current of electrons in the n-type region; Jp, the ther-
mally activated current of holes in the p-type region; and U,
the forward bias.
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electron density on the interface ni [11]. Then, a further
increase in bias would be divided in equal parts
between the p- and n-type regions, so that J ∝  pini ∝
exp(qU/kT) [11]. The increase in the tunnel-recombina-
tion current Jt – r is followed by a slower increase in the
injection current, which generates light. Using (2) and
(3), we obtain, for Jt – r,

(4)

Due to the depression of the injection efficiency as the
forward bias increases at U > UTFL, the EL efficiency
ηext(J) passes through a maximum at a relatively low
current, ~(1–3) mA. It then significantly decreases at
the working current ~20 mA.

The effect of the tunnel-recombination current on
the EL intensity is confirmed by the following experi-
mental data. In the blue diodes with large excess current
(J > 0.1–0.2 mA at 2.6 V), the decrease in quantum effi-
ciency begins at lower biases and is followed by the lev-
eling-off of the EL intensity. This behavior is illustrated
by Fig. 6, which shows the I–V and L–V characteristics
of this diode.

The interconnection between the tunnel-recombina-
tion current and quantum efficiency at high voltages is
especially distinct for violet diodes (which have an
emission peak wavelength λmax ≈ 400 nm). Due to the
larger band gap in InxGa1 – xN, the voltage necessary for
the generation of light in these diodes (under the domi-
nation of the tunneling mechanism of current transport
UEL ≈ hν – (µn + µp), where µn and µp are the Fermi
energies EF in n- and p-GaN, respectively) must exceed
that in the blue LEDs (λmax = 465 nm) by ∆hν/q ≈ 0.44 V
(here, ∆hν is the difference between the photon ener-
gies). For the violet diodes, the  curves are
shifted to higher voltages (see curve 2', Fig. 6), but the

Jt r– J0t J0 p/J0t( )
kT /Ut Ubi U–

Ut

------------------ 
  .exp=

L U( )log
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Fig. 6. (1, 2) I–V and (1', 2') L–V characteristics under a dc
bias for (1, 1') blue and (2, 2') violet LEDs.
I–V characteristics for both types of diodes are close
(cf curves 1 and 2). In these diodes, the excess current
reaches 1–2 mA at U = 3–3.1 V (curve 2), which results in
a decrease in the light intensity even at currents <1 mA.

As the temperature decreases, the tunnel-recombi-
nation current at low biases decreases, as a result of the
decrease in the hole density on the InGaN/p-GaN inter-
face, whereas the efficiency increases, reaching its
maximum at U = UTFL. Since the traps are completely
filled, at a further rise in the bias, virtually all the volt-
age rise drops across the p-type region, in accordance
with the doping levels in p- and n-GaN, and the density
of holes, both free and trapped, on the heterointerface
sharply increases as the bias rises. However, the
decrease in efficiency observed as the current rises
actually begins at low currents, because, as follows
from (3), the equality between the hole and electron
currents is established after a small decrease in Un;
again, the entire voltage increase drops across the
n-type region. As a result, the injection current is
depressed as the bias increases in the U > UTFL range.
As the temperature increases, the density of free and
trapped holes on the InGaN/GaN heterointerface
increases, and a stronger depression of the barrier for
electrons Un is necessary to balance the hole current
with the current of the electrons in the heterointerface
states. As a result, the decrease in efficiency at higher
temperatures occurs at higher currents.

3.2. The Possible Sources of Injection Loss in LEDs

A possible source of the tunnel-recombination cur-
rent on the heterointerface, which suppresses the injec-
tion, may be the segregation of the residual impurities.
For example, the segregation of oxygen and hydrogen
on extended defects in GaN was observed in [12, 13].
Oxygen acts as a donor in the GaN bulk, but it induces
deep acceptor levels on the dislocations in GaN, where
it forms complexes with the Ga vacancies [14]. As is
well known, oxygen–hydrogen centers in the bulk and
on the internal and external surfaces of solids can trap
holes at low temperatures. This fact serves as the impe-
tus for the stepwise temperature behavior of the surface
band bending and work function in semiconductors.
For example, general trends are observed in the temper-
ature behavior of the surface band bending at about
200–250 and 150 K in Ge [15], Si [16], and GaAs [17],
the positive built-in charge in the oxide in Si/SiO2 FETs
[18], and the work function of metals [19].

It is noteworthy that similar temperature behavior
has been observed for capacitance in p-GaN Schottky
diodes [20]. This behavior was attributed to the resid-
ual hydrogen after the activation annealing of the
p-GaN layer. In an earlier study, we also observed sim-
ilar temperature dependences of the capacitance in blue
LEDs [8]. In addition, these general trends are observed
in the temperature dependences of the LED current
(Fig. 2). These facts allow us to attribute the tempera-
ture behavior of the current and quantum efficiency
SEMICONDUCTORS      Vol. 39      No. 5      2005
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ηext(T) to a change, at temperatures of about 150 and
250 K, in the charge state of the H- and O-containing com-
plexes, which are responsible for the temperature shift of
the Fermi level on the InGaN/GaN heterointerface.

4. CONCLUSION
It was found that the temperature behavior of the EL

efficiency at low currents is opposite to that observed at
high currents. An anomalous decrease in efficiency dur-
ing cooling is observed for currents J * 1 mA, whereas,
at J & 50 µA, the efficiency increases at temperatures
below 150 K. These results allow us to attribute the
temperature and current dependences the of efficiency
to a tunnel-recombination mechanism of the excess
current, which involves electron tunneling through the
potential barrier in n-GaN and the above-barrier ther-
mal activation of holes in p-GaN. The study of transient
currents shows that, at low forward biases, electron
capture is the dominant process, whereas, at voltages
above the trap-filling limit, an intense nonradiative
recombination is dominant, which limits the increase in
the hole density on the heterointerface as the bias
increases. At room temperature, the rise in the recombi-
nation current is stronger than that of the injection cur-
rent; therefore, the efficiency at small currents is low,
but it increases during cooling. Since the density of free
and trapped holes on the InGaN/GaN heterointerface
decreases during cooling, a lower electron current is
necessary to compensate the hole current; therefore, the
tunnel-recombination current becomes the principal
component of the total current, even at low currents in
the LED, which reduces the quantum efficiency.
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Abstract—The effect of uniaxial pressure in the direction perpendicular to the localization plane of the inter-
face for n-InSe–p-GaSe heterojunctions on a variation in the saturation photovoltage and short-circuit current
is studied. It is shown that, in InSe/GaSe optical contacts subjected to a pressure P = 35–40 kPa, the open-circuit
voltage increases almost twofold and the short-circuit current increases by more than a factor of 5 as compared
to the values observed in the initial samples, which makes it possible to expect that the efficiency of photocon-
version can be increased to 15–16% in the structures under consideration. © 2005 Pleiades Publishing, Inc.
Photodiodes based on anisotropic n-InSe–p-GaSe het-
erojunctions (HJs), fabricated by bringing the surfaces of
two semiconductors into direct optical contact [1], are
analogues of silicon structures in their operation under
exposure to intense radiation [2]. The photoconversion
efficiency of these HJs is 0.7–3.2%, depending on the
electrical parameters of the semiconductors in contact
and on special features of the structures’ design [3].
According to Drapak et al. [4], an InSe/GaSe hetero-
contact is equivalent to a semiconductor–insulator–
semiconductor (SIS) structure. In spite of a widespread
opinion that the surfaces of layered semiconductors
cannot adsorb extraneous gases from the surrounding
atmosphere [5], it is an oxygen layer that plays the role
of the insulator in the SIS structures under consider-
ation. This layer represents a nonequilibrium state of
the system and exhibits a very long relaxation time. As
has recently been shown [4], InSe and GaSe semicon-
ductor wafers come into actual close contact in the
course of long-term (10–14 years) storage as a result of
the diffusive spread of oxygen. The area of this contact
amounts to a mere ~10% of a HJ’s geometric area. If the
photoconversion efficiency of these structures is calcu-
lated taking into account the actual area (i.e., the area of
the surfaces in close contact), this efficiency increases
from 3.2 to 11–12% for an HJ based on InSe and GaSe
with optimal electrical parameters. When the areas of
close InSe/GaSe contact are obtained as a result of a
partial displacement of a gaseous interlayer or the
enveloping of clusters of adsorbed atoms under the
effect of the weight of the semiconductors in contact, it
seems expedient to study the effect of pressure on the
photoconversion parameters of an InSe/GaSe contact.

In this paper, we report the results of studying for
the first time the effect of uniaxial compression of an
InSe–GaSe optical contact on the saturation photovolt-
1063-7826/05/3905- $26.00 0600
age (the open-circuit voltage) Voc and short-circuit cur-
rent Isc.

We studied structures whose series resistance R
ranged from ~104 to ~105 Ω, depending on the charge-
carrier concentration in the semiconductors in contact
(pGaSe = 1014–1015 cm–3 and nInSe ≈ 1015 cm–3 at T = 300 K).
The HJs were subjected to a pressure directed perpen-
dicularly to the interface plane (along the c-symmetry
axis of the InSe and GaSe crystals).

In Fig. 1, we show dependences of the open-circuit

voltage  (curve 1) and the short-circuit current 
(curve 2) on the pressure P applied to the InSe–GaSe
HJ under study. The initial values (in the absence of
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Fig. 1. Variations in the (1) open-circuit voltage Voc and
(2) short-circuit current Isc in relation to the pressure P
applied to the n-InSe–p-GaSe heterojunctions. Designa-
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pressure) of the quantities /Voc and /Isc were
taken to be equal to 100%. A study of the optical-
absorption spectra for GaSe and InSe subjected to
uniaxial compression at pressures as high as P ≈ 75 kPa
shows that the energy-band structure of these semicon-
ductors is unaffected by pressure, which is in good
agreement with the published data [6, 7]. For example,
a decrease in the GaSe band gap Eg under the effect of
pressure P becomes noticeable only at P ≈ 108 Pa [6].
This circumstance makes it possible to relate variations

in  and  for the n-InSe–p-GaSe HJ in the range
of pressures under study to the changes that occur at the
interface.

As can be seen from Fig. 1 (curve 1), the value of Voc
increases almost twofold as P increases to ≈35 Pa and
tends, as was predicted by Drapak et al. [4], to the value
of the contact potential difference ϕ0 calculated in the
context of the Anderson model for ideal HJs. At the
same time, measurements of the capacitance–voltage
(C–V) characteristics for the structures exposed to pres-

sure indicate that the contact potential difference 
still falls short of the value determined from the relation
obtained for ideal HJs,

, (1)

even if a possible variation in the position of the Fermi
level EF in InSe and GaSe is taken into account. This
variation is indicated by an increase in the resistivity of
these materials as the applied pressure increases to P ≈
70 kPa (Fig. 2, curves 1, 2). In expression (1), χp and χn

are the electron affinities for p- and n-type semiconduc-
tors, respectively; Egp is the band gap of a p-type semi-
conductor; EFp is the energy spacing between the
valence-band top and the Fermi level in a p-type semi-
conductor; and EFn is the energy spacing between the
conduction-band bottom and the Fermi level in an
n-type semiconductor. This circumstance, i.e., the dis-

crepancy between the value of  in the saturation

region at P > 35 kPa and the value of ,

, (2)

indicates that it is impossible to completely eliminate
the effect of the transitional layer formed of oxygen
atoms adsorbed from the atmosphere on the value of

, even in the presence of pressure. For the HJs that
were not subjected to pressure, the open-circuit voltage
far exceeds the contact potential difference, which is
characteristic of structures that include an insulating
layer at the interface [8]. Relation (2) indicates that the
transitional-layer thickness decreases and eventually
becomes negligible.

As the pressure applied to the HJs increases, not
only does the resistivity of the semiconductors in con-
tact increase (Fig. 2, curves 1, 2) but the contact poten-
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tial difference  determined from the C–V character-

istics increases as well. An increase in  brings about
an increase in the width of the space-charge region.
However, in spite of this circumstance, an appreciable

increase in  (by more than a factor of 5) is observed
at P > 35 kPa. This observation indicates that the optical
InSe–GaSe contact subjected to pressure can be consid-
ered as a close contact rather than an SIS structure. In

the pressure range P ≈ 35–40 kPa, the quantities 

and  attain a constant value, which may be a conse-
quence of the fact that it is impossible to decrease the
thickness of an insulating layer under the effect of
applied pressure. A further increase in pressure leads to

a steplike increase in  while the value of  remains
constant, which can be related to an increase in the area
of the HJs under study as a result of a more uniform dis-
tribution of the layer of oxygen atoms adsorbed from

atmosphere at the interface. An increase in  under
pressure in the range P ≈ 40–50 kPa can be also caused
by variations in the parameters of the semiconductors
in contact under the effect of this pressure (these
parameters include the lifetime of nonequilibrium
charge carriers and the diffusion length). However, this
assumption requires additional studies to be carried out.

A drastic decrease in  at P > 55–60 kPa is appar-
ently caused by the effect of the mismatch (~8%)
between the crystal-lattice constants of the semicon-
ductors in contact. This mismatch begins to manifest
itself as the insulating-layer thickness decreases and
becomes negligible, and it may be the cause of the
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Fig. 2. Spectral dependences of the relative quantum effi-
ciency η of the n-InSe–p-GaSe heterojunctions subjected to
the pressure P = (3) 0, (4) 20, (5) 40, and (6) 60 kPa. T = 291 K.
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appearance of photosensitivity for the HJ under study
beyond the fundamental absorption edge of InSe
(Fig. 2, curves 5, 6). As a consequence of an increase in

the band-bending magnitude  and an increase in the
resistivity of the semiconductors in contact, the shape
of the current–voltage (I–V) characteristics of the HJs
subjected to pressure also changes: the forward
I−V characteristics of the initial samples can be
described by the expression J ∝  exp(eV/nkT) (where the
diode factor retains the value n ≈ 1 in entire range of tem-
peratures under consideration), whereas n > 2 at room
temperature for the structures subjected to pressure.

In spite of the fact that the interpretation of the
results obtained in the studies reported here is only ten-
tative, these results indicate that it is possible to appre-
ciably improve the photoconversion parameters of
n-InSe–p-GaSe HJs. In conclusion, we should note
that, if the filling factor of the I–V characteristic for het-
erojunctions subjected to uniaxial compression using a
pressure of approximately 30–55 kPa is not decreased
significantly, an increase in the photoconversion effi-
ciency to 15–16% might be expected for these hetero-
junctions. The estimations were performed for struc-
tures with the following optimal parameters: the resid-
ual resistance ~103 Ω and the photoconversion
efficiency ~3.2%. It is also worth noting that the area of
n-InSe–p-GaSe HJs is restricted by the sizes of the quartz
cells in which the indium and gallium monoselenides are
grown and equals ~1 cm2 for the structures under study.

ϕ0
P

Encapsulation of the structures with the above sizes into
cases under the pressure P ≈ 35–50 kPa should not signif-
icantly affect the cost of photoconverters.
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Abstract—The light–power characteristic of a quantum-well semiconductor laser is theoretically studied
taking into account the gain saturation effect. It is shown that, at high drive current densities, this light–cur-
rent characteristic becomes nonlinear. The results obtained are in a good agreement with the experimental data.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The use of semiconductor lasers is steadily increas-
ing in various fields of science and technology, with the
requirements being placed their characteristics becoming
more and more stringent. One of these requirements is that
their output power should be raised. It is well known that,
as drive current increases, the output power of a semicon-
ductor laser starts to grow sublinearly, and, occasionally,
quenching of the lasing may be observed [1]. It is com-
monly believed that this output power “saturation” is
due to carrier and lattice heating [1]. However, it has
been reported that the saturation effect is observed even
in the absence of lattice and carrier heating [2]. For
example, in [3], the leveling-off of the light–current
characteristics of quantum-well (QW) semiconductor
lasers possessing various cavity lengths (with the laser
temperature maintained at a constant level) was stud-
ied. The light–current characteristics of the lasers were
simultaneously analyzed with the spectra of spontane-
ous emission. These spectra revealed that there was no
lattice or carrier heating as the drive current was raised
but that there was a leveling-off of the light–current
characteristic. Therefore, they concluded that there
must be other mechanisms responsible for the output
power saturation.

Similarly to gas lasers, semiconductor lasers exhibit
a gain saturation effect, which was first identified by
O.N. Krokhin [4]. The gain saturation mechanism was
analyzed in detail in [5]. To our knowledge, no analysis
of this kind has been made for semiconductor hetero-
structure lasers.

At high excitation levels, the nonequilibrium carrier
relaxation in heterostructures is more greatly enhanced
than it is in homogeneous semiconductors. Carrier
relaxation generally occurs via a Coulomb interaction
that is, in particular, associated with the spatial localiza-
tion of carriers. In bulk semiconductors, the main relax-
ation mechanism is commonly electron–phonon inter-
action. As is shown below, the relaxation processes
1063-7826/05/3905- $26.00 0603
strongly affect the gain and, consequently, the gain sat-
uration mechanism in semiconductor lasers.

In this paper, the mechanism of gain saturation in
QW semiconductor lasers is examined and its influence
on the maximum output power is analyzed.

2. CALCULATION OF THE GAIN

In order to calculate the gain, we can use the den-
sity-matrix formalism [6]. Let us briefly describe the
main points of this formalism as applied to the problem
under consideration.

To calculate the gain, we need to know those compo-
nents of the density matrix that describe the behavior of
electrons in the valence and conduction bands. The equa-
tion for the density matrix components has the form

(1)

Here, the indices i, j = 1, 2 correspond to the valence
and conduction bands, respectively; Ei is the energy of
an electron in the respective zone; H' = –(e/mcc)pA is
the Hamiltonian of interaction between electrons and
the electromagnetic field; mc is the effective electron
mass; p is the momentum operator; A is the vector
potential; and τij is the relaxation time. At i = j, we have
τii = T1, which is the longitudinal relaxation time of the
distribution function in each band; at i ≠ j, we have τij = T2,

which is the transverse relaxation time.  is the equi-
librium distribution over momenta in the ith band.

A minor manipulation yields equations for the diag-
onal and off-diagonal components of the density
matrix:

i"
∂ρij

∂t
--------- Ei E j–( )ρij H' ρ,[ ] ij

i"
τ ij

----- ρij
e ρij–( ).+ +=

ρii
e

∂ρ12

∂t
----------

i
"
--- E1 E2–( )ρ12–

ρ12

T2
-------–

ie
"
----Erp

12 ρ22 ρ11–( ),+=
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(2)

Here,  is the matrix element of the interband transi-
tion and E is the electric field of the wave.

In Eqs. (1) and (2), we used the relaxation-time
approximation, which makes the calculation consider-
ably simpler and yields analytical expressions for the
density matrix components. Undoubtedly, an exact cal-
culation requires that the collision integral should be
considered accurately and integro-differential equa-
tions should be solved. However, we restrict our con-
sideration to the relaxation-time approximation in a
qualitative analysis of the gain saturation effect in QW
semiconductor lasers and of the influence exerted by
this effect on the maximum output power of a laser. 

In addition, we use the resonance approximation;
i.e., we retain, in the solution to Eqs. (2), only the terms
with the same frequency ω as that of the external excita-
tion and drop the contributions at doubled frequencies.

Let us introduce the difference of occupancies in the
conduction and valence bands:

(3)

From system of equations (2), we obtain the following
expressions for the off-diagonal components of the
density matrix:

(4)

(5)

For the difference of occupancies, we have

(6)
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Here,
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fc(p) and fv(p) are the distribution functions of electrons
in the conduction and valence bands, respectively; n is
the two-dimensional (2D) carrier density; E1(p) and
E2(p) are the energies of carriers with the momentum p
in the valence and conduction bands, respectively; and
ω12 is the transition frequency.

The polarization density vector of the system can be
expressed in terms of the off-diagonal components of
the density matrix:

(10)

Here, a is the QW width and p is the 2D carrier momen-
tum. Substituting the solution to Eqs. (4) and (6) into
(10), we obtain

(11)

For an isotropic medium, the polarization density vec-
tor can be represented as P = χ(ω)E, where χ is the
complex susceptibility of the medium. The imaginary
part of the susceptibility is related to the imaginary part
of the relative permittivity of the medium by the expres-
sion ε''(ω) = 4πImχ(ω).

The gain is related to the imaginary part of the rela-
tive permittivity by

(12)

where ε0 is the static relative permittivity of the
medium. Substituting the explicit expression for the
optical matrix element into (11) and using, instead, an
integration over energy, we obtain the final expression
for the gain [7]:

(13)

Here, symbols An and Bp denote the quantities
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α is the fine structure constant; Icv is the overlap inte-
gral between the electron and hole wave functions
(Icv < 1); M = mh/mc; mh is the effective hole mass;
Ecv is the transition energy; Eg is the energy gap; ∆0 is
the spin–orbit splitting energy; E0 = Eg + εn + εp, εn and
εp are the energies of the quantum-well levels of an
electron and a hole calculated from the corresponding
band edge; µn and µp are the quasi-Fermi levels for elec-
trons and holes, respectively; T is the temperature of the
electron-hole plasma, expressed in energy units; and

(14)

The function F(Ecv, "ω, |E|2) takes into account the
dependence of the gain on the emission intensity.

As has already been mentioned, for an exact analy-
sis of the problem of gain saturation, it is necessary to
consider a collision integral that depends on the particle
momentum in the sets of Eqs. (1) and (2) since the par-
ticle distribution function is deformed in a strong field.
For the analysis to be more precise, it is also necessary
to take into account the modification of the scattering
processes that occur in a strong field. As we now intend
to obtain only a qualitative explanation of the reasons
for gain saturation, it is sufficient to use the relaxation-
time approximation.

The lasing conditions, i.e., the equality of the gain
and loss, give us an equation for determining the thresh-
old carrier density of a laser:

(15)

(16)

Here, α is the loss coefficient, Γ is the optical confine-
ment factor, gmax is the maximum gain, αint is the inter-
nal emission loss,

(17)

is mirror loss of the laser cavity, L is the cavity length,

and Rr is the mirror reflectivity (Rr = , where R1

and R2 are the mirror reflectivities for the two mirrors).
Contributions to the threshold current density Jth of

the laser are made by the radiative-recombination cur-

rent  and the Auger-recombination current  [7]:

(18)

Here, according to [7],
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(20)

and Ci are the Auger recombination coefficients. The
expression for the Auger recombination coefficients
was reported in [8].

For simplicity, we disregard the carrier leakage from
the active region.

Knowledge of the threshold current enables us to
determine the light–current characteristic of the laser:

(21)

Here, Pout is the output power of the laser and J is the
drive current.

3. ANALYSIS OF THE RESULTS OBTAINED

Our study is concerned with the effect of the level-
ing-off of the light–current characteristic at high drive
currents. At high excitation levels, the carrier energy
distribution function is deformed due to the high-inten-
sity processes involved in the relaxation of nonequilib-
rium carriers. Specifically, the distribution function
shows a dip at an energy corresponding to the optical
transition energy, which leads, eventually, to a decrease
in the gain [5], with the density of the nonequilibrium
carriers increasing as the drive current rises. As a result,
the time T1 of intraband relaxation decreases and the
dip in the distribution function becomes deeper and
wider. Consequently, the gain falls as the output power
increases, and the threshold carrier density increases.
Under theses circumstances, the dependence of the out-
put power on the drive current becomes nonlinear and
levels off.

Figure 1 shows the threshold carrier density as a
function of the squared electric field of an electromag-
netic wave. It is important to note that the threshold car-
rier density strongly depends on the laser output power
and on the loss coefficient α. As α increases, the depen-
dence of the threshold carrier density on the squared
electric field of the electromagnetic wave becomes
steeper (Fig. 1, curve 2). The higher the loss, the larger
the gain with which the lasing begins. At the same time,
the gain depends nonlinearly on the carrier density,
with a considerable increase in the carrier density
required for the gain to increase. Because the gain falls
as the electric field grows stronger, the carrier density
needs to be raised in order to maintain lasing; more-
over, due to the nonlinearity mentioned above, the
higher the gain, the greater the extent to which the car-
rier density needs to be raised.
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Figure 2 shows the dependence of the threshold cur-
rent density on the squared electric field for the same
structure parameters as in Fig. 1. At a small loss coeffi-
cient (i.e., at low carrier densities), the main contribu-
tion to the threshold current density comes from the
radiative current. Therefore, the dependence of the
threshold current density on the squared electric field is
weak (Fig. 2, curve 1). As the loss coefficient α
increases, the threshold carrier density also increases
and the main contribution to the threshold current den-
sity is made by the Auger-recombination current
(Fig. 2, curve 2). It is important to note that the satura-
tion effect is manifested to a greater extent in long-
wavelength lasers. This circumstance is due to the fact
that the Auger-recombination current is higher in long-
wavelength lasers, and, consequently, the effects of
gain saturation and leveling-off of the light–current
characteristic are manifested at a lower output power.

Figure 3 shows the experimental and theoretical
dependences of the output power Pout of a semiconduc-
tor laser on the drive current J for a relaxation time T2 =
5 × 10–13 s and two values of the loss coefficient α. 

The theoretical results shown in Fig. 3 are compared
with the experimental data from [3]. In this experiment,
the light-current characteristics of lasers with different
cavity lengths were studied. It was found that, for a laser
with a long cavity (low carrier densities), the light–cur-
rent characteristic is linear in a wide range of drive cur-
rents (Fig. 3a, curve 1). The linearity of the light–current
characteristic for this laser means that the gain saturation
effect is weak at a low threshold carrier density.

For a short-cavity laser (large αext and a high carrier
density), the light–current characteristic is nonlinear
and tends to level off (Fig. 3b, curve 1). In this case, the
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Fig. 1. Threshold carrier density nth vs. the squared electric

field of an electromagnetic wave E2 for the relaxation time
τ = 5 × 10–13 s, optical confinement factor Γ0 = 0.03, and

loss coefficient α of (1) 13 and (2) 34 cm–1.
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Fig. 2. Threshold current density Jth vs. the squared electric

field of an electromagnetic wave E2. The parameter values
are the same as in Fig. 1.
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Fig. 3. Output power Pout vs. drive current J at the loss coef-

ficients (a) α = 13 cm–1 and (b) α = 34 cm–1. The parame-
ters values are the same as in Fig. 1. Curves 1 show the
experimental data [3] and curves 2, the theoretical results.
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threshold carrier density is higher than that of the long-
cavity laser and the gain saturation effect is strong.

4. CONCLUSION
The gain was calculated in terms of the density-

matrix formalism and in the relaxation-time approxi-
mation as a function of temperature, carrier density, and
output power. The dependences of the threshold carrier
density on the output power were found from the
threshold condition. It was shown that, for short periods
of intraband relaxation, the dependence of the threshold
carrier density on the output power becomes strongly
nonlinear. The light–current characteristic at high exci-
tation levels was then calculated. It was demonstrated
that the light–current characteristic is nonlinear for a
short-cavity laser, with the threshold carrier density for
this laser exceeding that of a long-cavity laser. Conse-
quently, in comparison to a long-cavity laser, the relax-
ation processes in a short-cavity laser are more strongly
enhanced and its gain is smaller. As the drive current
increases, the gain falls. This leads to a nonlinear
dependence of the output power of a laser of the drive
current and, consequently, to a gain in saturation. The
theoretical light–current characteristic of a semiconduc-
tor laser is in a good agreement with the experiment.
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