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Abstract—A kinetic analysis of the defect formation in a II–VI compound (ZnO) subjected to a flux of oxygen
radicals has made it possible to develop a new method for obtaining single-crystal layers that uses a high-tem-
perature heat treatment of the above single-crystal compound under these conditions. Using this method, a
change from n- to p-type conductivity in ZnO is accomplished. This technology makes it possible to obtain het-
erostructures. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In this study, high-energy chemistry methods are
used in the synthesis of II–VI film structures with spec-
ified properties [1]. In this case, the gaseous phase of
the VI component is activated using an external excita-
tion source (photolysis, gaseous discharge, etc.) until
the point where it becomes neutral, excited, or ionized
radicals (atoms) and enters into the reaction zone. One
of the main advantages of the methods of high-energy
chemistry is that these methods reduce the synthesis
temperature.

We showed that these methods offer potential bene-
fits in relation to the technology of II–VI and III–V
semiconductor compounds, in which the nonmetal
components (O, N, S, Se, Te, P, and As) exist only in the
gaseous phase at the temperatures of the compound’s
synthesis.

The problem with the aforementioned compounds
(ZnS, ZnO, ZnSe, CdS, and GaN), which have band
gaps ≥2.4 eV, is related to the high (and, therefore, dif-
ficult to control) concentration of intrinsic defects
(donors) that are actively generated in the course of
their high-temperature synthesis. In turn, this circum-
stance gives rise to the n-type monopolar defect-related
conductivity of the compounds under consideration and
restricts their application as the main components in
semiconductor optoelectronics.

Let us consider the interaction of a II–VI crystal
(ZnS, ZnSe, or ZnO) with the vapor phase of a Group VI
(S, Se, or O) element. Under equilibrium conditions,
a heat treatment of the crystal in the vapors of the
Group VI element at high temperatures does not give
rise to any superstoichiometric defects related to the
chalcogen (for example, acceptor intrinsic defects of an
interstitial type (Bi) in the chalcogen sublattice or
vacancy defects (VZn) in the Zn sublattice), since it is
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thermodynamically advantageous to form a compensat-
ing donor center (VB or Ai) when an acceptor center is
formed (here and in what follows, the designations A
and B correspond to the elements of Groups II and VI,
respectively). The high-temperature equilibrium
between the intrinsic defects in ZnS, ZnSe, CdS, and
ZnO was previously thermodynamically analyzed in
[2–5]. Calculations make it possible to conclude with
confidence that, in these compounds, there is a wide
range of chalcogen-vapor pressures  (for example,
p = 100–1000 GPa for ZnSe and ZnS) when the preva-
lent defects are  and , meaning that the defect-
related intrinsic conductivity itself is completely com-
pensated.

In our previous publications [6–8], we analyzed the
thermodynamic and kinetic aspects of the self-compen-
sation of p-type conductivity in detail and established
that the main factor controlling the monopolar conduc-
tivity type of the compounds under consideration is the
fact that the chalcogen atoms are present in the gaseous
phase in the form of molecules. It was also shown [6–8]
that, for the II–VI compounds, if the synthesis is
accomplished in the activated chalcogen vapor, the sup-
pression of acceptor-center compensation can be
attained by decreasing the synthesis temperature.

In Fig. 1, we show the results of calculating the
dependence of the concentrations of defects in ZnS on
the partial pressures of the Zn and S2 vapors at 1000 K.
As can be seen from Fig. 1, there is a relatively wide
range of S2 vapor pressures (10–1–106 Pa) for which the
conductivity is nearly unchanged and remains very low.
The calculations show that the range of vapor pressures

 at which the self-compensation factor begins to
decrease is within the range of inaccessible sulfur-
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vapor pressures. These conclusions are also valid for
zinc oxide.

The thermodynamic factors that give rise to the ten-
dency of II–VI compounds towards monopolar conduc-
tivity are caused by special features and properties of
their crystal–vapor phases. A thermodynamic analysis
suggests certain methods for obtaining intrinsic defect-
related and extrinsic p-type conductivity in II–VI com-
pounds. These methods include, first and foremost,
those of high-energy chemistry with respect to the
treatment of the crystals, for example, ion-implantation
doping with the intrinsic nonmetallic component or an
acceptor impurity, an annealing of the crystal after
being coated with a material in which the solubilities of
the binary-compound components are inadequate, and
also an annealing of the crystal in an atmosphere of the
atomic chalcogen [9–11]. It is the latter method that we
consider below.

2. A KINETIC ANALYSIS OF THE TYPES 
AND CONCENTRATIONS 
OF INTRINSIC DEFECTS

The aforementioned method implies an increase in
the atomic-chalcogen flux JB to the point where it
exceeds the equilibrium value for a given pressure 
and for a given temperature owing to dissociation of the
chalcogen molecules under an external effect (here and
below, B stands for a specific type of chalcogen). The
percentage of dissociating oxygen molecules can be as
high as 15% in an RF discharge. If 1% of the oxygen
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Fig. 1. The concentration equilibrium of intrinsic defects in
ZnS at 1000 K. The points A and B correspond to saturated
vapors of Zn and S2, respectively. See the text for an expla-
nation of the other notation.
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molecules are dissociated at a pressure  ≈ 1 Pa, the

atomic-oxygen pressure is pO ≈ 10–2 Pa. The same pres-
sure of activated oxygen can be attained owing to a
thermal dissociation of the molecular oxygen at a pres-

sure  = /KD = 102 GPa at 1000 K (here, KD is the
rate constant of the reaction O2 = 2O + D, where D is
the energy at which dissociation of an oxygen molecule
occurs). Consequently, as a result of heat treatment in
the gaseous phase with an RF activation, an atomic-
oxygen pressure that is practically unattainable using
thermal dissociation under the given conditions of the
heat treatment is produced.

A nonequilibrium concentration of the chalcogen
atoms in the course of annealing corresponds to an
effective (much higher) pressure  that is not accom-
panied by condensation, which makes it practically
possible to realize the states that correspond to the
points M and N (see Fig. 1) and, as a consequence,
attain the stoichiometric and superstoichiometric con-
tent of chalcogen in the compound.

The kinetic method of analysis of the composition
of intrinsic defects has been found very useful in the
case of a system consisting of a crystal and an activated
gaseous phase of the nonmetal component. Exactly this
approach was used in [12] to show that it is possible to
appreciably widen the range of the conductivity related
to intrinsic defects and to attain the inversion of the
conductivity type in the compounds under consider-
ation. An analysis of the defect-formation kinetics
made it possible to suggest certain physicochemical
methods for controlling the defect-formation processes
that depend on the adsorption–desorption–crystalliza-
tion equilibrium at a crystal’s surface (Fig. 2).

Using the model of adsorption–desorption–crystal-
lization equilibrium, we now suggest a model of the
defect formation in II–VI compounds. We derived and
solved a set of kinetic equations for a system that con-
sists of a II–VI crystal and the chalcogen vapor. We
assumed that only the atomic component of the vapor
interacts with the crystal’s surface. In calculating the
adsorption–desorption–crystallization equilibrium at the
crystal’s surface, we took into account the interaction of
neutral and charged defects with the gaseous phase.

The system of kinetic differential equations describ-
ing the defect-formation process is written as

(1)

(2)

(3)

pO2

pO2
pO

2

pB2

dNB'

dτ
---------- JB JdesB– 2JdesB2

– Jcr–=

+ J rec AV A( ) J rec BVB

.
( ),–

dV A

dτ
---------- = Jcr J rec AV A( )– g V A[ ]– γh p V A'[ ] Jdes BV A( ),–+

dV A'

dτ
---------- g V A[ ] γ h p V A'[ ]– Jdes BV A( ),+=
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(4)

(5)

(6)

In Fig. 3, we show the dependences of the defect
concentrations in a ZnO crystal on the flux of oxygen
atoms. As can be seen, an increase in temperature with
the JO flux kept constant does not increase its p-type
conductivity; rather, only the compensation factor is
increased. The value of the critical oxygen flux at which
the transition from compensated conductivity to
uncompensated conductivity occurs and the electroneu-
trality equation  =  transforms into  = p
(i.e., the situation where the appearance of the metal
vacancies, rather than compensated chalcogen vacan-
cies, leads to the appearance of free holes in the valence
band) depends on the annealing temperature.

For the above critical oxygen flux, there exists a crit-
ical temperature above which it is impossible to obtain
uncompensated p-type conductivity. This critical tem-
perature TC is defined as

(7)

In Fig. 4, we show the dependence of the critical
temperature on the flux of oxygen atoms. It can be seen
that the critical temperature can be appreciably
increased only by increasing JO. Calculations show
that, for ZnO, TC is equal to 800 K for oxygen-atom
fluxes on the order of 1016–1017 cm–2 s–1, which are
quite attainable under experimental conditions.
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.
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.
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Fig. 2. A schematic representation that illustrates both the
adsorption–desorption–crystallization equilibrium at the
surface of AB crystals and the corresponding electronic
transitions: (1) a transition as a result of interaction between
a B atom in the surface layer and VA ( ); (2) a

transition as a result of interaction between a B atom in the
surface layer and a hole (Jdes(Bh)); and (3) a transition as a
result of the recombination of a B atom in the adsorbed layer
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Thus, it follows from the thermodynamic and
kinetic analyses that one of the methods for controlling
the types and concentration of intrinsic defects in the
compounds under consideration, in order to widen the
range within which the conductivity type can be con-
trolled, consists in an increase in the nonmetal ele-
ment’s flux above the equilibrium value for a given 
and a given temperature as a result of the molecular-
nonmetal’s activation.

3. RADICAL-BEAM GETTERING EPITAXY

On the basis of our analysis of the adsorption–des-
orption–crystallization equilibrium in a system consist-
ing of a crystal and radicals (atoms) in the gaseous
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phase, we developed a new method for fabricating epi-
taxial II–VI films in heterophase and homophase sys-
tems. In this method, technology based on the heat treat-
ment of a II–VI compound in an atmosphere of chalco-
gen radicals (atoms) is used for the first time [13].
Generation of the radicals (atoms) is accomplished
using an RF discharge or photolysis. We named this
method radical-beam gettering epitaxy (RBGE) [14].
In the case of annealing in an atomic-chalcogen vapor
(for example, an annealing of ZnO in an atmosphere of
O radicals), a quasi-epitaxial mechanism, in which the
crystal-lattice layers are grown on a crystalline sub-
strate, is prevalent. In this situation, the chalcogen
atoms are supplied from the gaseous phase, while the
metal atoms are drawn (gettered) by the chalcogen
atoms from the crystal’s bulk, with the subsequent for-
mation of acceptors (metal vacancies, Zn vacancies in
the case under consideration).

Since zinc vacancies can be found in two charge
states, depending on the degree of compensation of
these vacancies by oxygen vacancies and on the posi-
tion of the Fermi level in the p-type crystals, one of the
two levels corresponding to a singly or doubly charged
zinc vacancy (  or ) can be observed in electrical
conductivity.

We [15] studied the photoluminescence (PL) of ZnO
layers with a superstoichiometric content of oxygen.
ZnO single crystals (both undoped and doped with Li or
Na) grown from the vapor phase were used. The impu-
rity concentration was 1016–1017 cm–3, and the electri-
cal conductivity was 10–5–10–7 S/cm. All of the samples
were subjected to a heat treatment according to the
RBGE technology.

The initial ZnO single crystals were annealed in an
atmosphere of oxygen radicals (atoms) at 670–970 K.
The oxygen pressure in the growth chamber was
1−10–3 Pa. In order to obtain the oxygen radicals, we
used an RF discharge with a power of 80 W. Separation
of the charged particles was accomplished using a mag-
netic filter. The flux of atomic oxygen was JO = 1016–
1017 cm–2 s–1.

The ZnO layers formed when the oxygen-radical
flux JO ≈ 1.5 × 1017 cm–2 s–1 and the heat-treatment tem-
perature was 670–870 K had p-type conductivity
according to studies of the Hall effect. The p-ZnO lay-
ers with the lowest resistivity ρ were obtained at a heat-
treatment temperature of 710 K and featured ρ ≈ 6 ×
102 Ω cm and a hole mobility µp ≈ 23 cm2/(V s). An
increase in the heat-treatment temperature Ta to 810 K
led to an increase in the resistivity to ρ ≈ 3 × 107 Ω cm.
At Ta ≥ 910 K, the ZnO layers featured n-type conduc-
tivity and a resistivity higher than 109 Ω cm. The data
reported above indicate that the critical heat-treatment
temperature for ZnO is exceeded at Ta ≥ 910 K. These
data are in good agreement with the results of theoreti-
cal calculations.

VZn' VZn''
In the ultraviolet region, the PL spectrum of p-ZnO
layers with a superstoichiometric oxygen content exhib-
its a high-intensity band that is peaked at 369.5 nm and
has a half-width of 14 meV. A low-intensity band with
a peak at 400 nm is observed in the visible region of the
PL spectrum. By comparing the PL spectra of n- and
p-ZnO layers, we can conclude that the corresponding
PL spectra exhibit bound-exciton bands with peaks at
369.0 and 369.5 nm, respectively. It was shown by But-
khuzi et al. [16] that the band peaked at 369.0 nm is
related to excitons bound to neutral donors, whereas the
band peaked at 369.5 nm is related to excitons bound to
neutral acceptors.

An increase in the duration of annealing at 710 K
leads to an increase in the intensity of the band with a
peak at 400 nm. A single band peaked at 400 nm is
observed in the PL spectra of the samples annealed for
4 h. It can be seen that this band overlaps completely
the excitonic region of the spectrum.

By analogy with the 345-nm band in ZnO [8], we
assume that a singly positively charged (VZn–VO
complex can represent the center responsible for the
band peaked at 400 nm. This assumption is supported
by the fact that the oxygen-vacancy concentration
decreases as a result of the enrichment of ZnO with
oxygen; consequently, the electroneutrality is main-
tained owing to the recharging of a fraction of the

vacancies to the doubly charged state .

4. HETEROPHASE EPITAXY 
OF THE II–VI COMPOUNDS

The kinetics of defect formation in a heterophase
system is more complex. In this case, the crystal is rep-
resented by a compound that involves a nonmetal B'
(for example, selenium), whereas the flux of B'' radicals
is related to another nonmetal (for example, oxygen).

However, the main laws and mechanisms of defect
formation in heterophase epitaxy should be similar to
those of homophase epitaxy. In an AB' crystal, VA vacan-
cies are formed, while the A metal atoms that reach the
surface layer form AB'' dimers. In system of kinetic
Eqs. (1)–(5), we should take into account the fact that
atoms of one nonmetal can combine with those of the
other nonmetal to form molecules (for example, SeO2),
with the subsequent desorption of these molecules.
This kind of desorption leads to the formation of VB'
defects in the crystal; as a result, the crystal itself trans-
forms into an AB'' crystal owing to diffusion of B'' over
the VB' vacancies.

Thus, two mechanisms of defect formation compete
in a heterophase system in the early stages of annealing.
The first mechanism is quasi-epitaxial and is related to
formation of VA vacancies and growth of a AB'' layer.
The second mechanism is related to the replacement of
B' atoms with B'' atoms.

)
.

VO

..
( )
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In the first approximation, the set of kinetic equations
that simulates the processes in the heteroepitaxial system
under consideration can be written as (it is assumed that
A corresponds to Zn; B', to Se; and B'', to O)

(8)

(9)

(10)

(11)

The equation for the material balance is written as
[VSe] + [O] + [Se] = const.

The notation in Eqs. (8)–(11) is the same as that
used in Eqs. (1)–(5); i.e., JO is the flux of oxygen atoms
(radicals) incident on a two-dimensional crystal,  is
the concentration of oxygen atoms adsorbed in the
layer on the surface, NO is the concentration of oxygen
atoms in the surface layer, and [O] is the oxygen con-
centration in the adsorbed and surface layers.

In the heterophase case, diffusion to the bulk from
the surface layer is very important. It is the diffusion
processes that determine, to a great extent, whether the
ZnO surface grows and an abrupt interface (Fig. 5) is
formed in the ZnO–ZnSe(S, Te) heterojunction or
whether the ZnO layers grow owing to the oxygen dif-
fusion into the bulk, thus forming to an interface that is
diffuse. After solving Eqs. (8)–(11), we can use the
ratio between the rates of generation of the VA and VB
vacancies to determine the parameters of heterophase
quasi-epitaxy for which particular types of heterojunc-
tions are obtained, the conductivity type, and the defect
concentration in the ZnO and ZnSe(S, Te) layers.

Thus, the method based on the quasi-epitaxy model
that we suggested for analyzing the defect-formation
kinetics indicates clearly that the role of the surface is
important in the adsorption–desorption–crystallization
equilibrium. This method makes it possible to assess
the role of the conditions (temperature and JB flux) in
the establishment of transient and steady-state concen-
tration relations between defects.

Simulation of the defect-formation kinetics in a sys-
tem consisting of a II–VI crystal and nonequilibrium
chalcogen vapor showed that the steady-state concen-
trations of defects in the surface layers are established
very rapidly; therefore, as was assumed in the model,
the diffusion of defects into the crystal bulk does not
affect these concentrations.

Using this technological method, we can obtain vir-
tually any optoelectronic and acoustoelectronic device

dNO'

dτ
---------- JO JdesO– 2JdesO2

– Jdes SeO2( )– Jcr–=

–  J rec O V 
Se

 ( ) J rec Zn V 
Zn

 ( ) ,–

dNO

dτ
---------- λ VSe[ ] JO J rec OVSe( ) Jdes OVZn( ),–+=

dNZn

dτ
------------ Jcr J rec ZnVZn( ),–=

dNSe

dτ
----------- Jdes SeO2( ) J rec OVSe( )– Jdes SeVZn( ).+=

NO'
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structures (for example, ZnO–ZnSe, ZnS–ZnSe,
CdS−CdSe, ZnO–ZnTe, and other structures). More-
over, the parameters of the synthesized layers can be
different. For example, ZnO layers formed on a ZnSe
substrate can exhibit either n- or p-type conductivity.

Using the above-described method, we earlier
obtained and studied [17] ZnO–ZnSe emitting struc-
tures. The spectral characteristics of electrolumines-
cence (EL) in these structures were measured at 300 K.
High-intensity bands peaked at 467.0 and 525.0 nm and
a low-intensity band with a peak at 615.0 nm were
observed in the EL spectrum. The band peaked at
525.0 nm is caused by the appearance of p-ZnSe layers.
It is worth noting that the structure begins to exhibit a
low-intensity EL at a voltage of ~2.5 V; however, the
studies of the spectral characteristics were hampered by
the low emission intensity. The following special fea-
tures of the EL should be noted: low injection voltages
and the presence of an EL band, whose intensity
increases by a factor of 10 as the voltage increases from
4.5 to 8 V, in the region of the fundamental-absorption
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 Concentration profiles in (a) ZnO–ZnSe and
(b) ZnO–ZnS heterostructures. The substrate temperature
is 800 K.
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edge. Measurements of the external emission efficiency
showed that the fabricated structures exhibited an exter-
nal emission efficiency of 0.1%.

The current–voltage (I–V) characteristic exhibits a
linear portion of as high as 2.5 V at forward-bias volt-
ages. This portion corresponds to the Sah–Shockley–
Noyce formula derived for the case of the charge-car-
rier recombination in the region of a p–n junction: I =
ISexp[qU/(nkT – 1)]. The fact that the dependence is no
longer exponential at bias voltages in excess of 2.5 V
can be attributed to the presence of ZnSe bulk resis-
tance; it follows that the barrier height in the p–n junc-
tion is ~2.5 V.

We studied the p–n-junction region using a PHI-6600
secondary-ion mass spectrometer [17]. The concentra-
tion profiles for O and Se indicate that the ZnO–ZnSe
junction is abrupt. The results of measuring the I–V char-
acteristic suggest that the p–n junction is located within
the ZnSe region; i.e., we can state that a p-ZnO–p-ZnSe–
n-ZnSe structure is formed. The surface ZnO layer
plays the role of an injecting contact to the p-ZnSe layer
and also serves as a window for letting the emission out.
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Abstract—A model of the diffusion–segregation redistribution of phosphorus in an SiO2/Si system during ther-
mal oxidation of highly doped silicon layers is developed taking into account the formation of a peak of surface
impurity concentration at the interface. The formation of this surface concentration peak is attributed to a
change in the free energy of the impurity atoms near the silicon surface. This process is simulated by a diffu-
sion–segregation equation. It is shown that the developed diffusion–segregation model is quite adequate for
describing the phosphorus redistribution occurring during the oxidation of uniformly doped silicon layers. For
the oxidation of implanted silicon layers, it was found that the segregation coefficient of the phosphorus at the
SiO2/Si interface is not constant but depends on time in the same way as the efficiency of transient enhanced
diffusion in silicon. This phenomenon is explained by the reactivity of the impurity segregation during the ther-
mal oxidation of silicon, when excess point defects in the implanted silicon layer affect both the oxidation pro-
cess and the capture of impurity atoms by the growing silicon dioxide. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The diffusion doping and ion implantation of silicon
with phosphorus are widely used in the fabrication of
semiconductor devices and integrated circuits. There-
fore, an adequate description of the phosphorus redis-
tribution occurring during a thermal oxidation of sili-
con is urgently required. When the impurity concentra-
tion is high, a number of phenomena manifest
themselves in the behavior of phosphorus in silicon.
These phenomena must be taken into account in any
simulation.

When the majority-carrier concentration exceeds
the intrinsic carrier concentration at a certain annealing
temperature, the diffusion of phosphorus in silicon is
enhanced. This enhancement manifests itself in the
concentration dependence of the diffusion coefficient
and the formation of a plateau and a tail on the concen-
tration distribution of the impurity [1, 2]. At high phos-
phorus concentrations, a polytropic effect occurs,
which leads to an incomplete electrical activation of
part of the phosphorus impurity in heavily doped Si lay-
ers [1, 3]. When silicon is thermally oxidized in the so-
called passive mode (at relatively high oxidant partial
pressures), the generation of Si interstitials at the
SiO2/Si interface, which leads to the oxidation-
enhanced diffusion of phosphorus [4], has to be taken
into account. Ion-implanted Si layers exhibit the phe-
nomenon of so-called transient enhanced diffusion, in
which the diffusion of an impurity into Si is caused by
1063-7826/05/3906- $26.00 0615
the high concentration of intrinsic point defects formed
during the annealing of radiation defects introduced by
the ion implantation [5].

The thermal oxidation of silicon is accompanied by
a segregation of the impurities at the moving SiO2/Si
interface. When Si is doped with donors (P, As, or Sb),
this effect leads to the enrichment of the surface Si layer
with impurities, due to the rejection of impurity atoms
by the growing dioxide. Along with the ordinary segre-
gation-induced accumulation occurring during the ther-
mal oxidation of heavily doped Si layers, the formation
of a peak of the surface impurity concentration within a
much smaller localization region (1–10 nm) is
observed. This surface concentration peak cannot be
described within the ordinary diffusion–segregation
model based on the Fick equation [6]. The main sys-
tematic features of the manifestation of the surface con-
centration peak with respect to phosphorus, depending
on the doping level, temperature, and annealing
medium, have been established by Auger electron spec-
troscopy (AES) and secondary-ion mass spectrometry
(SIMS) [7–10].

We previously proposed [11] a model of the forma-
tion of the surface concentration peak in silicon uni-
formly doped with phosphorus during annealing in a
neutral medium. The existing models of the segrega-
tion-induced redistribution of phosphorus during
annealing in an oxidizing medium disregard the forma-
tion of a peak of surface impurity concentration. For
© 2005 Pleiades Publishing, Inc.
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example, in the model of nonequilibrium segregation
[12], the segregation coefficient ms was determined
under the assumption that the impurity concentration at
the SiO2/Si interface originating from the Si side is
equal to the impurity concentration at the foot of the
surface concentration peak. In addition, the diffusion of
the impurity in silicon was disregarded. It was proposed
in [13, 14] that the surface concentration peak should
be considered to be a result of the trapping of the impu-
rity from both Si and SiO2 in a thin intermediate layer
(the third phase). In this case, the segregation coeffi-
cient was determined as the ratio of the concentrations
in silicon and in the dioxide at different sides of the
intermediate layer; i.e., the surface concentration peak
was disregarded.

The purpose of this study is to develop a model of
the diffusion–segregation redistribution of phosphorus
in a SiO2/Si system during thermal oxidation of heavily
doped Si layers, taking into account the formation of a
peak of surface impurity concentration at the interface.

2. MODEL OF THE DIFFUSION–SEGREGATION 
REDISTRIBUTION OF PHOSPHORUS

In a mathematical analysis of phosphorus redistribu-
tion in a SiO2/Si system, along with the interface
motion, a number of phenomena characteristic of high
concentrations of phosphorus in silicon have to be
taken into account; in particular, the formation of a sur-
face concentration peak at the SiO2/Si interface should
be considered. Let us assume that the surface concen-
tration peak is formed due to the difference between the
free energy of the impurity atoms in the silicon surface
region and that in the silicon bulk. In this case, the dis-
tribution of the surface impurity concentration corre-
sponding to thermal equilibrium has the form

(1)

where C0 is the impurity concentration in the silicon
bulk, dEb is a decrease in the free energy of the impurity
atoms at the silicon surface as compared with the bulk,
k is the Boltzmann constant, and T is absolute temperature.
The free energy distribution function f(x) near the surface
is assumed to be the same as the one we used in [11]:

(2)

where x is a coordinate measured from the SiO2/Si
interface to the silicon bulk and xm is the characteristic
length of the surface free energy distribution.

At high impurity concentrations, the diffusion coeffi-
cient becomes concentration-dependent. Under equilib-
rium conditions with respect to intrinsic point defects,
the diffusion coefficient of phosphorus in silicon is cal-
culated using the concentration dependence [15]:

(3)

C* x( ) C0 f x( )dEb/kT–( ),exp=

f x( ) 1/ 1 x/xm+( ),=

D* D0 D– D2–+ +=

=  Di
0 Di

– n/ni( ) Di
2– n/ni( )2.+ +
Here, D0, D–, and D2– are the partial coefficients of the
diffusion via intrinsic point defects in, respectively,
neutral, negative, and doubly negatively charged states;
n is the electron concentration; and the subscript i cor-
responds to an intrinsic semiconductor. In the case of
nonuniform doping, diffusion coefficient (3) is multi-
plied by the coefficient of diffusion enhancement by an
internal electric field: he = 2n/(2n – Ca). Here, Ca is the
concentration of electrically active impurity.

Another specific feature of the behavior of phospho-
rus in heavily doped silicon is the polytropic effect,
which leads to an incomplete electrical activation of the
impurity. The reason for this phenomenon is the forma-
tion of SilPm clusters of P and Si lattice atoms. The
number of P atoms m in these clusters increases as the
impurity concentration in the layer increases [3]. The
clustering of some of the impurity atoms makes them
not only electrically inactive but also unable to migrate.
The impurity redistribution between the electrically
active and inactive states is relatively fast; hence, the
cluster formation is taken into account by the factor
∂C/∂Ca of diffusion coefficient (3) using the depen-
dence C(Ca) from [3].

When thermal oxidation is considered, it is neces-
sary to take into account the perturbation in the ensem-
ble of intrinsic point defects caused by the generation of
intrinsic interstitials. Since P atoms diffuse through the
silicon lattice via the dual vacancy–interstitial (indi-
rect) mechanism, with the formation of PV and PI pairs,
the corresponding diffusion coefficient is determined
by the relation [16]

(4)

where  and  are the coefficients of the diffusion

of phosphorus via the PV and PI pairs (D* =  + );
aV and aI are the degrees of supersaturation (or under-
saturation) with respect to the vacancies and intrinsic
interstitials, respectively; aV = CV/ ; aI = CI/ ;

and , , CV, and CI are the equilibrium and non-
equilibrium concentrations of vacancies and intrinsic
interstitials, respectively. Under the conditions of local
equilibrium, according to the law of mass action, aV =
1/aI . The contribution to the diffusion of different
charge states of the intrinsic point defects is taken into
account using the relative fractions of the vacancy and
interstitial components of the diffusion, which, in the

case of phosphorus in silicon, are [2]  = 0.95 and  =

 = 1 (  +  = 1, where z is the charge of the
intrinsic point defects). The degree of supersaturation
with respect to the intrinsic interstitials in (4) is related
to the oxidation rate by the empirical dependence [17]

(5)
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where Uox is the thermal oxidation rate and a and b are
parameters (a = 1 × 105 (s/cm)0.5 and b = 0.5).

The diffusion of dopants from the implanted Si layer
is enhanced due to the excess of intrinsic point defects
formed during the annealing of radiation defects intro-
duced by the implantation. The effect of transient
enhanced diffusion is taken into account by introducing
a factor A(t), the diffusion enhancement coefficient
(A(t) = aV = aI), into diffusion coefficient (4) [18]:

(6)

Here, t is the annealing time; A0 is the enhancement of
the diffusion at the initial instant of time t = 0; and τ is
the temperature-dependent characteristic time constant
of the transient enhanced diffusion, τ = τ0exp(Eτ/kT).

The concentration distributions of phosphorus were
analyzed within a model of the diffusion–segregation
redistribution of the impurity in the bulk of the SiO2/Si
structure, which possesses moving gas/SiO2 and
SiO2/Si interfaces with the coordinates x1(t) and x2(t),
respectively. If the diffusive transport in SiO2 is disre-
garded, the phosphorus redistribution can be described
by the boundary-value problem for the equations

(7)

(8)

where x is a coordinate measured from the SiO2/Si
interface at the initial instant of time x2(0) to the silicon
bulk; l is the width of the silicon solution region, which
is chosen according to the condition for a constant
impurity concentration during the annealing; α is the
ratio of the thickness of the oxidized silicon layer to the
thickness of the forming dioxide Wox (α = 0.44); and
Uox = dWox/dt is the oxidation rate of silicon. An addi-
tional segregation term was introduced into the diffu-
sion equation in [19] to take into account the gradient
of the chemical potential of the diffusing particles. In
the case under consideration, the second term in Eq. (8)
describes the accumulation of phosphorus in the silicon
surface region. Equation (8) takes into account a number
of factors affecting the diffusion: (i) a high doping level
(relation (3)), (ii) clusterization (the factor ∂C/∂Ca);
(iii) the thermal oxidation rate (relations (4) and (5));
and (iv) the effect of transient enhanced diffusion (the
factor (6)).

System of equations (7) and (8) was supplemented
with the condition of matching at the SiO2/Si interface
(a consequence of the law of conservation of the total
amount of impurity passing through the interface as a
result of its motion and due to the concentration gradi-
ent). Under the assumption of equilibrium segregation

A t( ) 1 A0 1–( ) t/τ–( )exp+[ ] .=

∂Cox/∂t ∂/∂x 1 α–( )UoxCox( ), x1 x x2,< <=

∂C
∂t
-------

∂
∂x
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∂C
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∂x
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(with respect to the kinetic trapping), this condition
takes the form

(9)

where ms is the segregation coefficient, determined as
the ratio of the current impurity concentrations in Si
and SiO2 at the interface, and ms = Cs/Cox. The oxida-
tion kinetics is described by the linear–parabolic
dependence

(10)

where kp and kl are the parabolic and linear constants of
the silicon oxidation rate (taken from [20]). For the ini-
tial phosphorus profile after the implantation, we used
the Pearson IV distribution, with the moments taken
from [21].

The problem for equations (7) and (8) with bound-
ary condition (9) was solved numerically by reducing
it, with replacement of the variables, to a problem
with immobile boundaries. The latter was solved by
factorization using homogeneous implicit difference
schemes [22].

3. SIMULATION RESULTS 

Within the above-described model, we analyzed the
experimental distributions of phosphorus in the SiO2/Si
system for different conditions of the thermal oxidation
of the heavily (homogeneously and inhomogeneously)
doped Si layers. The phosphorus segregation coeffi-
cient ms was determined from the best correspondence
between the solution to problem (7)–(9) and the exper-
imental profiles of phosphorus in SiO2 and Si.

In terms of the above model, the peak of surface
phosphorus concentration is formed due to the diffu-
sion of the impurity from the bulk to the surface under
the action of the free energy gradient in the surface
region. In this case, both the height and the width of the
surface concentration peak are determined by the
parameters of the surface free energy distribution and
the phosphorus diffusion coefficient, which depends on
the impurity concentration in the case of heavy doping.
In Fig. 1, the effect of doping on the phosphorus distri-
bution near the silicon surface is shown (curves 3, 4) in
comparison with the experimental profiles (curves 1, 2)
obtained in [9] by AES with sputtering of the sample
surface by 1-keV Ne+ ions. As can be seen from Fig. 1,
the calculation within the model using the parameters
listed in the caption to Fig. 1 makes it possible to ade-
quately describe the phosphorus profiles near the oxi-
dized silicon surface at different initial doping levels:
Cb = 2 × 1020 cm–3 (curves 1, 3) and 8 × 1019 cm–3

(curves 2, 4). This discription also includes features
such as the surface concentration peak and the deple-
tion region near its base. The formation of the depletion

Uox 1/ms α–( )C

=  D∂C/∂Ca ∂Ca/∂x Ca∂ f x( )dEb/kT( )/∂x–[ ] ,

t Wox
2 /kp Wox/kl,+=
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region is due to an impurity outflow towards the region
of the surface concentration peak.

The rate of the increase in the relative height of the
surface concentration peak (r = Cs/Cb) within the above
model is also determined by the parameters of the free
energy distribution and the coefficient of the phospho-
rus diffusion near the silicon surface. The kinetics of
changes in the relative height of the surface concentra-
tion peak in comparison with the experimental data
of [9] is shown in Fig. 2 for different values of dEb. As
can be seen from Fig. 2, the calculated (for dEb = const)
height of the surface concentration peak attains maxi-
mum at 900°C for t ≈ 100 min, after which it does not
change, whereas the experimental value of the surface
peak height drops with conservation of the total con-
centration in the peak. We believe that the decrease in
the Auger signal related to the peak of surface phospho-
rus concentration at the interface and its broadening
with an increase in the oxidation time and, accordingly,
the oxide thickness is an instrumental effect. This effect
is due (as was shown, for example, in [23]) to the
increase in the microrelief caused by ion etching of the
sample surface during the analysis.
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Fig. 1. Phosphorus distributions in the surface region of
homogeneously doped Si(100) after thermal oxidation (T =
900°C, t = 10 min, dry O2). The dopant concentration Cb =

(1, 3) 8 × 1019 and (2, 4) 2 × 1020 cm–3. (1, 2) Experiment
[9] and (3, 4) calculation at dEb = 0.215 eV, xm = 3 nm,
ms = 380, and aI is derived from (5).
The phosphorus distribution in the SiO2/Si system
after thermal oxidation of a homogeneously doped Si
layer (Cb = 6 × 1020 cm–3) is shown in Fig. 3, where it is
compared to the experimental profiles obtained in [9]
by AES (curve 1) and SIMS using Cs+ ions (curve 2).
As can be seen from Fig. 3 (curves 3, 4), taking into
account the formation of the surface concentration peak
makes it possible to adequately describe the experimen-
tal profile of phosphorus in the SiO2/Si system at values
of the parameters similar to those in Figs. 1 and 2.

The effect of taking into account the formation of
the surface concentration peak on the phosphorus seg-
regation in the case of the thermal oxidation of an inho-
mogeneously doped implanted layer is shown in Fig. 4.
The SIMS profile from [13] is also shown for compari-
son. In this case, the phosphorus ions were implanted
through a 25-nm dioxide layer and subsequently
annealed at 900°C for 450 min in dry O2 with 1% of
HCl. As can be seen from Fig. 4, the calculation taking
into account the formation of the surface concentration
peak and its effect on the segregation (ms = Cs/Cox)
makes it possible to describe the redistribution of phos-
phorus in the SiO2/Si system more exactly than with the
calculation disregarding the formation of the surface
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Fig. 2. Kinetics of the change in the relative height of the
peak of surface P concentration during thermal oxidation
(T = 900°C, dry O2) of homogeneously doped Si(100)

(Cb = 2 × 1020 cm–3). (1) Experiment [9] and (2–4) calcu-
lation where xm = 3 nm, ms = 380, aI is derived from (5), and
dEb = (2) 0.14, (3) 0.18, and (4) 0.22 eV.
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concentration peak (compare curves 3 and 2). A large
amount of the impurity passes from the silicon surface
region to the region of the surface concentration peak
during the annealing; therefore, disregard of the forma-
tion of the surface concentration peak in the simulation
of the diffusion–segregation redistribution of phospho-
rus leads to an overestimation of the impurity concen-
tration in silicon.

In contrast to this model, which uses the approxima-
tion of an ideally sharp interface, the model developed
in [13] assumes that the surface concentration peak is
formed due to the trapping of P atoms from Si and SiO2
in some intermediate (transient) layer and that it does
not affect the segregation coefficient. The latter is deter-
mined conventionally as the ratio ms = Csb/Cox, where
Csb is the P concentration in bulk Si beyond the region
of the surface concentration peak. These two approaches
are shown in Fig. 4 (curves 3, 4). As can be seen from
Fig. 4, the model proposed here describes the phospho-
rus profile in the SiO2/Si system much better than in the
case of the conventional determination of the segrega-
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Fig. 3. Phosphorus distributions in the SiO2/Si system after
thermal oxidation (T = 900°C, t = 90 min, dry O2) of homo-

geneously doped Si(100) (Cb = 6 × 1020 cm–3). (1, 2) Exper-
iment [9] ((1) AES and (2) SIMS data), (3) calculation dis-
regarding the formation of a surface concentration peak
(ms = 160), and (4) calculation taking into account the for-
mation of a surface concentration peak (dEb = 0.12 eV,
xm = 3 nm, and ms = 380). aI is derived from (5).
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tion coefficient, which yields an underestimated impu-
rity concentration in silicon dioxide.

When the oxidation of the implanted Si layers is of
short duration, the effect of transient enhanced diffu-
sion in the implanted layer should be taken into
account. Figure 5 shows the SIMS profiles (obtained in
this experiment) of phosphorus in the SiO2/Si system
after an implantation of P+ ions (E = 100 keV and Q =
7.5 × 1015 cm–2) and oxidation at 950°C for 20 min in
wet O2 (curve 1) in comparison with the simulation
both taking into account (using relation (6)) and disre-
garding the effect of transient enhanced diffusion
(curves 2 and 3, respectively). The magnitude of the
effect of oxidation on the diffusion of phosphorus in sil-
icon, estimated by the averaged degree of supersatura-
tion with respect to the intrinsic interstitials 〈aI〉  =
〈I〉/Ieq, was taken from [24]. Analysis of the concentra-
tion profiles allowed us to determine the parameters of
the distribution of the surface free energy of the P atoms,
dEb = 0.12 eV and xm = 10 nm, and the parameters of
the transient enhanced diffusion, A0 = 31 and τ = 522 s.
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Fig. 4. Phosphorus distributions in the SiO2/Si system after
thermal oxidation (T = 900°C, t = 450 min, dry O2 (1%
HCl)) of an implanted Si(100) layer (E = 80 keV and Q =
2.5 × 1015 cm–2). (1) Experiment [13], (2) calculation dis-
regarding the formation of a surface concentration peak
(ms = 3.6), and (3, 4) calculation taking into account the for-
mation of a surface concentration peak (dEb = 0.25 eV,
xm = 14 nm, ms = 36). ms = (2, 3) Cs/Cox and (4) Csb/Cox. aI is
derived from (5).
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As can be seen from Fig. 5, the P profile cannot be ade-
quately described using a constant segregation coeffi-
cient (ms = 50.5 for curve 3). As the analysis showed, a
correspondence between the calculated concentration
profiles in the SiO2/Si system and the experimental dis-
tribution can be obtained using the time dependence of
the segregation coefficient in the form (see curve 4)

(11)

where ms0 is the segregation coefficient by the end of
the process of transient enhanced diffusion, B0 = 2.4,
and the characteristic segregation time τ coincides with
the corresponding value for the transient enhanced dif-
fusion in expression (6).

Note that the time dependence of the segregation
coefficient in form (11) makes it possible to describe
the experimental P profiles in both Si and SiO2 in the
case of the thermal oxidation of ion-implanted Si layers
in wet oxygen and at higher temperatures (in the range

ms t( ) ms0/ 1 B0 1–( ) t/τ–( )exp+[ ] ,=
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Fig. 5. Phosphorus distributions in the SiO2/Si system after
thermal oxidation (T = 950°C, t = 20 min, wet O2) of an
implanted Si(111) layer (E = 100 keV and Q = 7.5 ×
1015 cm–2). (1) Experiment (SIMS), (2) calculation disre-
garding the transient enhanced diffusion (ms0 = 50.5),
(3) calculation taking into account the transient enhanced
diffusion (ms0 = 50.5), and (4) calculation taking into
account the transient enhanced diffusion and the depen-
dence ms(t) according to (10) (dEb = 0.12 eV, xm = 10 nm,
and ms0 = 50.5). aI is taken from [24].
950–1150°C). In this case, the temperature depen-
dence of the characteristic time of transient enhanced
diffusion and segregation has the form τ = 1.4 ×
10−7exp(2.33 eV/kT) s.

4. RESULTS AND DISCUSSION

The redistribution of phosphorus during the thermal
oxidation of homogeneously doped Si layers (Figs. 1–3)
and inhomogeneously implanted Si layers subjected to
long-term annealing (t @ τ) (Fig. 4) is adequately
described by the proposed model provided that the for-
mation of a surface concentration peak is taken into
account and it is assumed that ms = const. In contrast,
when the formation of the surface concentration peak is
disregarded, it is impossible to adequately describe the
concentration profiles of P in the SiO2/Si system (com-
pare curves 3, 4 and curves 2, 3 in Fig. 4) in the case of
the thermal oxidation of heavily doped Si layers. In a
simulation of the phosphorus redistribution occurring
during thermal oxidation that was carried out in [12–14],
the segregation coefficient was determined convention-
ally as ms = Csb/Cox, i.e., disregarding the formation of
the surface concentration peak. This approach leads to
an underestimation of the segregation flux in the diox-
ide, because the outflow of the impurity from the sur-
face Si layer to the surface (into the region of forming
surface concentration peak) is disregarded. At the same
time, when the segregation coefficient is determined as
ms = Csb/Cox, i.e., the formation of the surface concen-
tration peak is taken into account, we have, in contrast,
an increase in the segregation flux into the dioxide due
to the growth of the surface concentration peak in Si at
the interface with SiO2. Analysis of the concentration
profiles of phosphorus in the SiO2/Si system (Fig. 4,
curves 1, 3, 4) shows that it is the second approach that
leads to good agreement between the experimental and
calculated profiles not only in Si but also in SiO2. This
result indicates that the peak of surface phosphorus
concentration is indeed in the surface Si layer (as was
suggested in [8–10, 12]) rather than in the transient
layer or in the dioxide layer near the interface (as was
believed in [13, 14] and [7, 25, 26], respectively). It is
the presence of this surface concentration peak in the
surface Si layer that affects the chemical potential of
P atoms and makes it possible to determine the impu-
rity segregation coefficient as ms = Cs/Cox rather than
Csb/Cox.

In the case of the thermal oxidation of ion-implanted
layers for a time no longer than the characteristic time
of the transient enhanced diffusion (t ≤ τ), it is neces-
sary to take into account the time dependence of not
only the enhancement coefficient of the transient
enhanced diffusion A(t) (compare curves 1 and 2 in
Fig. 5) but also the segregation coefficient ms(t) (com-
pare curves 3 and 4 in Fig. 5). The time dependence
ms(t) in form (11) is inversely proportional to the
enhancement of the transient diffusion in form (6) and
has the same characteristic time constant τ. This result
SEMICONDUCTORS      Vol. 39      No. 6      2005



SPECIFIC FEATURES OF THE SEGREGATION-RELATED REDISTRIBUTION 621
indicates that the excess intrinsic point defects formed
in the implanted layer during the annealing of radiation
defects affects not only the transient enhanced diffusion
in silicon but also the segregation transport of the impu-
rity through the SiO2/Si interface.

According to current concepts, thermal oxidation
occurs in the reaction zone at the moving SiO2/Si inter-
face [27]. It is reasonable to suggest that, along with the
Si atoms, dopant atoms passing into the reaction zone
from silicon also become oxidized in this zone. The
main component of the driving force behind this pas-
sage is dopant oxidation; i.e., the transport of impurity
particles through the SiO2/Si interface has a reaction
character. Considering the mechanism involved in this
reaction segregation, the impurity flux through the
interface can be represented as an exchange of impurity
atoms between the silicon phase and the reaction zone.
In the same way as the Si atoms, the impurity atoms are
oxidized in the reaction zone, with the resulting forma-
tion of structural fragments of their own oxides, which
are then incorporated into the structure of silicon diox-
ide. Any process facilitating the oxidation of the impu-
rity atoms leads to the enhancement of the segregation
transport of these atoms through the interface from sil-
icon to dioxide, which manifests itself in a decrease in
the segregation coefficient ms.

In the ion-implanted Si layers, one such process is
the generation of intrinsic point defects during the
annealing of the implantation-induced defects. Since
the transient enhanced diffusion in implanted Si layers
is observed both for the impurities diffusing predomi-
nantly via the indirect interstitial mechanism (B, P) and
for the impurities diffusing via the vacancy mechanism
(Sb) [18], it can be concluded that supersaturation with
respect to both the intrinsic interstitials and the vacan-
cies occurs. The vacancies are carriers of a free volume
VF that is necessary for solid-state reactions of the oxi-
dation of both silicon and the impurity atoms, since the
molecular volumes of the reaction products, silicon
dioxide (Ω(SiO2) ≅  0.044 nm3) and impurity oxide
(Ω(P2O5) ≅  0.099 nm3), exceed the atomic volume of
the starting reagent, namely, silicon (Ω(Si) ≅  0.02 nm3).
This consideration is especially true for the oxidation of
the impurity atoms, since Ω(P2O5) > Ω(SiO2). There-
fore, it is reasonable to suggest that the coefficient of
the distribution between the oxidized and unoxidized
impurity components in the reaction zone, K =
Coxn/Coxa, is proportional to the relative concentration of
vacancies at the interface originating from the side of
SiO2, :

(12)

Here, K0 is the distribution coefficient in the state of
equilibrium with respect to the intrinsic point defects
(at  = 1). The segregation coefficient, determined
experimentally as a discontinuity in the concentration
distribution at the interface, is the ratio of the total

aVox

K K0aVox
.=

aVox
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impurity concentrations from different sides of the inter-
face: ms = Cs/Cox. Taking into account expression (12) for
the distribution coefficient K, we can write ms in the form

(13)

Hence, at K @ 1, we obtain the dependence

(14)

where  is the equilibrium segregation coefficient
(with respect to the intrinsic point defects) for an unper-
turbed state of the ensemble of intrinsic point defects
(at  ≈ 1) and ms is the nonequilibrium segregation

coefficient (at  ≠ 1).

The diffusion coefficients of the vacancies and Si
interstitials in both silicon and silicon dioxide are rather
large, which gives grounds to assume the segregation of
the intrinsic point defects at the SiO2/Si interface to be
equilibrium. Therefore, the concentrations of intrinsic
interstitials and vacancies normalized to the corre-
sponding equilibrium concentrations (degrees of super-
saturation with respect to the intrinsic point defects)
from different sides of the interface are equal to each
other; i.e.,  =  and  = . This circumstance
may be the reason for the correlation between the time
dependence of the transient enhanced diffusion in sili-
con and the segregation coefficient of phosphorus at the
SiO2/Si interface. The difference between the ampli-
tudes of the time dependences for the transient
enhanced diffusion and the segregation (A0 = 31 in (6)
and B0 = 2.4 in (11)) can be explained by the mutual
recombination of excess vacancies and intrinsic inter-
stitials (diffusing from the region of implantation
defects in silicon) at the interface.

5. CONCLUSIONS

A model of the diffusion–segregation redistribution
of phosphorus in an SiO2/Si system is developed for the
case of thermal oxidation of heavily doped Si layers.
This model takes into account the formation of a peak
of surface impurity concentration at the SiO2/Si inter-
face along with the effects of high impurity concentra-
tions, clusterization of impurities, thermal oxidation of
silicon, and implantation-induced defects on diffusion.
The formation of the surface concentration peak is
attributed to a change in the free energy of the P atoms
near the Si surface and is modeled by a diffusion–seg-
regation equation. It is shown by an analysis of the
experimental data within the model proposed that, tak-
ing into account the formation of the surface concentra-
tion peak, it is possible to describe the specific features
of phosphorus redistribution during the thermal oxida-
tion of homogeneously and inhomogeneously heavily
doped Si layers. In the case of the thermal oxidation of

ms

Cs

Cox

--------
Cs

Coxa Coxn+
--------------------------

Cs

Coxa 1 K+( )
-----------------------------.= = =

ms ms*/aVox
,≅

ms*
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ion-implanted Si layers, it is necessary to take into
account the nonequilibrium state of the ensemble of
intrinsic point defects caused by the annealing of
implantation-induced defects. This state leads not only
to the transient enhanced diffusion of phosphorus in the
silicon bulk but also affects the accumulation of impu-
rity atoms in the silicon surface region. It was ascer-
tained that, in this case, the coefficient for the segrega-
tion of phosphorus at the SiO2/Si interface is not con-
stant but, in a similar way to the transient enhanced
diffusion, depends on time. This phenomenon is
explained by the reactive character of the impurity seg-
regation during the thermal oxidation of silicon, at
which the nonequilibrium intrinsic point defects in the
implanted Si layer affect the processes of oxidation and
trapping of the impurity atoms by the growing silicon
dioxide. As a result, the impurity segregation coeffi-
cient for the SiO2/Si system is found to be a function of
the relative concentration of vacancies at the interface.
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Abstract—A model of the delta lattice parameter is used to study the thermodynamics of AlGaN, InGaN, and
InAlN alloys. The phase diagrams obtained indicate that AlxGa1 – xN is stable in the entire range of x, whereas
the miscibility gap corresponds to 0.2 < x < 0.69 for InxGa1 – xN and to 0.16 < x < 0.7 for InxAl1 – xN at 1000 K.
Biaxial stresses lower the critical temperature and narrow the miscibility gap. The charge-density distribution
is analyzed using the pseudopotential method to obtain an approximation of 32-atom supercells. The results of
the analysis show that the stability of these alloys is controlled by the competition between the destabilizing
contribution of strains related to the mismatch between the lattice constants and a stabilizing charge exchange
between various chemical bonds. Biaxial stress reduces the charge redistribution caused by strains and thus
increases the stability of an alloy. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In recent years, considerable progress has been
made in the fabrication of optical and electronic devices
based on nitrides of Group III elements (AlN, GaN, and
InN). These devices primarily include active optoelec-
tronic devices that operate in the green, blue, and ultra-
violet regions of the spectrum, and also high-frequency
and high-temperature electronic devices, such as field-
effect transistors [1]. A feature common to all these
structures is the use of ternary InxGa1 – xN or AlxGa1 – xN
alloys. The formation of alloys from nitrides of Group
III elements basically makes it possible to vary the band
gap from 0.7 eV in InN to 6.28 eV in AlN, with an inter-
mediate value of 3.44 eV in GaN (at 300 K) [2].

However, the presence of the miscibility gap makes
it impossible to obtain these alloys with an arbitrary
composition of components. In particular, the critical
temperature of decomposition in an AlxGa1 – xN system
possessing a small mismatch of its lattice constants is
fairly low, which makes it possible to obtain a more or
less regular solid solution in the entire range of compo-
sitions under normal conditions. At the same time,
fairly wide miscibility gaps have recently been experi-
mentally observed in the InxGa1 – xN and InxAl1 – xN
alloys [3].

Under normal conditions, AlN, GaN and InN crys-
tals exhibit a wurtzite hexagonal structure. Ternary
alloys can also be grown into wurtzite-type crystals,
irrespective of the method of deposition: molecular-
beam epitaxy (MBE), vapor-phase epitaxy from metal–
organic compounds (MOVPE), hydride vapor-phase
epitaxy (HVPE), and so on. It has recently been shown
that thin AlN, GaN, and InN films with a zinc blende
1063-7826/05/3906- $26.00 0623
cubic structure can be obtained [4] on GaAs (001) and
3C-Si (001) substrates using a plasma MBE method. In
addition, layers of AlxGa1 – xN, InxGa1 – xN, and InxAl1 – xN
ternary compounds possessing this cubic structure have
been synthesized [3]. A characteristic feature of these
nitrogen-containing alloys is the presence of internal
stresses related to the lattice mismatch and to a differ-
ence in the thermal-expansion coefficients. For exam-
ple, the mismatch of the GaN and AlN lattice constants
amounts to 2.5 and 3.9% for the a and c hexagonal
directions, respectively. The lattice mismatch increases
to 10.7 and 9% for InN and GaN, while this mismatch
is as large as 13.5 and 12.6% for AlN and InN. The ther-
mal-expansion coefficients vary from 5.6 × 10–6 to
4.2 × 10–6 K–1 in the direction of the a axis and from
3.2 × 10–6 to 5.3 × 10–6 K–1 for hexagonal GaN and
InN [5]. A large difference between the above-listed
parameters gives rise to appreciable internal stresses
and, as a consequence, to the miscibility gap for ternary
alloys that involve nitrogen. These stresses and compo-
sition fluctuations affect the majority of physical prop-
erties, including solubility.

In this paper, we report the results of studying the
thermodynamics of stressed AlxGa1 – xN, InxGa1 – xN,
and InxAl1 – xN alloys and the effect of biaxial stresses
originating in the substrate on diagrams of the spinodal
decomposition in thin films of the compounds under
consideration. When performing the calculations, we
assumed that the pseudobinary nitride alloys form crys-
tals that have a tetrahedrally coordinated cubic lattice
with a zinc blende structure. The results of the thermo-
dynamic consideration of these systems can be also
generalized to a tetragonal system. We also assumed
© 2005 Pleiades Publishing, Inc.
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that the Ga, Al, and In atoms are distributed randomly
over the sites of the cationic face-centered sublattice
but that the N atoms reside in the other sublattice.
Although the calculations reported below are carried
out for a cubic phase, similar results can also be
expected for a wurtzite phase [6]. We also calculated
the spatial distribution of the charge, taking into
account the alloying effects in the approximation of
32-atom supercells. This approach allowed us to ana-
lyze the charge-transport processes that occur during
the formation of the alloys and also to gain insight into
the phenomenon of thermodynamic instability of ter-
nary nitrogen-containing alloys from the standpoint of
a microscopic approach.

2. AN ANALYSIS 
OF THERMODYNAMIC STABILITY

2.1. AlxGa1 – xN

Substitutional AlxGa1 – xN solid solutions are exper-
imentally obtained regardless of the composition (for
all values of x) in the form of both bulk crystals and epi-
taxial layers; therefore, the thermodynamic analysis
that we perform can be considered as a check of sorts.

The thermodynamics of AlxGa1 – xN stability has
been studied theoretically using various methods (see
[6–9]). In particular, the critical temperature Tc of spin-
odal decomposition has been found to equal 368 K
when the regular-solution model is applied [9], whereas
estimation using a generalized quasi-chemical approx-
imation (GQCA) yields a value that is obviously too
small (Tc = 87 K) [6]. In our calculations, we used the
delta lattice-parameter (DLP) model, as it yields good
results for alloys based on III–V compounds, and general-
ized it to epitaxial films. We provided a detailed descrip-
tion of this model in [10]. The critical thickness (hc), cal-
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Fig. 1. Dependences of the critical thickness hc on the com-
position of the epitaxial films: the lines represent the results
of calculations, circles 1 correspond to experimental data
for AlxGa1 – xN/GaN [11], and triangle 2 corresponds to the
experiment for InxGa1 – xN/GaN [11].
culated within the modified Matthews–Blakeslee
approximation, of AlxGa1 – xN films in relation to their
composition is shown in Fig. 1 and is in good agree-
ment with experimental data: 300 nm < hc < 700 nm at
0.05 < x < 0.2 [3, 11].

We calculated the critical temperature as Tc = 107 K
at x = xc = 0.53, which explains why there is no misci-
bility gap in this alloy at the characteristic growth tem-
peratures. As the film thickness decreases, the signifi-
cant contribution of biaxial stresses to the strain energy
brings about a decrease in the critical decomposition
temperature and a narrowing of the miscibility gap.

2.2. InxGa1 – xN

In contrast to an AlxGa1 – xN system, the InxGa1 – xN
alloys exhibit a fairly wide miscibility gap. These alloys
have been studied rather extensively in recent years,
both experimentally and theoretically [6–8, 12–14].
The phase separation observed at the growth tempera-
tures is caused by internal strains that arise as a result
of mixing the two components (GaN and InN) possess-
ing mismatched lattice constants. As a consequence,
the limiting solubility of InN (GaN) in GaN (InN) is
lower than 5% (10%) at the typical temperature of alloy
growth T = 1000 K [15]. However, the phase diagram
also shows that a mismatched alloy can exist in the
form of a metastable solid solution in a wide interval
between the binodal and spinodal curves. Figure 1
shows the results of our calculations of the critical
thickness hc of a thin InxGa1 – xN/GaN film as a function
of the composition. The calculated value of hc at x = 0.1
is in good agreement with the corresponding experi-
mental value (hc = 400 nm) [3]. In the context of the
DLP model, we calculated the curves of the binodal and
spinodal decomposition for InxGa1 – xN/GaN films with
different thicknesses (Fig. 2). As can be seen, a film
with the thickness h = 1 µm is completely relaxed. It is
worth noting that, in this case, Tc = 1322 K at xc = 0.44,
which is in satisfactory agreement with the results of
theoretical calculations performed in the context of the
GQCA [6] (Tc = 1295 K) and valence-force field [15]
(Tc = 1473 K) models. According to our calculations of
the phase diagram for a relaxed film at T = 1000 K, the
range of the binodal decomposition equals 0.09 < xb <
0.86 (as compared to 0.05 < xb < 0.90 in [6]) and that of
the spinodal decomposition is 0.20 < xs < 0.69 (0.16 <
xs < 0.75 in [6]).

Experimental data [3, 16] show that the spinodal
decomposition sets in at an In content higher than 30%.
As the film thickness decreases, the effect of the biaxial
stresses originating in the substrate should progres-
sively manifest itself in the shape of the decomposition
curves (Fig. 2). In particular, the critical decomposition
temperature decreases, while the spinodal decomposi-
tion region shifts to higher indium concentrations. For
example, the decomposition range is given by 0.76 <
SEMICONDUCTORS      Vol. 39      No. 6      2005
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xs < 0.83 according to our calculations for a 50-nm-
thick film; at the same time, experimental data show
that In at a content of up to 80% can be found in the
solution for such films [17].

2.3. InxAl1 – xN

In contrast to the AlxGa1 – xN and InxGa1 – xN com-
pounds, the InxAl1 – xN alloy has been studied much less
extensively due to the difficulties encountered in grow-
ing this system [18, 19]. The wide range of variations in
its band gap makes it possible to hope that this alloy
will eventually find a wide number of applications, in
particular, as an insulating barrier for devices based on
GaN. The appreciable mismatch of the InN and AlN
lattice parameters gives rise to considerable internal
stresses and it is these that represent the main cause of
thermodynamic instability in an InxAl1 – xN alloy.

We calculated the Helmholtz free energy ∆F(x, T) of
the alloy. The results of this calculation made it possible
to draw the T–x phase diagram and determine the criti-
cal immiscibility temperature Tc = 1450 K at xc = 0.42.
Theoretical estimations using the GQCA method yield
Tc = 1485 K [20]. The results of our calculations are
shown in Fig. 3 and indicate that, in the alloy under
consideration, the phase separation should be observed
in a wide range of concentrations for the typical growth
temperatures. For example, at T = 1000 K, the spinodal
decomposition of relaxed films should occur if the In
content varies from 16 to 70% (in comparison, this con-
tent ranges from 15 to 70% in the GQCA method [20]),
whereas, in relaxed InxAl1 – xN/GaN films, the phase
separation has been experimentally observed to begin
at x > 0.17 [19].

If the substrate-induced biaxial stresses in thin
InxAl1 – xN/GaN films are taken into account, the critical
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Fig. 2. Phase diagrams of the spinodal decomposition in
epitaxial InxGa1 – xN/GaN films of different thicknesses.
The 1-µm-thick film is not stressed. The dashed line corre-
sponds to the binodal curve, and the solid lines correspond
to spinodal curves.
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temperature decreases; however, this decrease is not as
large as in the case of InxGa1 – xN/GaN films. In addi-
tion, the miscibility gap is narrowed. This effect is par-
ticularly rapid on the substrate side of the phase dia-
gram, which is in satisfactory agreement with the data
of experimental studies of corresponding films [18].

3. REDISTRIBUTION OF THE VALENCE-
ELECTRON CHARGE DENSITY

In order to gain more reliable information about the
stability of the alloys, we can use self-consistent ab ini-
tio calculations of the total energy. However, these cal-
culations are rather time-consuming, especially for dis-
ordered alloys, which are simulated using supercells
with a large number of atoms. The causes of the insta-
bility of the alloys on a microscopic level can be studied
by analyzing the charge-density distribution of the
valence electrons, since the total energy is closely
related to this distribution.

The calculations were carried out using a model
empirical pseudopotential and took into account inter-
nal local strains, compositional disorder, and structural
relaxation; supercells containing 32 atoms were used in
the simulation. The procedure for selecting the pseudo-
potentials and the method of calculation for the approx-
imation of the supercells were described in detail in
[21, 22].

Let us consider the process involved in the forma-
tion of an alloy, which can be divided into several
stages, using the example of InGaN. In Fig. 4, we show
the distribution of the charge density ρ in binary GaN
and InN compounds. The maximum of the charge den-
sity in InN is larger than in GaN and is located closer to
the anion, which corresponds to the higher degree of
ionicity present in InN.
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Fig. 3. Phase diagrams of the spinodal decomposition in
InxGa1 – xN/GaN films of different thicknesses. The 1-µm-
thick film is not stressed. The dashed line corresponds to the
binodal curve, and the solid lines correspond to the spinodal
curves.
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The first stage of the alloy’s formation under simu-
lation consists in bringing the lattice constants of the
binary compounds into correspondence with that of the
resulting ternary alloy, which means that the InN lattice
should be compressed whereas the GaN lattice should
be stretched. As a result, the charge density along the
Ga–N bonds increases appreciably, which corresponds
to an increase in the degree of ionicity, and becomes
higher than that of InN, where the charge density along
the bonds and the degree of ionicity decrease under the
effect of strain.

In the second stage, we join the GaN and InN cells
(so that the ternary alloy is formed) without relaxation
of the bond lengths and angles. Since the electronega-
tivity of the Ga–N bonds differs from that of the In–N
bonds, a charge exchange should occur between these
bonds. The charge is transferred from the Ga–N bonds,
with a lower degree of ionicity, to the In–N bonds, with
a higher degree of ionicity, which leads to a decrease in
the difference between the charge distribution along
these bonds. In the final stage, we take into account the
relaxation of the bond lengths, which leads to a shift of
atoms from the ideal positions specified by Vegard’s
law [22–24]. In addition, the strains arising from this
shift result in the charge redistribution.

Thus, the net effect of all the factors under consider-
ation leads to the equalization of the charge distribu-
tions along different bonds and to the fact that the prop-
erties of an actual alloy approach those of the virtual
crystal (Fig. 4, curves 3, 4). We recently performed a
detailed study of the influence of the alloying effects
under consideration on the electronic spectrum of the
alloys (in particular, on the dependence of the band gap
on composition) [22].

The total variation in the charge density (∆ρ) along
the bonds found as a result of considering the ternary
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Fig. 4. The charge-density distribution between different
bonds during formation of the InGaN alloy: (1, 2) in the
GaN and InN binary alloys, (3, 4) in the In0.5Ga0.5N ternary
alloy, (1, 3) along the Ga–N bonds, and (2, 4) along the
In–N bonds.
alloy instead of a binary alloy is illustrated in Fig. 5. For
example,

∆ρ(In–N) = ρ(along the In–N bonds in InGaN) – ρ(InN).

As ab initio calculations have shown [24], a transfer
of charge from a bond with a higher ionicity to a bond
with a lower ionicity leads to the instability of the sys-
tem. In the nitrides of Group III elements under discus-
sion, the strain caused by bringing the lattice constants
of the alloys’ components into correspondence with the
average lattice constant is accompanied by a charge
transfer from the bonds with a higher degree of ionicity
to the bonds with a lower degree of ionicity. In contrast,

∆ρ, electrons/cell
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Fig. 5. The charge-density redistribution along the bonds
with a higher degree of ionicity if the binary compounds are
replaced by ternary alloys: (a) Al0.5Ga0.5N, (b) In0.5Ga0.5N,
and (c) In0.5Al0.5N. The solid lines correspond to the bulk
samples, and the dashed lines correspond to pseudomorphic
films on a GaN substrate.
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the difference between the electronegativities and
structural relaxation bring about the transfer of charge
from the bonds with a lower degree of ionicity to the
bonds with a higher degree of ionicity; as a result, the
system is stabilized. The difference between the elec-
tronegativities and structural relaxation in AlGaN pre-
vails over the contribution of the strain; as a result, the
net charge transfer occurs from the Ga–N bonds, with a
lower degree of ionicity, to the Al–N bonds, with a
higher degree of ionicity (Fig. 5a). In this study, to
model the ionicity characteristic, we use the Garcia–
Cohen coefficient of charge asymmetry [25]. In con-
trast to other models of ionicity, this coefficient indi-
cates that the ionicity is higher in AlN than in GaN
[22, 25, 26]: g(GaN) = 0.54, g(AlN) = 0.61, and
g(InN) = 0.64. In InGaN and InAlN (Figs. 5b, 5c), the
charge transfers from the bonds with a higher degree of
ionicity to the bonds with a lower degree of ionicity;
i.e., these compounds are unstable. This instability is
caused by the much stronger effect of the strains resulting
from the lattice-constant mismatch (as large as 10–12%).

In Fig. 5, the dashed lines show similar results
obtained for thin pseudomorphic films of ternary alloys
consisting of nitrides of Group III elements and grown
on GaN substrates. Our calculations show that the biax-
ial stresses arising in the films appreciably reduce the
charge redistribution caused by strains but that the
chemical transport is nearly unaffected by these
stresses. The distribution of ∆ρ along the bonds with a
higher degree of ionicity (i.e., the Al–N bonds) varies
only slightly if the bulk Al0.5Ga0.5N samples are
replaced by pseudomorphic films of the same material
(Fig. 5a), and the values of ∆ρ remain positive, which
indicates that the alloy under consideration is stable.
The pattern is changed most significantly in the case of
In0.5Ga0.5N (Fig. 5b): as the alloy is formed in the
pseudomorphic film, the charge is generally redistrib-
uted from the Ga–N bonds, with a lower degree of ion-
icity, to the In–N bonds, with a higher degree of ionic-
ity; it is worth noting that ∆ρ > 0 for almost the entire
length of the In–N bonds, which indicates that the alloy
is stable for the composition under consideration. In the
In0.5Al0.5N films (Fig. 5c) (as in the bulk material), the
charge is generally redistributed from the In–N bonds,
with a higher degree of ionicity, to the Al–N bonds,
with a lower degree of ionicity. As a result, the alloy
remains unstable, even in the form of a film, for the
composition under consideration. However, the abso-
lute value of ∆ρ in the film is lower, which gives
grounds to expect that the concentration range where
the alloy can become stable widens.

Thus, the concentration range where the chemical
charge transport prevails over the strain contribution
extends; as a result, we can state that the thin films of
the alloys under consideration are more stable.
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4. CONCLUSION

In this paper, we reported the results obtained from
studying the thermodynamics of the stability of alloys
that consisted of nitrides of Group III elements. The
calculations that we carried out within a model of the
delta lattice parameter show that AlGaN alloys are sta-
ble in the entire range of concentrations at typical
growth temperatures; in contrast, InGaN and InAlN
alloys exhibit a miscibility gap, which is in good agree-
ment with the available experimental data. It is shown
that the biaxial stresses arising in thin films lead to a
narrowing of the miscibility gaps and to a decrease in
the critical temperatures.

An analysis of the charge-density redistribution
along the different bonds in the alloys made it possible
to study, on the microscopic level, the processes that
occur during the alloys’ formation. It is established that
the stability of the alloys depends not only on the dif-
ference between the lattice constants of the binary com-
pounds but also on the charge exchange between bonds
with different degrees of ionicity.
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Abstract—Deep levels in semi-insulating CdS single crystals grown with a variation in the stoichiometric com-
position are investigated by photoinduced-current transient spectroscopy (PICTS). A series of deep levels with
a thermal activation energy ranging from 0.066–0.54 eV is revealed. It is found that the signal ratio in the set
of spectra disagrees with the basic PICTS model. A procedure for evaluation of the concentration of deep levels
is developed for these conditions. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Currently, in order to study deep levels in high-resis-
tivity semiconductors, researchers make efficient use of
photoinduced-current deep-level transient spectros-
copy (PICDLTS [3] or PICTS), which was first sug-
gested in [1, 2]. This method is based on an analysis of
the temperature dependence of the photocurrent relax-
ation kinetics. It makes it possible to obtain the same
information as with the method of thermally stimulated
conductivity (TSC) (the energy positions of deep levels Et
and the capture cross section of nonequilibrium carri-
ers Snt) from a single temperature scan, but it has a
higher sensitivity [4] and accuracy when determining
the parameters of deep levels [5].

However, opinions differ as to whether this method
can be used to estimate the concentration of deep levels,
which casts doubt on its role as a valuable method for
studying this phenomenon. For example, in [6–9], the
PICTS method was used to estimate the concentration
of deep levels, and estimates [10] made using this
method and the method ofoptical absorption have been
found to coincide with an accuracy of 25%. At the same
time, the concentration of deep levels is often deter-
mined using less effective procedures. For example,
in [11], the PICTS method was used to estimate the rel-
ative concentration of deep levels, and the estimate was
calibrated by measuring the space-charge limited cur-
rent. It was noted in [11–15] that it is difficult to esti-
mate many parameters of the base model in practice
and that the method cannot be used to estimate the con-
centration of deep levels. This opinion is often related
to the disagreement between the parameters of deep-
level signals (peak heights) in a set of PICTS spectra1

and the phenomenological model [5]. In this study, we

1 The derivation of the peak-height ratio for the set of spectra is
given in the Appendix.
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demonstrate the possibility of making such an estimate
using the example of a series of semi-insulating CdS
single crystals.

2. EXPERIMENTAL RESULTS

Using the PICTS method, we studied several semi-
insulating CdS crystals (with a resistivity of 108–
1012 Ω cm) grown using the same method as described
in [16] and possessing a varying stoichiometric compo-
sition. Except for the ratio of the partial vapor pressures
of Cd and S pS/pCd at the solidification front, the crys-
tals were grown with constant growth parameters [17].
In [18], results from studying the effects of excitation
using light with a photon energy hν = 2.55 eV were
reported. Based on the requirement for a more uniform
excitation of the sample bulk and a decrease the effect
of the surface, the PICTS measurements were carried
out using excitation by quasi-monochromatic light with
hν ≤ Eg (hν = 2.3–2.5 eV), where Eg is the band gap.
The radiation of a DKSSh500 xenon lamp, which was
passed through an MSD1 monochromator, was used.
The width of the entrance and exit slits was 5 mm,
which corresponds to a spectral range of ~300 Å. A par-
tial set of results for excitation with hν ≤ Eg was pre-
sented in [4]. It was concluded that the mechanism of
trap filling due to the thermal capture of nonequilibrium
carriers from the band (thermal mechanism), consid-
ered in the PICTS model, is insufficient to explain the
detection of a dominant deep level in the spectra, and an
optical mechanism of filling due to direct optical tran-
sitions between the level and the bands was proposed.

Under excitation at hν = 2.35 eV, several deep levels
were found (see the spectra in Fig. 1) that were not
detected under excitation with hν = 2.55 eV, and some
© 2005 Pleiades Publishing, Inc.
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special features were revealed in the change in the peak
height in the PICTS spectra.

(i) As the photon energy of the excitation radiation
decreases, peak A1 (see Fig. 1) remains dominant in the
spectra of all the samples in the range 80–110 K. Then,
the spectral structure becomes complicated: new peaks
(denoted as A2–A7) are observed. These peaks, although
somewhat lower, are of the same order of magnitude as
the height of peak A1. However, when excitation is pro-
duced by radiation at hν = 2.55 eV, peak A1 is at least
by two orders of magnitude higher than the other peaks.
Measurements with sandwich contacts showed that
peaks A1–A7 correspond to deep donor levels.

(ii) Figure 2 shows a comparison of the height of
peak A1 in the set of spectra recorded for sample N4
using different excitation energies and locations of con-
tacts. Sandwich (a semitransparent electrode on the
illuminated face and the second electrode on the rear
face) and planar (strip electrodes on the illuminated
face) contacts were used. It can be seen that the signal
excited by radiation at hν = 2.35 eV is higher. Such an
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Fig. 1. PICTS spectra of the crystals when excited at hν =
2.35 eV, which corresponds to a thermal emission of ~230 s–1.
The curves are normalized to the height of the dominant
peak. The crystals were grown with the following ratios of
partial Cd and S vapor pressures pS/pCd: (N1) 0.8, (N2) 1.7,
(N3) 4.2, (N4) 6.3, and (N5) 7.6.
increase in the height of peak A1 was observed for all
the samples.

(iii) It follows from the phenomenological PICTS
model (see Appendix) that the peak height ratio in the
ith and jth spectra is

(1)

where W is the characteristic numerical coefficient of
the spectrum. In Fig. 2, curve 2 is calculated from the
condition for the validity of Eq. (1) for curve 3. It can
be seen that the change in the height of peak A1 in the
set of spectra does not follow Eq. (1). Figure 3 shows
changes in the peak heights in the set of spectra for other
deep levels, which were detected for sample N4 under
excitation at hν = 2.35 eV. It can be seen that, for almost
all the deep levels, the following inequality is valid:

(2)

Here, the ith spectrum corresponds to a lower rate of
thermal emission.

3. ESTIMATION OF THE PHOTOGENERATION 
RATE OF NONEQUILIBRIUM CARRIERS

For a correct comparison of the data obtained under
different excitation conditions, we selected the photo-
generation rate of nonequilibrium carriers gl as a crite-
rion for characterizing the degree of sample excitation.
The applicability of gl as compared to the luminous flux
Φ is due to the following reasons: (i) The variation in

Pi( )max/ P j( )max Wi/W j,=

Pi( )max/ P j( )max Wi/W j.<
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Fig. 2. Height of dominant peak A1 in the set of spectra
recorded for sample N4. Curves 1 and 3 were obtained for
the planar arrangement of contacts in the structure and exci-
tation at hν = 2.35 and 2.55 eV, respectively. Pairs of curves 4,
5 and 6, 7 were obtained for the structure with sandwich
contacts (for various voltage polarities on the illuminated
electrode) and excited by light at hν = 2.35 and 2.55 eV,
respectively. Curve 2 shows the peak heights calculated
from Eq. (1) taking into account peak height P1 in curve 3.
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the light penetration depth at constant Φ (measured in
photon/(cm2 s)) changes the concentration of nonequi-
librium free carriers, which characterizes the degree of
sample excitation. (ii) The photogeneration rate gl
enters the expression for the detected deep-level signal
(see Eq. A5) and serves as a calibration parameter in the
estimation of the concentration of deep levels.

In [11, 19], it was assumed that the light entering a
sample is completely absorbed. Hence, the photogener-
ation rate of nonequilibrium carriers was determined
via the incident luminous flux:

(3)

Here, Q is the quantum yield of photoconductivity, α is
the optical absorption coefficient, and R is the reflec-
tance. To carry out such an estimation, it is necessary to
measure the incident and reflected luminous fluxes.
Samples are often small and, therefore, this estimation
is a complex problem. An additional error results from
the existence of surface recombination and the absence
of data on Q.

However, the photogeneration rate can be estimated
from measurements of the steady-state photocurrent. In
this case, the surface recombination, the effects related
to the reflection, and the quantum yield of photocon-
ductivity are automatically taken into account. For
steady-state optical excitation,

(4)

Here, n0 is the concentration of nonequilibrium charge
carriers under steady-state optical excitation and τ0 is
their lifetime. The quantity gl is temperature-indepen-
dent, while n0 and τ0 depend strongly on temperature.
Then, by measuring the lifetime of nonequilibrium car-
riers from the frequency dependence of the photocur-
rent and knowing the steady-state photocurrent at the
same temperature, we can estimate the photogeneration
rate. Such a procedure provides a more accurate esti-
mate than optical measurements.

4. ANALYSIS OF THE CHANGE IN PICTS 
SIGNALS FROM DEEP LEVELS

As the energy of the excitation photons decreases,
the light penetration depth in the samples increases and
an increase in the height of the deep-level peak indi-
cates that the concentration of the corresponding traps
increases. The photogeneration rate of nonequilibrium
carriers for sample N4 was estimated to be ~2 × 1016 and
2 × 1014 cm–3 s–1 for excitation at hν = 2.55 and 2.35 eV,
respectively. In the latter case, the photogeneration rate
is two orders of magnitude lower. Therefore, it can be
suggested that the concentration changes by more than
two orders of magnitude for the dominant deep level as
the light penetration depth increases; moreover, the
concentration is at least three orders of magnitude
higher for deep levels, which are detected only under
excitation at hν = 2.35 eV. However, after their prepa-

gl QΦα 1 R–( ).=

gl n0/τ0.=
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ration (mechanical treatment and etching in a polishing
etchant), the samples were not subjected to any thermal
treatment that could introduce a gradient of deep-level
concentration near the surface. Such inhomogeneities
appeared during the growth of only one of the crystals.
However, an increase in the peak height is characteris-
tic of the entire series of samples. Therefore, an expla-
nation based on the formation of concentration inhomo-
geneities during the crystal growth is not convincing.

In the phenomenological model [5], the normaliza-
tion of the photocurrent relaxation signal makes it
unnecessary, when estimating the energy positions and
capture cross sections of deep levels, to consider the
size of the region of the crystal in which photocurrent
excitation and relaxation occurs. However, the geomet-
rical factor can play a significant role in determining the
deep-level concentration. When processing the data,
the steady-state photocurrent is compared to the relax-
ation photocurrent at a certain instant after switching
off the illumination. The latter quantity is proportional
to the concentration of deep levels filled under nonequi-
librium conditions, while the steady-state photocurrent
is determined by the concentration of free nonequilib-
rium carriers. Consideration of the concentrations is
justified if the regions of a sample in which the pro-
cesses under study occur coincide. Depending on the
experimental conditions, i.e., on arrangement of the
contacts and the excitation radiation used (either in the
intrinsic or impurity absorption range), three regions,
which may not coincide with each other, should be dis-
tinguished in a sample. These are (i) the region of pho-
togeneration of nonequilibrium carriers, (ii) the region
in which excess charge carriers are generated, and
(iii) the region where the processes involved in the non-
equilibrium occupation of deep levels occur. The pho-
togeneration region is determined by the light penetra-
tion depth in the crystal, which is equal to 1/α. During
optical excitation, the generated nonequilibrium carri-
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Fig. 3. Heights of peaks in the set of PICTS spectra of sam-
ple N4 when excited at hν = 2.35 eV.
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ers diffuse to a certain depth and can drift in the field.
In this case, the region with excess carriers will differ
from the region of carrier photogeneration.

If the deep levels are occupied due to the capture of
nonequilibrium carriers from the band, the region with
excess carrier concentration geometrically coincides
with the region in which the nonequilibrium occupation
of deep levels occurs. If, according to [4], the deep lev-
els are occupied in accordance with the optical mecha-
nism, the photogeneration region coincides with the
region in which the deep levels are occupied under opti-
cal excitation. In this case, when estimating the concen-
tration of deep levels, it is necessary to introduce a
coefficient taking into account the ratio between the
sizes of the region with excess carriers and the region of
deep-level occupation.

When sandwich contacts are used the analysis is
more complicated [20]. Therefore, below, we consider
the planar arrangement of contacts. When free carriers
of both signs are generated, ambipolar diffusion is con-
trolled by the diffusion length of the minority carriers:

(5)

Here, τp is the lifetime and Dp is the diffusivity of the
minority carriers. It follows from the Einstein relation that

(6)

where µp is the mobility, k is the Boltzmann constant,
and T is temperature. According to [21], Dp = 0.25 cm2 s–1

at µp = 29 cm2 V–1 s–1. According to [22], for typical val-
ues of τp in the range 10–6–10–10 s, the diffusion length
of the minority carriers is 5 × 10–4–5 × 10–6 cm at T =
100 K, which is comparable with the size of the photo-
generation region 1/α = 10–5 cm under excitation at
hν = 2.55 eV. In this case, the change in the signal that
occurs with a change in excitation (Fig. 2, curves 1, 3)
can be explained by the diffusion effect. This explana-
tion can be used, with some reservations, to interpret
the change in the height of peak A1, but the diffusion
effect cannot account for the absence of signals from
other deep levels under excitation with hν = 2.55 eV.

However, another explanation can be offered. If the
optical mechanism, which is independent of the con-
centration of free nonequilibrium carriers, makes a sig-
nificant contribution to the occupation of the deep lev-
els, a larger number of traps are occupied during exci-
tation at hν = 2.35 eV, as the penetration depth
increases due to direct optical transitions. This circum-
stance should lead to an increase in deep-level signals.
Let us assume that the light penetration depth increases
by a factor of K at a constant luminous flux, which is
absorbed into the samples. In this case, the photogener-
ation rate decreases by a factor of K. The concentration
of deep levels occupied under nonequilibrium condi-
tions and steady-state optical excitation is

(7)

Lp Dpτ p( )1/2.=

Dp µpkT /q,=

nt0 Nt/ 1 β+( ),=
where Nt is the concentration of deep levels and β is the
ratio of the rates of level depletion (occupation):

(8)

Here,  is the rate of thermal emission from the deep

levels,  is the rate of optical depletion of the deep
levels (transition of electrons from the deep levels to the
conduction band with accompanying photon absorp-

tion),  is the rate at which the optical occupation of
the deep levels occurs (transition of electrons from the
valence band to the deep levels with accompanying
photon absorption), and Cnt is the coefficient of electron
capture from the conduction band. If only the thermal
mechanism operates, according to Eqs. (7) and (A5),
for partially occupied deep levels2 (β @ 1),

. (9)

Thus, the signal does not change. For the optical mecha-
nism of occupation, since the rates of optical occupation
(depletion) remain constant as the light penetration depth
increases, the peak height increases by a factor of K.
Thus, with two competitive mechanisms for the occu-
pation of the deep levels, the increase in the light pene-
tration depth by a factor of K should lead to an increase
in the signal by a factor of 1 – K. Then, the increase in
the signal that occurs with an increase in the penetration
depth of the excitation radiation can be explained by the
contribution of the optical mechanism to the occupation
of the deep levels by nonequilibrium carriers, rather
than by the change in the concentration of the corre-
sponding deep level. Another consequence of this con-
sideration is that the most reliable estimate of the con-
centration of deep levels can be obtained from the
PICTS data using excitation by light when the penetra-
tion depth is comparable to the sample thickness. The
fact that “many deep levels can be more easily
detected” under excitation in the impurity absorption
region was noted in [23]. The use of light-induced exci-
tation for which the penetration depth is comparable to
the sample thickness was also recommended in [19],
although without any reliable justification.

Let us analyze the inconsistency between the peak
height ratio in the set of spectra and the phenomenolog-
ical model. It was found from the dependence of the
photocurrent on the intensity of excitation light that lin-
ear recombination occurs. Traps for majority carriers
were also detected. In this case, to explain the transfor-
mation of Eq. (1) into an inequality, we should assume
that the steady-state optical-induced occupancy of the
deep levels nt0 depends on temperature. This depen-
dence distorts the peak height ratio and is associated
with the partial occupation of a level under optical exci-
tation. In [9, 11, 24], the estimation of the concentration
of deep levels from PICTS data was based on the sug-
gestion that their occupancy attains a constant value.

2 Occupancy of deep level A1 was estimated in [4].

β ent
th ent

o+( )/ gl*τn*Cnt ept
o+( ).=

ent
th

ent
o

ept
o

P j( )max
' NtW jK / gl 1 βK+( )[ ] P j( )max≈=
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However, the occupation of traps depends on their
parameters, and we can always find a situation in which
it is, in principal, impossible to attain a sufficient level
of optical excitation.

We can also estimate the concentration in the case of
the partial occupancy of the deep levels. Based on
Eqs. (7) and (8), and taking into account that the rate of
thermal emission (depleting traps) varied by a factor of
~50 in the case under consideration in the temperature
range TPICTS in which deep level signals are detected, it
is logical to suggest that the change in nt0 is associated
specifically with the temperature dependence of the
thermal emission rate. In this case, using Eq. (A5), we
can estimate the steady-state optical-induced occu-
pancy of a level for the corresponding rate of thermal
emission for the ith spectrum from the height of the
peak (Pi)max. As a result, we obtain a set of the pairs of

values  and nt0 for the temperature points of the peak
position in the set of spectra. Making the classic
assumption3 that the rate at which the optical depletion
of the deep levels occurs is negligible,

, (10)

3 The rate at which the traps are thermally depleted is disregarded
in an explicit or implicit form in all the methods using the optical
excitation of a sample to estimate the deep-level concentration
(TSC, PICTS, etc.). We can justify the assumption in the follow-
ing way. It was noted in [19] that the Frank–Condon shift can
only be moderate, and when photoexcitation with hν ≈ Eg is used
for a level located in the upper part of the band gap, it is reason-

able to assume that < . The thermal mechanism can also

make a significant contribution to the occupation of the deep levels.
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and linearizing formula (6), we can estimate the con-
centration of deep levels by the least-squares method

using the set of values  and nt0. Figure 4 shows the
plots used to determine the concentration of deep levels
in sample N4. For most of the deep levels, the experi-
mental points are fitted by straight lines in the coordi-

nates  and 1/nt0. The significant spread of points for
deep level A2 is apparently due to the fact that peak A2
is observed on the high-temperature shoulder of more
intense peak A1.

5. DISCUSSION

The table contains the parameters of the deep levels
detected under excitation at hν = 2.35 eV and the esti-
mates of their concentration for the crystals grown with
a varying stoichiometric composition. Figure 5 shows
the dependences of the concentrations of several
detected deep levels on the ratio of S and Cd vapor pres-
sures during the crystal growth. For the deep level
responsible for dominant peak A1, the data obtained
agree with the equilibrium concentrations of intrinsic
defects calculated in [25] as functions of the ratio of
vapor pressures of the initial components. We can isolate
a portion in the vicinity of the stoichiometric composi-
tion pS/pCd = 4–5, where the lowest concentration of this
deep level is observed. The increase in the concentration
with a decrease in the S vapor pressure agrees with the
donor nature of deep levels. This particular level has
been attributed to interstitial cadmium Cdi [18], and it
was also observed using the PICTS method [5, 26].
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Table

Peak TPICTS, K Type of trapped 
carriers Et, eV Snt, cm2

Concentration of deep levels Nt, cm–3

N1 N2 N3 N4 N5

A1 80–110  Majority carrie 0.066 10–19 2.2 × 10+16 1.2 × 10+14 6.4 × 10+13 8.5 × 10+13 1.1 × 10+14

A2 120–130  Majority carrie 0.27 10–12 1.3 × 10+15 8.0 × 10+13 – 2.6 × 10+12 3.7 × 10+12

A3 130–150  Majority carrie 0.28 10–13 1.4 × 10+15 – – 1.4 × 10+11 2.9 × 10+12

A4 150–170  Majority carrie 0.39 1.1 × 10–12 1.9 × 10+15 6.4 × 10+13 – – 2.1 × 10+12

A5 170–185  Majority carrie 0.32 10–13 – – – 4.6 × 10+12 2.1 × 10+12

A6 190–200  Majority carrie 0.27 10–12 1.9 × 10+15 5.6 × 10+13 7.8 × 10+11 6.0 × 10+11 6.8 × 10+11

A7 220–260  Majority carrie 0.54 10–13 2.9 × 10+15 4.8 × 10+13 2.6 × 10+11 5.5 × 10+12 5.3 × 10+11
In [27], the donor level responsible for peak A2 was
attributed to either an interstitial lithium impurity or
interstitial copper [28]. Weak peak A3, also observed by
the PICTS method in [26], can be interpreted in a sim-
ilar manner.

The donor deep level responsible for peak A5 was
observed only for crystals N4 and N5, which were grown
under higher S vapor pressure with respect to the sto-
ichiometric composition. According to an equilibrium
concentration diagram for intrinsic defects [25], this
level may be related to the doubly ionized S vacancies.

6. CONCLUSIONS
Thus, the peak height ratio in the set of spectra indi-

cates that the traps are only partially filled when a deep-
level signal is detected. A procedure is proposed to esti-
mate the concentration of traps for majority carriers in
the case of partial trap filling. The increase observed in
the deep-level signal excitation when shifting from
excitation at hν ≥ Eg to excitation at hν < Eg is due to
the contribution of the optical mechanism (i.e., level-to-
band direct optical transitions) to the occupation of the
deep levels.

APPENDIX
Numerous types of signal processing [29], devel-

oped within the DLTS method [30], are used to analyze
the temperature dependence of relaxation kinetics. The
essence of this analysis is in the calculation of a set of
data describing the temperature dependence of the ther-
mal emission rate and allowing the calculation of the
parameters of deep levels. The phenomenological
model of the PICTS method [5, 19] was described
using double-gate processing. The experimental data
under consideration were obtained using another type
of processing,4 which is similar to double-gate process-

4 This is associated with the development of computer engineering,
which made it possible to change the algorithm for processing
large data sets. Such sets are characteristic of experiments using
methods involving kinetic spectroscopy. Previously, double-gate
processing of relaxation kinetics was implemented in an analog
form based on specialized experimental equipment (a double-
box-car integrator). Now, relaxation kinetics is processed in a
digital form based on a personal computer.
ing but makes it possible to improve the signal-to-noise
ratio. When recombination is linear and recapture is
disregarded, the nonequilibrium filling of traps for
majority carriers, according to the model [5], gives a
component in the photocurrent relaxation kinetics,
which can be written as

(A1)

Here, the signal is normalized to the steady-state pho-
tocurrent.

In the PICTS experiment, during the slow heating of
the samples under periodic optical excitation, a set of
spectra was constructed by processing the photocurrent
relaxation kinetics:

(A2)

Here, j = 1–8 is the spectrum number, in(t) is the nor-
malized photocurrent relaxation signal, and Fj(t) is the
weight function. The following values of the weight
function were used:

(A3)

Here, τj is the characteristic parameter of the jth spec-
trum and ∆t is the time delay. It can be shown that, for
such processing, with the presence of the component
described by Eq. (A1) in the relaxation kinetics, the jth
spectrum will contain a peak at the temperature at
which the rate of thermal emission from a deep level
attains the value

(A4)

We find that the peak height in the jth spectrum is

(A5)

in' t( ) nt0/gl( )ent
th ent

tht–( )exp .=

P j T( ) in t( )F j t( ) t.d

0

∞

∫=

F j t( )

0 at ∆t τ j+ t ∆t 3τ j,+>≥
+1 at ∆t τ j+ t ∆t 2τ j,+≤<

1– at ∆t 2τ j+ t ∆t 3τ j.+≤<





=

rnt
th 1/τ j 1 2τ j/ τ j ∆t+( )+[ ] .ln=

P j( )max nt0W j/gl,=
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where Wj is the characteristic numerical coefficient of
the spectrum. This coefficient is determined by the pro-
cessing parameters:

(A6)

where α ≡ (∆t/τj + 1).
Assuming, as in [11, 19], that constant occupancy of

the deep levels (nt0 = Nt) can be attained provided that
the level of optical excitation is sufficient, we obtain
Eq. (1) from Eq. (A5). Equation (1) describes the peak
height ratio in the set of spectra. Thus, the criterion of
reliability of the concentration estimation using a pro-
cedure similar to that carried out in [9, 11, 24] using
Eq. (A5) shows the validity of Eq. (1).
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Abstract—The possibility of using reflectance spectra in a nondestructive and contactless measurement of charge-
carrier concentrations in polycrystalline lead selenide layers is shown. Changes in the carrier concentrations of such
samples as a result of short-term sensitizing heat treatments are studied. © 2005 Pleiades Publishing, Inc.
Polycrystalline layers based on lead chalcogenides
have been used for many years in the production of
photodetecting and emitting devices with an operating
range of 2–5 µm [1, 2]. Interest in these materials has
recently been renewed due to the development of a new
generation of small-sized infrared (IR) absorption gas
analyzers [3–5].

The structure and composition of the polycrystalline
lead selenide (PbSe) films used in these devices are
subjected to special modification (sensitizing) treat-
ments, in which oxygen diffusion and active oxidation
take place [6]. Such structural modification results in
changes at various property levels [7]. These processes
significantly depend on the characteristics of the initial
layers, in particular, on their charge-carrier concentration.

Room-temperature observation of the photosensi-
tivity effect in a lead layer requires the existence of
n-type grains that change their conductivity type and
have a barrier at the interface [8–10]. A network-type
structure (Fig. 1), in which a percolation cluster is
formed, is the most viable for this purpose.

The existence of a barrier structure with a complex
current flow complicates the determination of carrier
concentrations using methods based on kinetic effects.
The IR reflection method, due to the absence of current,
makes it possible to refine the Hall measurement data and
results of the quantitative thermal probe method [11].
Their combined analysis should enable the develop-
ment of an adequate model of the processes occurring
in this type of nanostructured heterophase system.

The objective of this paper was to study the potential
of the IR reflection method for a contactless nonde-
structive estimation of the carrier concentration and its
subsequent use in the study of the physicochemical pro-
cesses occurring during the sensitization of polycrystal-
line PbSe layers.

Anomalous dispersion of reflectance R is observed
in the IR spectral region. The reflectance R tends to
1063-7826/05/3906- $26.00 0636
unity as the incident radiation frequency approaches the
plasma frequency, which (in solids) is given by [12]

(1)

where N is the carrier concentration, m* is the effective
carrier mass, e is the elementary charge, and εS and ε∞
are the static and dynamic permittivities. The reflec-
tance R reaches its lowest level at the frequency

(2)

Thus, the plasma frequency can be determined and
the carrier concentration can be calculated using the
plasma minimum position in a sample. The structures
under study were polycrystalline PbSe films grown by
vacuum thermal evaporation onto substrates that were
transparent in the IR range (Si, BaF2, and glass). These

ωp
Ne2

m*ε∞εS

------------------,=

ωmin ωp

ε∞

ε∞ 1–
--------------.≈

SE 14-Mar-02 WD 5.3 mm 15.0 kV ¥4.5 k 10 mm

Fig. 1. A photosensitive lead selenide layer with a partially
removed passivating coating (the image was obtained using
a Hitachi S-3500N electron microscope).
© 2005 Pleiades Publishing, Inc.
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Carrier concentration in the polycrystalline PbSe films, as determined from the reflectance spectra, and the calculation parameters

Nos. Sample Treatment λmin, µm λp, µm ε∞ m* N, 1020 cm–3

1 Si/PbSe – 6.26 6.74 24 0.22 m0 1.3

2 Si/PbSe T = 693 K 18.74 19.12 24 0.11 m0 0.081
films were then subjected to multistage sensitizing
annealing. A more detailed description of the fabrica-
tion technology of the photosensitive elements can be
found in [13].

In this study, we used an IKS-29 infrared spectro-
photometer. The carrier concentration was calculated
using a LabVIEW-6.0 code based on the Kukharsky
and Subashiev method [14]. Its advantage is that not
only the plasma minimum position but also the value of
this minimum and (most importantly) its spectral shape
in the region λ > λmin can be analyzed. This factor
allows the determination of a larger number of the
parameters that characterize the physical properties of
crystals.

The results of the study are presented in Fig. 2 and
the table. Similar experiments were performed with
structures possessing grain sizes ranging from 0.1 to
0.3 µm. For practical purposes, short-term heat treat-
ments were used, during which a plasma minimum
shift was observed. Such a shift is an analytical signal
for determining the diffusion parameters of a sensitiz-
ing impurity. The results confirm the previously
obtained data on oxygen diffusion in polycrystalline
PbSe layers [15].

Thus, the possibility of nondestructive contactless
measurements of the carrier concentration in polycrys-
talline layers with submicrometer grain sizes and a net-
work structure, used as photodetectors and emitters in
the mid-IR range, is shown.

201816141210864 22
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Fig. 2. Reflectance spectra of the (1) initial and (2) annealed
polycrystalline lead selenide layers. The experimental data
is indicated by dots, and the curves show the results calcu-
lated using the Kukharsky and Subashiev method.
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Abstract—Relations that make it possible to use an experimentally measured temperature dependence of car-
rier concentration to determine the Hubbard energy U and temperature dependence of the Fermi level F for two-
electron tin centers in lead selenide are derived. A study of Pb1 – x – ySnxNaySe solid solutions shows that their
Fermi level in the temperature region 100–600 K lies below the valence band top Ev and that their F(T) depen-
dences are linear, with extrapolation to T = 0 yielding EV – F = 210 ± 10 meV. The Hubbard energy of the two-
electron tin centers in PbSe is found to be U = –80 ± 20 meV. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

According to transport studies [1] and 119Sn Möss-
bauer spectroscopy data [2], the tin impurity in PbSe is
a donor; indeed, Mössbauer spectra of degenerate
n-type samples of Pb1 – xSnxSe containing an excess of
lead have a shape characteristic of divalent tin Sn2+; the
spectra of overcompensated degenerate p-type samples
of Pb1 – x – ySnxNaySe (y @ 2x) are characteristic of tet-
ravalent tin Sn4+; and those of partially compensated
degenerate p-type samples of Pb1 – x – ySnxNaySe (y ≤ 2x),
of a superposition of divalent and tetravalent tin. It is
believed that tin atoms replace divalent lead in the PbSe
cubic lattice and form donor states, so that the lines
characteristic of Sn2+ and Sn4+ in the Mössbauer spectra
correspond to the neutral ([Sn]0) and doubly ionized
states ([Sn]2+) of the tin donor center, respectively. The
fact that only the Sn4+ line (without the Sn2+ line) is
observed in the Mössbauer spectra, and only in strongly
overcompensated Pb1 – x – ySnxNaySe samples, suggests
that the tin levels are located against the background of
the valence band. The absence of Sn3+ (the singly ion-
ized tin donor center) in the Mössbauer spectra of par-
tially compensated samples implies that, in PbSe, tin
forms two-electron donor centers with negative Hub-
bard energy.

Thus, tin forms, against the valence band back-
ground of Pb1 – xSnxSe, two bands of localized tin states
separated by the Hubbard energy

(1)

where E1 is the energy of the level to which an electron
is excited and transfers Sn3+ to the Sn2+ center, and E2
is the energy of the level to which an electron is excited
and transforms the Sn4+ center into the Sn3+ center.
The density of states as a function of the energy in the
Pb1 – x – ySnxNaySe band gap was suggested by Nasredi-

U E1 E2,–=
1063-7826/05/3906- $26.000638
nov et al. [2]. A similar situation arises with thallium
centers in lead chalcogenides [3]. The aim of this study
was to determine the temperature dependences of the
Fermi level and estimate the Hubbard energy for
Pb1 – x – ySnxNaySe solid solutions.

2. TEMPERATURE DEPENDENCES 
OF THE FERMI LEVEL 

AND CARRIER CONCENTRATION

The electroneutrality equation for Pb1 – x – ySnxNaySe
solid solutions can be written as

(2)

where  and  are the concentrations of Sn3+

and Sn4+ centers, respectively; p is the hole concentra-
tion in the valence band; and NNa is the concentration of
ionized one-electron acceptors (sodium).

According to the Gibbs distribution, the concentra-
tion of impurity centers with different numbers of elec-
trons is given by the relation

(3)

where Ns and Ns – 1 are the concentrations of centers
with s and s – 1 electrons, gs and gs – 1 are the spin
degeneracy factors for the corresponding centers, F is
the Fermi level, Es is the energy of the level to which the
sth electron becomes attached, and k is the Boltzmann
constant. Thus, we have

(4)

2N
Sn4+ N

Sn3+ p+ + NNa,=

N
Sn3+ N

Sn4+

Ns

Ns 1–
-----------

gs

gs 1–
----------

F Es–
kT

--------------- ,exp=

N
Sn2+

N
Sn3+

-----------
g

Sn2+

g
Sn3+

----------
F E1–

kT
---------------exp=
 © 2005 Pleiades Publishing, Inc.
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and

(5)

where  is the concentration of Sn2+ centers, and

, ,  are degeneracy factors for the Sn2+,

Sn3+, and Sn4+ centers, respectively (if 5s electrons are
responsible for the donor properties of tin, then  = 1,

 = 2, and  = 1).

Since

(6)

where NSn is the total tin concentration, we can intro-

duce the following expressions for  and  into

Eq. (2):

(7)

For the hole concentration in the valence band, we
can write

(8)

where g(E) is the density of states in the valence band,

f(E) =  is the Fermi function, and Ev is

the energy of the valence-band top.

If E = Ev – kTε and F = Ev – kTµ, then 1 – f(E) =

, which yields the following expression

N
Sn3+

N
Sn4+
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Sn3+

g
Sn4+

----------
F E2–

kT
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N
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g
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g
Sn3+ g

Sn4+

N
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Sn3+ N
Sn4++ + NSn,=

N
Sn3+ N
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g
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g
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F E1–

kT
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

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=

+
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for Cane’s model that takes into account electron inter-
action in the valence and conduction bands:

(9)

where Eg is the band gap, md = (4)2/3  is the
effective mass of the density of states near the valence-
band top; and m⊥  and m|| are the transverse and longitu-
dinal effective masses, respectively.

The temperature dependence of the effective mass
for PbSe is given by the relation [3]

(10)

where md = 0.11me and Eg = 0.165 eV are the effective
mass and the band gap for T = 0, and the temperature
dependence of Eg can be written as [3]

(11)

Thus, the hole concentration in the valence band is
given by

(12)

g E( ) 4π
h3
------ 2md( )3/2 Ev E–( )1/2=

× 1 2
Ev E–

Eg

----------------+ 
  1

Ev E–
Eg

----------------+ 
  1/2

=  
4π
h3
------ 2md( )3/2ε1/2 1 2εkT

Eg

------+ 
  1 εkT

Eg

------+ 
  1/2

,

m⊥
2 m||

3

md T( )
md 0( )
Eg 0( )
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Eg T( ) Eg 0( ) 1 4 10 4– T×+( ).=

p
4π
h3
------ 2mdkT( )3/2=

× ε1/2 1 2εkT
Eg

------+ 
  1 εkT
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Fig. 1. Values of the integral p =

(2mdkT)3/2 dε

tabulated for the temperatures 100, 200, 300, 400, 500, and 600 K
(curves 1–6, respectively).
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Equation (12) permits us to determine the tempera-
ture dependence F(T) by comparing the experimentally
measured p(T) relation with tabulated values of the inte-
gral on the right-hand side of this equation (see Fig. 1).

Electroneutrality relation (1) can be conveniently
recast in the form

(13)

where ρ is the density of positive charge at the tin centers
(in units of electron charge), or in the expanded form

(14)

with the charge at the localized centers represented on
the left-hand side of the equation, and that of the free
holes in the valence band, on the right-hand side.

The mean energy E0 =  and the Hubbard

energy U can be determined by calculating the occu-
pancy of the tin impurity centers by electrons:

(15)
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Fig. 2. Temperature dependences of the hole concentration
for the Pb1 – x – ySnxNaySe solid solutions: curve 1 corre-

sponds to NSn = 8.7 × 1019 cm–3 and NNa = 5.22 × 1019 cm–3;

curve 2, NSn = 1.74 × 1020 cm–3 and NNa = 5.22 × 1019 cm–3;

and curve 3, NSn = 3.48 × 1020 cm–3 and NNa = 5.22 ×
1019 cm–3.
This equation can be written as

(16)

or, introducing the notation w = exp  and z =

exp ,

(17)

with w ! 1 for a degenerate semiconductor.

3. EXPERIMENTAL RESULTS

Figure 2 shows experimental temperature depen-
dences of the hole concentration for Pb1 – x – ySnxNaySe
samples differing in relation to the degree of compen-
sation of the two-electron tin donor impurity by the
one-electron acceptor. The integral on the right-hand
side of Eq. (12) was tabulated for the temperatures 100,
200, 300, 400, 500, and 600 K, and the resulting values
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Fig. 3. Temperature dependences of the Fermi level for the
Pb1 – x – ySnxNaySe solid solutions: curve 1 corresponds to

NSn = 8.7 × 1019 cm–3 and NNa = 5.22 × 1019 cm–3; curve 2,

NSn = 1.74 × 1020 cm–3 and NNa = 5.22 × 1019 cm–3;

and curve 3, NSn = 3.48 × 1020 cm–3 and NNa = 5.22 ×
1019 cm–3.
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were used to determine the F(T) dependences. Figure 3
shows the results of the calculation. It can be seen that,
for all the samples studied, the Fermi level in the tem-
perature interval 100–600 K lies in the valence band
and that the F(T) dependences are linear:

(18)F F0 αkT .+=
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Here, α = . Extrapolation to T = 0 yields Ev – F0 =

210 ± 10 meV for all the samples.

To find the mean energy E0 = , we should

rewrite expression (16) in the form

1
k
---dF

dT
-------

E1 E2+
2

------------------
(19)ξ 2

1
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  α( )expexpexp+

1 2
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2kT
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  F0 E0–
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----------------- 
  α( )expexpexp 2

F0 E0–
kT

----------------- 
  2α( )expexp+ +

----------------------------------------------------------------------------------------------------------------------------------------------------------.=
It follows that, for T  0, we have F0 – E0 > 0 (the
Fermi level is controlled by valence-band holes) if
p0  = NNa, where p0 is the hole concentration at T = 0
(for EV – F0 < 210 meV, this is possible for NNa < 3 ×
1019 cm–3, i.e., for x < 0.018) and F0 – E0 < 0 (Fermi
level is controlled by the tin level occupation) if NNa >
2NSn + 3 × 1019 cm–3. For intermediate sodium concen-
trations, F0 = E0.

The composition of the samples under study sug-
gests that in all cases the relation F0 = E0 holds; in this
situation,

(20)

The Hubbard energy U can be derived from the lat-
ter relation using the experimental values of α and ξ:

(21)

The energy U was determined for a temperature of
100 K (since, at higher temperatures, we have to take
into account the temperature dependence of E0) and
found to be U = –70 ± 10 meV.

Note that a Mössbauer study of the electron
exchange between neutral and ionized tin centers in
PbSe in the temperature range 100–400 K yielded U =
60 ± 20 meV [2], which is in good agreement with our
value of U.

ξ 2

1
U

2kT
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  α( )expexp+

1 2
U

2kT
--------- 

  α( )expexp 2α( )exp+ +

------------------------------------------------------------------------------------.=

U 2kT
α( )exp

2
------------------ ξ

1 ξ–
----------- α( )exp

2
------------------ 2 ξ

1 ξ–
-----------+ 

 – .ln=
4. CONCLUSION

Relations permitting the use of an experimental
temperature dependence of the carrier concentration in
lead selenide with two-electron tin centers to determine
the Hubbard energy and temperature dependence of the
Fermi level were derived from the Gibbs distribution.
For all the Pb1 – x – ySnxNaySe solid solutions studied, the
Fermi level in the 100–600-K temperature region was
located in the valence band, the F(T) dependences were
linear, and their extrapolation to T = 0 yielded Ev – F0 =
210 ± 10 meV. The Hubbard energy for the tin centers
was found to be U = –70 ± 20 meV, which is in a good
agreement with Mössbauer spectroscopy data.
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Abstract—The nonlinear dynamics of a compensated semiconductor in the case of an impurity-related electrical
breakdown in a classically strong magnetic field under the effect of shortened Hall contacts and resonance radia-
tion, the frequency of which corresponds to the ionization energy of hydrogen-like donor impurities, is evaluated.
As a result, both regular and chaotic self-sustained oscillations are obtained. It is found that all three scenarios for
the origination of chaos are realized for corresponding values of the bifurcation parameters. The results obtained
have the potential become the theoretical foundation for the operation of an easily controlled high-frequency oscil-
lator whose modes of operation (the switched-on mode and the transition from the regular mode to a chaotic mode
and vice versa) could be changed by varying the illumination intensity. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The impurity-related electrical breakdown of a com-
pensated semiconductor is one of the mechanisms con-
ducive to the origination of oscillatory instability. There
have been many publications concerned with theoreti-
cal and experimental studies in this field (see, for exam-
ple, [1, 2]). The conditions for the origination of nonlin-
ear oscillations and the characteristics of these oscilla-
tions depend on a number of external parameters.
Among these, a magnetic field is of major importance.
In this context, it is reasonable to consider the following
two cases separately: (i) the mode of a specified direc-
tion of current (the Hall contacts are open; i.e., we have
the typical Hall mode) and (ii) the mode of a specified
direction of field (the Hall contacts are shorted).

In case (i), it is possible to obtain both regular and
chaotic self-sustained oscillations if not only the dielec-
tric relaxation of an applied field but also the relaxation
of the Hall electric field is taken into account. The
chaos originates according to the Feigenbaum scenario.
Such a case was earlier considered in [3, 4].

Nonlinear oscillations in mode (ii) were studied in
[5, 6] using a mathematical model based on differential
equations that described generation–recombination
processes at a hydrogen-like impurity center, the
dielectric relaxation of an applied electric field in a
semiconductor, and a lag of the electron temperature
with respect to variations in the electric field. As a
result, the phase diagram produced included both ele-
mentary and binary limiting cycles. This circumstance
serves as a theoretical basis for a high-frequency oscil-
lator that can operate in two different amplitude modes
under the same conditions; switching from one mode to
1063-7826/05/3906- $26.00 0642
the other can be accomplished easily using a small-
amplitude external current pulse.

The aforementioned mathematical model provided
no way of describing chaotic oscillations. Apparently,
this shortcoming was caused by the fact that the equa-
tion describing a lag in the electron temperature was
written for a much smaller time scale than could be
applied to the other equations. Consequently, the equa-
tion for the lag could not make a sufficiently large con-
tribution to the total dynamics of a semiconductor.

This paper is a continuation of publications [5, 6];
i.e., we study the nonlinear oscillatory dynamics of a
compensated semiconductor in a situation where the
Hall contacts are shorted out (a magnetic field is
applied perpendicularly to an electric field) under the
conditions of an impurity-related electrical breakdown.
However, in contrast to [5, 6], we consider a semicon-
ductor that is partially exposed to light: a part of the
sample is subjected to resonance optical radiation while
the other part is not illuminated (the energy of the pho-
tons in the incident radiation corresponds to the ioniza-
tion energy of the hydrogen-like impurity). As a result,
the kinetic processes and concentrations of free charge
carriers in different parts of the semiconductor differ.
The latter circumstance should give rise to a diffusion
current in the vicinity of the interface between the illu-
minated and unilluminated parts of the sample. How-
ever, we consider a situation in which the diffusion cur-
rent can be disregarded (the sample length in the direc-
tion of the electric field is much larger than both the
diffusion and drift lengths). Under these conditions, a
highly accurate representation of a semiconductor can
be attained with two series-connected illuminated and
unilluminated samples. As will become clear from the
© 2005 Pleiades Publishing, Inc.
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reasoning and results below, this system, including its
chaos aspect, is of a certain academic interest, since all
three universal scenarios of transitions from regular to
chaotic oscillations are realized in the system under con-
sideration. A corresponding four-dimensional mathe-
matical model can be derived using the equations for
kinetic processes and the electric-field dielectric relax-
ation for each sample taken separately (as was men-
tioned above, the equations describing electron-tem-
perature lag are for use on a much smaller time scale;
thus, we can state with confidence that the electron tem-
peratures instantaneously take their quasi-stationary
values). It is worth noting that a similar problem has
been considered by Schoell [7], who studied the
dynamics of two series-connected semiconductors with
differing parameters. However, first, a magnetic field
was not applied to the sample, and, second, the mathe-
matical model was based on an equation for energy
relaxation rather than on an equation for electric-field
relaxation. In addition, the difference between the
semiconductors was described using their internal
parameters. In the case under consideration in this
study, we use an external parameter, i.e., illumination of
the sample, which, in our opinion, is more convenient
from the standpoint of the practical use of the corre-
sponding theoretical results.

2. MATHEMATICAL MODEL

Thus, the mathematical model of the system under
consideration is represented by the following set differ-
ential equations (the problem is considered using the
electron-temperature method):

(10)

(20)

 (30)

 (40)

Here, n1 and n2 are the free-electron concentrations in
the illuminated sample (sample 1) and the unillumi-
nated sample (sample 2), respectively; E1 and E2 are the
strengths of the corresponding electric fields; Z1 ≡
[Te1/T] and Z2 ≡ [Te2/T] are dimensionless electron tem-
peratures; T is the lattice temperature; ND is the concen-
tration of the hydrogen-like donor impurity; NA is the

concentration of compensating acceptors; , ,

dn1

dt
-------- γopt ND NA– n1–[ ]=

+ AI
1( ) Z1( ) ND NA– n1–[ ] n1 BT

1( ) Z1( ) NA n1+[ ] n1,–

dn2

dt
-------- γT ND NA– n2–[ ]=

+ AI
2( ) Z2( ) ND NA– n2–[ ] n2 BT

2( ) Z2( ) NA n2+[ ] n2,–

dE1

dt
---------

4π
εSR
---------- % E1L– E2L– eSRn1µ1 Z1( )E1–[ ] ,=

dE2

dt
---------

4π
εSR
---------- % E2L– E1L– eSRn2µ2 Z2( )E2–[ ] .=
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2( )
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, and  are the coefficients of impact ionization
and thermal recombination; γT and γopt are the rates of
thermal and optical ionization (thermal ionization is
negligible compared with optical ionization in the illu-
minated sample as a result of a low lattice temperature,
T = 4.2 K); µ1 and µ2 are the free-electron mobilities;
R is the load resistance connected in series with the
samples; % is the emf of the dc power supply; and S is
the cross section, L is the length, and ε is the permittiv-
ity of the samples.

We now rewrite system of Eqs. (10)–(40) in a more
convenient and compact form as

(1)

(2)

(3)

(4)

where the following notation is used:

(5)

Here, d1 = γoptNd(1 – C), d2 = γTNd(1 – C), ζ = %/L, C is
the compensation factor, and K = SR/L is a quantity
with the dimensions of resistivity.

Since our studies are qualitative, we tried to use
comparatively exact and as simple as possible expres-
sions for the kinetic coefficients. In order to obtain the
dependence A1(Z), we used a formula derived for the
conditions of a constant ionization cross section [8],
and, to obtain the dependence BT(Z), we use a formula
calculated for a corrected Lax cascade capture [9];
however, we restrict the analysis to an accuracy of no
higher than that provided by the ~Z–3/2 term. In a mag-
netic field, the following quantity plays the role of
mobility (see, for example, [10]):

(6)

Here, τ is the momentum-relaxation time, ωc = eH/mc
is the cyclotron frequency, H is the magnetic-field
strength, and 〈…〉 signifies averaging over the energy. In

the case of a classically strong magnetic field ( τ2 @ 1),
formula (6) can be simplified and written as

(7)

BT
1( ) BT

2( )
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2– b1n1 d1,+ +=

dn2

dt
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dE1
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---------

4π
εK
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dE2
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εK
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a1 AI
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2( ) BT
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b1 γopt– BT
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b2 γT– BT
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2( )Nd 1 C–( ).+=
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It follows from (7) that µ(Z) ∝ τ –1(Z). When momentum
scattering by charged impurity atoms is prevalent, we
can use the classical Brooks–Herring formula to find
that µ(Z) ∝ Z–3/2. This dependence is extremely favor-
able for the origination of nonlinear self-sustained
oscillations [5, 6]. Taking this circumstance into
account, we choose the sample parameters and external
conditions in the computer simulation so that the prev-
alence of the above momentum-scattering mechanism
is ensured. Specifically, we consider n-Ge with ND =
1016 cm–3 and C = 0.9 at T = 4.2 K and H = 104 Oe. In
these conditions, the dependences of the kinetic coeffi-
cients on the dimensionless electron temperature are
given by [8–10]

(8)

The interrelation between the electron temperature
and an applied electric field is determined from an
energy-balance equation that, in the general case, can
be written as [11]

(9)

where 〈dW/dt〉ac, ph, 〈dW/dt〉exc, and 〈dW/dt〉 ion are the
mean rates of the energy losses of electron gas (per
electron) due to interaction with acoustic phonons and
from the excitation and ionization of donor impurities,
respectively. Since the impurity-related mechanisms
are fairly complex, we use, in the case under consider-
ation, the following approximate formulas derived on
the basis of Eq. (9) (here, an electric field is measured
in the cgse units):

(10)

3. THE EQUILIBRIUM POINTS

Setting the right-hand sides of Eqs. (1)–(4) equal to
zero, we obtain a system of nonlinear algebraic equa-
tions that determines the stationary values of the vari-
ables for a specified set of samples under fixed external
parameters of the problem. Taking into account the
interrelation (formula (10)) between the electron tem-

AI Z( ) 1.25 10 6– Z 1 27.6
Z

----------+ 
  27.6

Z
----------– 

  ,exp×≈

BT Z( ) 3.36 10 6–×
Z3/2

--------------------------,≈

µ Z( ) 4.6 107×
Z3/2

---------------------.≈

eµ Z( )E2 dW Z( )
dt

-----------------
ac ph,

=

+
dW Z( )

dt
-----------------

exc

dW Z( )
dt

-----------------
ion

,+

Z 0.93– 13.04E 4.68E2 0.59E3,–+ +≈

E 2.34 10 3–×– 6.1 10 2– Z×+≈

– 3.8 10 3– Z2× 2.2 10 6– Z3.×+
perature and electric field, we can write the above sys-
tem as

Equations (11a) and (11b) define the dependences
n1(E1) and n2(E2):

(12)

(13)

Substituting (12) into Eq. (11c) and (13) into
Eq. (11d), we obtain the following system of equations
in E1 and E2:

The solutions to this system depend on the parame-
ters of the samples and on the external circuit. It is
worth remembering that, according to the notation
given by (5), K and ζ are defined as K = SR/L and ζ =
%/L, where L and S are the length and cross section of
two samples identical in size. Thus, choosing the values
of K and ζ, we thereby select the load resistance R and
the emf % of the power supply for a specified set of the
samples. Undoubtedly, system of Eqs. (14a)–(14b) can
be solved directly using numerical methods; however,
the numerical procedure has to be repeated again for
each set of values of K and ζ. It is much more conve-
nient if we use numerical methods for a specified set of
samples to derive final universal dependences that
would allow us to find the equilibrium points easily
and, more importantly, to predict their number.

To this end, we use the following procedure: For a
chosen value of ζ, we change E1 with some step within
the interval (0, ζ). For each value of E1, we then solve
Eq. (14a) and find all the possible values of E2; finally,
we substitute E1 and E2 into Eq. (14b) to find all the
possible values of K. This procedure eventually makes
it possible to determine the dependence K(E1) (see
Figs. 1–3). Using the specified value of K and the
curves in Figs. 1–3, we can determine the equilibrium
values ; the corresponding equilibrium values ,

, and  can be determined using Eqs. (14b), (12),
and (13), respectively.

The number of equilibrium points differs for differ-
ent values of the system’s parameters. For example, we
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have only a single equilibrium point in the case of jopt =
5 × 109 s–1 and ζ = 720 V/cm, irrespective of the value
of K (Fig. 1). We can have one, two, or three equilib-
rium points at ζ = 3000 V/cm, depending on the value
of K (Fig. 2). The number of equilibrium points can
exceed three for larger values of K (Fig. 3).

4. RESULTS OF THE COMPUTER SIMULATION
For convenience, we rewrite Eqs. (1)–(4) in dimen-

sionless variables:

(15)

(16)

(17)

(18)

dX1

dt
--------- a1n1* 1 X1+( )2– b1 1 X1+( )

d1

n1*
------,+ +=
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dt
--------- a2n2* 1 X2+( )2– b2 1 X2+( )

d2
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------,+ +=

dY1

dt
---------

4π
εK
------- ζ

E1*
------- 1– Y1–

E2*

E1*
------- 1 Y2+( )–=

---– Keµ1n1* 1 X1+( ) 1 Y1+( ) ,

dY2

dt
---------

4π
εK
------- ζ
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E1*
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------- 1 Y1+( )–=

---– Keµ2n2* 1 X2+( ) 1 Y2+( ) .
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Fig. 1. The dependence K(E1) at γopt = 5 × 109 s–1 and ζ =
720 V/cm.
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Here, X1 ≡ (n1 – )/ , Y1 ≡ (E1 – )/ , X2 ≡
(n2 – )/ , and Y2 ≡ (E2 – )/ .

The simulation was carried out for various values of
the illumination intensity. Below, we report the results
obtained at jopt = 5 × 109 s–1, for which we obtain the
most interesting and diverse oscillation dynamics.

Chaotic self-sustained oscillations (in addition to
regular self-sustained oscillations) were observed at the
above illumination intensity. It is important that all
three universal scenarios of chaos origination were
realized, depending on the value of ζ (and, conse-
quently, on the value of % for a given sample), in the
form of a bifurcation parameter. At small values of ζ,
the chaotic oscillations originated according to the
Feigenbaum scenario (see, for example, [12]). Chaos
was observed in both the illuminated and unilluminated
parts of the samples. The system features a single equi-
librium point for the value of ζ under consideration
(Fig. 1). A transition of the system from regular oscilla-
tions to chaos was accomplished by varying the second
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Fig. 3. The dependence K(E1) at γopt = 5 × 109 s–1 and ζ =
3 × 104 V/cm.
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bifurcation parameter K (i.e., R for a given sample). In
particular, the following pattern is observed at ζ =
720 V/cm (Fig. 4): (i) the oscillations are regular at K =
7.57 Ω cm (  = 94.8 V/cm,  = 391.8 V/cm,  =E1* E2* n1*
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(4) 6.92, (5) 6.33, and (6) 2.94 Ω cm. Chaotic oscillations
are generated according to the Feigenbaum scenario.
1.74 × 1014 cm–3, and  = 3.98 × 1014 cm–3) (Fig. 4,
the top row); (ii) a doubling of the period is observed at
K = 7.18 Ω cm (  = 98.1 V/cm,  = 394.8 V/cm,

 = 1.80 × 1014 cm–3, and  = 4.11 × 1014 cm–3)
(Fig. 4, the second row from the top); (iii) a fourfold
increase in the period is observed at K = 7.15 Ω cm
(  = 98.7 V/cm,  = 395.4 V/cm,  = 1.83 ×
1014 cm–3, and  = 4.16 × 1014 cm–3) (Fig. 4, the third
row); (iv) the oscillations are chaotic at K = 6.92 Ω cm
(  = 100.2 V/cm,  = 396.9 V/cm,  = 1.85 ×
1014 cm–3, and  = 4.20 × 1014 cm–3) (Fig. 4, the fourth
row); (v) a fourfold increase in the period is again
observed at K = 6.33 Ω cm (  = 105.9 V/cm,  =

402.3 V/cm,  = 1.97 × 1014 cm–3, and  = 4.42 ×
1014 cm–3) (Fig. 4, the fifth row); and (vi) a doubling of
the period is again observed at K = 2.94 Ω cm (  =

144.9 V/cm,  = 452.7 V/cm,  = 2.82 × 1014 cm–3,

and  = 6.01 × 1014 cm–3) (Fig. 4, the sixth row).
A further decrease in K gives rise to regular oscillations.

Chaos originates via alternation at comparatively
large values of ζ [12], as is illustrated in Fig. 5 at ζ =
3000 V/cm. Under these conditions, the system can
exhibit one or three equilibrium points (Fig. 2). As K
increases, the oscillation dynamics of the system varies
in the following way:

(1) at K = 2.5 Ω cm, we have three equilibrium
points: (a) with  = 417 V/cm,  = 2436 V/cm,

 = 7.82 × 1014 cm–3, and  = 9.72 × 1014 cm–3;

(b) with  = 1512 V/cm,  = 1410 V/cm,  =

9.84 × 1014 cm–3, and  = 9.75 × 1014 cm–3; and

(c) with  = 2244 V/cm,  = 645 V/cm,  =

9.85 × 1014 cm–3, and  = 8.48 × 1014 cm–3. It is note-
worthy that point a is a stable focus, point c is a stable
node, and point b is unstable. Consequently, the phase
trajectory leaves point b and tends to points c or a,
depending on the initial conditions (in the first row
from the top in Fig. 5, the tendency towards point a is
illustrated, and the second equilibrium point corre-
sponds to the zero values of the variables). Thus, the
oscillations are either not generated at all or are
damped.

(2) K = 41.3 Ω cm (Fig. 5, the second row). All three
equilibrium points, (a) with  = 96 V/cm,  =

1623 V/cm,  = 1.76 × 1014 cm–3, and  = 9.79 ×
1014 cm–3; (b) with  = 765 V/cm,  = 462 V/cm,

 = 9.4 × 1014 cm–3, and  = 6.23 × 1014 cm–3; and

(c) with  = 1257 V/cm,  = 400 V/cm,  =
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9.78 × 1014 cm–3, and  = 4.32 × 1014 cm–3, are unsta-
ble. The limiting cycle is closed around the first point.
The oscillations are regular.

(3) K = 41.5 Ω cm (Fig. 5, the third row). All three
equilibrium points, (a) with  = 98 V/cm,  =

1626 V/cm,  = 1.77 × 1014 cm–3, and  = 9.80 ×
1014 cm–3; (b) with  = 774 V/cm,  = 462 V/cm,

 = 9.42 × 1014 cm–3, and  = 6.23 × 1014 cm–3; and

(c) with  = 1257 V/cm,  = 400 V/cm,  =

9.78 × 1014 cm–3, and  = 4.32 × 1014 cm–3, are again
unstable; however, in contrast to the case 1, the second
point (in addition to the first point) is also involved in
the formation of the regular oscillatory behavior of the
system. In particular, the first point is an unstable focus;
the phase point moves along the unwinding spiral in the
vicinity of this focus. This pattern is retained until the
phase point is found in close proximity to the second equi-
librium point. Then, the phase trajectory makes one turn
about the second point, arrives in the vicinity of the first
point, and the process occurs over and over; i.e., complex
regular self-sustained oscillations are generated.

(4) K = 51.3 Ω cm (Fig. 5, the fourth row from the
top). All three unstable equilibrium points are involved
in the formation of oscillatory behavior. These points
correspond to (a)  = 100.5 V/cm,  = 1248 V/cm,

 = 1.85 × 1014 cm–3, and  = 9.68 × 1014 cm–3;

(b)  = 138 V/cm,  = 794.7 V/cm,  = 2.66 ×
1014 cm–3, and  = 9.12 × 1014 cm–3; and (c)  =

165.3 V/cm,  = 519.3 V/cm,  = 3.28 × 1014 cm–3,

and  = 7.29 × 1014 cm–3. The phase trajectory exhib-
its a chaotic alternation and makes a different number
of turns sequentially about the first, second, and third
equilibrium points. These points form an attractive con-
glomerate (a strange attractor). The oscillations are
chaotic.

(5) K = 119.1 Ω cm (Fig. 5, the bottom row). In this
case, we have a single equilibrium point (  =

61.86 V/cm,  = 366 V/cm,  = 1.08 × 1014 cm–3,

and  = 2.67 × 1014 cm–3). The oscillations are regular.

It is worth noting that the above refers to the illumi-
nated part of the semiconductor. Deviations from regu-
larity are almost unobserved in the unilluminated part.

For larger values of ζ, the chaotic oscillations origi-
nate according to the Ruelle–Takens–Newhouse sce-
nario [12]. This pattern is illustrated in Fig. 6 for the
case of ζ = 3 × 104 V/cm. The variations in the system’s
behavior as K increases are as follows.

(1) K = 890 Ω cm (Fig. 6, panel 1). We have the follow-
ing three equilibrium points: (a) with  = 100.2 V/cm,
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 = 1250 V/cm,  = 1.84 × 1014 cm–3, and  =

9.68 × 1014 cm–3; (b) with  = 1338 V/cm,  =

395.4 V/cm,  = 9.8 × 1014 cm–3, and  = 4.13 ×
1014 cm–3; and (c) with  = 1650 V/cm,  =

395 V/cm,  = 9.85 × 1014 cm–3, and  = 4.12 ×
1014 cm–3. All of these points are unstable. The limiting
cycle is closed around the first point.
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At K < 875 Ω cm, additional stable points of equi-
librium, resulting in the disappearance of undamped
oscillations, appear in the system (see Fig. 3).
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(4) 1487 Ω cm. Chaotic oscillations are generated accord-
ing to the Ruelle–Takens–Newhouse scenario.
(2) K = 917 Ω cm (Fig. 6, panel 2). There is a single
unstable equilibrium point. The oscillations are quasi-
periodic.

(3) K = 1086 Ω cm (Fig. 6, panel 3). Quasi-period-
icity transforms into chaos.

(4) K = 1487 Ω cm (Fig. 6, panel 4). A single equi-
librium point is represented by a stable focus, meaning
that the oscillations are damped.

As the illumination intensity varies, the pattern of
system’s behavior changes radically. For example, at
jopt = 5 × 108 s–1, the oscillations are always regular at
any values of the bifurcation parameters. As the illumi-
nation intensity is decreased further, the oscillations are
not observed at all.

5. DISCUSSION

As can be seen, radically different oscillation
dynamics is observed depending on the illumination
intensity, emf of the power supply, and the load resis-
tance. In what follows, we attempt to physically inter-
pret some aspects of the results obtained.

Since the free-electron concentration is higher in the
illuminated part of the semiconductor, the major frac-
tion of the voltage is applied to its unilluminated part.
As a result, this part experiences a breakdown and is the
first to develop nonlinear oscillatory processes, which
ultimately gives rise to oscillations in the illuminated
part of the sample as well. In the general case, the insta-
bility of the system is controlled by the following three
factors: (i) the extent to which the conduction-electron
concentration is close to its limiting value (ND(1 – C));
(ii) whether or not there is a breakdown in the unillumi-
nated part of the semiconductor; and (iii) the extent of
the effect of a decrease in the mobility (see formula (8))
on the current flowing in the semiconductor as the elec-
tric field (and, consequently, the electron temperature)
increases.

At jopt = 5 × 109 s–1 and at small values of ζ (ζ =
720 V/cm), the equilibrium free-electron concentra-
tions in both parts of the semiconductor are far from
saturation for all the values of K under consideration.
Furthermore, the unilluminated part of the semiconduc-
tor is either subjected to breakdown or is close to the
breakdown point; consequently, it is quite clear that the
system is unstable and this instability is related to the
concentration.

The system exhibits several equilibrium points at
larger values of ζ (for example, at ζ = 3000 V/cm). The
points for which the free-electron concentrations are
fairly far from saturation and the unilluminated part of
the semiconductor is either in a state of breakdown or is
close to it are again unstable; however, in addition,
instability also arises when the concentrations are even-
tually saturated but a decrease in the mobility as the
electric field increases gives rise to a negative differen-
tial conductivity (NDC). In this study, in the case where
a Lorentz attractor is formed, the second point exhibits
SEMICONDUCTORS      Vol. 39      No. 6      2005
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the instability under consideration. For this point, the
equilibrium electric fields applied to the illuminated
and unilluminated parts of the semiconductor are
approximately equal to each other. Apparently, this
point is of a saddle type. Even the smallest deviation
from equilibrium leads to a redistribution of the field
between different parts of the semiconductor; under
certain conditions, this redistribution is chaotic. Thus,
mobility-related instability (in addition to concentra-
tion-related instability) is important in the case under
consideration. It is noteworthy that, even if only one of
the two parts of the semiconductor in the equilibrium
state is outside the NDC region, this state is stable and
the oscillations either do not develop at all or are
damped.

6. PRACTICAL IMPLEMENTATION 
OF THE RESULTS OBTAINED

In our opinion, the results obtained are of interest
from the standpoint of their practical implementation.
As we have shown, the system’s dynamics depends, to
a great extent, on the values of a number of easily con-
trollable parameters, such as the emf of the power sup-
ply, the load resistance, and the illumination intensity.
By combining these parameters, it becomes possible to
transfer the corresponding high-frequency oscillator
from the regular signal mode to a mode of random-
number generation and vice versa; alternatively, the
oscillator can be switched off completely.
SEMICONDUCTORS      Vol. 39      No. 6      2005
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Abstract—Intense picosecond stimulated emission from the face of a thin GaAs film is studied. The emission
is observed when GaAs is pumped with high-power picosecond optical pulses. It is found that the dependences
of the emission energy on the photon energy, the picosecond delay between two pump pulses, and the distance
between the active region and the face are modulated. Modulation is taken to mean the appearance of protru-
sions or peaks in any of the mentioned dependences. The modulation parameters for the dependences under
consideration are found to be related by expressions that make it possible to suggest the following. The modu-
lation of characteristics is caused by a common (not yet conclusively identified) mechanism of self-modula-
tion of the emission spectrum. This mechanism is related to an ultrafast nonlinear interaction between a
highly photoexcited semiconductor and the pump radiation and stimulated emission. There is indirect evi-
dence that this mechanism also gives rise to an amplitude modulation of the emission in a picosecond time
interval. © 2005 Pleiades Publishing, Inc.
The importance of studying the intense picosecond
emission generated in a semiconductor is related to an
inadequate knowledge of the kinetics of ultrafast inter-
action between a highly photoexcited semiconductor
and high-intensity inherent stimulated emission. Here
and below, “ultrafast” means no slower than in the pico-
second time range. Interaction between stimulated
emission and nonequilibrium charge carriers can mani-
fest itself in the variations in a number of characteristics
of both charge carriers and emission. For example, this
interaction can give rise to an appreciable spatial inho-
mogeneity and picosecond pulsations in the tempera-
ture and charge-carrier concentration during the emis-
sion relaxation after an ultrashort GaAs pumping, as
numerical simulation has shown [1]. In particular, the
spatial nonuniformity of the charge-carrier concentra-
tion, optical gain, and the emission intensity have been
the focus of previous analysis [2–4]; however, the
charge-carrier temperature was disregarded in these
studies. The interaction between emission and charge
carriers can give rise to various phenomena related to
the emission modulation [5, 6]. It is known that the
modulation phenomena are highly sensitive to even a
very weak feedback or, for example, to the presence of
even insignificant passive (i.e., without a population
inversion) regions [5]. Emission modulation resulting
from interaction with a passive medium is particularly
important in the case of the generation of ultrashort
optical pulses in semiconductor lasers. Manifestation
1063-7826/05/3906- $26.00 ©0650
of the interaction between radiation and charge carriers
via the modulation of the emission characteristics also
makes study of this interaction appropriate in the con-
text of practical implementations. Specifically, such
study can lead to the observation of modulation pro-
cesses that affect, adversely or beneficially, the genera-
tion of ultrashort pulses in semiconductor lasers, the
potential for the optical transmission of information, and,
generally, the operation of devices employing ultrafast
semiconductor optoelectronics in a situation in which
stimulated emission is used. Naturally, it is important to
find methods for controlling the modulation.

The modulation of the emission characteristics
observed in this study belongs to the aforementioned
range of problems. The characteristics of the intense
picosecond stimulated emission generated during the
formation of a hot dense electron–hole plasma in GaAs
are found to be modulated. The plasma was formed as
a result of pumping the thin GaAs layer with picosec-
ond optical pulses. The observed modulation exhibits a
number of nontrivial features. We note once again that,
in this study, modulation is understood as the appear-
ance of local protrusions or peaks in the plot of a spe-
cific characteristic. The appearance of local protrusions
in the emission spectrum was observed when this spec-
trum was measured with a sufficiently high resolution.
It was found that a smooth spectrum was replaced alter-
nately by a modulated spectrum. This transformation of
the spectra occurred as the distance between the active
 2005 Pleiades Publishing, Inc.
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region in the GaAs layer and the cross-sectional layer
face from which the measured emission emerged
increased. Dependence of the emission energy (inte-
grated over the spectral range under study) on the dis-
tance between the active region and the face was also
found to be modulated. The emission-spectrum modu-
lation was much deeper than might be expected if the
cavity had been formed by the sample ends. The inter-
val between local peaks in the dependence of the emis-
sion energy on the distance between the active region
and the sample end was two orders of magnitude larger
than the emission wavelength. Additional excitation of
the semiconductor by a second pulse, which followed
after the first pulse with a picosecond-scale delay τ and
excited electrons to the energy level located in the con-
duction band but far below the level excitation resulting
from the first pulse, also made it possible to observe the
following behavior. It was found out that the depen-
dence of the emission energy (with a fixed photon
energy) on the delay time τ became modulated under
certain conditions, which are described in detail below.
We compared the intervals between local maxima in the
dependences of the emission energy on (1) the delay
time τ, (2) the emitted-photon energy, and (3) the dis-
tance between the active region and the sample end. We
found that these intervals were related by expressions
that suggested the following. The modulation of the
emission characteristics is caused by a common (as yet
unidentified) mechanism of emission-spectrum self-
modulation under the conditions of an ultrafast interac-
tion between a highly photoexcited semiconductor and
pump radiation and stimulated emission. Apparently,
this mechanism gives rise to an amplitude modulation
of the emission on the picosecond time scale, which
accompanies the spectrum modulation. Thus, it is pos-
sible that the observed modulation of the emission
characteristics exhibits, in turn, a picosecond-scale
amplitude modulation of the emission. The self-modu-
lation mechanism appears and disappears (or is appre-
ciably enhanced and attenuated) quasi-periodically as
a result of variations in (i) the path traversed by the
emission on its way from the active region to the sam-
ple end and back and (ii) the delay time τ in the situa-
tion where two pump pulses are used. In both cases,
quasi-periodicity corresponded to an estimate, obtained
on the basis of the spectrum modulation, of the ampli-
tude-modulation period. In what follows, we provide
a detailed description of the experimental results
obtained in this study.

We studied the picosecond stimulated emission that
emerged from the face of a thin (~1 µm) GaAs layer at
room temperature. High-power 12-ps pulses of linearly
polarized light were used for pumping; as a result, a
dense (n = p > 1018 cm–3) electron–hole plasma was
formed in GaAs. The degree of population inversion
was high enough to cause stimulated emission during
the pumping [7]. The emission intensity was estimated
at >108 W/cm2. The main decay of the emission inten-
sity should be completed in 60 ps (under the conditions
SEMICONDUCTORS      Vol. 39      No. 6      2005
of this study) after the pump is switched on. The stage
including a slow decay of emission with much lower
intensity should follow the above main decay [8].

The sample under study was an Al0.22Ga0.78As–
GaAs–Al0.4Ga0.6As heterostructure with layer thick-
nesses of 1.2, 1.6, and 1.2 µm, respectively. The hetero-
structure was grown by molecular-beam epitaxy on a
GaAs (100) substrate. The largest part of the hetero-
structure area (including one of its side faces) was then
relieved of the substrate. The remaining part of the sub-
strate fringed the heterostructure from three sides, in a
framelike form (Fig. 1). The concentrations of donor
and acceptor impurities in the heterostructure were no
higher than 1015 cm–3. The AlxGa1 – xAs layers were
intended for stabilization of the surface recombination
and for mechanical strength; furthermore, they were
transparent in the light used in our experiments. An
antireflection coating was deposited onto the outer sur-
faces of the AlxGa1 – xAs layers. As a result, the reflec-
tance of light along the normal to the layers’ surfaces was
no larger than 2%. An antireflection coating was not
deposited onto faces of the structure.

The heterostructure was irradiated with either one (e)
or two (e and p) pulses focused to a single spot in the
area from which the substrate had been removed. The
pulses e were incident on the sample at an angle of 10°
with respect to the normal to the sample surface,
whereas pulses p were incident approximately at the

GaAs

GaAs substrate

AlxGa1 – xAs

p-light pulse

Stimulated emission (SE)

SE

e-light pulse

To monochromator

Optical fiber

Fig. 1. Schematic representation of the experiment.
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normal to the surface. The duration of each pulse, deter-
mined at the half-height of time distribution of the light
intensity, was 12 ps, whereas the duration determined at
the pulse pedestal was about 28 ps. The spatial distribu-
tion of the pulses’ energy was approximately Gaussian,
and the diameter of the focus spot (at the half-height of
this distribution) was ~0.5 mm. The delay time τ of the
p pulse relative to the e pulse was varied within the
picosecond scale. This variation was attained by chang-
ing the optical path for the p pulse. According to esti-
mations, the possible displacement of the focus spot for
a p beam in the heterostructure plane could be no larger
than 0.07 µm as the value of τ was changed by 1 ps. The
photon energy in an e pulse was "ωe = 1.56 eV and that
in a p pulse was "ωp = 1.43 eV (in our opinion, it was
desirable that the p and e pulses excited charge carriers
to different energy levels). Emission of LO phonons by
the electrons generated by p pulses with the aforemen-
tioned "ωp should facilitate the transfer of these elec-
trons to the level at which they experience stimulated
recombination [9]. Excitation of the charge carriers
with an e pulse was much more intense than that with a
p pulse. For example, if the sample was only pumped
by a p pulse, the time-integrated energy We of emission
with "ωs = 1.386 eV was an order of magnitude lower
than in the case of pumping by an e pulse (here, "ωs is
the photon energy in stimulated emission). The results
of our earlier measurements provided some insight into
the enhancement of emission as a result of the popula-
tion inversion [10]. We found [10] that, in the case of
pumping by an e pulse (of the same type as in this
study), the optical gain in the active region (equidistant
from the sample’s ends) increased from 90 cm–1 at
"ωs = 1.367 eV to 440 cm–1 at "ωs = 1.41 eV.

In the present study, stimulated emission propagated
predominantly in the plane of the heterostructure exhib-
iting the properties of a waveguide. The fraction of the
emission under study emerged from the face of the
region relieved of the substrate (Fig. 1), entered a quartz
optical waveguide with a length of 1.2 m, and was
finally fed into a monochromator. The aperture angle of
the emission under study was limited by the diameter of
the light guide’s strand (1 mm) and the distance
between the light guide end and the heterostructure’s
face (10 mm). The axis of the aperture angle was
located approximately in the heterostructure plane,
passed through the focus spot of the pumping, was
orthogonal to the face of the heterostructure, and made
an angle of 3.5° with the normal to the entrance of the
light guide. The latter circumstance ensured that a cav-
ity could not form between the light-guide end and the
face of the sample. The emission that left the exit of the
light guide was focused onto the monochromator slit.
The spatial positions of the light guide and the optical-
pump focus remained unchanged during each of the
experiments. A variation in the distance from the focus
spot (i.e., the active region in the GaAs layer) to the face
of the heterostructure was accomplished by displacing
the sample in the direction of the emission under study.
It was difficult to accurately determine the distance
between the focus spot and the face owing to the spatial
extent of the spot. Therefore, in what follows, we men-
tion the displacement δY from a certain initial position
of the sample. In each particular experiment, the sam-
ples were positioned so that the distance between the
focus-spot center and the face of the sample was equal
to 1.2 mm to within a satisfactory accuracy. At this dis-
tance, the emission reflected by the ends was returned
to the active region immediately upon completion of
the pump pulse. A displacement δY that decreased the
distance between the active region and the face of the
sample was considered to be positive. We restricted our
studies to only a part of the emission spectrum, since
we had to carry out measurements involving a very
small step. For brevity, we refer to this part simply as
the spectrum. It is worth noting that, in each particular
experiment, we measured one or several of the depen-
dences reported below. When comparing the plots of
these dependences, it should be taken into account that
the conditions of pumping in the experiments that were
carried out on different days could only be reproduced
to a limited accuracy, with reference to, in particular,
the focus-spot diameter, the initial position of the spot
with respect to the face of the sample, and, correspond-
ingly, the displacement δY. However, this circumstance
did not affect the main conclusions of this study.

We studied first the emission that was observed
when the sample was pumped by an e pulse. As the dis-
placement δY was increased (i.e., as the active region
became closer to the face), the time-integrated emission
energy We increased (see the inset in Fig. 2). This effect
could be caused by a decrease in the emission absorp-
tion in the passive (unirradiated with an e pulse) GaAs
region, since this region was narrowed as δY increased.
At a fixed displacement δY, the higher the emission-
photon energy "ωs was, the higher the emission
energy We became. Correspondingly, the spectrum of
emission emerging from the face of the sample (i.e., the
emission that had passed the passive region) differed
from the spectrum of emission from the pumped
(active) region of the GaAs layer. For example, the
spectrum of emission from the active region, measured
for the same sample and the same pumping pulse (see
Fig. 2 in [10]), featured a peak at the photon energy
"ωs ≈ 1.39 eV. In contrast, in this study, the portion
of the spectrum involving the photon energy "ωs =
1.39 eV was found at the falloff in the spectrum of
emission that emerged from the face of the sample. It is
noteworthy that the emission absorption in the passive
region should give rise to a certain increase in the trans-
mittance of this region.

As can be seen from the inset in Fig. 2, the depen-
dence We = f(δY) is found to be almost periodically
modulated at a fixed value of "ωs. Measurements of the
emission energy S integrated over the spectrum and
time showed that the dependence S = f(δY) was modu-
lated in the same way as the dependence We = f(δY),
which was obtained simultaneously (Fig. 2). However,
SEMICONDUCTORS      Vol. 39      No. 6      2005
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as will be explained below, the dependence We = f(δY)
is modulated in a different way from the dependence
S = f(δY) at certain specific energies "ωs. It is notewor-
thy that the emission energy shown in the plot in the
inset is higher than that in the plot We = f(δY) in Fig. 2
itself. This circumstance apparently the reason for the
quasi-period in the plot in the inset (~40 µm) being
smaller than the quasi-period (the interval between the
neighboring peaks) in the plot in Fig. 2 itself (~60 µm).
The modulation of the dependence of the emission-
spectrum integrated energy on the distance between the
active region and the face with values of the quasi-
period that exceeded the emission wavelength in GaAs
by two orders of magnitude seemed, to a certain extent,
to be unusual. This modulation cannot be attributed to
simple interference by the generated emission and the
radiation reflected from the face (i.e., the modulation
cannot be explained in the domain of applicability of
the superposition principle). It only remains to assume
that the emission under study is a component of a non-
linear system that also includes a photoexcited semi-
conductor and pumping pulses.

The modulation of the dependence S = f(δY) signi-
fied, first, that the spectrum-integrated energy of emis-
sion generated in a chosen direction with respect to the
face was affected by a feedback via the emission
reflected from the face. Second, the emission itself
appears to be amplitude-modulated. Since the active
medium apparently interacts consistently with both the
emission generated in this medium and the emission
reflected from the face, we can assume the following.
The modulation of the dependence S = f(δY) is repre-
sentative of a variation in the phase difference ϕ1(r) –
ϕ2(r) within the active region (here, ϕ1 is the phase of a
generated wave that travels towards the face, ϕ2 is the
phase of a wave that returns to the active region after
reflection from the face, and r are the coordinates of a
point within the active region). In this case, a variation
in the distance between the active region and the face
by a value ensuring the variation in the phase difference
ϕ1(r) – ϕ2(r) by 2π is equal, on the one hand, to the
quasi-period of the modulation of the dependence S =
f(δY) ∆Y ≈ 60 µm and, on the other hand, to L/4, where
L is the modulation wavelength. The variation in the
phase difference ϕ1(r) – ϕ2(r) caused by the displace-
ment δY is approximately independent of r. As a result,
we obtain the estimate L ≈ 240 µm. Taking into account
the fact that the modulation wave propagates with the
group velocity cg = c0/ng, we obtain an expression,

(1)

that makes it possible to estimate the modulation
period: T ≈ 4 ps. In expression (1), c0 is the speed of
light in free space and ng = 5.1 is the “group” index of
refraction [11, 12]. The value of ng is caused by a pro-
nounced dispersion in the semiconductor in the spectral
region that involves the stimulated emission. It is note-
worthy that the obtained estimate for the modulation

Tcg 4∆Y ,≈
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period T is consistent with the parameters of the
observed modulation for two other emission character-
istics (see below). First, the dependence of the emission
energy on the delay τ between two pumping pulses was
found to be modulated with approximately the same
period (~4 ps). Second, the observed modulation of the
emission spectrum corresponded to the time modula-
tion of the emission with a period ~4 ps.

As was already mentioned, the modulation quasi-
period for the dependence S = f(δY) differed from that
for the dependence We = f(δY) (see the inset in Fig. 2);
in the latter case, the quasi-period was equal to ~40 µm.
For this quasi-period, a similar estimate for the period T
was equal to 2.7 ps. This moderate difference from the
estimate T ≈ 4 ps obtained above apparently corresponds
to the fact that, as was already mentioned, the energy of
the emission at which the plot We = f(δY) was measured
(see the inset) was higher than the energy of the same
emission at which the plot S = f(δY) was measured.

As δY was varied (with a resolution of 0.01 mm), the
observed shape of the emission spectrum We = f("ωs)
changed radically. Alternately, the smooth spectrum
was replaced by a spectrum with local protrusions or
steps, and then the spectrum became smooth again, and
so on. This behavior is illustrated in Fig. 3 using the
example of the spectra with the most clearly pro-
nounced shape (i.e., the most sensitive to the value of
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Fig. 2. Dependences of (1) the emission energy integrated
over the spectrum (in the range "ωs = 1.38517–1.38982 eV);
(2) and (3) (in the inset) the emission energy We at the pho-
ton energy "ωs = 1.38578 eV (curve 3 was measured in a sep-
arate experiment, where the emission energy was higher than
in the measurements of curve 2) on the displacement δY.
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the displacement δY). Each smooth spectrum can be
adequately approximated with a portion of a parabolic
curve. Therefore, the degree of modulation for the mod-
ulated spectrum We = f("ωs) can be determined from the
plot (We – WB)/WB = f("ωs) (see the inset in Fig. 3).
Here, WB = f("ωs) is the portion of the parabolic curve
that is tangent to the spectrum (for example, curve 5
in Fig. 3).

In addition, a correlation between the dependence
S = f(δY) and the spectrum modulation manifested
itself, in particular, in the fact that the spectrum was
smooth approximately within an interval of 0.01 mm in
the vicinity of the values of δY corresponding to the
appearance of extrema (local maxima and minima) in
the dependence S = f(δY). The alteration of the smooth
and modulated spectra as δY varied was apparently
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Fig. 3. Emission spectra at the displacements δY = (1) 0.16,
(2) 0.18, (3) 0.20, and (4) 0.24 mm. Curve 5 represents the
dependence WB = f("ωs) (see the text for details). In the
inset, we show the relative-modulation spectra (We –
WB)/WB = f("ωs) for δY = (6) 0.18 and (7) 0.24 mm. For
clarity, each curve is shifted along the vertical axis with
respect to the true position; the value of the shift is written
on the right of the curve.

0

caused by the effect of the feedback. However, the
emission reflected from the face and involved in the
feedback returned to the active region immediately
after the end of pumping. Therefore, it appears that we
observed a spectrum modulation that was either appre-
ciably enhanced or already established during the emis-
sion relaxation when the feedback was “switched on.”

We can now expound the aforementioned statement
that the dependence We = f(δY) at "ωs = const is modu-
lated in a different way from the dependence S = f(δY)
if a bulge in the spectrum We = f("ωs) appears at this
specific value of "ωs.

We note that it is difficult to attribute the modulation
of spectra simply to the formation of a cavity by the
sample ends. The difference between the energies of the
photons for neighboring resonant modes corresponding
to the distance of 5 mm between the ends of this cavity
should be equal to ε ≈ 0.034 meV. This value of ε is sev-
eral tens of times smaller than, for example, the inter-
vals between local peaks in the curves shown in the
inset in Fig. 3. In addition, the intervals between the
peaks are not exactly identical. For example, in the
inset in Fig. 3, the interval between the local peaks in
curve 6 is larger than that in curve 7 by approximately
a factor 1.5. Furthermore, it remains to be shown
whether the selection of resonant modes with such a
narrow intermode interval ε avoids contradicting the
indeterminacy principle if the time of photon emission
is restricted to the lifetime of the photogenerated charge
carriers (~1 ps). It should be mentioned that we
obtained the above estimate for the charge-carrier life-
time during an intense emission in an earlier study [7];
apparently, this lifetime corresponds to the formation of
a “hole” in the light-amplification spectrum [10, 13]. In
addition to the aforementioned difficulty with explain-
ing the spectrum modulation by possible formation of a
cavity between the sample ends, the transformation of
a smooth spectrum into modulated spectrum and vice
versa is also difficult to interpret. For example, as the
optical path in a Fabry–Perot interferometer varies, the
emission-spectrum modulation does not disappear;
rather, only the spectral position of the local maxima
changes. Thus, the change from a smooth spectrum to a
modulated spectrum indicates once again that the emis-
sion under study is an element of a nonlinear system.

The observed modulation of the emission spectrum
can be considered as the emission amplification in nar-
row local spectral regions. For example, this modula-
tion of the spectrum could arise as a result of the time
modulation of the emission intensity with the period

(2)

where ∆ωs is the interval between the local maxima in
the emission spectrum. Expression (2) corresponds to a
situation where the temporal pattern of the total field of
several modes should exhibit a pronounced periodicity
with a period of 2π/∆ωs if the frequency interval is

T 2π/∆ωs,≈
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equal to ∆ωs [14]. According to the experimental spec-
tra, "∆ωs ≈ 1 meV. Therefore, the modulation period
determined from expression (2) is equal to ~4 ps; i.e., it
coincides with the estimate for T obtained from expres-
sion (1). We can note that this estimate is close, for
example, to the period of relaxation oscillations of the
stimulated emission 2π(τstτp)1/2 ≈ 6 ps [15]) if we
assume that the photon lifetime τp ≈ 1 ps, which appears
to be realistic, and the charge-carrier lifetime τst ≈ 1 ps
(called “stimulated” [15]). It is worth recalling that the
relaxation oscillations are the interrelated oscillations
of the emission intensity and those of the level popula-
tions, and that they originate as the pump intensity var-
ies rapidly [5]. It also follows from the results of a
numerical simulation [1] that picosecond pulsations of
emission can be observed during the emission relax-
ation. We can preliminarily note another similarity to
the relaxation oscillations, although this similarity is
not very important. In our experiments, we observed a
spectrum modulation that was enhanced or formed as a
result of feedback; at the same time, the feedback is
also required for the development of intense relaxation
oscillations, as numerical simulation has shown [4].

It is remarkable that the dependence of the emission
energy (with the photon energy fixed) on the delay τ
between two pumping pulses was found to be modu-
lated exactly with the periodicity of ~4 ps that was esti-
mated from expressions (1) and (2). This effect was
observed when a sample was irradiated with the e and
p pulses that excited the charge carriers to different
energy levels. The delay time τ between the pulses was
varied within the picosecond range, causing the time
distribution of the pump intensity and the total pump
time to be varied as well.

In order to gain preliminary insight into the varia-
tion in the modulated emission spectrum resulting from
only an increase in the pump intensity (without changes
in the pump duration) by adding a p pulse, we show the
spectra We = f("ωs) and We + p = f("ωs) in Fig. 4. The lat-
ter spectrum was measured at τ = 0, and We + p is the
emission energy integrated with respect to time for
pumping with both the e and p pulses. A comparison of
these spectra and a comparison of the corresponding
plots (W – WB)/WB = f("ωs) in the inset in Fig. 4 showed
that the spectrum remained modulated in the case of
synchronous pumping with the e and p pulses. The
degree and the spectral shape of the modulation repre-
sented by the plot (We + p – WB)/WB = f("ωs) differed
only slightly from the case of the modulation caused by
pumping with only an e pulse. Still, it is worth noting
that, as a result of adding a p pulse, the emission energy
increases nonuniformly over the spectrum, as was con-
firmed by the spectrum of relative variations in the
emission energy We + p/We = f("ωs) in Fig. 4. In this
respect, the spectrum modulation was also found to be
a nonlinear process. It should be noted that we observed
this inhomogeneous variation in the energy over the
SEMICONDUCTORS      Vol. 39      No. 6      2005
spectrum in a previous experiment [16] and that it was
an important factor in stimulating this study.

It was later found that, even at an invariable total
energy of the two-pulse pumping, a variation in the
delay τ of the p pulse with respect to the e pulse within
the picosecond range led to an appreciable variation in
the modulation of the emission spectrum. This behavior
can be illustrated by comparing the spectra We + p =
f("ωs) measured at τ = 0 and τ = 2 ps (Fig. 5). It can be
seen that the emission energy changed to the greatest
extent at the photon energies that corresponded to pro-
tuberances in the curve and, to much lesser extent, in
the regions where there were crevasses. Figure 6 illus-
trates, in detail, the dependence of the emission energy
on the delay τ at two photon energies corresponding to
a protuberance (case 1) and a crevasse (case 2) in the
spectra measured at τ = 0 in additional experiments. It
was found that the dependence of the emission energy
on the delay time We + p = f(τ) was clearly modulated by
local maxima in case 1 (curve 1) and was nearly smooth
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in case 2 (curve 2). Specifically, the dependence We + p =
f(τ) was modulated (smooth) for an emission with pho-
ton energy that corresponded to a local maximum (min-
imum) in the spectrum (We + p – WB)/WB = f("ωs) mea-
sured, in the same experiment, for τ = 0 and illustrated
by curve 3 (curve 4) in the inset in Fig. 6. The interval
between the local maxima in the dependence We + p =
f(τ), represented by curve 1 in Fig. 6, was found to be
equal to ∆τ ≈ 4–5 ps. Specifically, the interval ∆τ is
approximately equal to the above estimates of the time
modulation period for the emission; those estimates
were based on the modulation of the dependence S =
f(δY) and on the spectrum modulation:

(3)

The modulation of the dependence We + p = f(τ) suggests
that, once this modulation is observed (i.e., when the
emission spectrum is modulated), the generation of the
emission is pulsatory and features an interval between
pulses equal to ∆τ.

Thus, in this study, we observed the modulation of
the characteristics of intense picosecond emission from
GaAs pumped by ultrashort optical pulses. The modu-
lation parameters were found to be interrelated by the
expression

(4)

This expression and qualitative variations in modula-
tion described above suggest that the modulation of the
characteristics is caused by a common (not yet identi-

∆τ T .≈

4∆Y /cg 2π/∆ωs ∆τ T .≈ ≈ ≈
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Fig. 5. Emission spectra measured at the delay times τ =
(1) 0 and (2) 2 ps. δY = 0.19 mm.
fied) mechanism of self-modulation of the emission
spectrum. This mechanism develops under the condi-
tions of an ultrafast nonlinear interaction of highly pho-
toexcited semiconductor with pumping light and stim-
ulated recombination emission. Experiments show that
an important role in the spectrum modulation and there-
fore in the origination of self-modulation mechanism is
played by feedback via the emission reflected from the
face and also the delay time τ in the case of pumping
with two pulses. The experiments also provide good
grounds for believing that, if the feedback is properly
tuned, the effect of the self-modulation mechanism on
the generation of stimulated emission is pulsatory and
features an interval between pulsations T that is within
the picosecond time region. Apparently, this mecha-
nism should give rise to an amplitude modulation of the
emission by picosecond pulsations, since the concept
of such modulation corresponds to experimentally
obtained relation (4).

This study was supported by the Russian Founda-
tion for Basic Research, project no. 04-02-17146.
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Abstract—Numerical simulation methods are used to study the recombination mechanism involved in the
piezophotoresistive effect, taking into account the role of compensating impurities. It is shown that the ampli-
tudes of the alternating concentrations of free carriers induced by dynamic deformation of a semiconductor can
be increased using steady-state photoexcitation. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The piezophotoresistive effect (PPRE) arises under
the combined influence of alternating deformation and
steady-state photoexcitation in a semiconductor. This
effect consists in an increase in an alternating conduc-
tivity component induced by dynamic deformation in a
semiconductor as a result of steady-state photoexcita-
tion [1, 2]. One of the possible mechanisms involved in
the appearance of the PPRE may be a recombination
mechanism caused by the influence of deformation on
the recombination rates of nonequilibrium photogener-
ated charge carriers [3]. Recently, a great deal of atten-
tion has been paid to particular cases of the Shockley–
Read–Hall recombination theory [4–7]. In the context
of this theory, Karazhanov [4] studied the influence of
compensating impurities on the photoelectric proper-
ties of semiconductors. It was found [4] that the resis-
tivity, lifetime of charge carriers, and photoconductiv-
ity in a semiconductor increase drastically as the con-
centration of deep-level impurities increases.

In this paper, we report the results obtained from a
study of the recombination mechanism of the PPRE
using theoretical methods and numerical simulation
and the influence of compensating impurities on this
mechanism.

2. THEORETICAL MODEL

For the purposes theoretical and numerical analysis,
we choose a model semiconductor with a simple
energy-band structure, a single deep level of acceptor
recombination centers in its band gap, and a single shal-
low level of donor impurities. The effect of deformation
is taken into account phenomenologically by consider-
ing the modulation of the band edges for the conduc-
tion (Ec) and valence (Ev) bands:

(1)Ec v, t( ) Ec v, ∆Ec v, ωt.cos+=
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Here, ω is the frequency of alternating deformation and
∆Ec, v are the amplitudes of the alternating deformation
of the band edges. Photoexcitation is taken into account
by considering the optical-generation rate for nonequi-
librium charge carriers.

In the context of the Shockley–Read–Hall recombi-
nation theory [8], the continuity equations for free and
localized charge carriers are written as

(2)

where

n and p are the concentrations of free electrons and
holes, respectively; Cnr and Cpr are the coefficients of
charge-carrier capture by the recombination level;
Nr and Pr are the concentrations of electrons and holes
localized at the recombination centers; Mr is the con-
centration of recombination centers; G is the rate of
optical generation of nonequilibrium charge carriers;
Er is the energy position of the recombination level;
Nc and Nv are the effective densities of states in the con-
duction and valence bands, respectively; T is tempera-
ture; and k is the Boltzmann constant. Equations (2) are
supplemented with an electroneutrality equation. We
analyzed these equations for the first harmonic using
the complex-amplitude method in the region of steady-
state photoexcitation in a linear approximation with
respect to the strain tensor. As a result, we obtained the

dn
dt
------ G CnrNrn1 CnrPrn,–+=

dp
dt
------ G CprPr p1 CprNr p,–+=

n1 Nc

Ec Er–
kT

-----------------– ; p1exp Nv

Er Ev–
kT

------------------– ;exp= =

Nr Pr+ Mr;=
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following equations for the complex amplitudes of
alternating nonequilibrium-carrier concentrations:

(3)

Here,

In the analysis that follows, we consider the quasi-
steady frequency range in which the conditions ω !

 and ω !  are satisfied. As the photoexcitation
becomes more intense, the occupancy of the recombi-
nation level attains a limiting steady state and the
amplitudes ∆n and ∆p tend asymptotically to the fol-
lowing values:

(4)

We analyzed the dependences ∆n(G) (the concentra-
tion–excitation characteristics) using a numerical sim-
ulation. We determined the steady-state concentrations
of free and localized charge carriers, which appear in
Eq. (3) as parameters, by numerically solving system of
Eqs. (2) for the steady-state case. In these numerical
calculations, we used a model of a semiconductor with the
following realistic parameters: a band gap Eg = 0.8 eV, a
recombination-level energy Er = 0.4 eV, a concentration
of recombination centers Mr = 1016 cm–3, coefficients
of the charge-carrier capture by recombination centers
Cnr = 10–12 cm3 s–1 and Cpr = 10–11 cm3 s–1, a depth of
the donor-impurity level Ed = 0.1 eV, an amplitude of
the strain-induced variation in the energy-band edges
∆E = 10–5 eV, and a semiconductor temperature T = 300 K.
In order to provide certainty, we report the results for
the electron component of the conductivity; however,
the general features of the dependences remain the
same for the hole component as well.

3. RESULTS AND DISCUSSION

In Fig. 1, we show the calculated concentration–exci-
tation characteristics of the piezophotoresistive effect for

iω∆n
∆n
τn

-------– πn,+=

iω∆p
∆n
τ p

-------– πp.+=

πn

=  
Nr Nr p p1 iωCpr

1–+ + +( )∆n1 Pr n n1+( )∆p1+

Cpr
1– Nr Cpr

1– n n1+( ) Cnr
1– p p1+( ) CnrCpr( ) 1– iω+ + +

--------------------------------------------------------------------------------------------------------------------------,

πp

=  
Pr Pr n n1 iωCnr

1–+ + +( )∆p1 Nr p p1+( )∆n1+

Cpr
1– Nr Cpr

1– n n1+( ) Cnr
1– p p1+( ) CnrCpr( ) 1– iω+ + +

--------------------------------------------------------------------------------------------------------------------------,

∆n1

∆Ec ∆Er–
kT

-------------------------, ∆ p1–
∆Er ∆Ev–

kT
-------------------------- p1.–= =

τn
1– τ p

1–

∆n( )sat ∆p( )sat

Cnr∆n1 Cpr∆ p1+
Cnr Cpr+

-----------------------------------------.= =
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the semiconductor model under consideration at differ-
ent concentrations of a shallow-level impurity Nd. Let us
consider the mechanism of an increase in the alternat-
ing excess-carrier concentration ∆n resulting from
steady-state photoexcitation (these carriers appear
under the effect of alternating strain) (curves 1, 2). As
the photoexcitation intensity increases, the concentra-
tion of electrons localized at the recombination level
changes. In Eqs. (2), the effect of strain is taken into
account by the factors n1 and p1, which appear in the
term related to the rate of thermal generation. As a
result, the rate at which the charge carriers localized at
the recombination centers are thermally excited
towards the bands is modulated. As the concentration of
localized charge carriers increases under the effect of
steady-state photoexcitation, the thermal-generation
rate described by the term CnrNrn1 in Eqs. (2) becomes
higher; as a consequence, the complex amplitudes of
the alternating concentrations increase. At high photo-
excitation levels, the amplitude ∆n levels off as a result
of the saturation of the recombination-level occupancy.
Curve 3 in Fig. 2 shows a situation where the concen-
tration of the compensating donor impurity equals that
of the acceptor-type recombination centers, and it has a
radically different shape. In this case, all the electrons
from the donor centers are localized at the recombina-
tion centers in accordance with the electroneutrality
condition; in addition, the thermal-generation rate,
which is proportional to the concentration of localized
electrons, attains a maximum. In the region of high
photoexcitation intensities, as the steady-state concen-
trations of free nonequilibrium charge carriers
increases, a certain depletion of the recombination cen-
ters and withdrawal of the electrons localized at these
centers are observed; as a result, the complex amplitude
decreases. In Fig. 2, we show the dependences of the
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Fig. 1. Dependences of the amplitude of the alternating
excess-carrier concentration (∆n) on the intensity of the
nonequilibrium-carrier optical generation (G) at the follow-
ing concentrations of compensating donor impurities Nd:

(1) 1014, (2) 1015, and (3) 1016 cm–3.
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complex amplitude on the concentration of the com-
pensating donor impurity for two photoexcitation
intensities. In the curves of this figure, we can observe
a single peak in the region of complete compensation.
Here, the donor-impurity concentration is equal to the
concentration of the acceptor-type recombination cen-
ters. The character of the curves for different photoex-
citation intensities is almost identical in the region of
the donor concentrations that exceed the concentration
of recombination centers. In this region, photoexcita-
tion only slightly affects the redistribution of the elec-
trons localized at the recombination centers.

4. CONCLUSION

It is shown that, in the context of the Shockley–
Read–Hall recombination model, one of the originating
mechanisms of the piezophotoresistive effect can be

10181017101610151014

108

109

1010

1011

1

2

Nd, cm–3

∆n , cm–3

Fig. 2. Dependences of the alternating excess-carrier con-
centration (∆n) on the concentration of donor impurities
(Nd) at the following intensities of the excess-carrier optical

generation G: (1) 1016 and (2) 1018 cm–3 s–1.
related to the influence of alternating strain on the rate
at which the charge carriers localized at the recombina-
tion centers are thermally excited towards the bands as
a result of a strain-induced modulation of the energy
positions of the band edges. The effect of an increase in
the alternating-concentration amplitude as a result of
photoexcitation is caused by the influence of steady-
state photoexcitation on the occupancy of the recombi-
nation level. If the concentrations of the impurities com-
pensate each other exactly, the alternating-concentration
amplitude becomes virtually independent of the intensity
of the steady-state photoexcitation, due to the complete
occupation of the recombination level with charge carri-
ers from the compensating impurity centers.
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Abstract—The spontaneous and stimulated UV luminescence spectra of ZnO:N samples possessing different
nitrogen contents are measured at a temperature of 77 K. Luminescence peaks resulting from bound and free exci-
tons, biexcitons, and electron recombination via the nitrogen acceptor level are identified. The optical depth
(123 meV) of the NO impurity acceptor level is determined. It is established that stimulated UV luminescence origi-
nating from inelastic exciton interaction sets in as the optical pump power increases. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Zinc oxide is a wide-gap (Eg = 3.37 eV) semicon-
ductor that has the potential for application in the devel-
opment of semiconductor lasers and LEDs operating in
the UV spectral region. Its high exciton-binding energy
(60 meV) permits the attainment of intense UV lumi-
nescence, which is derived from radiative exciton
recombination occurring at room temperature and
above (up to 550 K) [1]. The efficiency of this lumines-
cence is so high that it is possible to obtain lasing under
intense optical pumping. Depending on the degree of
structural perfection and the composition of native
point defects in undoped ZnO, its room-temperature
luminescence spectrum is dominated either by exciton
(peaking at 3.246 eV), green (with a peak at 2.43 eV),
or red (with a peak at 1.91 eV) emission [1, 2].
Undoped zinc oxide features n-type conductivity due to
the predominance of donor-type Zni and VO defects,
which originate from a zinc excess in the lattice. The
electron conduction can be substantially enhanced by
doping ZnO with gallium and aluminum donor impuri-
ties. In 2001, doping ZnO films with nitrogen was
found to produce p-type conductivity at room tempera-
ture [3]. Further use of various acceptor impurities (As,
N, P, Cu, and Ag) revealed that only the nitrogen impu-
rity can induce p-type conductivity in the material,
although the resulting resistivity is too low to permit its
use in the development of high-efficiency optoelec-
tronic devices. We obtained UV lasing under the optical
pumping of polycrystalline nonepitaxial ZnO films
deposited by magnetron sputtering on oxidized silicon
substrates [4]. Stimulated luminescence was observed
at room temperature in the region of electron–hole
plasma recombination at 3.12 eV. As the films were
polycrystalline, the threshold pump power provided by
a pulsed nitrogen laser was relatively high
(32 MW/cm2). An implantation of nitrogen acceptors
into these films and their subsequent annealing in the
1063-7826/05/3906- $26.00 0661
presence of oxygen radicals was observed to produce p-
type conductivity [5]. Since, however, p-type conduc-
tivity in ZnO can be attained only by annealing below a
certain critical temperature, this procedure had to be
performed at low temperatures. The underlying reason
is that, when annealed below the critical temperature
(Tc = 550°C), the ZnO lattice predominantly loses zinc,
while, at annealing temperatures above Tc, it is the oxy-
gen loss that starts to prevail. As a result, donor-type VO
and Zni intrinsic defects are formed in the material, and
these defects compensate the p-type conductivity
caused by the nitrogen acceptor impurity. Therefore, to
attain p-type conductivity, the implanted ZnO:N sam-
ples were annealed at temperatures below 600°C [5].
As a consequence, not all of the radiation defects were
annealed, and the luminescence of the implanted films
was weak. Therefore, it was impossible to confidently
identify the spectral features related to the nitrogen
impurity in zinc oxide and separate them from the man-
ifestation of the radiation defects. More accurate exper-
imental data on the luminescence lines associated with
specific extrinsic defects in zinc oxide could, however,
be obtained by using a very sensitive and nondestruc-
tive photoluminescence (PL) method to analyze its
point defects.

In this study, we consider the effect of nitrogen
impurity on the edge and impurity luminescence of zinc
oxide, as well as on the generation of stimulated emis-
sion under pulsed optical excitation at different power
levels. We also identify the mechanism of stimulated
emission in ZnO and study its variation when this mate-
rial is annealed at different temperatures in air.

2. EXPERIMENTAL

We studied zinc oxide powders prepared by pyroly-
sis from an aqueous solution of zinc nitrate with a con-
centration Zn(NO3)2 · 6H2O. The precipitate thus
© 2005 Pleiades Publishing, Inc.
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obtained was heated in an oxygen ambient at 195°C,
which is above the decomposition temperature of zinc
nitrate, for three hours. Next, the initial ZnO samples
were annealed in air for one hour at temperatures rang-
ing from 400 to 1000°C (in steps of 100°C). The initial
and annealed samples were analyzed using X-ray dif-
fraction (crystallinity and phase composition), laser
mass spectrometry (impurity composition), and scan-
ning electron microscopy (morphology), as well as
according to their photoluminescence (stoichiometry).
The concentrations of more than one hundred analyzed
impurities were found to be below 0.0001 wt %, with
the exception of nitrogen, which was present in the ini-
tial samples at a concentration of 0.01 wt %. It is note-
worthy that the nitrogen content in ZnO decreased
under the annealing in air to 0.008 and 0.001 wt % at
temperatures of 700 and 1000°C, respectively. The
results of X-ray diffraction measurements of similar
powders carried out at different annealing temperatures
are described in [6]. It is also worth noting that, at high
annealing temperatures, a narrowing of the diffraction
peaks is observed to occur. This effect can be attributed
to the single-crystal grains in the polycrystalline powder
growing in size. This growth was also observed in the
morphology studies we conducted with a JEOL-2000
scanning electron microscope.

The experiments with optically pumped lumines-
cence were conducted using a pulsed nitrogen laser
operating at a wavelength of 337.1 nm, pulse duration
of 0.6 ns, and output power of 2.3 MW. The laser beam
was focused to a rectangular spot 1 × 3 mm2 in size,
thus offering pump power densities of up to
50 MW/cm2. However, due to the short pulse duration
and low pulse-repetition frequency, no overheating or
degradation of the samples was observed. The PL spec-
tra were measured at temperatures ranging from 77 to
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Fig. 1. Photoluminescence spectra of the initial ZnO:N
samples. The excitation intensity was (1) 50, (2) 129,
(3) 416, (4) 1820, (5) 5870, (6) 15500, (7) 23400, and
(8) 50000 kW/cm2. The measurement temperature T = 77 K.
550 K at different excitation-intensity levels. The lumi-
nescence signal was registered using an optical
waveguide (with a 0.1 rad aperture) and backscattering
geometry in the direction normal to the sample surface.
The luminescence was analyzed using a monochroma-
tor equipped with a CCD array that had a spectral reso-
lution of no poorer than 0.1 nm/pixel.

3. RESULTS AND DISCUSSION

Figure 1 shows the PL spectra of the initial ZnO:N
(0.01 wt %) samples measured at a liquid-nitrogen tem-
perature for different pump power levels. At low exci-
tation intensities, the edge luminescence curves consist
of several elementary bands peaked at 3.37 eV (band
EX related to the recombination of free excitons),
3.34 eV (band AX related to the recombination of
acceptor-bound excitons), 3.307 eV (band EA related to
the recombination of conduction band electrons with
their transition to the acceptor level), and 3.233 eV
(LO phonon replica of the EA 3.307-eV band) [7]. An
increase in the pump power in the above-mentioned
power range brings about only a slight increase in the
bound-exciton band contribution (compare curves 1
and 3 in Fig. 1). Starting with pump power levels of
1820 kW/cm2 (curve 4), however, the PL spectrum
undergoes a radical change. The edge luminescence
combines to form one narrow P band, whose peak
shifts gradually from 3.314 to 3.297 eV as the pump
power increases (curves 4–8).

Annealing the ZnO:N samples in air at 700°C for
one hour substantially affects the features of the edge
luminescence at low excitation intensities (Fig. 2,
curves 1–3). Note the decrease in the EA band contribu-
tion compared to the bound exciton band at the lowest
power density of 50 kW/cm2 (curve 1). In addition, the
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Fig. 2. Photoluminescence spectra of the ZnO:N samples
annealed at 700°C. The excitation intensity was (1) 50,
(2) 129, (3) 416, (4) 1820, (5) 5870, (6) 15500, (7) 23400, and
(8) 50000 kW/cm2. The measurement temperature T = 77 K.
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transformation of several bands into one broad M band
peaked at 3.333 eV sets in at a pump power density of
416 kW/cm2 (Fig. 2, curve 3). An increase in the tem-
perature of the annealing in air to 1000°C further
reduces the relative contribution of the EA band at the
lowest pump intensity (Fig. 3, curve 1). Regarding the
M band, it appears, in this case, at a power density of
129 kW/cm2 (curve 2). The narrow P band becomes
dominant in the spectra of all the samples at pump power
levels above 1820 kW/cm2 (Figs. 2, 3, curves 4–8).

This pump power density (1820 kW/cm2) is a
threshold in the transition from a spontaneous to a stim-
ulated mechanism of UV emission in ZnO:N. A further
increase in the pump power brings about not only a
sharp narrowing of the luminescence spectrum but an
appreciable nonlinear increase in the luminescence
intensity (Fig. 4).

We studied the effect of sample temperature on the
stimulated UV luminescence of zinc oxide. Figure 5
shows the PL spectra of the initial ZnO:N samples
when measured at temperatures ranging from 77 to
550 K under high-intensity nitrogen laser pumping
(23400 kW/cm2). The narrow intense P line of stimu-
lated luminescence can clearly be seen to prevail until
about 300 K (curves 1–5). A further increase of temper-
ature results in the appearance of a broad violet band of
spontaneous emission (curves 6–10). The lumines-
cence peak shifts to longer wavelengths, from 3.3 eV at
77 K to 3.03 eV for 550 K, as the temperature increases.
In Fig. 5, in order to gain more information from the
luminescence curves, they are plotted on an arbitrary
scale. For clarificaton of the extent to which the stimu-
lated UV luminescence is more efficient than the spon-
taneous one, Fig. 6 shows the areas under the lumines-
cence curve and the FWHM of this curve for the initial
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Fig. 3. Photoluminescence spectra of the ZnO:N samples
annealed at 1000°C. The excitation intensity was (1) 50,
(2) 129, (3) 416, (4) 1820, (5) 5870, (6) 15500, (7) 23400, and
(8) 50000 kW/cm2. The measurement temperature T = 77 K.
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samples in relation to the temperature. The small line
half-width (3 nm) remains practically unchanged until
330 K. At higher temperatures, the half-width increases
sharply, by an order of magnitude, to 30 nm. Note that
the luminescence efficiency (the area under the curve)
decreases by more than two orders of magnitude. It
should be pointed out that the temperature behavior of
the stimulated luminescence of the ZnO:N samples at
high pumping levels depended little on the annealing
temperature and followed, for all the samples, a pattern
similar to that of the curves in Fig. 6. Furthermore, the
stimulated luminescence of all the samples measured at
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Fig. 4. Intensity of the prevailing edge-luminescence band
plotted vs pump laser power density for ZnO:N samples
(1) unannealed, (2) annealed at 700°C, and (3) annealed at
1000°C. T = 77 K.
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Fig. 5. Photoluminescence spectra of the initial ZnO:N
samples obtained at the measurement temperatures T =
(1) 77, (2) 130, (3) 200, (4) 260, (5) 300, (6) 370, (7) 400,
(8) 460, (9) 500, and (10) 550 K. The pump power density
was 23400 kW/cm2.
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77 K originally had the same pattern of a narrow intense
P band.

We mentioned above, however, that the spontaneous
luminescence generated at low pumping levels (less
than 1820 kW/cm2) depends heavily on the temperature
at which the samples were preannealed (Figs. 1–3). We
note, first of all, the decrease in the EA band intensity at
3.307 eV (the recombination of electrons from the con-
duction band with their transition to an acceptor level)
as the annealing temperature increases. Recall the
results of the impurity content analysis indicating a
decrease in the nitrogen content in the samples from
0.01 to 0.008 and 0.001% for annealing temperatures of
700 and 1000°C, respectively. Taking these facts into
consideration, the acceptor level in the electron recom-
bination is most likely related to the NO substitutional
defects. If we know the band gap of zinc oxide at a liq-
uid-nitrogen temperature (Eg = 3.43 eV), we can find
the optical depth of the nitrogen acceptor level from the
difference between these two energies (Eg and the
energy of the EA band): EN = Eg – EEA = 3.43 –
3.307 eV = 0.123 eV.

The second essential feature of the spontaneous
luminescence of the annealed ZnO:N samples consists
in the appearance of a fairly broad M band peaked at
3.333 eV, which becomes dominant as the pump power
increases (Figs. 2, 3). A similar band has been observed
in single-crystal, high-quality epitaxial films of zinc
oxide grown by MBE on gallium nitride substrates [8].
It was found that the integrated intensity identified with
the area bounded by the M band grew superlinearly as
the pump intensity increased. This provided grounds
for the identification of this band with recombination
from the bound biexciton state [8]. The different pump
power densities needed for biexciton formation in the
samples studied is due, in our case, to differences in the
structural perfection of these samples. Obviously, an
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Fig. 6. Area under the luminescence band (1) and FWHM
of the band (2) for the initial ZnO:N samples in relation to
the measurement temperature. The pump power density was
23400 kW/cm2.
increase in the annealing temperature to 1000°C gives
rise to a substantial growth in grain size and facilitates
the formation of biexciton states. This conclusion is
consistent with the X-ray diffraction measurements,
which showed that the lines become narrower as the
annealing temperature increases.

The exciton kinetics in zinc oxide at 77 K can be
described according to the following pattern as the opti-
cal pump power increases. At low pump powers, the
number of forming excitons is small, and they have
time to become localized at donor or acceptor defects
before radiative recombination. As the pump power
increases, the number of excitons becomes larger than
that of impurity and intrinsic point defects in the mate-
rial. This brings about the binding of excitons to form
biexcitons, which are responsible for the M lumines-
cence band in the high-quality single-crystal ZnO sam-
ples. Note that the pump power level at which the lumi-
nescence of defect-bound excitons converts to that of
biexcitons depends on the actual defect density in the
sample (in our case, on the annealing temperature).

As the pump power increases still further (above
1820 kW/cm2), the kinetic energy of some of the exci-
tons exceeds the biexciton binding energy. Therefore, a
P band related to inelastic collisions among free exci-
tons appears instead of the biexciton luminescence [9].
One of the colliding excitons takes away part of the
energy of the other and transfers to an excited state with
a quantum number n > 1, while the other exciton
recombines, with the resulting emission of a photon.
The energy of this photon can be written as [10]

(1)

where n = 2, 3, 4, …, ∞; Eex is the free-exciton recom-

bination energy (3.37 eV);  = 60 meV is the exciton
binding energy in ZnO [11]; and kT is the thermal
energy. At T =77 K, Eq. (1) yields 3.314 eV for the
energy position of the E2 peak, and 3.299 eV, for that of
the peak at E∞. As can be seen, the calculated values are
in good agreement with the position of the narrow
P band (Figs. 1–3), whose peak shifts smoothly from 3.314
to 3.297 eV as the pump power increases (curves 4–8).

4. CONCLUSION

Thus, the stimulated UV radiation that we observed
in ZnO:N samples at high optical pump powers can be
accounted for by inelastic scattering and the recombi-
nation of two interacting excitons. As the pump power
increases, the remaining exciton transfers to ever higher
excited states and the P band shifts to longer wave-
lengths. It is the quadratic dependence of this process
on the exciton density or pump intensity of zinc oxide
that accounts for its dominance at high pump-power den-
sities. This stimulated emission prevailed until tempera-
tures became higher than 295 K (360 K) (Figs. 5, 6).

En Eex Eb
ex 1 1/n2–( )– 3/2( )kT ,–=

Eb
ex
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In an earlier study [4], we observed stimulated lumi-
nescence of slightly crystalline ZnO films generated by a
direct recombination of electrons and holes in the elec-
tron–hole plasma of heavily pumped (above 32 MW/cm2)
zinc oxide. The poor crystallinity of the material in this
case prevented us from reaching the high exciton con-
centration needed for the P band to form. Hence, a good
crystal structure in this material is important for the
observation of exciton-based stimulated luminescence
at liquid-nitrogen and room temperatures.

The decrease in the crystal defect concentration in
the ZnO:N samples under study as a result of high-tem-
perature annealing made it possible to observe the
M band caused by biexciton radiative recombination at
T = 77 K. This band prevailed at moderate optical pump
power levels. At the same time, low excitation intensity
favored the appearance of lines related to free and
point-defect-bound excitons in the edge-luminescence
region, as well as of the EA band related to the recom-
bination transitions of conduction-band electrons to the
acceptor level of the nitrogen impurity. The optical
depth of the nitrogen acceptor level measured from the
valence-band top was found to be EN = 0.123 eV.
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Abstract—Surface generation of minority charge carriers in silicon metal–oxide–semiconductor (MOS) struc-
tures is efficient only at the initial recombinationless stage. Quasi-equilibrium between surface generation cen-
ters and the minority-carrier band is established in a time t ~ 10–5 s. In the absence of other carrier generation
channels, an equilibrium inversion state at 300 K would need t = t∞ > 103 years to become established. In fact,
the time t∞ is much shorter, due to excess-carrier generation via centers located at the SiO2/Si interface over the
gate periphery. This edge-related generation can easily be simulated in an MOS structure with a single gate
insulated from Si by oxide layers of various thicknesses. At gate depleting voltages Vg, the role of the periphery
is played by a shallow potential well under a thicker oxide, and the current-generation kinetics becomes uncon-
ventional: two discrete steps are observed in the dependences I(t), and the duration and height of these steps
depend on Vg. An analysis of the I(t) curves allows determination of the electric characteristics of the Si surface
in the states of initial depletion (t = 0) and equilibrium inversion (t = t∞), as well as the parameters of surface
lag centers, including their energy and spatial distributions. The functionally specialized planar inhomoge-
neity of a gate insulator is a promising basis for dynamic sensors with integrating and threshold properties.
© 2005 Pleiades Publishing, Inc.
Observations of the kinetics of minority-carrier gen-
eration near semiconductor surfaces yield extensive
information on the physical properties of semiconduc-
tor–insulator interfaces, in particular, on the minority-
carrier thermal-generation rate G in a surface layer with
nonequilibrium depletion, i.e., the most important
parameter controlling the information charge storage
time in metal–insulator–semiconductor (MIS) structures
functioning in a permanently transient mode [1–5].

When all three (conventionally considered) minor-
ity-carrier generation channels (electron–hole pair gen-
eration via interface states, deep subsurface bulk levels
in a semiconductor, and thermal diffusion of minority
carriers from its electrically neutral bulk) are simulta-
neously active in the case of (for definiteness) an n-type
semiconductor, we have (see [4, 6])

(1)

where Gss and Gsv are the rates of minority-carrier gen-
eration via the interface states (ISs) and bulk levels,
respectively; GsD is the rate of thermal diffusion of
holes from the electrically neutral bulk of the semicon-
ductor; ni is the intrinsic carrier concentration in the

G Gss Gsv GsD, Gsv+ + niW /2τ ,= =

GsD Dpni
2/LpNd,=
1063-7826/05/3906- $26.00 0666
semiconductor; W is the width of the nonequilibrium
depletion layer; τ, Dp, and Lp are the hole lifetime, dif-
fusivity, and diffusion length, respectively; and Nd is the
donor impurity concentration. It should be noted that
the term Gsv = niW/2τ is inexact. The self-consistent
theory of minority-carrier generation via bulk levels
existing in the space-charge region (SCR) of a semicon-
ductor, which is confirmed experimentally, yields [7, 8]
Gsv = NvgWg/τv , where Nvg is the concentration of bulk
generation centers, Wg is the generation-region width,
Wg is smaller than W and decreases with the observa-
tion time t, and τv is the electron lifetime at a given bulk
level. In modern silicon MIS structures, this minority-
carrier generation channel barely manifests itself at all:
bulk levels located in the SCR near the midgap are
either completely absent or their concentrations are
rather low [4, 5]. At the same time, minority-carrier dif-
fusion from the electrically neutral Si bulk becomes
significant only at temperatures T > 373 K [4]: the cor-
responding current density of minority-carrier genera-

tion, jsD = qGsD = q /(Nd ) ≈ 1.9 × 10–11 A/cm2,
is lower than the typical experimental values of qG by
two to four orders of magnitude (q is the elementary
charge, τp ≈ 10–6 s [4], Dp ≈ 12 cm2/s, ni = 8.34 ×

Dp
1/2ni

2 τ p
1/2
© 2005 Pleiades Publishing, Inc.
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109 cm–3, Nd = 2 × 1015 cm–3, and T = 293 K). Hence,
according to expressions (1), hole accumulation near a
nonequilibrium-depleted Si surface at T ≈ 300 K should
be controlled by IS-related hole generation, whose
rate Gss (disregarding recombination), in terms of the
Shockley–Read–Hall statistics [9, 10], is given by

(2)

where Ec = 0 is the conduction-band bottom; Ev is the
valence band top; Ev – Ec = Eg is the band gap; Nss(E) is
the spectral density of interface states; τc =
τc0exp(E/kT) and τv = τv0exp[(Eg – E)/kT] are the elec-
tron and hole lifetimes at ISs with energy E, Ec ≤ E ≤ Ev;
the preexponential factors τc0 and τv0 are assumed to be
weakly dependent on energy E, and k is the Boltzmann
constant. Taking into account the fact that the major
contribution to the generation flux, and hence to inte-
gral (2), is made by ISs localized in a band of width ~kT
near the midgap of these semiconductors, expression (2)
can be simplified to

(2a)

It follows from expressions (2) and (2a) that the gener-
ation rate Gss should be independent of t and Vg if the
degree of nonequilibrium depletion of the surface is
sufficiently high (|Ψs0| = |Ψs|t = 0 ≈ |Vg| @ Eg/q, where
Ψs is the surface potential of a semiconductor and Vg < 0
is the depletion voltage) at the initial point in time t = 0.

Expressions (2) and (2a) describe only the initial
generation stage at p(t) < p* ! p∞, i.e., under conditions
far from equilibrium.1 Here, p(t) and p∞ are three-dimen-
sional concentrations of holes collected near the surface
of a semiconductor by the time t and at the point of equi-
librium, respectively; p* = Nv(τv0/τc0)1/2exp(–Eg/2kT);
and Nv is the effective density of states in the valence
band. At p(t) > p*, the generation rate is sharply
reduced due to the attainment of quasi-equilibrium
between the electrons trapped at ISs and free holes near
the interface: the electron flux from the valence band to
the ISs (hole generation) and the inverse flux from the
ISs to the valence band (hole recombination) are almost
equal. It should be noted that the characteristic bulk
concentration p* of holes at the surface of a semiconduc-
tor is low (e.g., p* ≈ ni = 8.34 × 109 cm–3 for Si at T =
293 K); this value corresponds to the surface concentra-
tion  = p*ε0εskT/q2NdW, where ε0 and εs are the per-
mittivities of free space and a semiconductor. At T =
293 K, Nd ≈ 1015 cm–3, τc0 = τv0, W > 10–4 cm, and  =

1 Nevertheless, relations (2) and (2a) are commonly used in prac-
tice to describe electron–hole pair generation until the point at
which MIS structures reach equilibrium [4, 6].

Gss ENss E( )/ τc τv+( ),d

Ec

Ev

∫=

Gss π Eg/2kT–( )exp[ ] Nss Eeff( )kT /2τeff,≈

Eeff Eg/2 kT τv 0/τc0( )ln[ ] /2, τeff τc0τv 0( )1/2.=+=

ps*

ps*
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104 cm–2. Hence, the minority-carrier generation should
mostly take place under the conditions of quasi-equilib-
rium between the electrons trapped at ISs and the free
holes near the interface. In this case, the Shockley–
Read–Hall statistics yields the following expression for
the rate of minority carrier generation via ISs (see [7]):

(3)

Here, Fp and Fe are the quasi-Fermi level energies of the
holes and electrons at the interface (the quasi-level Fe

coincides with the bulk Fermi level F in the electrically
neutral region of a semiconductor and the energy Fp is
measured from the valence-band top toward the con-
duction band), Ψs = Ψs(t) is the surface potential, and
Eb = Fp + kTln(τv0/τc0) is the energy corresponding to
the upper boundary of the generation region (Eb is mea-
sured from the level Ec = 0 toward the valence band). In
the energy range Eb < E < Eg – Fp, the IS population is
defined by the Boltzmann distribution, i.e., it is propor-
tional to exp[(E – Eg + Fp)/kT]; at E < Eb, the IS occu-
pancy is negligible; and, at E > Eg – Fp, it almost attains
the limiting value. The minority-carrier generation via
ISs with energies E < Eb and E > Eg – Fp is inefficient,
since its activation energies exceed Eg – Fp. The pattern
of the sharp decrease in Gss at p > p* (ps > p*) is illus-
trated by the energy-band diagram in Fig. 1.

Comparing expressions (2) and (3) and setting τc0
and τv0 equal to each other for the purpose of estima-
tion, we obtain

(4)

According to expression (4), at relatively high deplet-
ing voltages corresponding to the equilibrium state of
deep inversion and after accumulation of the hole con-
centration p @ p* near the interface, the hole generation
rate via ISs at the main stage of electron–hole pair gen-
eration (p @ p*) decreases by a factor of ~exp(Eg/2kT) >
109, since Fp becomes much smaller than Eg. Therefore,
at a high level of silicon technology (bulk generation
centers in the interface region are inefficient, the total
IS density is Ns ≤ 1010 cm–2, τc0 and τv0 ≈ 10–10 s [1, 4]),
the equilibrium hole concentration near the SiO2/Si
interface during hole generation via ISs would take
more than 104 years to become established. Since the
thermodiffusion channel of minority carrier generation

Gss

Eg Fp–
kT

------------------exp
 
 
  Nss E( )

τc0
---------------- Ed

Eb

Eg Fp–

∫
 
 
 
 
 

=

× 1
Eg Fp– Fe– qΨs–

kT
---------------------------------------------exp–

 
 
 

.

Gss p p*>
/Gss p p*>

Eg/2( ) Fp–[ ] /kTexp{ }≈

× kT Nss Eg/2( )[ ] / Nss E( ) E.d

Fp

Eg Fp–

∫
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in Si at T ≈ 300 K is also inefficient, observations of
finite times for the nonequilibrium state relaxation of
silicon MOS structures at room temperature suggest
that there exist alternate channels of minority carrier
generation not considered in (1). These channels
include electron–hole pair generation in edge fields of
different types [11–13]. In particular, the main channel
of thermal generation of minority carriers can give rise
to an electron–hole pair over the field electrode periph-
ery, which is accompanied by “pulling” of the minority
carriers into the nonequilibrium depletion region
located directly under the gate. Such a channel can be
artificially “amplified” by forming a contact between
the semiconductor and a planar-inhomogeneous insula-

~

~

B

Eb

E
g 

– 
F

p
Ψ

s Ec

F

Ev

B

Fp p p*=

Fp p p*>

Fig. 1. An energy-band diagram of the space-charge region
adjacent to an insulator over the B–B plane of an n-type
semiconductor at the stage of the transition from highly
nonequilibrium depletion to inversion: p* < p ! p∞ (p is the
three-dimensional hole concentration near the semiconduc-
tor surface). The energy E of interface states and the upper
boundary Eb of the hole-generation region are measured
from the conduction-band bottom Ec toward the valence
band top Ev, and the energy Fp of the quasi-Fermi level of
holes is measured from the level Ev  toward the conduction
band (F is the bulk Fermi level). At the initial point in time
(t = 0 and p = 0), the electron–hole pair generation is
described by Eqs. (2) and (2a) in the region p(t) < p* at a
profound depletion of the semiconductor surface. The sur-
face hole-generation rate Gss in the case shown by the dia-
gram (p > p*) obeys relation (3). The position of the quasi-
Fermi level Fp|p = p* of holes, corresponding to the onset of
the sharp decrease in Gss, is shown conditionally, since it is
reached at the preceding relaxation stage under a much
stronger nonequilibrium band bending.
tor (Fig. 2). As was shown in [11], an insulating “step”
under the gate significantly decreases the time of infor-
mation-charge storage in dynamic memory cells that
are in a nonequilibrium state of pronounced inversion.
Such “steps” are inherent to modern nanoscale electronic
systems with an ultrahigh packing density, combining
thin (&100 Å) gate layers with a thick (*1000 Å) insu-
lation of the components, interconnections, etc.

The kinetics of isothermal minority-carrier genera-
tion at the periphery of MIS structures, despite the
obvious physical interest and actual practical signifi-
cance, has not been analyzed in detail. Below, using the
example of a model MOS structure based on n-Si with

S
Mb

Mg
D2

IS

3'2'4'

Ec
F

Ev Ev

3

4

2
Ψs01

D1

1

Ev 02

Ec02

Ec01

Ev 01

Ψs02

Fig. 2. An MIS structure with a planar–inhomogeneous
insulator (top): Mb is the metallization layer from the side,
S is the semiconductor, D1 (thickness h1) and D2 (thickness h2)
are the insulator, and Mg is the field electrode. An Energy-
band diagram for the state of profound nonequilibrium
depletion (the semiconductor energy bands are shown from
the side of the interface with the insulator) (bottom): Ec, Ev,
and F are the conduction-band bottom, the valence-band
top, and the Fermi level in the electrically neutral bulk of the
semiconductor. Ec01, Ec02, Ev01, Ev02, Ψs01, and Ψs02 are
the positions of the conduction-band bottom, valence-band
top, and nonequilibrium surface potential of the semicon-
ductor at the interface under the thin and thick insulators,
respectively. IS are interface states located at the semicon-
ductor midgap. Vertical arrows 1 and 2 indicate the thermal
generation of electron–hole pairs under the field electrode
while 3 and 4 indicate this generation over the field elec-
trode periphery. Generated electrons “slide down” toward
the electrically neutral bulk of the semiconductor (beyond
the figure plane). The holes generated in the deep poten-
tial well (the left-hand diagram region, arrow 1) remain
there, and the holes generated over the gate periphery and
under the thick insulator region (arrows 2–4) are
“pulled” under the thin insulator to the deepest potential
well (arrows 2'–4').
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a nonuniform-step insulator, we study the features of
the kinetics of edge-related minority-carrier generation
and consider certain information related to and applied
possibilities of their manifestations.

Let us consider the thermal generation of holes via
ISs in such a system at a gate-insulator thickness h1 ! h2.
If voltage Vg < 0 is applied to the field electrode, the
bands in the n-type semiconductor bend upward and
layers of nonequilibrium depletion of various widths W
arise at the initial time point t = 0: W1(h1) > W2(h2). Two
potential wells with different depths for holes arise near
the semiconductor surface, with the deeper one arising
under a thin insulator layer. Hole generation via ISs
take place in both wells; however, hole accumulation in
the shallow well is impossible at the initial stage, as the
holes drain into the deep well (see the energy-band dia-
gram in Fig. 2, arrows 2 and 2'). Shallow wells are also
formed in the voltage slope regions caused by edge
fields of the gate over its periphery. A similar voltage
slope also arises near the vicinity of the insulator step.
The holes generated in these regions and “pulled”
under the field electrode, make a certain additional con-
tribution to the charge of the inversion layer of the deep
well (arrows 3, 3' and 4, 4' in Fig. 2). The corresponding
transitions at the interface of thin and thick insulators
are not shown in Fig. 2. Their contribution to the total
generation rate is in fact rather small, since this inter-
face is thin in comparison with the gate perimeter.

Once quasi-equilibrium between the holes and elec-
trons at the IS in the deep well is established (t = t1), the
generation rate Gss decreases sharply, but not to the
level to which it would fall if the insulator was uniform
in thickness; Gss remains high enough to be controlled
by the hole generation rate in the shallow well, where
quasi-equilibrium has not yet been established (free
holes have not accumulated due to their continuous out-
flow into the deep well). This situation is retained until
homogenization of the semiconductor surface under the
common field electrode (t = t2), i.e., until the leveling of
its surface potential (band bending) under regions of
thin and thick insulators: Ψs1(h1) ≈ Ψs2(h2). Thereafter
(t > t2), quasi-equilibrium of the holes and electrons at
the ISs in both wells is established, and Gss should
sharply decrease to a level characteristic of a structure
with a homogeneous insulator until reaching thermody-
namic equilibrium. However, this equilibrium cannot
occur, since the peripheral edge effect continues to
maintain Gss at a level high enough to prevent it, as in
the case of the coexistence of shallow and deep wells
under the field electrode at times t < t1.

Under these circumstances, the generation current
flowing in the external circuit exhibits three “steps”: the
first step relates to the part of the process before quasi-
equilibration in the deep well between the electrons
trapped at ISs and the free holes near the interface (0 ≤
t ≤ t1) is established; the second step relates to the time
SEMICONDUCTORS      Vol. 39      No. 6      2005
before the homogenization instant (t1 ≤ t ≤ t2); and the
third, from the instant t2 to the instant of complete equi-
librium (t = t∞). The third step should be associated with
hole generation at the field electrode periphery. In this,
shallowest, well, which is always formed due to the
edge effect, quasi-equilibrium between the electrons at
ISs and the free holes can be attained only after the for-
mation of an equilibrium inversion layer at the inter-
face, due to the continuous hole drain into deeper wells
under the gate. It is obvious that the number and dura-
tion of steps in curves I(t) should depend on Vg and on
the number of insulator thickness variations.

Figure 3 shows the typical curves of the hole-gener-
ation kinetics (in relation to Vg) in the MOS structure
based on n-Si possessing a planar-inhomogeneous
oxide and common gate (Fig. 2). The generation cur-
rent I(t) was measured at 293 K in a sealed and com-
pletely darkened air chamber incorporated into a digital
automated system [14]. The gate areas above a thin
(h1 = 100 Å) pyrolytic oxide, which, in turn, was above
a thick (h2 = 3200 Å) thermal oxide, are S1 = 4 ×
10−4 cm–2 and S2 = 4.405 × 10–4 cm2, respectively. The
table lists data characterizing the initial (t = 0 is shown by
the subscript 0, and final equilibrium (t = t∞, I(t∞) = 0), by
the subscript ∞) states of the MOS structure under thin
(subscript 1) and thick (subscript 2) oxides. The calcu-
lations were carried out on the basis of the dependence
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Fig. 3. Hole generation kinetics I(t) at various depleting
voltages Vg at the field electrode of a silicon MOS structure
with a nonuniform-step gate insulator. The structure is
Al–n+-Si–SiO2–n-Si:P–Al (SiO2: h1 = 100 Å and S1 = 4 ×
10–4 cm2; h2 = 3200 Å and S2 = 4.405 × 10–4 cm2; and

n-Si:P has a (100) orientation, where Nd = 2 × 1015 cm–3).
Vg = (1) –6.19, (2) –4.63, (3) –3.05, (4) –2.65, and (5) –1.60 V.
The inset shows the kinetics of the hole-generation current
in an MOS structure based on n-Si with an oxide uniform in
thickness (h = 90 Å); in this case, the gate area is S = 1.6 ×
10–3 cm2 and the depletion voltage is Vg = –3 V.
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Parameters of the initial and final states of the MOS structures

Curve 
no. in 
Fig. 3

–Vg,
V

Thin oxide, h1 = 100 Å Thick oxide, h2 = 3200 Å

–Ψs01,
V

W01,
10–4 cm

–Ψs∞1,
V

W∞1,
10–4 cm

(ps∞1 +
NdW∞1),

1013 cm–2

–Ψs02, 
V

W02,
10–4 cm

–Ψs∞2, 
V

W∞2,
10–4 cm

(ps∞2 +
NdW∞2),

1011 cm–2

–Vg02,
V

1 6.19 5.8783 1.9647 0.9315 0.7821 1.1041 2.7002 1.3316 0.7600 0.7064 3.9488 0.441

5.9914 1.9835 0.9326 0.7826 1.1285 2.8132 1.3592 0.7621 0.7074 4.0979 0.6648

2 4.63 4.3439 1.6890 0.9140 0.7748 0.7720 1.7932 1.0851 0.7406 0.6974 2.8763 0.387

3 3.05 2.7950 1.3548 0.8859 0.7627 0.4379 1.0274 0.8214 0.7069 0.6813 1.8605 0.423

4 2.65 2.4041 1.2565 0.8761 0.7585 0.3542 0.8148 0.7315 0.6873 0.6718 1.5838 0.392

5 1.60 1.3824 0.9528 0.8251 0.7361 0.1390 – – – – – –
of the semiconductor SCR width W on the insulator
thickness h, Vg, ps, and t:

(5)

We also used the relation between the equilibrium den-
sity ps∞ + NdW∞ of the surface charge and the equilib-
rium surface potential Ψs∞ [15]:

(6)

Formula (5) is the solution to a set of equations that relate
the field in an oxide with the surface charge at Vg < 0,

(7)

and W with the semiconductor surface potential Ψs,

(8)

Here, Ln = (ε0εskT/qNd)1/2 is the Debye length, Vi is the
voltage drop across the oxide, εi is the oxide permittiv-
ity, Ψs is the surface potential (in volts) measured from
the conduction band bottom in the electrically neutral
Si bulk (Ψs < 0 in the depletion and inversion states),
Vg0 is the voltage of “flat bands” that results from the
gate–semiconductor contact potential difference and a
fixed charge in the oxide.

For further calculations, it is convenient to write
Eq. (7) as

(9)

W
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Vi t( )/h Vg Ψs t( )– Vg0+[ ] /h=

=  q ps t( ) NdW t( )+[ ] /ε0εi,–

Ψs t Vg,( ) qNdW2 t Vg,( )/2ε0εs.–=

ps t( ) NdW t( )+ ε0εi/qh( ) Vg– Ψs t( ) Vg0–+[ ] .=
First, the value of Vg01 is calculated. An integration
of curve 1 (Fig. 3, Vg = –6.19 V) within 0 ≤ t ≤ t∞ deter-
mines the equilibrium surface charge Qs∞(Vg) in the
MOS structure. Omitting the small correction to the
generation current I(t), which is associated with a
change in the ionized donor density Nd∆W in the SCR
during relaxation, and disregarding the equilibrium sur-
face charge Qs∞2 under the thick oxide, we set Qs∞ ≈ Qs∞1

and ps∞1 + NdW∞1 = (qS1)–1Qs∞.2 Substituting (qS1)–1Qs∞
into the left-hand side of Eq. (6), we calculate Ψs∞1;
then, we use Eqs. (7) and (8) to calculate Vg01 = 0.129 V
and W∞1. Using this value of Vg01 at ps = 0, we deter-
mine W01 and Ψs01 from formulas (5) and (8), respec-
tively. If Vg01 is known, the calculation procedure for
curves 2–5 is simplified. The values of (qS1)–1Qs∞(Vg)
are determined in a similar way, i.e., by integrating the
current I(t); Ψs∞1(Vg) and W∞1(Vg) are determined using
Eqs. (9) and (8); W01(Vg) is determined using formula (5)
at ps1 = 0, and Ψs01(Vg) is also determined from Eq. (8).

At the instants when the homogenization of both
regions of the MOS structure occur t = t2(Vg) and t2(Vg)
are times of the ends of the first wide steps in I(t)
curves 1–4, Ψs1(Vg, t2) ≈ Ψs02(Vg) and W1(Vg, t2) ≈
W02(Vg), since the hole density in the shallow well is
still negligible. The points in time t2 were determined
using the positions of the minima of the derivatives
dI/dt on scale t, which were obtained by numerical dif-
ferentiation of curves 1–4 in Fig. 3 (see Fig. 4). The sur-
face charge in the deep well at the instant t = t2 is
Qs1(t2) < Qs∞1(t∞) ≈ Qs∞, and the disregard of the width
decrease of the SCR under the thin oxide may turn out

2 The change in the density of ionized donors is Nd∆W = Nd[W01 –
W1(t)]. At t = t∞, ∆W = W01 – W∞1, and, in the state of profound
inversion, ps∞1 + NdW∞1 @ Nd . In this case, the ratio of

surface charges under the thin and thick oxides is Qs∞1/Qs∞2 ≤
Ci1/Ci2 = S1h2/S2h1 = 32 (S1 ≈ S2), where Ci1 and Ci2 are the
capacitances of the thin and thick oxides; i.e., Qs∞1 @ Qs∞2.

∆W
t t∞=
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to be unjustified.3 In the range 0 ≤ t ≤ t2, the change in
the charge density in the inversion layer is ∆Qs1(t2, Vg) =
qS1{ps1(t2, Vg) – Nd[W01(Vg) – W1(t2, Vg)]} and is equal
to the integral of the generation current I(t) over this
range or

(10)

The values of W01(Vg) are listed in the table. Integrating
curves 1–4 (Fig. 3) within 0 ≤ t ≤ t2 and introducing cor-
responding corrections (10) into the integration results,
we determine the values of ps1(t2, Vg) + NdW1(t2, Vg).
Substituting these values and Vg01 = 0.129 V into
Eq. (9), we calculate Ψs1(t2, Vg) ≈ Ψs02(Vg) and then
determine W1(t2, Vg) ≈ W02(Vg) using formula (8). Now
Eq. (9) at h = h2 and ps2 = 0 allows the calculation of
Vg02(Vg). The values of Vg02 and Vg01 are different,
which, generally speaking, is not unexpected if we take
into account the difference in the properties of the Si
contact with the thin and thick oxides. After substitut-
ing Vg02 into the transcendental equation that arises
from equating the right-hand sides of (9) and (6), we
calculate Ψs∞2(Vg) and ps∞2(Vg) + NdW∞2(Vg), and then
we use formula (8) to calculate W∞2(Vg). A similar anal-
ysis of the structure state under the thick oxide using
curve 5 is impossible because of the absence of a
homogenization transition in this structure. This analy-
sis would provide an independent determination of
Ψs02, W02, and Vg02, which are required to calculate
Ψs∞2, W∞2, and Qs∞2 using Eqs. (5)–(10).

The experimental data shown in Fig. 3 and listed in
the table generally agree well with the considered fea-
tures. At voltages |Vg| > 2.65 V, the current I(t) features
two steps, the first of which is flatter. As |Vg| decreases,
both steps become lower and their width is reduced;
i.e., the time t∞ required for the establishment of the
equilibrium inversion state shortens. After the estab-
lishment of this state, a specific contact potential differ-
ence ∆V∞ = Ψs∞1 – Ψs∞2 arises near the insulating step
over the semiconductor surface, which is caused by the
different positions of the valence-band top with respect
to the Fermi level at the Si surface. Under the condi-
tions of this experiment, ∆V∞ only slightly depends
on Vg and is ~0.18 V.

The “zero” step expected in the range 0 ≤ t ≤ t1 on
this time scale cannot be observed: to an order of mag-
nitude, the time at which this step ends is t1 ~

3 Under the thick oxide in the range 0 ≤ t ≤ t2, the charge of the
semiconductor depletion layer remains unchanged until homoge-
nization of the surface potential of both structure components
due to the continuous hole drain into the deep well; therefore,
W2(t, Vg) = W02(Vg) = const and ps2(Vg)|t = 0 = ps2(Vg  = 0.)

t t2=

ps1 t2 Vg,( ) NdW1 t2 Vg,( )+

=  qS1( ) 1– I t Vg,( ) td

0

t2

∫ NdW01 Vg( ).+
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t2 /ps1(t2), where t2, as before, is the homogenization
time of the MOS structure. If t2 ~ 102 s (see Fig. 3) and

/ps1(t2) < 10–7 (  ~ 104 cm–2 and ps1 > 1011 cm–2),
then t1 < 10–5 s. At the same time, if the interface
between the thin oxide and Si contained hole-trapping
centers with a certain density Ns0, the initial generation
phase would be longer, since localized minority carri-
ers, in contrast to free ones, do not recombine at Vg =
const. In this situation, the time t1 at which the zero step
ended would be approximately equal to the time t'
required to obtain the ultimate population of all such
centers. Assuming that generation current densities in
the deep and shallow wells ((I0 – I2)/S1 and (I2 – I3)/S2,
respectively) are identical in the range 0 ≤ t ≤ t', we
determine the height and duration of the “zero” step:
I0 = (1 + S1/S2)I2 – S1I3/S2 and t' = qS1Ns0/I0 (I2 and I3 are
the average currents at the first and second observed
steps). At S1 ≈ S2 and Ns0 = 1011 cm–2, e.g., for curve 1
in Fig. 3, we have I0 ≈ 9 × 10–12 A and t' ≈ 0.7 s. A sim-
ilar calculation for curve 5 in Fig. 3 (the well is inac-
tive) yields I0 ≈ 4 × 10–12 A and t' ≈ 1.6 s. The measuring
system makes it possible to resolve the time intervals
∆t ≈ 0.1 s; however, the zero step is not detected in all
the I(t) curves at this time resolution. This means that
Ns0 < 1011 cm–2 and that the holes are mostly free in the
equilibrium inversion layer of the deep well (h = h1) at
ps∞ @ 1011 cm–2. The condition ps∞1 @ 1011 cm–2 is sat-
isfied for the deep well at all values of Vg (see table).

It is important that the density of holes has drifted by
the homogenization time t = t2 from the shallow into the
deep well, ∆ps1(t2) ≈ (qS1)–1(I2 – I3)t2 @ ps∞2, where ps∞2

ps*

ps* ps*

2

0

–2

–4

–6

dI/dt, 10–13 A/s

A

B

t2

60 80 100 t, s

Fig. 4. Determination of the instant corresponding to level-
ing of the Si surface potential (homogenization instant, t = t2)
in the deep and shallow wells of an MOS structure from the
time dependence of the derivative of the hole generation
current, dI(t)/dt. A is the result of the numerical differentia-
tion of curve 1 in Fig. 3, and B is the derivative dI(t)/dt plot-
ted using an adaptive algorithm developed on the basis of
the Tikhonov regularization [16, 17]. The vertical arrow
indicates the point t = t2.
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is their equilibrium density in the shallow well. In par-
ticular, in the case of curve 1, ∆ps1(t2) ≈ 4 × 1012 cm–2 @
ps∞2 ≈ 2.5 × 1011 cm–2. This circumstance suggests that
hole trapping is insignificant in the current generation
kinetics, since the actual density of the trapping centers
must be lower than ps∞2. Moreover, it is known that the
IS density is, on average, Ns ! 1011 cm–2 in good silicon
MOS structures [4]. 

The dependence of the current on Vg and step flat-
ness, which are not characteristic of minority carrier
generation via ISs in homogeneous MIS structures,
directly indicates that the peripheral (edge) generation
channel is active: as holes are accumulated under the
field electrode, the peripheral shallowest well becomes
narrower and the minority carrier generation rate
decreases. In contrast, the well widens as |Vg| increases,
the generation region widens, and the current increases.

In the region |Vg| < 2.65 V, the generation-current
level is gradually lowered as |Vg| decreases, and the
dependences I(t) feature a single step (Fig. 3, curve 5).
This step should be related to hole generation only over
the gate periphery under the thin oxide (S = S1), i.e.,
exclusively to the edge effect. This conclusion is con-
firmed by an I(t) dependence similar to curve 5, which
was obtained for an MOS structure based on n-Si with
an insulator uniform in thickness (Fig. 3, inset). Apply-
ing the considered calculation algorithm to this depen-
dence, we obtain Ψs0 = –1.5 V, W0 = 1.51 × 10–4 cm,
Ψs∞ = 0.883 V, W∞ = 0.762 × 10–4 cm, ps∞ + NdW∞ =
4.26 × 1012 cm–2, and Vg0 = 0.27 V. In both cases, i.e., at
low depleting voltages, the region of the initial transi-
tion to the slow stage of minority-carrier generation is
significantly wider than in curves 1–4. Apparently, this
region is still simply the rapidly damping initial gener-
ation stage described by Eq. (3). Under the conditions
of pronounced initial depletion, this stage is obscured
by a high generation current caused by the existence of
a shallow well whose area is much larger than the area
of the peripheral generation region.

We should emphasize that the shallow well in fact
simulates the structure periphery at large |Vg| (Fig. 3,
curves 1–4); however, under other conditions, the geo-
metric parameters of the shallow well are unchanged,
and the rate Gss of electron–hole pair generation via ISs
at the interface of Si and the thick oxide remains
unchanged until the instant at which the homogeniza-
tion of both components (t ≈ t2) occurs. In other words,
the holes in the shallow well are generated in the recom-
binationless mode described by relations (2) and (2a).
The corresponding generation current is obviously
equal to the difference of the first and second step
heights, which is observed in the I(t) curves: ∆I = I2 – I3 ≈
3 × 10–12 A (Fig. 3, curve 1). Using set (2a), we obtain
∆I = qS2Gss = (π/2)qS2[exp(–Eg/2kT)] kT/τeff,  ≡
Nss(Eg/2), which allows a fairly exact calculation of the
ratio /τeff = 4.7 × 1021 cm–2 eV–1 s–1, and Gss = ∆I/qS2 =
4.25 × 1010 cm–2 s–1 (T = 293 K, Eg = 1.12 eV, and S2 =

Nss* Nss*

Nss*
4.405 × 10–4 cm2). The IS density  near the Si mid-
gap is sufficiently accurately determined using equilib-
rium capacitance spectroscopy [2, 3, 18]. The quasi-
static C–V characteristics of the structure under study
showed that  = 6.4 × 1010 cm–2 eV–1.4 Then,
τeff[vTσeff(NcNv)1/2]–1 = 1.5 × 10–11 s (vT is the thermal
rate of minority-carrier generation and σeff is the effec-
tive cross section of trapping by the generating surface
centers), and, at vT = 107 cm s–1 and (NcNv)1/2 = 1.72 ×
1019 cm–3 (T = 293 K), we obtain σeff = 4 × 10–16 cm2.
These values of , τeff, σeff, and Gss agree well with
the published data [1–4, 11]. 

As was shown above, Gss decreases by a factor of
exp(Eg/2kT) during the transition to the quasi-equilib-
rium generation mode (see expression (3)). Hence, in
the absence of a peripheral channel of hole generation,
the value Gss = 4.25 × 1010 cm–2 s–1 should decrease to

 = 4.25 × 1010/exp(Eg/2kT) = 9.9 cm–2 s–1 after the
structure’s homogenization, the equilibrium inversion
layer would take (ps∞2 + NdW∞2)/  ≈ 1280 years to
form (ps∞2 + NdW∞2 ≈ 4 × 1011 cm–2), even in the shallow
well at Vg = –6.19 V.

In the calculations related to the structure region
under the thin oxide, changes in the ionized donor den-
sity Nd(W01 – W∞1) in the deep well and in the surface
charge q[ps∞2 + Nd(W02 – W∞2)] in the shallow well dur-
ing the transition from depletion (t = 0) to inversion
(t = t∞) were disregarded. Taking into account these fac-
tors at Vg = const, the charge density (qS1)–1Qs∞1(Vg) in
the equilibrium layer of inversion under the thin oxide
is given by

(11)

According to Eq. (11), corrections to the initial data
on can be introduced using iterations. Let us consider
the corresponding results using the example of curve 1
(Fig. 3). We assume the tabulated values of the param-
eters to be a zeroth approximation. Then, substituting
these values into Eq. (11), to the first approximation, we

obtain the value  + Nd  = 1.1302 × 1013 cm–2,
beginning with which the entire calculation algorithm
is reproduced. The results of the first approximation are
again substituted into (11) and so on. The iteration
cycles rapidly converge, and even the third approxima-
tion, on average, differs from the second one by no
more than 0.01%. The values of Vg01 are subjected to

4 The measurements were carried out with a linear variation of the
gate voltage over time from the value corresponding to deep
inversion of the Si surface (Vg < 0) to the value corresponding to
its profound enrichment (Vg > 0).

Nss*

Nss*

Nss*

G̃ss

G̃ss

ps∞1 NdW∞1+ qS1( ) 1– I t( ) td

0

t∞

∫=

+ Nd W01 W02S2/S1+( ) ps∞2 NdW∞2+( )S2/S1.–

ps∞1
1( ) W∞1

1( )
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the largest correction, while the values of Vg02 are cor-

rected to a lesser extent:  = 0.129 V,  = 1.4286 ×

10–2 V;  = –0.441 V, and  = –0.6648 V. The
results of the third approximation are represented by
the lower values in the first row of the table. A compar-
ison of the data in this row makes it possible to recon-
cile the accuracy and objective of the experiment.

Thus, observations of the minority carrier genera-
tion in MIS structures with a planar-inhomogeneous
insulator show that they exhibit, on the one hand,
unconventional discretized current kinetics and allow,
on the other hand, an accurate and detailed character-
ization of semiconductor surface regions under thick
and thin insulators in nonequilibrium depletion and
inversion states using simple and rapid measurements.
Such observations also make it possible to determine
the flat-band voltages VFB ≡ Vg01 and Vg02, as well as to
estimate the parameters of the centers and rates of
actual and “virtual” surface generation. Using Eqs. (5),
(7)–(9), we can easily reconstruct the relaxation kinet-
ics of the surface potential Ψs(t) and the semiconductor
SCR width W(t) from the kinetics of the generation cur-
rent I(t). In principle, the relaxation kinetics reflects the
energy distributions of both the ISs and the minority
carrier generation centers, and also reflects the doping
profiles. The I(t) dependences for MIS structures with
an insulator containing a large number regular planar
inhomogeneities should detect an ordered ladder of
current steps with the number n + 1 (not counting the
zero “rapid” step), where n is the number of insulator
thickness gradations. The parameters of such a ladder
can be controlled by varying the height and/or width of
the insulating steps, as well as their number. A sequen-
tial displacement in time of the generation activity
region from the deepest (the thinnest insulator) to the
shallowest well allows detection of the planar distribu-
tion of a wide set of the electric characteristics of the
heterointerface, which are determined within this
approach, including inhomogeneities stimulating elec-
tron–hole pair generation [8, 12].

The edge generation rate of minority carriers is pro-
foundly affected by various external factors: light,
ambient medium composition, radiation background,
and others. For example, even scattered daylight
increases the rate of electron–hole pair generation by
tens of thousands times. These factors can be used to
develop a wide range of highly sensitive sensor sys-
tems, in particular, gas sensors based on monitoring of
the edge generation rate of minority carriers. In this
case, it is expedient to suppress the technologically
indeterminate generation activity of the peripheral
region by heavy doping of the semiconductor with a
major impurity along the field-electrode perimeter. This
means that this activity can be replaced by a thoroughly
controlled generation-active equivalent, i.e., a shallow
well, whose design features should comply with the
expected physical signal. The essential and practically
important feature of such structures is their capability

Vg01
0( ) Vg01

3( )

Vg02
0( ) Vg02

3( )
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to integrate external excitation, which give them thresh-
old properties. Finally, the analysis carried out shows
that the nonequilibrium depletion state can be very
long-lived in high-quality MOS structures with a sup-
pressed channel of peripheral minority-carrier genera-
tion; i.e., such structures can potentially be used as ele-
ments of data storage systems.
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Abstract—The voltage and temperature dependences of the capacitance and forward current in surface-barrier
Ni–n-GaN structures are experimentally studied. The results are compared with the Padovani–Stratton ther-
mofield emission theory. It is established that, in a temperature range of 250–410 K, the forward current of the
Ni−n-GaN surface-barrier structures (the electron density in GaN is ~1017 cm–3) is caused by a thermofield emis-
sion of electrons, whose energy is ~0.1 eV below the potential-barrier top. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At present, n-GaN-based surface-barrier structures
are widely used in photodetectors of ultraviolet (UV)
radiation [1–5], since GaN is a direct-gap semiconduc-
tor and its band-gap energy (Eg = 3.39 eV) is close to
the photon energy separating the visible and UV spec-
tral regions. Such photodetectors are of practical inter-
est for UV astronomy, ozone layer monitoring, flame
sensors, and water and air purity monitoring.

However, not all the observed properties of GaN-
based surface-barrier structures have been physically
explained in an unambiguous manner. The available
publications contain no generally accepted viewpoint
on the forward current mechanism, which is, to a cer-
tain extent, accounted for by a significant potential-bar-
rier height (~1 eV). In a number of studies [1, 6, 7], it
has been shown that the experimental Richardson con-
stant differs from the theoretical one (24 A cm–2 K–2) by
several orders of magnitude, which was attributed to the
effect of tunneling and inhomogeneities at the metal–
semiconductor interface. Furthermore, there is no
accepted viewpoint on the reverse current mechanism.
For Ni–n-GaN and WSix–GaN surface-barrier struc-
tures, it has been found that, taking into account the
influence of image forces on the potential barrier height,
the reverse current significantly exceeds the theoretical
value corresponding to thermionic emission [7–9]. In
[7, 9], it was also assumed that the reverse current at
low temperatures is caused by electron tunneling from
the metal into the semiconductor and that, at tempera-
tures higher than 275 K, the reverse current results from
leakages over dislocations.

In this paper, we consider the experimental voltage
and temperature dependences of the forward current
and capacitance for Ni–n-GaN surface-barrier struc-
tures with a low dislocation density in their initial mate-
rial in comparison with the Padovani–Stratton ther-
mofield emission theory [10].
1063-7826/05/3906- $26.000674
2. EXPERIMENTAL

We studied 3-µm-thick n-GaN epitaxial layers
grown on (0001) sapphire substrates by epitaxy from
organometallic compounds. The electron concentration
in the layers, determined from capacitance–voltage
(C−V) measurements using a mercury probe and Hall
effect measurements using the Van der Pauw method,
was 8 × 1016 cm–3. The electron mobility was 600 and
1800 cm2/(V s) at room temperature and 125 K, respec-
tively. Schottky barriers were formed by Ni/Au deposi-
tion in high vacuum using an electron beam. The total
thickness of the metallization layer in the transparent
electrode and contact area regions was 150 and 1000 Å,
respectively. The Schottky barrier area was 5 × 10–3 cm2.

As has previously been shown, structural features
have a significant effect on the parameters of a photo-
detector with GaN-based Schottky barriers [11]. In par-
ticular, it has been shown that a random distribution of
the charged centers associated with domain walls in the
mosaic structure typical of nitrides of Group III ele-
ments results in low Schottky barrier heights, high leak-
age currents, and persistent photoconductivity. In this
study, in order to produce and study Schottky barriers,
we used GaN epitaxial layers with a well ordered
mosaic structure and a dislocation density of 3 ×
108 cm–2. Such layers exhibit coherent domain match-
ing in their mosaic structure and the formation of dila-
tational interfaces [12], which leads to high mobilities
and classical forms of mobility and conductivity tem-
perature dependences. This indicates the absence of a
high concentration of scattering centers.

The dependence of the differential capacitance C on
voltage V was measured in the temperature range T =
150–450 K. It was found that the capacitance is inde-
pendent of the measuring signal frequency f at f <
1 MHz and significantly decreases at higher frequen-
cies; therefore, the C–V characteristics are given at f =
0.465 MHz.
 © 2005 Pleiades Publishing, Inc.
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The dependence of the forward current on voltage
was measured in the current range I = 10–10–2 × 10–5 A
at 150 K < T < 450 K.

3. EXPERIMENTAL RESULTS 
AND COMPARISON WITH THEORY

3.1. The dependence of the differential capacitance C
on voltage V is linear in the coordinates 1/C2 = f(V) at
various temperatures (Fig. 1), which corresponds to the
Schottky theory for metal–semiconductor structures.
The ionized donor concentration in n-GaN, determined
from the slope of these straight lines, is Nd ≈ 1017 cm–3

at 300 K, which is close to the electron concentration
determined in the initial material. At 300 K, the cutoff
voltage (determined as the point of intersection of these

dependences with the horizontal axis) was  = 0.81 V

and the contact potential difference was VD =  + kT/q =
0.84 V (k is the Boltzmann constant and q is the ele-
mentary charge). The Fermi level energy in GaN with
respect to the conduction-band bottom was calculated
using the formula µ = –kT/ln(Nd/Nc), where the density
of states in the conduction band is Nc [cm–3] = 4.3 ×
1014T3/2 [13]. For the ionized donor concentration Nd =
1017 cm–3, the Fermi level energy was 0.08 eV, and the
potential barrier height (in energy units) was qϕB =
qVD + µ = 0.92 eV. We note that ϕB depends only
slightly on temperature (Fig. 2) in the range T = 250–
400 K. This value of ϕB is close to that in the published
data: at 300 K, qϕB = 0.9–1.0 eV for Ni–GaN [14],
0.87–1.03 eV for Au–GaN [15], 0.91 eV for Pd–GaN [6],
and 1.03 eV for Pt–GaN [6]. In a number of papers, it
has been noted that when the barrier height qϕB is deter-
mined from C–V characteristics, it is much higher than
when it is determined from the dependence of the for-
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Fig. 1. Dependence of the differential capacitance C of the
Ni–n-GaN surface-barrier structure on voltage V at the tem-
peratures T = (1) 256, (2) 281, (3) 350, (4) 360, and (5) 400 K.
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ward current on voltage and temperature using formulas
for thermionic emission. Specifically, the differences
found were ~0.2 [14] and ~0.3 eV [16] for Ni–n-GaN
structures; ~0.1 [17] and ~0.2 eV [16] for Au–n-GaN
structures; and ~0.06 eV [18] for Cu–n-GaN structures.

3.2. The dependence of the forward current on volt-
age for the Ni–n-GaN structures is shown in Fig. 3. Let
us consider the current flow mechanism.

Depending on the semiconductor electron concen-
tration and temperature, three basic mechanisms of cur-
rent flow can be distinguished in surface-barrier struc-
tures [19, 20]. At high temperatures (kT @ E00), the
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basic mechanism is thermionic emission, in which case
electrons move above the potential barrier; at interme-
diate temperatures (kT ≈ E00), Padovani–Stratton ther-
mofield emission prevails; and, at low temperatures
(kT ! E00), field (tunnel) emission is dominant. Here,
E00 is the Padovani–Stratton parameter given by

where m* = mrm0 is the electron effective mass in a
semiconductor (mr = 0.2 for GaN [13] and m0 is the free
electron mass); εs = εsrε0 is the semiconductor permit-
tivity (εsr = 8.9 for GaN [13] and ε0 is the permittivity
of free space); Nd is the ionized donor concentration in
the semiconductor, and " is the Dirac constant. For the
structures under study (Nd ≈ 1017 cm–3), the parameter
value is E00 = 0.0044 eV.

According to [19], thermofield emission, i.e., elec-
tron transfer from a semiconductor into a metal through
the barrier at certain energy Em above the Fermi level
(Fig. 4), takes place in a certain temperature range
below and above which the current should have a tun-
neling and thermionic origin, respectively. For the dif-
fusion potential differences (0.78–0.88 eV) obtained

from the capacitance cutoff voltage  and the Fermi
level energies EF in the initial semiconductor with
respect to the conduction-band bottom Ec, calculated for
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Fig. 4. An energy-band diagram of the Ni–n-GaN surface-
barrier structure (Nd ≈ 1017 cm–3) showing the level Em of
thermofield emission from the semiconductor into the
metal. Evac is the level of vacuum, Φm is the electron work
function for metal, χs is the electron affinity of the semicon-
ductor, Ec is the conduction-band bottom of the semicon-
ductor, and Ev  is the valence-band top of the semiconductor.
T = 300 K.
the electron concentration ~1017 cm–3 (0.06–0.12 eV),
this temperature range should be 200–300 K.

According to [10], the voltage dependence of the
thermofield forward current is given by

where E0 = E00 , and the saturation cur-
rent Is should depend on temperature as follows:

Here, A = 4πqmrk2/"3 is a Richardson constant equal to
120mr A cm–2 K–2 and S is the structure area.

An analysis of the formula for the thermofield
dependence shows that

(i) the voltage dependence of the forward current
should be exponential;

(ii) at each temperature, the slope of this depen-
dence on the semilog scale should be equal to 1/E0, and
this quantity at a given temperature depends on intrinsic
semiconductor parameters rather than on barrier prop-
erties;

(iii) the cutoff on the vertical axis, obtained by
extrapolation of the linear dependence I(V) to V = 0 on
the semilog scale, should yield the saturation current Is,
and the dependence Is /T on 1/E0 on the
semilog scale should be linear and have a slope corre-
sponding to the height of the metal–semiconductor
potential barrier.

The voltage dependence of the forward current for
the Ni–n-GaN structures was found to be exponential at
all temperatures (250–410 K). The slope of this depen-
dence on the semilog scale decreases with temperature
in the range 250–410 K (Fig. 5), and it is close to the
theoretical value of 1/E0.

I Is
qV
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------- 
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E00/kT( )coth
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AST πE00 qϕB qV– µ+( )
k E00/kT( )cosh

----------------------------------------------------------------- µ
kT
------

qϕB µ+
E0

-------------------– 
  .exp=

E00/kT( )cosh
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Fig. 5. Theoretical [10] (solid line) and experimental
(squares) temperature dependences of the parameter 1/E0.
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The saturation current was determined from the
I−V characteristics for each temperature. The depen-
dence of Is /T on 1/E0 on the semilog
scale is linear in the temperature range 250–400 K
(Fig. 6). The potential-barrier height qϕB determined
from the slope of this dependence is 0.9 eV. The value
of qϕB determined from the capacitance measurements
is in the range 0.90–0.94 eV (400–250 K). Since qϕB

only slightly varies with temperature (Fig. 2), the linear
temperature dependence of qϕB can be assumed, and its
value at T = 0 K will be 0.95 eV.

Thus, the values of the potential-barrier height,
determined from the C–V and I–V characteristics, can
be considered as close to each other.

The value of the Richardson constant was estimated
for GaN from the cutoff on the vertical axes, which was
obtained by extrapolation of the dependence
Is /T on 1/E0 on the semilog scale (Fig. 6)
to 1/E0 = 0. This value appeared to be within the range
1–10 A cm–2 K–2, which can be considered as close to
the theoretical value A = 24 A cm–2 K–2.

Thus, the forward current-flow mechanism in the
Ni–n-GaN surface-barrier structures in the tempera-
ture range of 250–410 K corresponds to thermofield
emission.

3.3. For forward current, thermofield emission
implies that the maximum energy distribution of the
electrons emitted from a semiconductor into a metal
corresponds to a certain energy Em that is higher than
the Fermi level energy µ in the semiconductor and
lower than the potential-barrier height qϕB.

According to [19], this value, when measured from
the conduction-band bottom of the semiconductor, is

E00/kT( )cosh

E00/kT( )cosh

40383634323026
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Fig. 6. Dependence of ln[Is /T] on 1/E0 on
the semilog scale for determining the potential barrier and
Richardson constant; the dependence was plotted on the
basis of experimental data. The current and temperature
units are A and K.

E00/kT( )cosh
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qVD  = 0.74–0.76 eV for the tempera-
tures 250–400 K.

The maximum energy distribution of emitted elec-
trons Em at 300 K corresponds to an energy that is
0.84 eV above the Fermi level. The potential-barrier
height determined from the capacitance measurements
is ~0.1-eV higher. Apparently, this circumstance
explains why, in a large number of studies, the potential-
barrier height determined from the capacitance charac-
teristics exceeds that determined from the I–V character-
istics if they are analyzed on the basis of formulas for
thermionic emission.

4. CONCLUSION

The voltage and temperature dependences of the
forward current and capacitance for Ni–n-GaN surface-
barrier structures with a low dislocation density in their
initial material were measured. A comparison of the
experimental data with the Padovani–Stratton ther-
mofield emission theory suggests that the forward cur-
rent in the temperature range 250–410 K is controlled
by thermofield electron emission from the semiconduc-
tor into the metal. This means that electrons overcome
the surface barrier due to tunneling from a level located
~0.1-eV below the barrier tops. In this case, the Rich-
ardson constant is of the same order of magnitude as the
theoretical value, and the potential barrier height deter-
mined from the temperature and voltage dependences
of the forward current is close to the barrier height
determined from capacitance measurements.

REFERENCES

1. Q. Chen, J. W. Yang, A. Osinsky, et al., Appl. Phys. Lett.
70, 2277 (1997).

2. Necmi Biyikli, Tolga Kartaloglu, Orhan Aytur, et al.,
Appl. Phys. Lett. 79, 2838 (2001).

3. Ching-Wu Wang, Appl. Phys. Lett. 80, 1568 (2002).
4. E. V. Kalinina, N. I. Kuznetsov, A. I. Babanin, et al., Dia-

mond Relat. Mater. 6, 1528 (1997).
5. Jong Kyu Kim and Jong-Lam Lee, J. Electrochem. Soc.

151, G190 (2004).
6. J. D. Guo, M. S. Feng, R. J. Guo, et al., Appl. Phys. Lett.

67, 2657 (1995).
7. E. J. Miller, E. T. Yu, P. Waltereit, and J. S. Speck, Appl.

Phys. Lett. 84, 535 (2004).
8. Jihyun Kim, F. Ren, A. G. Baca, and S. J. Pearton, Appl.

Phys. Lett. 82, 3263 (2003).
9. E. J. Miller, D. M. Schaadt, E. T. Yu, et al., J. Appl. Phys.

94, 7611 (2003).
10. F. A. Padovani and R. Stratton, Solid-State Electron. 9,

695 (1966).
11. N. M. Shmidt, W. V. Lundin, A. V. Sakharov, et al., Proc.

SPIE 4340, 92 (2000).
12. A. V. Ankudinov, A. I. Besyulkin, A. G. Kolmakov, et al.,

Physica B (Amsterdam) 340–342, 462 (2003).

qE00/kT( )cosh



678 BLANK et al.
13. Properties of Advanced Semiconductor Materials, Ed.
by M. Levinshtein, S. Rumyantsev, and M. Shur (Wiley,
New York, 2001).

14. Q. Z. Liu, L. S. Yu, F. Deng, et al., J. Appl. Phys. 84, 881
(1998).

15. T. Mori, T. Kozawa, T. Ohwaki, et al., Appl. Phys. Lett.
69, 3537 (1996).

16. M. Sawada, T. Sawada, Y. Yanagata, et al., in Proceed-
ings of Second International Conference on Nitride
Semiconductors (Tokushino, Japan, 1997), p. 706.

17. P. Hacke, T. Detchprohm, K. Hiramatsu, and N. Sawaki,
Appl. Phys. Lett. 63, 2676 (1993).
18. Wei-Chih Lai, Meiso Yokoyama, Chun-Yung Chang,
et al., in MRS Spring Meeting: Abstracts of Symposium
on Y:Wide-Bandgap Semiconductors for High-Power,
High-Frequency, High-Temperature Applications, Ed.
by S. Binari, A. Burk, M. Melloch, and C. Nguyen
(San Francisco, Calif., 1999), Y5.8.

19. E. H. Rhoderick, Metal–Semiconductor Contacts (Clar-
endon, Oxford, 1978; Radio i Svyaz’, Moscow, 1982).

20. T. V. Blank and Yu. A. Gol’dberg, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 37, 1025 (2003) [Semiconductors
37, 999 (2003)].

Translated by A. Kazantsev
SEMICONDUCTORS      Vol. 39      No. 6      2005



  

Semiconductors, Vol. 39, No. 6, 2005, pp. 679–684. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 6, 2005, pp. 710–715.
Original Russian Text Copyright © 2005 by Lykakh, Syrkin.

      

LOW-DIMENSIONAL
SYSTEMS

              
The Effect of Adsorbed Molecules on the Charge-Carrier 
Spectrum in a Semiconductor Nanowire

V. A. Lykakh1^ and E. S. Syrkin1, 2^^
1Kharkov Polytechnical Institute (National Technical University), Kharkov, 61002 Ukraine

^e-mail: lykah@ilt.kharkov.ua, lukah@kpi.kharkov.ua
2Institute for Low-Temperature Physics and Engineering, Kharkov, 61103 Ukraine

^^e-mail: syrkin@ilt.kharkov.ua
Submitted June 30, 2004; accepted for publication October 8, 2004

Abstract—A semiconductor quantum nanowire with adsorbed organic molecules is considered. It is shown
that a shift of the quantum-confinement levels in the wire includes both a linear contribution (determined by the
orientation of the molecular dipoles and the sign of the charge carrier) and a nonlinear contribution (determined
by the deformation of the molecular layer). In the case of a long nanowire, longitudinal quantization of the
charge carriers is described self-consistently by a nonlinear Schrödinger equation with boundary conditions.
For all values of the nonlinear-interaction parameter, the spectrum is determined by a set of transcendental
equations. It is shown that the role of nonlinear interaction is greater for lower energy levels and increases with
an increase in the mass of the charge carriers and decrease in the rigidity of the molecular layer. Carrier local-
ization, which manifests itself in the experiment as an increase of the resistance, is possible. The processes con-
sidered may be important in relation to chemisorption sensors, chips based on nanotubes and DNA, and other
structures with adsorbed organic layers. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The creation of new types of mesoscopic objects
and the prospect of their application in nanoelectronics
stimulate interest in studies of the fundamental proper-
ties of such objects. The optical properties and conduc-
tance of a nanoobject are determined by the set of quan-
tum energy levels of its charge carriers [1]. The effect
of the energy-level structure on conductance has been
observed for metal nanowires [2] and nanotubes [3].
A quantum nanowire can be a conventional intrinsic
semiconductor or a carbon nanotube in which the mean
free path of the charge carriers exceeds 10 µm [4],
which is an important factor enabling quantization
along the nanowire axis [5]. The physical properties of
a nanowire are affected considerably by the medium
that is in contact with it. For example, nanowire con-
ductance is extremely sensitive to the presence of
adsorbed layers of NH3 molecules [6] and more com-
plex molecules forming Langmuire–Blodgett films [7].
The potential for creating chips based on nanotubes and
DNA [8] or surface self-organizing layered organic
structures [9] have been discussed.

In this paper, we would like to call attention to the
fact that the interaction of a nanowire with a soft
medium composed of organic molecules leads to a
modification of the charge-carrier energy spectrum,
which is a fundamental characteristic of a nanoconduc-
tor. It appears that the spectrum is extremely sensitive
to the state of the molecular subsystem. We consider the
1063-7826/05/3906- $26.00 0679
effect of the interaction of the uncompensated charge
carried by an electron or hole in a quantum nanowire
with the neighboring medium, which has low mechan-
ical rigidity and consists of molecules possessing an
intrinsic electric-dipole moment, and derive nonlinear
nonlocal equations describing such a system. Taking
into account the deformation of the molecular layer, we
calculate the linear and nonlinear contributions to a
shift of the charge-carrier energy levels, which depends
on the polarization of the molecules. For the case of a
long nanowire surrounded by a thin molecular layer, the
problem of longitudinal quantization is reduced to solv-
ing the spectral problem for a nonlinear Schrödinger
equation. In the solution obtained, the normalization of
the wave function manifests itself tangibly, which is a
radical difference from the known solution for nonlin-
ear classical oscillations in a finite chain [10]. Calcula-
tion of the nonlinearity parameter and the energy of a
given quantum level of a charge carrier, expressed via
the parameter of the nonlinear interaction of the carrier
with the molecules, is reduced to solving a set of two
transcendental equations. The analysis indicates that
localization of the charge-carrier motion along the
nanowire is possible. Physically, the situation consid-
ered represents one of the manifestations of the polaron
effect; however, there are specific features related to the
confinement of the charge carriers and the one-dimen-
sional character of their motion.
© 2005 Pleiades Publishing, Inc.
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2. MODEL OF THE SYSTEM

The time-independent Schrödinger equation for an
extra carrier in an intrinsic-semiconductor nanowire
can be written as [1, 11]

(1)

Here, ψ ≡ ψ(r) is the wave function, meff is the charge-
carrier effective mass, ∆ is the Laplace operator, W is the
total energy, U(r) is the potential energy, and r(x, y, z) is
the radius vector of the particle. A deep potential well
can be approximated by a well of infinite depth: U(r) ≡
U0(r), where U0(r) = 0 inside the semiconductor and
U0(r) = ∞ outside the semiconductor. If the interaction
with the surrounding medium Uint(r) is taken into
account, the potential is given by

(2)

This interaction can be important if molecules pos-
sessing an intrinsic dipole moment d are adsorbed at the
surface of the nanowire. Summing the contributions
from all the dipoles, we obtain the interaction potential
energy Uint = eφ at a point r0 within the nanowire:

(3)

Here, n(r') is the volume number density of the mole-
cules, e is the carrier charge, d(r') is the mean value of
a dipole moment at the point r', and ε is the relative per-
mittivity of the medium. The interaction potential can
be also written in terms of the electric-polarization vec-
tor P [12] if we substitute n(r')d(r') by P(r') in (3). In
turn, the strength of the electric field E(r') created by a
charge carrier determines the potential energy of the

"
2

2meff
------------∆ψ– U r( )ψ+ Wψ.=

U r( ) U0 r( ) U int r( ).+=

U int
e r0( ) e r'n r'( )d r'( )

r0 r'–

ε r0 r'– 3
----------------------.d∫=

R r

Fig. 1. A cylindrical quantum nanowire with adsorbed polar
molecules. The arrows indicate the direction of the electric-
polarization vector.
interaction between this carrier and an individual
molecular dipole:

(4)

Set (1)–(4) is completed with the material equations

(5)

The interaction described by (3) and (4) is nonlocal
and depends substantially on the configuration of the
system. Schrödinger equation (1) with potentials (2)–(4)
can be transformed into a nonlinear integro-differential
equation. Such equations can be solved only by using
approximation methods [11]. It is reasonable to assume
that all of the dimensions of the nanowire and the
adsorbed layer are much smaller than the nanowire
length, i.e., r, R ! 2L; this condition is satisfied under
experimental conditions (see the photograph in [7]).
Let us consider a system with cylindrical geometry
(Fig. 1), in which, under the assumption made, the sep-
aration of the coordinate variables is possible: ψ(r) =
ψ(x)ψ⊥ (y, z) and W = Wx + W⊥  (here, x is the coordinate
along the wire axis). An enhancement of the carrier tun-
neling into the region occupied by adsorbed molecules,
as compared to the case of a vacuum surrounding, may
result in a modification of ψ⊥ (y, z) and W⊥ . We also
assume that any variations in ψ(x) occur on a length
scale on the order of L. The type of configuration where
the predicted effects are most pronounced can be
described as follows. The effect of the charge-carrier
field is strongest if the molecules possess an intrinsic
electric-dipole moment d and the molecular system is
soft. However, calculations can be carried out more
readily for a molecular system where only some of the
degrees of freedom are soft, for example, in the case of
layered smectic A liquid crystals [13]. We assume that
the molecular system is rigid in the direction over the
nanowire surface (a close-packed layer of long linear
molecules) and soft in the radial direction (elastic mol-
ecules or elastic coupling between the layers) [13,
Chapter 10], so that the molecule axes are oriented nor-
mally to the layer [13, Chapter 5; 9]. The electric-dipole
moment in these molecules exists due to the presence of
atomic groups that break the charge symmetry [14; 13,
Chapter 10; 9]. For simplicity, we assume that the
dipole moment of a molecule is oriented along its axis.
Ferroelectric and antiferroelectric ordering and disor-
dered phases are possible [14], and a nonzero polariza-
tion can appear due to the flexoelectric effect [13,
Chapter 6].

In the approximation of a long nanowire, integral
contributions can be reduced to those of a local nature.
Let us express integral (3) in cylindrical coordinates.
The integration limits r and R coincide with the outer
radii of the nanowire and the molecular layer (see Fig. 1).
In the absence of charge carriers or in the case of a rigid
molecular system, the density in (3)–(5) is constant
(n(r') = n0) and, along with d, can be kept out of the

U int
d r'( ) d r'( ) r0

e ψ r0( ) 2 r' r0–( )
ε r' r0– 3

-----------------------------------------.d∫–=

n r'( ) n E r'( )( ); d r'( ) d E r'( )( ).= =
SEMICONDUCTORS      Vol. 39      No. 6      2005



THE EFFECT OF ADSORBED MOLECULES ON THE CHARGE-CARRIER SPECTRUM 681
integration sign. Integration with respect to x (the coor-
dinate along the nanowire axis) is reduced to an integra-
tion within infinite limits, even for x0 – x' ≥ 3R. Using
[15], we write the potential energy of the interaction of
a charge carrier with the dipole subsystem as

(6)

Next, we obtain an approximate analytical expression
for the potential energy of the interaction between a
charge carrier and an individual molecular dipole.
Instead of carrying out a spatial integration in (4), we cal-
culate the fluxes, thus making it unnecessary to specify
the shape of the radial distribution; in other words, we
replace the local value of the radial component of the
field strength with a value calculated for an infinitely
long wire taking the local value of the wave function:

(7)

(8)

Here, τ(x) is the local linear charge density. The fact
that the positive direction of a dipole moment d coin-
cides with the direction towards the center of the
nanowire, as indicated by (3), is taken into account. The
error resulting from such an approximation can be
found using the Ostrogradskiœ–Gauss theorem if we
determine the “leakage” of the electric-field flux
through the bases of a cylinder coaxial with the nanow-
ire. This error can be estimated as a product of the base
area S ∝  R2 and the axial component of the electric-field
strength Ex ∝  L–2; thus, the disregarded contribution to
the flux is on the order of (R/L)2 ! 1, while the flux
through the side surface of the cylinder is ~1.

In order to obtain material equation (5) for a thin
molecular layer, we combine the condition δ = 2τd/kεr'2
for the equilibrium elastic displacement of an individ-
ual dipole pulled into (or pushed out of) the region of a

stronger field Fi = –kδ = –∇  and the condition for
the conservation of the number of molecules

(9)

Here, subscripts 0 and 1 correspond to the cases with-
out and with a charge carrier, respectively, and R1 =
R0 + δ. Substituting the expression for (R1 – r)n1
obtained from (9) into Eq. (6) in place of n(R – r) and
expanding it with respect to δ/R0 ! 1, we obtain the
potential energy of a charge carrier moving in a self-
consistent field of elastically displaced dipoles:

(10)

(11)

(12)
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In the case of a film consisting of several layers
arranged along the cylinder surface of the nanowire, the
volume free-energy density can be written in the con-
tinuum approximation [16] as

(13)

Here, ur', uxx, and uφφ are the spatial derivatives of the
layer displacement from the equilibrium and B and K11
denote the elastic moduli of the liquid crystal with
respect to variation in the interlayer spacing and to
layer bending, respectively. The displacement along the

layer is negligible [16], and K11 /B ~ λ2u2/L4 !  ~
u2/r2, where λ ~ 50 Å, i.e., λ ~ r ! L (see [16]). In an
axially symmetric case, uφφ = 0. Thus, below, we disre-
gard the term with K11. Let us follow the reasoning used
in the derivation of the barometric height formula: the
pressure change that results from incrementing the
layer radius by ∆r' equals ∆p = –∇ (EP)∆r'. Using the
expressions for E and P and the relationship between
the uniaxial pressure and the density n = n0(1 + p/B), we
perform an integration and obtain

(14)

(15)

where R1 is the outer radius of the molecular layer
deformed by the electric field of the charge carriers and
|rd| is the effective radius of the deformed layer. Here,
we use the boundary condition n(R1) = n0, which
implies that the pressure at the outer surface vanishes.
To obtain further analytical estimates, we consider the
case of a small effective radius (|rd| ! r, R1). Then,

(16)

After inserting (16) into (3) and performing an integra-
tion, we substitute R1 found from the condition of the
conservation of the number of molecules (similar to (9))
and expand the resulting expression for the potential up
to linear terms in rd to obtain

(17)

Then, Eq. (1) can be rewritten to describe the one-
dimensional motion of the charge carriers in the nanow-
ire as follows:

(18)

Here, –L < x < L. , given by (6), and G, given
by (12) or (17), determine the parameters of the linear
and nonlinear interaction of the charge carriers with the
elastic molecular subsystem. The sign of the linear inter-
action parameter depends on the sign of the charge and
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the orientation of the dipoles. The nonlinear interaction
always leads to a decrease in the energy of the system,
due to the elastic response of the molecular layer; thus,
the parameter G is even-numbered in d and e.

3. ANALYSIS OF THE ENERGY SPECTRUM

Let us introduce the following variables, which are
conventional in quantum-mechanical problems [11]:

(19)

here, kp is the component of the particle wave vector
along the quantum conductor and g is the renormalized
interaction parameter. Then, Eq. (18) assumes the form

(20)

A first-order integral of this equation exists that makes
it possible to separate the variables. Further integration,
carried out using the properties of elliptic functions
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Fig. 2. A graphical representation of Eq. (27). (a) The rela-
tionship between the dimensionless interaction parameter gL

and the elliptic modulus . The plotted curves corre-

spond to n = 1–6 (from bottom to top). (b) The shape of the
charge-carrier wave functions for the first and second levels
according to (21). The sinusoids correspond to the elliptic
modulus km = 0 (g = 0), and the bell-shaped curves corre-
spond to km = 0.99 (nonlinear interaction with elastic mole-
cules is present).

km
n( )
[17], yields even- and odd-numbered solutions to the
Schrödinger equation:

(21)

Here,  =  and sd(y) = sn(y)/dn(y). The ampli-
tude b and the modulus km of the elliptic functions are
related to the integration constant κ by the equations

(22)

(23)

The boundary conditions ψ(±L) = 0 result in the follow-
ing equation for km and κ:

(24)

Here, M = 2m + 1 (m = 0, 1, 2, …) for even-numbered
solutions and M = 2m (m = 1, 2, …) for odd-numbered

solutions. The normalization condition dx = 1

results in the following equation for km and b (we use
[18] and (24)):

(25)

Here, E(km) is a complete elliptic integral of the second
kind. Equations (22)–(25) form a closed set with
respect to the parameters b, κ, km, and kp. Eliminating b
and κ, we obtain the solution for kp:

(26)

Here, km is a root of the equation

(27)

The parameter  (the square of the quasi-momentum)
controls the charge-carrier energy spectrum (19), which
can be studied experimentally.

In order to analyze the dependence of  on the
parameters of the system, we make use of a graphical
representation. Equation (27) describes the relationship
between the parameter km, which characterizes the non-
linearity, and the parameter of nonlinear interaction gL
(this relationship is shown in Fig. 2). The shape of this
dependence suggests that (i) an increase in gL results in

a larger nonlinearity parameter  and (ii) the nonlin-
ear interaction affects the lowest levels the most pro-
foundly.

Let us consider the manifestation of these features in
the behavior of energy spectrum (19). Figure 3a shows
the dependence of the energy levels on the modulus of
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the elliptic integral. For km = 1/ , the energy levels
cross the zero value. In Fig. 3b, the level energies are
plotted as functions of the interaction parameter. The
nonlinear character of the first level can clearly be seen.

In the limit of a weak interaction (gL  0 and
km  0), the nonlinearity vanishes and K(km)  π/2.
Then, (26) is reduced to a known solution for a rectan-
gular potential well of infinite depth [11]: the wave vec-

tor  = π2n2/4L2. The limit of a strong interaction can
be realized even for moderate values of g, provided the
nanowire is sufficiently long (Lg  ∞ and km  1).
Using the known asymptotic behavior of elliptic functions,

[16] (K(km)  ∞, E(km)  1 and K(km)  0), we
find that, in this case, set of Eqs. (27) and (26) trans-
forms into

(28)

and wave function (21), taking into account (22), (23),
and (28), assumes the soliton-like shape characteristic
of localized states for n = 1:

(29)

This solution can be obtained directly from (20). The
effect of the walls of the potential well vanishes when
1/g ! L: the energy becomes independent of L, and ψ
is the same for any choice of the origin. The appearance
of such localized states may be responsible for a reduc-
tion of the conductance in chemisorption sensors [6] and
nanowires coated with Langmuir–Blodgett films [7].

For the purposes of estimation, let us use the follow-
ing values for the parameters [16]: B ~ (106–108) J/m3,
d = el and l = 2 × 10–10 m, the volume occupied by a
molecule 1/n0 = 5 × 5 × 20 × 10–30 m3, F⊥  ~ 1, ε ≈ 2, and
L ~ (1–10) × 10–6 m. Then, according to (15), the effec-
tive radius of the deformation of the molecular layer
rd ~ (10–8–10–10) m, and, according to (19) and (17), the
dimensionless interaction parameter gL ~ µ(1–103);
here, µ = meff/me ~ (10–2–102) is the ratio of the charge-
carrier effective mass to the free-electron mass. Thus,
the nonlinear-interaction energy may vary in a wide
range, from ~10–4 eV for gL = 10 to ~1 eV for gL ~ 103.
The nonlinear interaction is stronger and the extent of
charge-carrier localization is greater for “softer” coat-
ings, longer nanowires, and heavier carriers.

Localization is enhanced if the displacement of the
molecules along the surface of the nanowire and rota-
tion of the dipole groups are possible, whereas localiza-
tion is reduced if the molecules do not possess an intrin-
sic dipole moment, this moment is compensated, or if
the temperature is increased. It is also necessary to take
into account the relationship between the lifetime of the
excited state τe and the relaxation time of the molecular
system τM. In Fig. 3b, the spectrum for τM ! τe is
shown. If τM @ τe (the adiabatic approximation), an
excited carrier occupies a ground-state level deter-
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mined by the deformation. For τM ~ τe, the charge-car-
rier excitation and tunneling processes should be con-
sidered simultaneously with the molecular-system
excitations.

4. CONCLUSIONS

Thus, it is shown that the problem of calculating the
longitudinal-quantization spectrum in a long nanowire
coated with an adsorbed film of liquid crystal is reduced
to solving a nonlinear Schrödinger equation with
boundary conditions. For the interaction parameters,
which vary in a wide range, the charge-carrier wave
functions and energies are determined. They change
from those characterizing a particle in a rectangular box
(in the case of a rigid molecular layer) to those typical
of a completely localized charge carrier with a soliton-
like wave function (in the case of a “soft” molecular
layer and a heavy carrier). The localization of the
charge carriers induced by coating a nanowire with
complex organic molecules may be responsible for the
experimentally observed reduction in conductance [7].
Depending on the sign of the carrier charge and of the
molecule polarization, the linear interaction and the
corresponding shift of the levels change sign.

The charge-carrier energy spectrum depends most
strongly on the rigidity of the adsorbed molecular sys-
tem. Crystallization of the liquid-crystal film leads to a
sharp increase in the rigidity and to a corresponding
drop in the nonlinear-interaction parameter; as a result,
the localization of the longitudinal motion of a carrier
is disrupted and a jump in the temperature dependence
of the conductance is observed. Thus, a nanowire can
be used as a sensor for the state of the molecular sys-
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Fig. 3. (a) Renormalized level energy W = L2/n2 as a

function of the elliptic modulus km, and (b) WnL = L2 as
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tem. The processes considered should be taken into
account in the design of chips based on nanotubes and
DNA or layered organic surface structures [8, 9].
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Abstract—The recharging of many-hole and few-electron quantum dots under the conditions of the ballistic
transport of single charge carriers inside self-assembled quantum well structures on a Si (100) surface are stud-
ied using local tunneling spectroscopy at high temperatures (up to room temperature). On the basis of measure-
ments of the tunneling current–voltage characteristics observed during the transit of single charge carriers
through charged quantum dots, the modes of the Coulomb blockade, Coulomb conductivity oscillations, and
electronic shell formation are identified. The tunneling current–voltage characteristics also show the effect of
quantum confinement and electron–electron interaction on the characteristics of single-carrier transport through
silicon quantum wires containing weakly and strongly coupled quantum dots. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The fabrication of semiconductor structures with
self-assembled quantum wells (QWs) and superlattices
is one of the most important problems of modern semi-
conductor physics and nanoelectronics. In recent years,
this problem has become especially important in the
context of the need to create fundamentally new nano-
electronic and optoelectronic devices, such as single-
electron transistors, single-electron memory cells, and
lasers that operate via intraband transitions [1–4].
Accordingly, the development of new technologies for
semiconductor nanostructures raises an increasingly
greater number of questions related to the microscopic
nature of self-assembled QWs and the two-dimensional
barriers separating them, as it is upon these that the fab-
rication of quantum wires (QWrs) and quantum dots
(QDs) using the electrostatic confinement of charge
carrier motion is based.

QDs are zero-dimensional systems that are obtained
by fully confining the motion of charge carriers in
QWrs, QWs, or in bulk crystals. Since the charge carri-
ers in a QD are confined in all directions, the corre-
sponding energy spectrum is completely discrete, just
as it is for an isolated atom. For this reason, QDs are
often called artificial atoms, although each QD consists
of thousands, or even hundreds of thousands, of real
atoms. Naturally, in this case, charged QDs are implied.
Empty QDs cannot be considered as analogues of real
atoms, but they are of special interest for studying
charge-carrier resonant tunneling through zero-dimen-
sional systems [5]. In turn, like a real atom, a charged
QD (an artificial atom) can contain one or several free
charge carriers exhibiting confinement effects and the
effects of electron–electron interaction during recharg-
ing. The relative contributions of these effects are deter-
1063-7826/05/3906- $26.00 ©0685
mined by the dot size and by the characteristics of its
boundary [2, 6].

Like QWs and QWrs, QDs can be obtained both
using molecular-beam epitaxy in combination with
nanolithography and selective etching [1, 2, 6, 7] and
electrostatically using deposited metal microcontacts
[2, 8]. In the first case, taking AlGaAs/GaAs as an
example, the formation of QDs inside the heterostruc-
ture starts from the deposition of masks onto the surface
of the wide-gap semiconductor (AlGaAs). Then, the
entire AlGaAs layer and part of the GaAs layer are
removed by deep etching. Electrons produced by ion-
ization of the shallow donor centers in AlGaAs concen-
trate in the zero-dimensional GaAs dots that appear.
Therefore, the number of charge carriers localized in a
QD is determined by the donor concentration and by
the self-compensation resulting from the formation of
DX centers [9]. This self-compensation gives rise to a
lot of problems in the study of ballistic carrier transport,
but the disadvantage can be eliminated by applying an
electrostatic method in which one-dimensional and
zero-dimensional systems are created by confining the
motion of the charge carriers in QWs (Figs. 1a, 1b). The
main advantage of this method is that it makes it possi-
ble to increase the number of electrons or holes in a QD
to several hundred, thus allowing the observation of
certain interesting phenomena such as the Coulomb
blockade and Coulomb oscillations arising due to the
enhancement of the electron–electron interaction [2, 8].

One of the unresolved problems of practical nano-
electronics consists in finding the relative contributions
made by quantum interference and electron–electron
interaction to the ballistic transport in electrostatically
induced QWrs under the conditions of the elastic back-
scattering of charge carriers by internal δ-shaped barri-
 2005 Pleiades Publishing, Inc.
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ers. This type of modulation in the coherent transport of
single charge carriers can occur as a result of the effect
of residual impurity centers distributed over the bound-
aries of a QWr and also due to a nonuniform distribu-
tion of the gate voltage along this QWr [10, 11]. By
varying the source–drain voltage (Uds) and the gate
voltage (Ug), we can not only enhance the effect of the
random electrostatic δ barriers but also create a QD
inside the QWr using the split-gate technique. The
transport characteristics of the QD are controlled by
finger gates, whereas the central gate voltage controls
the number of charge carriers in the QD (Fig. 1). Thus,
an electrostatically generated charged QD represents an
artificial atom. Moreover, it is possible to change the
number of charge carriers in this atom using an external
electric field.

Uds

Ug Ig

Ids

Ug

Ug1 Ug2

Uds

p+

n+n

Uds

0.0

0.5

1.0

1.5
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Uds QW0.0 0.5 1.0 1.5 2.0 2.5
0.0
0.2Y, nm
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(‡) (b)

(c)

Fig. 1. (a) A planar p+–n structure with Hall geometry
(schematic diagram). The structure is designed for studying
the Coulomb blockade, Coulomb oscillations, and Cou-
lomb staircase of quantum dot conductance during the
transport of individual charge carriers. (b) A schematic rep-
resentation of the split-gate (Ug) used for inducing modu-
lated QWrs inside QWs. The voltages Ug1 and Ug2 are
applied to the finger gates intended for producing quantum
dots. (c) A 3D split-gate image obtained by scanning tunneling
microscopy in the vicinity of a QW on the Si (100) surface.
The characteristics of the QDs inside QWs can be
monitored by local tunneling spectroscopy (Fig. 2a). In
this case, the voltage Utunn applied between the tip of
the scanning tunneling microscope (STM) and the point
of contact at the boundary of the planar structure, which
is equal to the potential difference between the ends of an
electrostatically induced quantum wire and is the sum of
the source–drain voltage and the gate voltage, is

Depending on the number of charge carriers in a
QD, we can distinguish between many-electron and
few-electron artificial atoms. It should be noted that the
number of charge carriers determines the effects that
can be observed in relation to ballistic transport. For
example, the Coulomb oscillations in the conductivity
that appear when changing the central gate voltage
(Fig. 1a) are exclusively of a many-electron character
[6, 8]. Few-electron QDs, however, exhibit many prop-
erties typical of real atoms, such as orbital degeneracy
and shell formation [12, 13]. In addition, the detection
of the Kondo effect and Fano resonances in low-dimen-
sional systems containing few-electron QDs provides
yet more evidence of the similarity between real and
artificial atoms [14, 15].

In this study, we use local tunneling spectroscopy to
investigate different modes of the ballistic transport of
single holes through many-electron and few-electron

U tunn Uds Ug.+=

p+p+p+ nnn

(a)

(b) (c)

Utunn STM tip

Ug Ig

EF

STM tip
STM tip

Ec

EF

Ec

Ev

Ev

Fig. 2. (a) A planar structure containing a p+ diffusion profile
with an approaching tunneling microscope tip. (b, c) 3D band
diagrams of a longitudinal p-type QW at the n-Si surface,
which contains a quantum dot representing a multitunnel-
ing junction under the conditions (b) Utunn = Uds and
(c) Utunn = Ug. The dashed circle shows the region of the
point of contact of the tip.
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QDs inside self-assembled QWs on a Si (100) surface.
We focus on the detection of one-hole recharging at
high temperatures (up to room temperature). The detec-
tion is carried out using a connected series of several
QDs with a capacitance of ~10–19 F.

In the following sections, the characteristics of
p-type silicon QWs formed between self-assembled
layers of microdefects, which were obtained by a pre-
liminary oxidation and subsequent boron diffusion on a
Si (100) surface, are briefly analyzed. We present data
obtained from studies of the effects of Coulomb oscil-
lations and the Coulomb blockade. These effects arise
during the single-hole recharging of a QD, which is
electrostatically induced inside a QWr using a split gate
built into the plane of the self-assembled Si QWs
(SASQWs). Next, the local tunneling spectra, showing
the effects of the Coulomb blockade and Coulomb
oscillations when a single hole travels through weakly
coupled many-electron QDs inside the SASQW struc-
tures (SASQWSs), are discussed. Finally, the corre-
sponding tunneling current–voltage characteristics of
strongly coupled few-electron QDs are described.
These characteristics indicate various scenarios for
electronic shell formation that depend on the number of
electrons in a QD and on its shape.

2. SELF-ASSEMBLED 
SILICON QUANTUM WELLS

It is known that the formation of oxide layers on the
surface of monocrystalline Si facilitates the generation
of excess fluxes of intrinsic interstitial atoms and
vacancies. Moreover, it is known that these fluxes have
a preferential crystallographic direction along the 〈111〉
and 〈100〉  axes, respectively [16–19]. At the initial stage
of oxidation, the formation of a thin oxide layer is
accompanied by the generation of excess interstitial Si
atoms, which can form small microdefects, whereas the
fluxes of vacancies in the opposite direction result in
the annihilation of these defects (Fig. 3a). Since the
sources and sinks of excess interstitial atoms and
vacancies on the oxidized Si(100) surface are located
close to positively and negatively charged recon-
structed silicon dangling bonds, respectively [19], it
can be assumed that the size of the microdefects, con-
sisting of intrinsic interstitial atoms and pyramidal in
shape, is about 2 nm. Therefore, the distribution of the
microdefects created at the initial stage of oxidation
apparently represents a modification of a Sierpinski
gasket-type fractal and includes a built-in longitudinal
QW (Figs. 3b and 4a).

It should be noted that, during further oxidation of
the Si (100) surface, the fractal distribution of the
microdefects is reproduced and the dimensions of sep-
arate microdefects nucleated at Pb centers [20] increase
[21]. However, the growth of thick oxide layers results
in the predominant generation of vacancies by the oxi-
dized surface and, hence, to the disappearance of
SEMICONDUCTORS      Vol. 39      No. 6      2005
microdefects and the self-assembly of transverse QWs
[10, 21].

Although the structures of both the longitudinal and
transverse silicon QWs introduced into the fractal sys-
tem of microdefects are of great interest in relation to
their use as a basis for optically and electrically active
microcavities in optoelectronics and in relation to nano-

(‡)

(b)

(c)

Fig. 3. Diagrams illustrating the fabrication of a self-assem-
bled silicon quantum well structure (SASQWS) on the
Si (100) surface under the conditions of injection of intrin-
sic interstitial Si atoms (open circles) and vacancies (filled
circles) during (a, b) preliminary oxidation and (c) subse-
quent boron diffusion: (a) The excess fluxes of intrinsic
interstitial Si atoms and vacancies that are generated during
preliminary oxidation of the Si (100) surface and are crys-
tallographically oriented along the [111] and [100] axes,
respectively. (b) A diagram of a longitudinal SASQWS that
appears between the layers of the microdefects formed from
intrinsic interstitial Si atoms and vacancies at the stage of
preliminary oxidation of the Si (100) surface. (c) A diagram
of a longitudinal SASQWS formed by the subsequent pas-
sivation of the microdefects by the vacancy mechanism
(dark regions) under the conditions of a short period of
boron diffusion using planar silicon technology.
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electronics, the presence of dangling bonds at their
boundaries is a deleterious factor for the practical
implementation of such structures. Therefore, in order
to passivate dangling bonds and other defects created
during the preliminary oxidation of Si (100) substrates,
it is reasonable to implement a subsequent short period
of boron diffusion, which can transform the layers of
microdefects into neutral δ-shaped barriers bounding
the SASQWSs (Figs. 3c, 4b, and 4c).

To this end, we used n-Si (100) substrates that were
0.35 mm thick and had resistivities of 500 and 20 Ohm cm.
The substrates were preliminarily oxidized at a temper-
ature of 1150°C in an atmosphere of dry oxygen con-
taining CCl4 vapors. The thickness of the oxide layers

(b)

(‡)

(c)

Uds

Uds

Uds

Uds

Fig. 4. A 3D image of the longitudinal SASQWSs
(a) formed between the layers of microdefects, which are
then (b, c) transformed into neutral δ barriers after passiva-
tion by the vacancy mechanism under a short period of
boron diffusion. The white arrows show the direction of the
ordering of the boron impurity dipoles inside the δ barriers
under the conditions of a source–drain voltage Uds applied
along the crystallographic axes (b) [001] and (c) [011].
depended on the oxidation time, which was varied from
20 min to 24 h. Below, for the purposes of the fabrica-
tion and study of longitudinal SASQWSs, we mainly
focus on samples with a thin oxide layer (0.22 µm), in
which windows in the Hall geometry were formed
photolithographically in order to perform a short
period of boron diffusion from the gas phase at Tdif =
900°C. It is known that, at this temperature, an equi-
librium between different diffusion mechanisms is
established [10, 16–18]. This equilibrium results in a
sharp retardation of the rate at which boron is diffused
into silicon and facilitates the optimum passivation of
the layers of microdefects bounding the SASQWSs
(Figs. 3c, 4b, and 4c). It should be noted that the pyra-
midal microdefects consisting of intrinsic interstitial
atoms, which become apparent at the stage of chemical
etching [18], did not disappear after the short period of
boron diffusion (Fig. 1c).

An earlier analysis of the resulting ultrashallow
boron concentration profiles using secondary-ion mass
spectrometry (SIMS) [22] has shown that their depth
does not exceed 7 nm [10, 17, 18, 21]. Thus, the depth
of the diffusion profiles virtually corresponds to the
expected vertical size of the self-assembled silicon
nanostructure consisting of longitudinal SASQWSs
bounded by δ-shaped barriers (Figs. 3c, 4b, and 4c). In
addition, the presence of a p-type QW at the n-Si (100)
surface was verified using the four-probe method under
the conditions of layer-by-layer etching. The applica-
tion of SIMS to this verification encountered certain
difficulties related to the limited resolution of this
method and to the smoothing of the ultrashallow diffu-
sion profile as a result of the diffusion of impurity
atoms under the action of an ionic beam [17, 18].

The characteristics of the single p-type SAQW were
determined from the angular dependence of the cyclo-
tron resonance of electrons and holes when the mag-
netic field was rotated in the {110} plane perpendicular
to the plane of the boron diffusion profile on the
Si (100) surface [23, 24]. The quenching and shift of
the cyclotron resonance lines recorded by an ESR spec-
trometer (X-band, 9.1–9.5 GHz) were found to show a
180° symmetry when the magnetic field was oriented
parallel to the plane of the obtained ultrashallow boron
profile, which clearly indicated that the QW was ori-
ented parallel to the (100) planes.

The cyclotron resonance spectra (Fig. 5) consist of
unusually narrow lines, indicating a substantial increase
in the spin–lattice relaxation time of the nonequilib-
rium electrons and holes in the SASQWSs as compared
to the corresponding times for the bulk Si samples. The
relaxation times estimated from the width of the cyclo-
tron resonance spectral lines for the electrons (τ . 7 ×
10–10 s), light holes (τ . 5 × 10–10 s), and heavy holes
(τ * 5 × 10–10 s) directly indicate a high mobility of
two-dimensional charge carriers: µ * 200 m2/(V s).
This result is rather unexpected in view of the boron
doping level of the δ-shaped barriers between which the
SEMICONDUCTORS      Vol. 39      No. 6      2005
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QWs are formed. In order to explain this fact, we used
ESR data, which indicates that heavily doped δ-shaped
barriers have ferroelectric properties, since they consist
of trigonal impurity B+–B– dipoles [10, 25]. In this
model, the reconstruction of shallow boron acceptors,
resulting in the formation of neutral dipole centers
(2B0  B– + B+), must be accompanied by the
appearance of a correlation energy gap in the density of
states of the degenerate two-dimensional hole gas. The
determination of this energy gap from the temperature
dependence of the Seebeck coefficient (Fig. 6) makes it
possible to explain the above values of the charge car-
rier mobility, which are retained in SASQWSs up to
77 K [26].

The electrostatic ordering of the reconstructed impu-
rity dipoles inside the δ-shaped barriers by an external
electric field applied along different crystallographic
axes in the plane of the SASQWSs (Figs. 4b, 4c) creates
a transverse confinement of the charge carriers, which, it
would seem, results in the angular dependence of the con-
ductivity (Fig. 7). The conductivity maxima observed
when the external electric field is oriented along the
[010], [001], and [011] axes correspond to the crystal-
lographic directions that are most energetically favor-
able for a reconstructed deep center under the condi-
tions of the quadratic Stark effect [27, 28]. Therefore,
the presence of δ-shaped barriers with ferroelectric
properties allows, in particular, the observation of a
quantum conductivity staircase using a split-gate con-
figuration (Fig. 1) both at zero and nonzero gate volt-
ages [10, 29]. Furthermore, the electrostatic ordering of
impurity dipoles, which gives rise to the transverse con-
finement of charge carriers moving along the plane of
the QWs, allows us to use local tunneling spectroscopy
to study quasi-one-dimensional charge carrier trans-

150

75

0

–75

–150
50 100 150 200

Megnetic field, mT

Intensity, arb. units

L
ig

ht
 h

ol
e

E
le

ct
ro

n

E
le

ct
ro

n

H
ea

vy
 h

ol
e

3d
 H

ar
m

on
ic

s

Fig. 5. The cyclotron resonance spectrum for a p-type
SASQWS formed between the δ barriers at the n-Si (100)
surface. The magnetic field is directed perpendicularly to
the SASQWS planes in the plane {110}: B || 〈100〉  + 30°.
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port. In this case, the external electric field Utunn =
Uds + Ug applied in the plane of the QWs (Fig. 2a), on
the one hand, gives rise to transverse confinement due
to the ordering of the impurity dipoles (Ug) and, on the
other hand, is responsible for the transport of individual
charge carriers (Uds).
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Fig. 6. The temperature dependence of the thermoelectric
power (Seebeck coefficient) for a p-type SASQWS formed
between the δ barriers at the n-Si (100) surface.
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Fig. 7. The crystallographically dependent change in the
resistance in the plane of a p-type SASQWS formed
between the δ barriers at the n-Si (100) surface (T = 77 K).
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3. MANY-ELECTRON ARTIFICIAL ATOMS

3.1. The Coulomb Blockade and Coulomb Oscillations

Figures 8a and 8b show the current–voltage (I–V) char-
acteristics of a QD formed in an SASQWS using the
split-gate technique (Fig. 1c). The dependence Ids =
f(Ug) was measured at a small potential difference Uds
between the source and the drain, which only slightly
exceeded the value required for the measurement of the
tunneling conductivity between them. Nevertheless, the
value of Uds was sufficient for the formation of a one-
dimensional channel in the SASQWS because of the
electrostatic ordering of the impurity dipoles inside the
δ-shaped barrier. In this case, it is not necessary to use
finger gates, since the split-gate voltage is entirely
localized at a QD formed near a pair of unreconstructed
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Fig. 8. (a) Coulomb oscillations and (b) the Coulomb stair-
case observed during the transit of single holes through a
weakly coupled quantum dot inside a QWr formed using
the split-gate technique in the plane of a p-type SASQWS
formed between the δ barriers at the n-Si (100) surface
(T = 77 K).
impurity dipoles [10]. Depending on the gate voltage,
the current oscillates with a characteristic period that
corresponds to the voltage required for introducing one
charge carrier into the QD [6, 8]. Therefore, the Cou-
lomb oscillations shown in Fig. 8a represent the cur-
rent–voltage curve of a single-electron transistor that
operates by “switching” the QD on and off each time a
single charge carrier enters the QD in the process of
quasi-one-dimensional transport.

The behavior of Coulomb oscillations can be con-
sidered using a model of the Coulomb blockade that
arises under the conditions of weak coupling between
the QD and the QWr containing it [30, 31]. This model
describes the recharging mechanism of the QD during
carrier tunneling through it inside the QWr; again, the
QD is assumed to be electrically neutral. The energy
required for introducing the charge Q into the QD is
Q2/2C, where

is the total capacitance of the QD, CL and CR are the
capacitances between the QD and the QWr containing
it, and Cg is the gate capacitance (Figs. 9a, 9b). Since
the minimum charge added to the QD corresponds to
the charge of a single electron (hole), it follows that, for
the current to flow through it, the energy e2/2C is
required. Thus, charge quantization produces an energy
gap e2/C in the spectrum of the QD states (Figs. 9b, 9c).

C CL CR Cg+ +=

e2/Ce2/Ce2/C

e2/Ce2/Ce2/C

Quantum wire

Source Drain

Quantum dot

CL CR

Cg

Ug

EF

EF

S D S D S D S D

S D S D S D
Uds1

Uds2

Gate voltage Ug

Drain-source voltage Uds

(a)

(b)

(c)

Fig. 9. (a) An equivalent circuit for a weakly coupled quan-
tum dot inside a quantum wire with an applied gate voltage
Ug. The circuit corresponds to a single charge-carrier tran-
sistor circuit. (b, c) A band diagram of a quantum dot in
relation to the charge state and charge-carrier kinetic
energy, which can be adjusted by changing (b) the gate volt-
age Ug and (c) the source–drain voltage Uds.
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If the temperature is fairly low, i.e., if kT < e2/2C, nei-
ther an electron nor a hole can tunnel inside the QWr
containing the QD; i.e., we have a situation correspond-
ing to the Coulomb blockade.

By varying the gate voltage Ug, we can change the
energy required for adding charge to the QD (Fig. 9b).
In this case, the gate voltage Ug is applied between the
gate and the source. However, if the voltage between
the source and the drain is very small, then the drain,
the source, and the QD have the same potential. There-
fore, in the presence of voltage at the gate, the electro-
static energy of the QD is changed [6, 8]:

(1)

In the case of a negative charge Q, the first term in the
equation describes the attractive interaction between
the charge Q and the positively charged gate, and the
second term describes the electrostatic repulsion
between the particles inside the QD. Equation (1)
shows that the energy is at a minimum at Q0 = –CgUg.
By changing Ug, we can choose any value of Q0 that
minimizes the energy in Eq. (1) if the charge is not
quantized. However, since the real charge is quantized,
the variation in energy is discrete. As Q0 = –Ne, the total
number of charge carriers N corresponds to the mini-
mum of the energy E, and the Coulomb interaction
induces changes in the energy e2/2C as N either
increases or decreases by unity. For any other value
of Q0, except for Q0 = –(N + 1/2)e, there exists a
smaller, but nonzero, energy level required for the addi-
tion or removal of a charge carrier. Under such circum-
stances, there is no current at low temperatures. How-
ever, if Q0 = –(N + 1/2)e, then the state with Q0 = –Ne
and the state with Q0 = –(N + 1)e are degenerate, and
the charge varies between these two values even at zero
temperature. Hence, the energy gap in the tunneling
spectrum disappears and the current can flow (Fig. 9b).
Conductivity peaks appear when the condition CgUg =
Q0 = –(N + 1/2)e is satisfied. These peaks are periodic
and are separated by a gate voltage equal to e/Cg (Fig. 8a).

Thus, the energy gap in the tunneling spectrum
exists for all Ug except for the points of charge degen-
eracy (Figs. 8a, 9b). Closer discrete levels, shown out-
side this energy gap, exist due to the excited states of
the charge carriers in the QD. When Ug continuously
grows, the energy gap shifts downwards with respect to
the Fermi energy until it reaches the point of charge
degeneracy. When the gap crosses this point, the tun-
neling spectrum changes abruptly: the energy gap dis-
appears and then appears again with an upward shift
of e2/C. At the same time, the charge of the QD
increases by e and the process is repeated. The point of
charge degeneracy and the conductivity peak are
reached each time the voltage increases by e/Cg; more-
over, this value is necessary for addition of one charge
carrier to the QD.

E QUg
Q2

2C
-------.+=
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It should be noted that the model of the Coulomb
blockade takes the charge quantization into account but
disregards the energy quantization that arises due to the
small size of the QD. At low energies, the confinement
makes the distances between the energy levels in the
QD relatively large. Taking the confinement into
account somewhat changes the pattern of Coulomb
recharging of the QD [3, 8, 30]. In particular, the Cou-
lomb oscillations become aperiodic as the number of
charge carriers in the QD decreases. Therefore, in rela-
tion to tunneling through a few-electron dot, the dis-
tance between the two neighboring peaks is

; (2)

thus, this distance depends on the peak number, in con-
trast to the case of many-electron dots, for which the
Coulomb oscillations are strictly periodic (Fig. 8a). To
calculate the positions of the peaks of the Coulomb
oscillations more accurately, we have to numerically
calculate the energy eigenvalues for the real shapes of
the QDs [12, 32].

The energy spectrum of a QD can also be investi-
gated by measuring the dependence of the tunneling
current on the voltage Uds at fixed values of Ug (Fig. 8b),
e.g., at those that satisfy the condition Q0 = –(N + 1/4)e.
In this case, the Fermi level of the source is raised with
respect to its position in the drain, according to the
increase in Uds. Furthermore, the Fermi level EF rises
with respect to the confinement levels (Fig. 9c). The
current begins to flow as soon as the Fermi level of the
source rises above the first confinement level. When the
Fermi level rises further, the higher energy levels begin
to contribute to the current. The positions of the con-
finement levels can be determined from the conductiv-
ity curves corresponding to the Coulomb staircase
(Fig. 8b) by measuring the voltages at which the cur-
rent increases or, equivalently, the voltages correspond-
ing to the peaks in the dI/dUds curve [6, 8]. At high Uds,
the second, third, etc. confinement levels are seen
(Fig. 8b). Furthermore, the confinement levels are
shifted by eUg as the voltage Ug increases. It will be
shown below that these shifts result in the correspond-
ing asymmetry of the curves I = f(Uds) and dI/dUds.

Thus, the Coulomb blockade mode is characterized
not only by the fact that the condition kT < e2/2C is sat-
isfied but also by the appearance of periodic Coulomb
peaks that originate from the one-electron recharging of
a QD. The values of the conductivity, even at the max-
ima of the Coulomb peaks, are much smaller than the
conductivity quantum e2/h [33–35].

3.2. Local Tunneling Spectroscopy of Many-Hole 
Silicon QDs in the Coulomb Blockade Mode

The technique of local tunneling spectroscopy is
based on the use of a scanning tunneling microscope
(STM). In this study, we used an STM with an electro-

∆Ug
e
C
----

εN 1+ εN–
e

-----------------------+=
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magnetic system characterized by a rough approach of
the tip to the sample in the temperature range 4.2–300 K.
Using this technique, the largest area that could be
scanned at 300 K was 4 × 4 µm2 and the largest area at
4.2 K was 0.6 × 0.6 µm2. The STM measurements were
performed using mechanically sharpened steel and
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showing (a) the Coulomb blockade, (b) the confinement
effect, and (c) Coulomb oscillations at the transit of individ-
ual holes through a weakly coupled many-hole silicon dot
inside a p-type SASQWS at the Si (100) surface (T = 4.2 K).
tungsten tips. Local tunneling current–voltage curves
I = f(Utunn) were recorded at T = 4.2 and 300 K during
study of the processes involved in the transport of indi-
vidual holes in the SASQWSs described above. The
tunneling current was measured as a function of the
voltage applied between the STM tip and the contacts
at the boundaries of the planar structure formed in the
Hall geometry (Fig. 2a).

Figures 10, 11, and 12 show the tunneling current–
voltage characteristics that correspond to different
points of the boron diffusion profile in the Si (100) sur-
face representing a δ-shaped barrier under which the
SASQWSs are located. Although the local tunneling
curves are appreciably different, all of them show the
presence of Coulomb interaction and quantum confine-
ment effects in the transport of individual holes in the
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corresponding to the mode of the Coulomb blockade at the
gate voltages Ug (a) 0.7–1 and (b) 0.6–0.9 V. The blockade
arises at the transit of individual holes through a weakly
coupled many-hole quantum dot inside a p-type SASQWS
at the Si (100) surface (T = 300 K).
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QWrs, which are induced electrostatically in some
regions of the SASQWSs by voltage Utunn being applied
between the STM tip and the contact at the boundary of
the planar structure (Fig. 2a). As was noted above, these
QWrs appear due to the electrostatic ordering of impu-
rity dipoles in the δ barriers. This ordering is induced
by the STM tip as it approaches the surface of the dif-
fusion profile. The orientation of the QWrs is deter-
mined by the relative positions of the tip and the contact
at the boundary of the planar structure. The current and
the shape of the local current–voltage characteristic
depend on the mode of the ballistic transport of individ-
ual holes. The main characteristics of the QWr respon-
sible for the shape of the local current–voltage curves
are its smoothness, which varies due to fluctuations in
the distribution of the alloying impurity, and the pres-
ence of isolated QDs. Furthermore, it is important how
close these QDs are to the region where the tip directly
affects the surface of the diffusion profile (Figs. 2b, 2c).
This closeness determines the voltage drop across a
QD, which is equivalent to the gate voltage Ug in a cir-
cuit with a field-effect transistor. If an isolated QD
formed inside a dynamic QWr is located outside the
region of the direct effect of the tip, then Utunn = Uds.
However, when the tip is close to a zero-dimensional
defect, we have Utunn = Ug. Hence, the local tunneling
current–voltage curves (see Figs. 10, 11, 12) that char-
acterize the transport of individual carriers in electro-
statically induced Qrs are representative of the standard
Ids = f(Uds) and I = f(Ug) curves for a single-electron
transistor (see Figs. 8b, 8c).

The shape of the local tunneling current–voltage
characteristics shown in Figs. 10a, 11a, and 11b corre-
sponds to the mode of the Coulomb blockade, which
arises due to the presence a weakly coupled many-hole
QD inside a QWr. These I–V curves are indicative of
the charge quantization that leads to an energy gap in
the spectrum of states for charge carrier tunneling
through a QD (Fig. 9b). According to the model of the
Coulomb blockade, for an electron to tunnel through a
QD, the electron thermal energy (kT) and kinetic
energy (eUtunn) must exceed the Fermi energy by e2/2C.
Accordingly, the hole energy must be lower than the
Fermi energy by the same quantity. When measuring
local current–voltage characteristics, the threshold
voltage for overcoming the Coulomb blockade is deter-
mined by the hole kinetic energy (Utunn > e/2C). For the
structures under study, this voltage is 0.15 and 1.0 V,
respectively, both in the forward and reverse current–
voltage characteristics. These values correspond to the
QD capacitance values of 5 × 10–19 and 8 × 10–20 F.
Thus, the parameters of the structures under consider-
ation indicate that the Coulomb blockade can be
observed at room temperature, as was demonstrated
virtually for the first time when studying the recharging
of silicon many-hole QDs (Fig. 11a). The result
obtained is probably related to the complicated con-
necting structure of the QDs, which takes the form
SEMICONDUCTORS      Vol. 39      No. 6      2005
chains of multitunneling silicon junctions (Figs. 2b, 2c)
separated by high-energy barriers. In this case, the total
capacitance of the QDs decreases, since a QD itself is a
series connection of QDs. As the above current–voltage
curves are symmetric with respect to zero applied volt-
age, a QWr contains at least two tunneling barriers and
the main part of the applied voltage drops across these
barriers. Under the conditions of the Coulomb block-
ade, these barriers, between which the QDs are local-
ized, have different widths, which can be electrostati-
cally tuned depending on the direction of the applied
voltage, as is indicated by the symmetry of the forward
and reverse current–voltage characteristics with
respect to zero applied voltage. The similar behavior
of the I–V curves indicates that the voltage applied
between the STM tip and the contact at the boundary of
the planar structure corresponds to the source–drain
voltage Utunn = Uds, since a QD is located virtually in the
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quantum dot inside a p-type SASQWS at the Si (100) sur-
face (T = 330 K) and (b) the different modes of Coulomb
blockade at Utunn > 0 and Utunn < 0 resulting from the asym-
metry in the location of a weakly coupled many-hole quan-
tum dot between the microscope tip and the contact at the
periphery of the planar structure (T = 300 K).
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middle of the dynamic QWr containing it. However, the
situation is different if we consider the local I–V curve
in Fig. 12b, obtained at an asymmetric location of a QD
with respect to the ends of the electrostatically induced
QWr containing it (this curve shows the effect of the
Coulomb blockade only for the forward current–volt-
age characteristic). We can see that, in this case, the bar-
rier width is not an electrostatically tuned parameter.

In Figs. 10b and 12a, we can see current–voltage
curves of a different type. These curves exhibit features
in the shape of steps symmetrically located with respect
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Fig. 13. The conductance of a strongly coupled few-elec-
tron quantum dot inside an SASQWS on the Si (100) sur-
face at T = 300 K. Spectra (a), (b), and (c) are measured at
different positions of the STM tip with respect to the QD
and indicate the formation of electronic shells.
to Uds = 0, both at positive and at negative applied volt-
ages Uds. The appearance of steps in the I = f(Utunn)
curves can be explained using the above model of Cou-
lomb oscillations, which are seen against a background
of Coulomb blockade if we take the confinement effect
into account. In other words, the I = f(Utunn) curves
seem to represent the spectra of the confinement energy
levels in QDs.

As Uds increases, the Fermi level of the source (tip)
rises with respect to its position in the drain (an ohmic
contact to the sample) and, therefore, with respect to the
confinement levels. The current starts to flow as the
Fermi level of the source crosses a confinement level
(Fig. 9c). At a further rise in the Fermi level, the higher
confinement levels contribute to the current, thus pro-
ducing its stepped growth (Figs. 10b, 12a). Therefore,
the positions of the steps in Figs. 10b and 12a are deter-
mined by the energies of the confinement levels, which
are pinned to the levels of charge quantization (Fig. 9c).
Furthermore, the presence of Coulomb steps in the
local current–voltage curves indicates that, in the spe-
cific geometry of the experiment, the isolated dots are
located outside the range of the direct effect of the STM
tip (Utunn = Uds).

4. FEW-ELECTRON ARTIFICIAL ATOMS

4.1. The Formation of Electronic Shells

At low temperatures, few-electron QDs show a dis-
crete energy spectrum with a characteristic gap
between the confinement levels. In order of magnitude,
this gap is comparable to the energy of the Coulomb
interaction. In this case, the energy (U) required for
placing an electron onto a QD is essentially similar to
the electronic affinity of a real atom. In the presence of
a limited number of charge carriers in a QD, low-
energy excitations can transfer the carriers to higher
confinement levels. Due to the Coulomb interaction
between the charge carriers, the energy corresponding
to these excitations is much smaller than U.

Thus, we can draw a parallel between charged few-
electron QDs and real atoms; however, there are two
fundamental distinctions. In real atoms, the Coulomb
field has a spherical symmetry and is quantized in units
of the elementary charge because of the discreteness of
the nucleus charge. It should be noted that, in a real
atom, the spectrum of energies corresponding to the
addition or removal of an electron can only be weakly
controlled. The electrons in a real atom interact with a
fixed nucleus potential and with each other, and these
two interactions determine the energy spectrum. At the
same time, the Coulomb field in a QD may have an
arbitrary symmetry and vary continuously (with respect
to the elementary charge). Thus, it is possible to totally
change the energy spectrum of an artificial atom by
changing its geometry or structure [12, 32].

When filling the discrete energy levels in highly
symmetric QDs by electrons, the effects of orbital
degeneracy and the formation of shells characteristic of
SEMICONDUCTORS      Vol. 39      No. 6      2005
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real atoms can appear. We recall that the presence of a
3D spherically symmetric potential in an atom results
in the appearance of a shell structure with 1s, 2s, 2p, …
shells. The ionization energy is at its highest for atomic
numbers 2, 10, 18, …, and, up to the atomic number 23,
these shells are filled sequentially according to Hund’s
rule. Therefore, the filling of the corresponding shells
in the QDs must also depend primarily on factors such
as electron–electron interaction and electron spin [12].

The identification of the electronic shells of QDs has
become possible due to the use of scanning tunneling
microscopy (STM). A study of the local tunneling cur-
rent–voltage characteristics of separate semiconductor
nanocrystalline InAs QDs, which had a characteristic
size ranging from 2 to 8 nm, made it possible to show
that, in particular, the first and second excited states of
the conduction band had the s and p symmetry mani-
festing itself in the corresponding multiplet series [13].

4.2. Local Tunneling Current–Voltage Characteristics 
of Few-Electron Silicon QDs

Local tunneling I = f(Utunn) curves, which represent
the energy spectra of QDs, are a particularly effective
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Fig. 14. The conductance of a strongly coupled few-elec-
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tions of the STM tip near the QD and indicate the suppres-
sion of the formation of electronic shells, which results
from the closeness of the STM tip to the QD.
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tool for identification of the parameters of few-electron
silicon QDs. In this study, we present the results of
studies of few-electron small-size silicon artificial
atoms for the first time. These results make it possible
to determine the positions of the confinement levels,
even at room temperature, using local tunneling spec-
troscopy data.

Figures 13–15 show the current–voltage character-
istics obtained for the electron transit through QDs
located in p-type longitudinal SASQWSs with a built-
in longitudinal component in the field of the p+–n junc-
tion [36]. As a result of this configuration, the QD con-
duction can be locally inverted from p-type to n-type.
These current–voltage characteristics show that, due to
their small size, the few-electron QDs under study have
a discrete energy spectrum with a characteristic separa-
tion between their confinement levels; in order of mag-
nitude, this separation is comparable to the energy of
the Coulomb interaction. In particular, the conductance
of high-symmetry dots with a characteristic size of
~2 nm (Fig. 1c) is obviously indicative of the s and
p symmetry manifested in the corresponding local tun-
neling I–V curves by the series of multiplets (Fig. 13).
In other words, when filling discrete energy levels in
high-symmetry few-electron QDs with electrons,
orbital degeneracy and shell formation specific to real
atoms are observed. The effect of the formation of elec-
tronic shells appeared to be very sensitive to the local
electric fields and virtually completely disappeared
both as the STM tip approached a few-electron QD and
as its symmetry was disrupted by local fluctuations in
the boron distribution in the δ barriers (Fig. 14). It is
interesting that, in spite of the suppression of the forma-
tion of electronic shells, the energy gaps between the
confinement levels are conserved (Fig. 14) and, in addi-
tion, in some cases, their spin degeneracy is removed
(Fig. 15).
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Fig. 15. A local tunneling current–voltage characteristic
indicating the Coulomb oscillations under the conditions of
removal of the spin degeneracy of the quantum confinement
levels at the transit of individual electrons through a weakly
coupled few-electron quantum dot inside an SASQWS at
the Si (100) surface (T = 4.2 K).
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5. CONCLUSIONS

Thus, local tunneling spectroscopy studies have
shown that, in the SASQWSs at the surface of Si (100),
the STM tip induces QWrs with many-hole weakly
coupled QDs and few-electron strongly coupled QDs.

Local tunneling current–voltage characteristics
show the different modes of Coulomb blockade and
Coulomb conductivity oscillations occurring at the
transit of single holes through many-hole weakly cou-
pled QDs. The manifestation of these modes is caused
by the Coulomb interaction and quantum confinement
effects.

It is shown that, for tunneling through many-hole
QDs, the Coulomb oscillations have a periodic charac-
ter, whereas, for the transport through few-electron
dots, the regularity of the oscillations is disrupted.

The local tunneling current–voltage characteristics
of high-symmetry few-electron silicon QDs indicate
the formation of shells specific to real atoms.
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Abstract—The room-temperature electroreflectance and reflectance of a GaAs/AlGaAs single quantum well
(QW) structure are studied. An oscillatory behavior of the electroreflectance signal as a function of the thickness
of the top AlGaAs barrier layer is observed. The experimental data are analyzed using a dielectric function of
QWs and the transfer matrix method for multilayer systems. This analysis allows the determination of the
parameters of the QW and the barrier layers. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Semiconductor structures with quantum wells
(QWs) are widely used in the fabrication of injection
lasers, LEDs, photodetectors, and optical modulators.
The design, optimization, and control over the technol-
ogy of these devices demand accurate information on
the optical properties of QWs (the electronic spectrum
and matrix elements of optical transitions) and thick-
nesses of the structure layers. Generally, optical proper-
ties are studied at low temperatures. In various methods
of study, based on analysis of absorption, reflectance,
photoluminescence, and photoluminescence excitation
spectra, the signal is determined by the dielectric func-
tion (DF) of a QW and the optical constants of the other
layers in the structure. However, when the optical prop-
erties are studied at room temperature (which simplifies
the technology involved in monitoring the structure
parameters), the sensitivity of the conventional low-
temperature methods decreases as a result of the ther-
mal broadening of the optical transitions, broadening of
the energy distribution of electrons and holes, and
decreased contribution of excitonic effects. At the same
time, the signal in modulation spectroscopy methods,
such as electroreflectance (ER) and photoreflectance, is
mainly determined by the derivative of the QW DF.
Due to this specific feature, modulation spectroscopy
methods retain their high sensitivity and spectral reso-
lution up to room temperature.

The most important aspect in a quantitative analysis
of optical spectra is knowledge of the QW DF. Semi-
empirical models, e.g., Lorentzian or Gaussian oscilla-
tor models, have been applied in a large number of pub-
lications [1–5]. In such an approach, a specific form of
the energy spectrum of QW states can be taken into
account, in particular, the strong nonparabolicity of the
valence band and dependence of the optical transition
matrix element on photon energy. Recently, we
1063-7826/05/3906- $26.00 ©0697
reported the results of a calculation of the DF of a
GaAs/AlGaAs single QW as a function of the density
of 2D electron and hole gases using a self-consistent
solution to the Poisson and Schrödinger equations [6].
In the present study, these results are applied to an anal-
ysis of the room-temperature ER spectra of an undoped
structure. Knowing the DF allows us to apply a transfer
matrix formalism to multilayer systems [7] and, in the
calculation of optical spectra, to take into account all
the layers and interfaces in the structure. In this case,
the contribution of a QW is calculated directly rather
than being regarded as a adjustable parameter, in con-
trast to a series of studies by Klipstein et al., who car-
ried out calculations introducing an additional empiri-
cal function (see, e.g., [1]). We show that the ER spec-
trum of a single QW strongly depends on the thickness
of the top AlGaAs barrier layer. An analysis of experi-
mental data on ER and reflectance allows us to deter-
mine the energies of optical transitions and the thick-
nesses of the QW and both barrier layers. This tech-
nique can be used as a method for the nondestructive
room-temperature control of structures.

2. EXPERIMENTAL
We studied a GaAs/AlGaAs single QW structure

grown by MBE on a semi-insulating (100) GaAs sub-
strate. The sample included the following sequence of
layers: undoped GaAs buffer layers of 200 and 310 nm
in thickness, grown at 580 and 400°C, respectively; two
undoped AlxGa1 – xAs barrier layers (bottom and top)
with a GaAs QW between them; and a 17-nm-thick
GaAs capping layer. The thicknesses of bottom barrier
layer, QW, and top barrier layer, as determined from the
experimental data (see Section 4), were 157.5, 9.61,
and 214.5 nm, respectively. The Al content x in the bar-
rier layers differed slightly, with x = 0.308 in the top
barrier and x = 0.316 in the bottom.
 2005 Pleiades Publishing, Inc.
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Reflectance and ER were measured at room temper-
ature in an electrolytic cell at a nearly normal incidence
of light. The electrolyte was a 3% aqueous solution
consisting of a 1 : 2 mixture of tartaric acid and ethyl-
ene glycol. The working and reference electrodes were
platinum ring and saturated calomel electrodes, respec-
tively. The bias voltage Udc and square-wave modulat-
ing voltage, with a frequency of 64 Hz and amplitude
Umod (in the ER measurements), were applied with a
potentiostat. It should be noted that Udc is the potential
of the reverse side of the sample (the GaAs substrate)
relative to the reference electrode. The spectra pre-
sented below were recorded at Udc = 0 and Umod = 1.5 V.
The spectral resolution of the monochromator was no
less than 0.5 meV. A standard lock-in technique was
used in the signal detection.

The thickness of the top AlGaAs barrier layer was
varied by anodic oxidation of the structure in the same
electrolyte. The thickness of the grown oxide was mon-
itored by variation of reflectance at a wavelength of
372 nm. The oxide was removed in a concentrated
aqueous solution of NH3OH. At the first step of etching,
the GaAs capping layer and about 10 nm of the top bar-
rier layer were completely removed. At the ninth step,
the QW was removed and the etching of the bottom bar-
rier layer was begun.

3. CALCULATION OF THE QW DF

The band structure and wave functions of the elec-
trons and holes in the QW were determined using a
self-consistent solution to the Poisson and Schrödinger
equations. The conduction band was assumed to be
uncoupled to the valence band, and, in terms of the
model, it was regarded as having an energy-dependent
mass [11, 12]. The structure of the valence band and
wave functions of the holes were calculated using the
kp method, with a 4 × 4 Hamiltonian in the axial
approximation [10–13]. This Hamiltonian describes the
interaction between heavy-hole (hh) and light-hole (lh)
subbands. As was shown in [11–13], the axial approxi-
mation yields exact values of the energies and wave
functions in the center of the Brillouin zone (the elec-
tron wave vector kp = 0) and satisfactory results in its
vicinity. The mechanical stresses present in the struc-
ture were disregarded. The differential equations were
solved using the method of finite differentials, with a
constant discretization step of 0.1 nm in the direction of

Table 1.  Calculated energies of the optical transitions

Conduc-
tion band

Valence band

hh1 lh1 hh2 hh3 lh2 hh4

E1 1.4677 1.4814 1.4898 1.5248 1.5391 1.5618

E2 1.5655 1.5793 1.5877 1.6227 1.6370 1.6596

E3 1.6998 1.7138 1.7220 1.7569 1.7712 1.7939
growth. In the solution to the Schrödinger equation, the
electron and hole wave functions in the AlGaAs barrier
layers were set equal to zero at a distance of 15 nm from
the interfaces with the QW. In the solution to the Pois-
son equation, the boundary conditions were determined
by the voltage applied to the surface of the structure and
by the position of the Fermi level within the GaAs
buffer layer at thermodynamic equilibrium. The stan-
dard parameters of the material were used in the calcu-
lations of the band structure [14]. For all the layers,
except for the QW, the residual doping level for donors
and acceptors was assumed to be 1 × 1014 and 5 ×
1014 cm–2, respectively.

The calculated energies of the optical transitions
were fitted to those observed in the ER spectra of the
structure under study (for more detail, see Section 4).
As a result of this fitting process, a QW thickness of
9.61 nm and a 75/25 ratio between the offsets of the
conduction and valence bands were obtained. The
thickness of the QW appeared to be a monolayer
greater than the nominal thickness (9.33 nm) preset in
the growing procedure. The obtained ratio between the
band offsets was slightly higher than 65/35, which is
the ratio commonly used in band structure calculations,
but it lies within the range of values previously reported
in other publications [11, 12, 14–16]. For the obtained
parameters, we identified three quantum-well states in
the conduction band (E1, E2, and E3) and six in the
valence band (hh1–hh4, lh1, and lh2). The calculated
energies of the optical transitions from a sublevel in the
valence band to a sublevel in the conduction band are
listed in Table 1.

The imaginary part of the QW DF was calculated in
terms of a dipole approximation under the assumption
of direct transitions in quasi-momentum space [17, 18].
The real part of the DF was calculated using the Kram-
ers–Kronig relation. The matrix elements for light
polarized parallel to the QW plane, which appear in the
expressions for determining the DF, were calculated via
the wave functions of the conduction and valence
bands. Excitonic effects were disregarded, since, at
room temperature, their contribution is small.

Figure 1 shows the QW DF calculated for a zero
bias on the structure (the electric field within the QW is
about 7 kV cm–1). The arrows indicate the energies of
the optical transitions that make the largest contribu-
tions to the DF. The other transitions listed in Table 1
are forbidden; therefore, their amplitude is small. Fur-
thermore, their unambiguous identification at room
temperature is problematic. Calculations and an analy-
sis of the experimental data indicate that, as a modula-
tion voltage of 1.5 V is applied to the structure, the elec-
tric field within the QW is changed from a near-zero
value to 20 kV cm–1. Mainly due to the Stark effect,
which is the principal mechanism of electroreflectance
for the QW under study, this change in the electric field
leads to a slight modification of the dielectric function
of the QW. It is necessary to note that the discussed
SEMICONDUCTORS      Vol. 39      No. 6      2005
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modification of the DF is not seen in the scale used in
Fig. 1. For example, under the conditions used, the
decrease in the energy of the hh1E1 transition is about
1 meV. Furthermore, calculations show that, owing to
the low electron density in the experimental conditions,
the structure can be regarded, from the standpoint of the
potential distribution, as a flat capacitor with a voltage
applied across its plates.

4. EXPERIMENTAL RESULTS AND DISCUSSION

Figures 2a and 2b show the experimental reflectance
(2a) and ER (2b) spectra after the first and ninth etching
steps. The arrows indicate the band gaps of the GaAs
buffer and AlxGa1 – xAs barrier layers as well as the
energies of the principal optical transitions in the QW,
which were found from the fitting of the calculated ER
spectra to those obtained experimentally. The peaks
observed at about 1.42 eV correspond to bulk GaAs
(buffer layer). With regard to the QW signal, the optical
transitions from the valence band to the first electron
subband, hh1E1 and lh1E1, lie in the energy range 1.46–
1.57 eV; transitions to E2, hh2E2 and lh2E2 are identified
in the range 1.57–1.67 eV; and the range 1.67–1.8 eV
corresponds to transitions to E3 and hh3E3. It can be
seen that the QW signal in the ER spectrum is much
stronger, which provides direct evidence of the signifi-
cantly better sensitivity of the modulation technique.
Two transitions corresponding to bulk AlxGa1 – xAs with
an Al content x = 0.308 and 0.316 are seen in the high-
energy portion of the spectrum after the first etching. It
can also be seen in these figures that, after the ninth
etching, the signal from the QW disappears from the
ER spectrum, and, instead of a double structure, only
one transition, corresponding to x = 0.316, remains in
AlGaAs range.

Figure 3 shows the ER spectra in the range of tran-
sitions between the ground sublevels of heavy and light

13.0

12.9

12.8

12.7
1.45 1.50 1.55 1.60

0.6

0.4

0.2

0

εr εi

Photon energy, eV

Fig. 1. Real (εr) and imaginary (εi) parts of the QW DF in
the structure under study. The arrows indicate the energies
of the optical transitions that make the largest contribution
to the DF (from left to the right: hh1E1, lh1E1, hh3E1, and
hh2E2).
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holes, hh1 and lh1, and the ground electron sublevel E1
after the first to eighth etching steps. It can be seen that,
as the thickness of the top barrier layer decreases, the
maximum of the signal is gradually transformed into a
minimum and, vice versa, the minimum into a maxi-
mum. As a result, the signal shape is restored after sev-
eral etching steps (see, e.g., the spectra after the second
and sixth or third and seventh etching steps). In other
words, the magnitude of the ER signal at a fixed photon
energy is an oscillating function of the thickness of the
top barrier layer. This behavior is observed for all the
optical transitions in the QW, and the period of oscilla-
tions decreases as the photon energy increases.

The observed effect is accounted for by the fact that
the source of the ER signal, i.e., the QW, lies within the
structure and the optical path of light across the top bar-
rier layer is reduced by etching. The calculations show
that the shape of the ER signal in the spectral range of
the QW transitions is also dependent on the other layers
in the structure, in particular, on the thickness of the
bottom barrier layer. This dependence is due to the

0.25

0.20

0.15

1.4 1.5 1.6 1.7 1.8 1.9
Photon energy, eV

R
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Quantum well

Bulk
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Bulk GaAs Bulk AlGaAs

(a)

(b)

Fig. 2. (a) Reflectance and (b) ER spectra after the first and
ninth etching steps. The upward-pointing arrows indicate
the energies of the GaAs band gap (the buffer layer) and of
the top and bottom AlxGa1 – xAs barrier layers. The down-
ward-pointing arrows indicate the energies of the principal
optical transitions in the QW (hh1E1, lh1E1, hh2E2, lh2E2,
and hh3E3).
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interference of light and shows that all the layers and
interfaces of the structure must be considered in a quan-
titative analysis of the ER spectra. Naturally, this con-
clusion is also valid for the reflectance spectra, but, in
this case, the contribution is proportional to the layer
thickness. Therefore, the QW effect in the reflectance
spectrum is relatively weak (see Fig. 2). Furthermore,
since the Al content in the barrier layers is approxi-
mately the same, only the total thickness of barrier lay-
ers can be determined from the reflectance spectra in
real practice. At the same time, a combined application
of the reflectance and ER methods makes it possible to
determine the thickness of both the barrier layers and
the QW (see below).

The quantitative analysis was performed using the
transfer matrix method for multilayer systems [7] and
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Fig. 3. ER spectra in the spectral range of the principal
transitions in the QW (the number of etching step is indi-
cated, 1–8).
the QW DF, which was calculated as a function of the
bias applied to the structure (as described in Section 3).
The ER spectra (∆R/R) were determined from reflec-
tance spectra corresponding to two values of the
applied bias, V1 and V2:

(1)

Here, R(V1) and R(V2) are the structure reflectances at
the biases V1 = Udc – Umod and V2 = Udc + Umod, respec-
tively. The spectra were calculated under the assump-
tion that, in all the etching steps, starting with the first,
the structure consists of a semi-infinite GaAs substrate,
bottom and top AlxGa1 – xAs barrier layers (with a thick-
ness of d1 and d2, respectively), and a QW between
these layers. The content of Al in the barrier layers was
found by averaging the data obtained by fitting the ER
spectra for all the etching steps in the spectral range,
which corresponds to the absorption edge of bulk
AlxGa1 – xAs. This content appeared to be somewhat
different in the bottom and top barrier layers (x = 0.316
and 0.308, respectively). However, the effect of this dif-
ference on the energies of the optical transitions and the
QW DF is insignificant, and we used the same value
x = 0.312 for both barriers. In the calculation, we used
optical constants of GaAs and AlGaAs taken from [19],
which were assumed to be independent of the electric
field within the structure and the refractive index of the
electrolyte (1.41).

The total thickness (d1 + d) of barrier layers after
each etching was determined by fitting the calculated
reflectance spectra to the experimental ones (see Fig. 2a).
For the first etching step, we obtained (d1 + d2) =
362 nm. Then, keeping the total thickness constant and
redistributing it between the top and bottom barriers,
we found the best fit of the calculated to the experimen-
tal ER spectrum for the first etching in the spectral
range of the QW transitions. The other adjustable
parameters were the QW width, band offset, broaden-
ing of the optical transitions, and oscillator strength for
the hh1E1 transition. It was found that the best fit can
be obtained when the top barrier layer thickness d2 =
204.5 nm and bottom barrier layer thickness d1 =
157.5 nm, the QW width is 9.61 nm, and there is 75/25
ratio between the offsets of the conduction and valence
bands. Figure 4 shows a comparison of the calculated
and experimental ER spectra in the range of the first two
QW transitions.

Using the determined thickness of the top barrier
layer after the first etching step, d2 = 204.5 nm, and the
total thickness of barrier layers at each of the etching
steps, as obtained from the fitting of the reflectance
spectra (the second row in Table 2), we determined the
thickness of the top barrier layer for all the etching
steps. These data are listed in the third row in Table 2.
Using these parameters, the ER spectra for each etching
step were calculated, and good agreement with the

∆R
R

-------
1
2
---

R V1( ) R V2( )–
R V1( ) R V2( )+
------------------------------------.=
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Table 2.  Thickness of the AlxGa1 – xAs barrier at each etching step

Etching step 1 2 3 4 5 6 7 8 9

d1 + d2, nm 362.0 342.3 322.7 301.9 279.3 233.9 202.7 181.3 155.1

d2, nm 204.5 184.8 165.2 144.4 121.8 76.4 45.2 23.8 –
experimental data was obtained. It is noteworthy that
the above-listed parameters of the QW are confirmed
for all the etching steps, and the calculated ER spectra
demonstrate oscillatory behavior dependent on the
thickness of the top barrier layer. Figure 5 shows this

2
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Photon energy, eV

∆R/R, 10–3

Fig. 4. ER spectra in the range of the hh1E1 and lh1E1 tran-
sitions after the first etching step. The solid line indicates
the spectra of the experiment, and the dashed line, those of
the calculation.
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Fig. 5. Calculated (solid line) and experimental (points)
magnitudes of the ER signal as function of the thickness of
the top barrier layer. Photon energy = 1.465 eV.
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behavior for a photon energy of 1.465 eV. It can be seen
that the experimental data points taken from the exper-
imental spectra at the same photon energy (see Fig. 3,
the vertical dashed line) agree well with the calculated
curve. The deviation of the last two points (the seventh
and eighth etching steps) from the calculated depen-
dence is related to a strong decrease in the efficiency of
the electric field modulation in the QW at small thick-
nesses of the top barrier layer. It can be assumed that
this effect is due to the presence of a surface charge on
the interface between the sample and electrolyte, which
we disregarded in our calculations.

5. CONCLUSIONS

The reflectance and electroreflectance of a
GaAs/AlGaAs single QW structure was studied at
room temperature. A comparison of the experimental
data with the results of calculations allowed us to iden-
tify the observed transitions and determine the QW
parameters (the QW width, band offset, and content of
Al in the barriers) and the thickness of each of the bar-
rier layers. This technique can be used as a nondestruc-
tive inspection method for QW structures.
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Abstract—Under study is the photoluminescence of two types of MBE-grown heterostructures with quantum-
confined InGaAsN/GaAs layers: (1) conventional InGaAsN quantum wells (QWs) in GaAs, and (2) hetero-
structures with an active region consisting of a short-period GaAsN/InGaAsN superlattice that has an InGaAsN
QW with a submonolayer InAs insertion at its center. At room temperature, the structures under study emit light
in the range from ~1.3 to ~1.55 µm. In the second type of heterostructure, emission with a wavelength larger
than 1.5 µm can be obtained at lower nitrogen and indium concentrations than in a conventional QW. This leads
to a significant depression of the effects related to decomposition of an InGaAsN solid solution, thus improving
the radiative efficiency of the InGaAsN QWs. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The current interest in studies of quaternary
InGaAsN solid solutions is due to their specific physi-
cal properties and the possibility of fabricating emitters
covering an optical fiber communication range of 1.3–
1.55 µm on GaAs substrates [1–3]. Such a system can
be considered a serious alternative to the conventional
InGaAs/InP system. The strong nonlinearity of the
energy gap dependence on the nitrogen content pro-
vides an opportunity to significantly increase the emis-
sion wavelength of InGaAsN quantum wells (QW) at
only a slight increase of the nitrogen content [4]. At the
present time, stripe lasers and VCSELs operating in the
vicinity of 1.3 µm with an active region based on
InGaAsN QWs are used. These lasers demonstrate a
low threshold current, high emission power, and high
characteristic temperature [1–3]. Lasing at 1.52 µm has
also been obtained [5], but the use, in this case, of a
rather high content of nitrogen and indium in the
InGaAsN QWs in the active region leads to a significant
deterioration of the laser characteristics. In order to
reduce the mole fractions of indium and nitrogen, vari-
ous structure designs with additional layers have been
suggested, and a 1.41-µm emission was attained without
a significant deterioration of the optical properties [6].
Recently, Egorov et al. [7] suggested an original
method for a further extension of the emission wave-
length to the vicinity of 1.55 µm. This method requires
the introduction of thin InAs insertions into the center
of InGaAsN QWs embedded in short-period
InGaAsN/GaAsN superlattices.
1063-7826/05/3906- $26.00 0703
In the present study, we perform a detailed investi-
gation and comparative analysis of the optical proper-
ties of conventional InGaAsN QWs and InGaAsN QWs
with InAs insertions placed in InGaAsN/GaAsN super-
lattices, which emit in 1.3–1.55 µm range.

2. EXPERIMENTAL

The structures under study were grown by MBE on
(001) GaAs substrates using an Applied Epi UNI-bulb
RF Plasma Source of nitrogen.

In order to study the effect of QW composition on
the optical properties of structures, four structures with
6.2-nm-thick InGaAsN QWs differing in their In and N
content were grown:

In0.38Ga0.62As, structure A;
In0.38Ga0.62As0.974N0.026, structure B;
In0.38Ga0.62As0.965N0.035, structure C;
In0.41Ga0.59As0.95N0.05, structure D.
Because of the existence of an immiscibility range,

an increase in the In and N mole fractions leads to a
decomposition of the InGaAsN solid solution, thus pro-
viding In- and N-enriched regions [8]. To suppress this
effect, which is enhanced when the N content increases,
an MBE deposition of the N-containing layers was per-
formed at a reduced substrate temperature. It should be
noted that the use of these nonequilibrium growth
parameters imposes extra requirements on the purity of
the initial materials and the growth chamber. In the sam-
ples under study, a QW was placed in the center of a
0.2-µm-thick GaAs layer, confined by Al0.3Ga0.7As bar-
© 2005 Pleiades Publishing, Inc.
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riers on the substrate and surface sides. During the
growth of this QW, the substrate temperature was
reduced to ~350°C. The other parts of the structures
were grown at 500–600°C. The inset in Fig. 1 shows a
schematic representation of the conduction band bot-
tom for structures A–D.

In order to estimate the possibility of a further red
shift of the emission wavelength, an additional struc-
ture, structure E, was grown on an MBE EP-1203
machine using the same plasma source of nitrogen
as for the other samples (Applied Epi UNI-bulb RF).
In structure E, a QW with parameters similar to
those in structure B was placed in a
GaAs0.96N0.04/In0.38Ga0.42As0.974N0.026 superlattice with
a layer thicknesses of 1.3/1 nm, respectively. In struc-
tures F and G, which were based on structure E, an
InAs layer of about one monolayer in thickness was
placed in the center of an In0.38Ga0.42As0.974N0.026 layer.
Structures E and F contained two-period superlattices
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Fig. 1. PL spectra of structures A–D with InxGa1 – xAs1 – yNy
QWs possessing different N (y) and In (x) contents. In struc-
tures A–C, x = 0.38; in D, x = 0.41. The values of y are (A) 0,
(B) 0.026, (C) 0.035, and (D) 0.05. T = 300 K.
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Fig. 2. PL spectra of structures E, F, and G. T = 300 K.
positioned symmetrically on opposite sides of the QW.
Structure G included three-period superlattices. The
total thickness of the central InGaAsN QW was 6.8 nm.
The insets in Fig. 2 show a schematic representation of
the conduction band bottom for structures E–G.

Photoluminescence (PL) was excited in the struc-
tures either using a CW Ar+ laser (W = 1–1500 W/cm2

and λ = 514 nm) or with the second harmonic of a CW
YAG:Nd laser (W = 1500 W/cm2 and λ = 532 nm).
Studies of the samples’ PL were performed in a closed-
cycle helium cryostat in the temperature range 10–300 K.
The PL excitation spectra were recorded under excita-
tion induced by the light of a halogen incandescent
lamp, which was passed through a monochromator. The
samples were placed in a flow-through helium cryostat.
The signal was detected using a monochromator and a
cooled Ge photodiode.

3. RESULTS AND DISCUSSION

Figure 1 shows the PL spectra of InGaAsN QWs
with different N and In contents (structures A–D).
Increasing the nitrogen mole fraction from 0 to 3.5% at
an In content of ~38% (structures A–C) resulted in a
shift of the PL peak from 1.1 to 1.43 µm. Further rais-
ing of the nitrogen and In content to 5 and 41%, respec-
tively (structure D), allowed us to shift the PL peak to
1.55 µm. As the nitrogen and In content increased, the
PL intensity decreased and the PL line was broadened,
which indicates the rising inhomogeneity of the QW
composition and thickness. This observation is related
to the decomposition of the solid solution, which
induces strong local stresses, deformation of the sur-
face, and the formation of centers at which a 3D local-
ization of carriers occurs [9]. At a high enough In and
N content, even the transition to a 3D-growth mode
with the resulting formation of QDs is possible [10].
Figure 3a shows the dependences of the PL peak posi-
tions on the optical excitation density at 10 K for struc-
tures A–D. It is well known that increasing the excita-
tion density leads to a gradual filling of the localized
states related to fluctuations in the QW composition
and thickness and to a corresponding blue shift of the
PL spectral peak. The absence of this shift for the PL
peak of structure A indicates the high homogeneity of
its In0.38Ga0.62As QW. In the case of
In0.38Ga0.62As0.974N0.026, the PL peak is shifted by ∆ =
16 meV as the excitation density increases by three
orders of magnitude. When the nitrogen content is
raised to 5% (structure D), the peak is shifted by ∆ =
26 meV, which indicates the significant inhomogeneity
of the layer. This result correlates with the increase
observed in the half-width of the structure’s PL line
(Fig. 1).

Information concerning the presence of localized
states in the structures can also be obtained from PL
temperature dependences. It should be taken into
account that, if the excitation density is sufficient for a
complete filling of the centers where the 3D localiza-
SEMICONDUCTORS      Vol. 39      No. 6      2005
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tion of carriers occurs, which are induced by potential
fluctuations, the recombination of carriers localized in
the QW plane becomes dominant. Therefore, in order
to provide an adequate characterization of the optical
and structural quality of the samples, we studied the PL
temperature dependences at a low excitation density
(W  = 10 W/cm2). Figure 3b shows the temperature
dependences of the PL peak positions. Generally, the
temperature shift of the PL peaks is described by the
Varshni law, according to which the GaAs band gap
decreases by ~84 meV as the temperature increases
from 10 to 300 K, in agreement with the temperature
shift of the PL peak for structure A. At the same time,
as the nitrogen content in the layers increases (struc-
tures B–D), the temperature shift of the PL peaks
decreases and the type of dependence itself is changed.
This phenomenon can be attributed to the fact that, at
low temperatures, the radiative processes in InGaAsN
QWs are governed by the recombination of excitons
localized on fluctuations of the QW potential [11]. As
the temperature increases, carriers are excited from
localized states to a level corresponding to the carrier
localization in the QW plane (the portion of the temper-
ature dependences where the PL peaks are shifted to
higher photon energies). For structures B–D, the inflec-
tion point in the temperature dependence, which corre-
sponds to the transition to the recombination of carriers
localized in the QW plane, lies at 140 K. Studies of the
PL excitation (PLE) spectra at low temperatures allow
a quantitative determination of the energy of the carrier
localization during fluctuations of the QW potential.
Figure 4 shows the PL and PLE spectra of structures A–D,
which were recorded at 7 K. The PLE spectra of the
QWs demonstrate features related to absorption on the
levels corresponding to the optical transitions e1–hh1,
e1–lh1, and e2–hh2 [12]. The Stokes shift between the
energies of the PL peak and PLE peak corresponding to
the e1–hh1 transition is not observed in structure A;
however, owing to the existence of localized states
responsible for luminescence at low temperatures, this
shift can be observed in structure B (∆S = 45 meV), and,
as the nitrogen content in the QW grows, it increases to
80 meV in structure D.

In order to suppress the decomposition of the
InGaAsN solid solution, related to a high N and In con-
tent, and to improve the optical properties of InGaAsN
QWs emitting in the vicinity of 1.55 µm, it has been
suggested that thin InAs insertions should be intro-
duced into the center of an InGaAsN QW embedded in
an InGaAsN/GaAsN superlattice. This method poten-
tially makes it possible to considerably reduce the aver-
age N and In content in the active region of a structure.

In order to study the effects related to the introduction
of these additional layers into the InGaAsN/GaAsN
superlattice, we grew structure E. In this structure, the
parameters of the In0.38Ga0.42As0.974N0.026 QW were the
same as in structure B. Figure 2 shows the PL spectrum
of structure E, which was recorded at room tempera-
SEMICONDUCTORS      Vol. 39      No. 6      2005
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ture. As can be seen, the use of the InGaAsN/GaAsN
superlattice leads, owing to a significant reduction of
the barrier height, to a shift in the wavelength of the
QW emission to 1.4 µm without any major deteriora-
tion in the structure quality. The average lattice constant
of the used InGaAsN/GaAsN superlattices is close to
the lattice constant of GaAs; therefore, it does not
induce additional elastic stress in a heterostructure dur-
ing its formation. Thus, we chose structure E as the
basis for these InGaAsN QWs with thin InAs insertions
(structures F and G, respectively). Figure 2 also shows
the room-temperature PL spectra of structures F and G.
It can be seen that the insertion of a thin InAs layer
(structure F) into the center of the QW shifts the emis-
sion line to 1.49 µm without any reduction of the PL
intensity, and the addition of one period to the embed-
ding InGaAsN/GaAsN superlattice results in a further
red shift. This heterostructure (structure G) emits at
1.505 µm. For all the heterostructure types under study,
the advance toward longer emission wavelengths is fol-
lowed by a decrease in the integral PL intensity. How-
ever, for structure G, this decrease is significantly
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smaller than for structure D (by factors of 24 and 330,
respectively, as compared to structure A).

Figure 5a shows the positions of the PL peaks for
structures E–G as functions of the excitation density at
10 K. It can be seen that the blue shift of the PL peak
for structure E, ∆ = 11 meV, is less than that for struc-
ture B (16 meV) for the same QW composition; more-
over, it is further reduced to 6 meV for structure G, in
which an InAs layer is added in the center of the
InGaAsN QW. The temperature dependences of the PL
peak position (Fig. 5b) also demonstrate that the contri-
bution of localized states in the radiative processes in
structures F and G is reduced. For these structures, the
PL peaks are shifted by 55 meV in the temperature
range 10–300 K, and the inflection point in the temper-
ature dependence of the PL peak position is at about
70 K, whereas, in conventional QW structures, it lies at
about 140 K.
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Fig. 6. PL (dashed lines) and PLE spectra (solid lines) for
structures E, F, and G, recorded at T = 7 K.
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The PLE spectra for structures E–G are shown in
Fig. 6. In the PL spectra, the peak in the 1.3–1.4 eV
range corresponds to emission from a GaAsN layer,
which is formed in the buffer GaAs layer at the instant
when the plasma discharge is initiated in the source of
atomic nitrogen. The PLE spectra for structures E–G
demonstrate peaks at energies ~1.1–1.15 eV, which cor-
respond to absorption in the InGaAsN/GaAsN layers,
and peaks corresponding to the e1–hh1 and e1–lh1 opti-
cal transitions in the QW (marked by points). The
Stokes shift ∆S in structures E–G is much smaller than
in structures with simple QWs (samples B–D, Fig. 4).
This suggests a significant depression of the effects
related to the formation of localized states produced as
the nitrogen content in the structures under study is
raised; this rise is necessary for a further advance of the
emission wavelength to 1.55 µm.

4. CONCLUSION

The optical properties of two types of heterostruc-
tures have been studied: (1) those with conventional
InGaAsN QWs in GaAs, and (2) structures in which the
active region consists of a short-period GaAsN/InGaAsN
superlattice and a InGaAsN QW with a submonolayer-
thick InAs insertion placed in its center. At room tem-
perature, the studied heterostructures emit light in a
wavelength range from ~1.3 to ~1.55 µm. A significant
difference in the optical properties of the first and sec-
ond types of heterostructures is found. The second type
of heterostructure is characterized by a smaller half-
width of the PL line and smaller Stokes shift between
the energies of the PL peak and the PLE peak corre-
sponding to the e1–hh1 transition. These facts indicate
that, owing to the lower average content of nitrogen and
indium used in these heterostructures as compared to in
a conventional QW, local fluctuations in the elemental
composition are depressed. Thus, the growing technique
used and the design of structures allowed us to reach the
necessary wavelength while improving the lumines-
cence efficiency. The second type of heterostructures
offer good prospects for the improvement of laser char-
acteristics and can be regarded as potential candidates for
the fabrication of 1.55-µm injection lasers.
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Abstract—The paramagnetic DB defects and dark conductivity σd in films of nanocrystalline hydrogenated sil-
icon doped with boron and carbon (nc-SiC:H) and grown by photostimulated chemical vapor deposition are
studied. It is shown that an increase in the doping level leads to a phase transition from the crystalline structure
to an amorphous structure. The electrical conductivity increases as the doping level increases and attains the
value of σd = 5.5 × 10–2 Ω–1 cm–1; however, the conductivity decreases once the phase transition has occurred.
The concentration of DB defects decreases steadily as the doping level increases and varies from 1019 cm–3

(in the crystalline structure) to 9 × 1017 cm–3 (in the amorphous structure). © 2005 Pleiades Publishing, Inc.
Nanocrystalline hydrogenated silicon doped with
carbon (nc-SiC:H) is a promising semiconductor mate-
rial for the components of nanoelectronics and solar
cells and also for the fabrication of optically transparent
thin-film conducting coatings [1, 2]. Heterogeneous nc-
SiC:H films grown by photostimulated chemical vapor
deposition (photo-CVD) have a wide optical-transmis-
sion band (~2.2 eV) and low dark electrical conductiv-
ity σd ~ 10–6 Ω–1 cm–1 [3, 4]. However, the value of σd
needs to be increased if these materials are to be used
effectively in electronic devices. In the cases of hydro-
genated microcrystalline silicon (µc-Si:H) and nanoc-
rystalline silicon carbide (nc-SiC:H), this increase is
attained by doping with boron; the conductivity
increases in proportion to the doping level at boron con-
centrations of 1018–1020 cm–3 [5–7]. However, the film-
growth conditions and the methods of introducing the
impurity can profoundly affect the dependence of σd on
the doping level [8]. In heterogeneous structures, the
doping level and the electrical conductivity can have a
complex interrelation, since the introduction of doping
atoms during growth may affect the crystalline-phase
formation. This issue requires additional study because
high electrical conductivity in µc-Si:H and nc-SiC:H is
typically related to their crystalline phase and to the
presence of a high concentration of DB defects
(~1018 cm–3) in this phase [3, 7]. At the same time, there
are no available experimental data on the interrelation
between the paramagnetic DB defects, electrical con-
ductivity, and structural phase composition of nc-SiC:H
doped with boron.

In this paper, we report the results of studying the
effect of doping with boron on the structural and elec-
1063-7826/05/3906- $26.00 0709
trical parameters of thin nc-SiC:H films formed using
photo-CVD. We used electron spin resonance (ESR) to
measure the concentrations of paramagnetic defects and
study their interrelation with the electronic transport.

Boron-doped nc-SiC:H films with a thickness of
~200 nm were deposited onto glass substrates (Corn-
ing 7059) using the dissociation of monosilane (SiH4),
hydrogen (H2), and ethylene (C2H4) under the effect of
ultraviolet radiation (the photo-CVD method). Doping
with boron was accomplished by introducing diborane
(B2H4) into the reaction chamber. The doping level was
determined as the volume ratio between the gas fluxes
CB = [B2H4]/[SiH4], which was varied from 10–3 to 10–2

in the course of growth. During the deposition of the films,
the ratios [H2]/[SiH4] = 20 and [C2H4]/[SiH4] = 0.07 were
kept constant. The residual-gas pressure in the growth
chamber was 0.46 Torr, and the substrate temperature
was 250°C. The experimental aspects of the fabrication
of such samples were described in detail by Myong
et al. [9]. The density of paramagnetic defects (Ns) was
determined from an analysis of the ESR spectra using
the method described in [4]. The dark electrical con-
ductivity was measured at room temperature using the
four-probe method.

The structure of the films was studied using Raman
scattering spectroscopy. In Fig. 1, we show the charac-
teristic Raman spectra of the nc-SiC:H samples at dif-
ferent boron concentrations. The spectra were analyzed
by decomposing the spectral curve into Gaussian com-
ponents that corresponded to the following structural
phases: crystalline silicon c-Si (the peak at ~520 cm–1),
a-SiC:H with a low carbon content (~480 cm–1), and an
© 2005 Pleiades Publishing, Inc.
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intermediate phase in the vicinity of the nanocrystal
boundaries (~510 cm–1). The volume content of the
nanocrystalline fraction (Xc) was defined as the ratio
between the intensities of the corresponding Raman
peaks: Xc (%) = [(I520 + I510)/(I520 + I510 + I480)] × 100 [3].
We believe that carbon is mainly localized in the region
of grain boundaries, where its content is estimated to be
~6 at % [3]. In the inset in Fig. 1, we show data on vari-
ations in the quantity Xc in relation to the level of dop-
ing with boron for all the samples under study. As can
be seen from Fig. 1, an increase in the boron content
during film growth stimulates a structural phase transi-
tion from the crystalline structure (Xc ≈ 70%) to a com-
pletely amorphous structure. This transition occurs at
the doping level CB = 8 × 10–3. An analysis of the curves
shows that the heterogeneous samples have a mixed
structure and consist of c-Si nanocrystals in an amor-
phous matrix if the doping level is relatively low (CB <
4 × 10–3). A further increase in the boron content leads
to the transformation of the structure into a predomi-
nantly amorphous state.

Figure 2 illustrates the evolution of the ESR spectra
in the nc-SiC:H films as the level of doping with boron
increases. All the spectra feature a broad asymmetric
ESR line with a half-width (∆Hpp) of about 20–30 G
and g factor equal to 2.006 ± 0.0005, which corre-
sponds to the neutral DB defects in silicon [10]. The
shape and position of the ESR spectra are controlled by
paramagnetic DB defects located at the surface of
nanocrystals and in the region of grain boundaries; at
the same time, the broadening and asymmetry of the
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Fig. 1. Experimental Raman spectra of the nc-SiC:H sam-
ples that were doped with boron at levels of CB = (1) 10–3,

(2) 3 × 10–3, and (3) 8 × 10–3. The degree of sample crystal-
linity Xc as a function of the degree of boron doping is
shown in the inset.
resonance line are typically related to a large spread of
paramagnetic defects in the crystalline fraction [4, 11].

Figure 3 illustrates the quantitative interrelation
between the doping level (CB), concentration of para-
magnetic defects (Ns), and value of the dark electrical
conductivity (σd). In the films with a high degree of
crystallinity (Xc > 50%), an increase in the level of dop-
ing with boron to CB ≈ (3–4) × 10–3 is accompanied by a
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Fig. 2. Evolution of the ESR spectrum in nc-SiC:H as a
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crystallinity: (1) CB = 10–3, Xc = 65%; (2) CB = 3 × 10–3,

Xc = 48%; and (3) CB = 8 × 10–3, Xc = 0.
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dashed lines.
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steady increase in σd from 10–7 Ω–1 cm–1 (in an undoped
sample) to the largest value of 5.5 × 10–2 Ω–1 cm–1. A fur-
ther increase in the doping level (CB > 4 × 10–3) initiates
the phase transition from the crystalline state to the
amorphous state. The dashed lines in Fig. 3 indicate the
approximate boundaries of the structural phase transi-
tion. In the region beyond the transition, an increase in
the doping level (4 × 10–3 < CB < 8 × 10–3) leads to a
sharp (by two orders of magnitude) decrease in σd. We
assume that this decrease in σd is accounted for by
destruction of the residual crystalline phase in a sam-
ple, occurring as the boron content increases, when the
amorphous phase is prevalent in it.

Let us consider the behavior of σd and Ns from the
standpoint of variation in the phase composition of the
films in the course of doping. We believe that the para-
magnetic defects, whose number is excessive with
respect to the amorphous phase, are caused by the
nanocrystalline phase and that their number is propor-
tional to the sample crystallinity Xc. Indeed, as follows
from Fig. 3, the value of Ns decreases steadily as a result
of doping, from Ns = 1019 cm–3 in an undoped sample,
where Xc = 70%, to Ns = 9 × 1017 cm–3 in a completely
amorphous structure obtained at a doping level CB =
8 × 10–3. In turn, the behavior of the conductivity curve
is representative of changes in the mechanisms of
charge transport resulting from the transition from the
crystalline structure to the amorphous state. At low con-
centrations of doping impurity, the large value of σd in
the samples with a high level of crystallinity is caused
by efficient charge transport via surface defects in the
crystallites [11]. In this case, an introduction of boron
acceptor impurity increases σd even further. Once the
structural phase transition has occurred and the amor-
phous phase becomes prevalent in the sample, an
expected increase in σd due to an increase in the boron
concentration does not compensate for the decrease in
σd caused by the destruction of crystalline phase in the
sample. As a result, the conductivity curve exhibits a
maximum in the transition region, and a further
increase in the boron concentration is accompanied by
a decrease in the value of σd. As was mentioned above,
the decrease in conductivity as the doping level is
increased is caused, in this case, by a decrease in the
value of Xc. We can state that an increase in the conduc-
tivity as a result of doping heterogeneous nc-SiC:H
SEMICONDUCTORS      Vol. 39      No. 6      2005
films possessing mixed crystalline and amorphous
phases with boron is effective only in samples with a
high degree of crystallinity.

Thus, in this study, we used ESR measurements to
study, for the first time, the paramagnetic defects in thin
nc-SiC:H films doped with boron and grown by the
photo-CVD method. We found that there is an interre-
lation between the degree of crystallinity of the sam-
ples, the concentration of DB defects, and the value of
conductivity. It is shown that an increase in the level of
doping to CB ≈ (3–4) × 10–3 during film growth initiates
a structural phase transition from the crystalline struc-
ture to an amorphous state.

This study was supported in part by the Russian
Foundation for Basic Research, project no. 04-02-17050.
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Abstract—CdTe:(V, Ge) single crystals are grown using the Bridgman–Stockbarger method. The impurity
concentrations in the melt are NV = 1 × 1019 cm–3 and NGe = 5 × 1018 and 1 × 1019 cm–3. Electrical and galva-
nomagnetic characteristics are studied in the temperature range 300–400 K. It is found that the equilibrium
characteristics are governed by deep levels (∆E = 0.75–0.95 eV) located close to the midgap. Low-temperature
optical absorption spectra indicate that the impurity levels of V and Ge ions in the low-energy region are in dif-
ferent charge states. In addition, the samples are annealed in Cd vapor and then rapidly cooled. This annealing
causes the decomposition of various complexes formed during the crystal growth and an increase in both elec-
trical conductivity and charge carrier concentration. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Recently, semiconductor CdTe single crystals doped
with iron Group transition elements (3d elements) have
been extensively studied in relation to their potential for
use as photorefractive materials for the near-IR spectral
region. A particular feature of these materials is that
their electrooptical coefficients (z41) exceed the corre-
sponding values for practically important crystals such
as GaAs and InP by a factor of 3 [1, 2].

Another advantage of CdTe in comparison with
oxide BaTiO3 and LiNbO3 crystals, whose photorefrac-
tive properties have been thoroughly studied, is a much
shorter response time, due to the high mobility of pho-
toexcited electrons in this material.

It is known that only certain impurities, namely V,
Ti, Ge, Sn, Fe, and Mn, can form donor–acceptor levels
close to the midgap in CdTe [3, 4], and the greatest num-
ber of studies have been carried out on CdTe:V [5–8]. In
these investigations, it was confirmed that V exists in
two charge states (V2+ and V3+), and the depth of the V2+

level was determined as 0.94 eV relative to the conduc-
tion-band bottom. Studies of the optical and photoelec-
trical inhomogeneity of CdTe:V crystals indicate that
the impurity is distributed nonuniformly in the axial
and radial directions when the crystals are grown by
the Bridgman–Stockbarger method [9]. Thus, the prob-
lem of obtaining a uniform photorefractive material
remains unsolved.

However, recent studies devoted to CdTe:Ge indi-
cate that this material, along with CdTe:V and CdTe:Ti,
is also a promising photorefractive material [10–12].

It has been shown [13–15] that, irrespective of the
growth method, a semi-insulating state is attained in
CdTe:Ge crystals under the condition that the concentra-
tion of the doping impurity N exceeds a certain critical
1063-7826/05/3906- $26.00 ©0712
value Ncr, which equals (2–3) × 1016 cm–3. For CdTe:Ge,
resistivity ρ abruptly increases by six to seven orders of
magnitude in the region of the critical doping level, and
the photosensitivity and thermal stability of the mate-
rial increase [13, 16]. This behavior is attributed to a
compensating effect and the amphoteric characteristics
of Ge in the CdTe lattice.

Thus, taking into account the defect formation in
both sublattices in Ge-doped CdTe (GeCd, GeTe) and the
nonuniform distribution of V in CdTe both in the radial
and axial directions, codoping with V and Ge should
significantly improve the material’s homogeneity and
electrical properties.

The aim of this study is to obtain CdTe:(V, Ge) crys-
tals with NV = 1 × 1019 cm–3 and NGe = 5 × 1018 and 1 ×
1019 cm–3 using the Bridgman–Stockbarger method and
to examine the homogeneity of their equilibrium elec-
trical and optical properties.

2. EXPERIMENTAL

We grew single crystals of CdTe:(V, Ge) by the
Bridgman–Stockbarger method from melts with the
content NV = 1 × 1019 cm–3 and NGe = 5 × 1018 and 1 ×
1019 cm–3. The resulting crystals were 12–18 mm in
diameter and 6–8 cm in length. During their growth in
a quartz cell, the free space above the melt was equal to
the crystal volume.

The purity of the initial Cd and Te was provided for
by the completion of additional purification processes.
A zone purification of Te was carried out in Pyrex con-
tainers, which were evacuated, filled with hydrogen,
and sealed. The concentration of residual impurities,
which was determined from the Hall measurements,
was (1–2) × 1014 cm–3 at 77 K per 2/3 of the ingot
length. Cd-0000 grade Cadmium was additionally puri-
 2005 Pleiades Publishing, Inc.
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fied in graphite containers placed into quartz cells,
which were evacuated, filled with hydrogen, and
sealed. The purification was carried out by zone melt-
ing, with 10–12 passages of the melted zone along the
ingot at a rate of 3.5 cm/h. The rate of the last passage,
1.5 cm/h, allowed us to obtain a single-crystal material,
which is more suitable for further use.

The samples to be used in the electrical and optical
measurements were prepared from various parts of the
crystal via mechanical cutting, grinding, and optical
polishing, followed by chemical treatment in a bro-
momethyl etchant. To study the kinetic effects, we used
samples 10 × 2.5 × 1.5 mm in size. The measurements
were carried out using a specially designed setup for the
measurement of semi-insulating crystals in the temper-
ature range 300–400 K. The setup included two identi-
cal electrometric amplifiers mounted according to a
standard scheme [17]. In order to increase the input
resistance of the electrometric amplifiers, we designed
the input differential stage based on a carefully selected
pair of field-effect KPS-104A transistors. This design
provided an increase in the input resistance of the
amplifiers to 1013 Ω. The input circuits of the electro-
metric amplifiers were switched by RES-60 electro-
magnetic relays with hermetic contacts and high isola-
tion resistivity. Optical properties were studied at 300
and 80 K using a standard procedure based on MDR-23
and IKS-21 monochromators.

The samples were annealed in quartz cells. They
were placed in one part of the cell and a certain amount
of Cd was placed in another part in order to impose
vapor pressure. Diffusion annealing was carried out in
a horizontal two-zone furnace. The temperature in the
sample zone was 720°C, and the temperature in the
zone of pure Cd was 690°C. The samples were
annealed under these conditions for 72 h.

3. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependences of the
conductivity σ and Hall coefficient R for CdTe:(V, Ge)
samples (NV = 1 × 1019 cm–3, NGe = 5 × 1018 cm–3) cut
from various parts of the crystal. The samples had
p-type conductivity at room temperature, and the hole
mobility was no higher than 85 cm2/(V s). It is notewor-
thy that studies of the heating–cooling cycle confirmed
the high reproducibility of the results, which is indica-
tive of the high thermal stability of the material. The
shown dependences σ(T) and R(T) are typical of com-
pensated semiconductors, and the distinctions in σ and
R for the samples cut from the medium and upper parts
of the crystal were small, which is indicative of high the
uniformity of the properties along the grown crystal.

The mobility varies with the temperature close to
the dependence T3/2, which indicates that scattering by
optical phonons is prevalent [18]. Since the effective
densities of states in the conduction band, Nc =
2( kT/2π")3/2, and in the valence band, Nv =mn*
SEMICONDUCTORS      Vol. 39      No. 6      2005
2( kT/2π")3/2, are proportional to T3/2, the tempera-
ture dependence of the resistivity, ρ = (enµn + epµp)–1,
is exclusively determined by the exponential function
(  and  are the effective masses of an electron and
hole, and µn and µp are the carrier mobilities). There-
fore, the dependences ρ(T) in the coordinates –
103/T are represented by straight lines, whose slopes
yield the activation energy ∆E. Thus, the estimated acti-
vation energy ∆E and the value of ∆E obtained from the

dependences  = f(103/T) for various samples
were 0.75–0.95 eV. This value indicates that a deep
impurity level plays the main role in the charge transport.

The top part of the crystal had electrical characteris-
tics typical of a semimetal (Fig. 2). This finding can be
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accounted for by the segregation of foreign impurities,
for example, copper, in this part of the crystal during
growth.

Figure 3 shows the temperature dependences σ(T)
and R(T) for the CdTe:(V, Ge) samples (NV = 1 ×
1019 cm–3 and NGe = 5 × 1018 cm–3) both prior to and
after the heat treatment in Cd vapor. It can be seen from
Fig. 3 that the conductivity σ and carrier concentration
n prior to the thermal treatment were 10–10 Ω–1 cm–1 and
106–107 cm–3, respectively. After the heat treatment and
subsequent rapid cooling, the value of σ increased by
four orders of magnitude and the concentration n
increased to 1014–1015 cm–3. The effect of this heat
treatment of CdTe:(V, Ge), in contrast to CdTe:Ge,
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Fig. 3. Temperature dependences of the (1, 2) conductivity
and (3, 4) Hall coefficient of the CdTe:(V, Ge) crystals:
(1, 3) prior to the heat treatment, and (2, 4) after the heat
treatment.
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Fig. 4. Absorption spectra at T = 78 K of single-crystal
wafers cut from various parts of the CdTe:(V, Ge) crystal.
NV = 1 × 1019 cm–3 and NGe = 1 × 1019 cm–3. The numbers
correspond to the location of the wafers in the crystal from
the growth onset.
indicates that rapid cooling from the annealing temper-
ature affects the defect system in such a way that vari-
ous complexes, which were formed during growth,
decompose.

In order to determine the energy of the optical ioniza-
tion of a level located deep in the band gap, band-to-level
or level-to-band transitions are conventionally used.

The results of optical studies carried out at 78 K for
samples cut from various parts of the crystal are shown
in Fig. 4. Several bands are observed in the absorption
spectra. The intensity of these bands increases along the
direction of the crystal growth. In order to identify these
bands, let us consider a schematic diagram of the split-
ting of the energy levels of a V2+ ion by the crystal field
and a schematic diagram of the levels in the band gap
of CdTe:Ge [10, 19] (Figs. 5a, 5b).

Thus, it can be seen that an increase in absorption at
0.85 eV corresponds to an intracenter transition of
V2+ ions between the states 4T1(F) and 4A2(F) [20, 21].
The absorption band at 0.94 eV corresponds to the pho-
toneutralization of the level of ionized Ge+ donors
(paramagnetic Ge3+ ion) by valence band electrons [11].
The broad band in the energy range 1.1–1.4 eV may be
due to the mutual effect of the ionized states of V and Ge.
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Fig. 5. (a) Splitting of energy levels of the V2+ ion in the CdTe
lattice [19]. (b) A schematic energy diagram of the levels
introduced by the Ge impurity into the CdTe band gap [10].
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Two absorption bands, whose peak energies were
equal to 1.1 and 1.22 eV, have been observed previously
in CdTe:Ge crystals [11, 12]. It is assumed that the
former band is related to the existence of an A center
(a complex consisting of a donor and a cadmium
vacancy) and its neutralization due to the capture of a
free hole, which is formed during the neutralization
of Ge+. The second peak at 1.22 eV corresponds to the
electron excitation from the level A– into the conduction
band. Due to this process, the density of states A0

increases. The electrons generated under the effect of
radiation are captured by the Ge+ ions, which then
transform into the neutral state Ge0. In addition, a broad
absorption band, which corresponds to the intracenter
transition between the states 4T1(F) and 4T1(P) of the
V2+ ions and their subsequent self-ionization, was
observed in the vicinity of 1.22 eV. A peak at 1.35 eV
is observed for the CdTe:Ge crystals. This absorption
band corresponds to electron excitation from the level
corresponding to the neutral state Ge0 (diamagnetic
state Ge2+) into the state of ionized donors Ge+.

Thus, peaks associated with the impurity levels are
revealed in the low-temperature absorption spectra in
the lower-energy region. These levels are attributed to
V and Ge ions in various charge states. The ionization
of these ions contributes to the total photoconductivity.

4. CONCLUSIONS

Codoping of CdTe with V and Ge impurities yields
compensated p-CdTe. The electrical and optical charac-
teristics of the samples studied, which were cut from
various parts of the crystal, are, excluding the upper-
most part of the crystal, indicative of high material
homogeneity.

Peaks attributed to the impurity levels are observed
in the low-temperature absorption spectra in the lower-
energy region. These levels are induced by V and Ge
ions in various charge states.

The heat treatment of CdTe:(V, Ge) crystals (NV =
1 × 1019 cm–3 and NGe = 5 × 1018, 1 × 1019 cm–3) in
Cd vapor with a subsequent rapid cooling affects the
defect subsystem of the crystals. Various complexes,
which were formed during crystal growth, decompose,
which leads to an increase in the conductivity and con-
centration of charge carriers.
SEMICONDUCTORS      Vol. 39      No. 6      2005
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Abstract—The write and erase function and the data retention characteristics of a memory element designed
to be used in electrically erasable read-only memory and based on a silicon–oxide–(silicon dot)–oxide–polysil-
icon structure, in which either a SiO2 insulator or a ZrO2 high-permittivity insulator are used as blocking oxides,
are simulated. It is established that the use of the high-permittivity insulator gives rise to a number of effects: spu-
rious injection from poly-Si is reduced; the electric field in the tunneling oxide increases; it becomes possible to
increase the thickness of the tunneling insulator and, consequently, to increase the data retention time; and lower
voltages for the write and erase functions can be used. Programming with a pulse of ±11 V possessing a width of
10 ms makes it possible to retain a memory window of ~3 V for 10 years. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At present, the market for electrically alterable read-
only memory (EAROM or flash memory) devices
exceeds the markets for random-access memory
devices and microprocessors taken together [1].
EAROM devices with a floating gate are prevalent in
the nonmilitary market [2]. For custom applications,
radiation-resistant silicon–oxide–nitride–oxide–silicon
(SONOS) devices based on the memory effect in sili-
con nitride are used [3]. It is predicted that memory ele-
ments with a floating gate will be superseded by the
SONOS structures in the development of terabit
(1012 bits per crystal) EAROM devices [4].

One disadvantage of EAROM devices with a float-
ing gate is that the bit transfer rate cannot be increased
from the gigabit range to the terabit range. At present, a
tunneling oxide with a thickness of ~7.0 nm and located
between the silicon substrate and the floating gate is
used in gigabit-capacity EAROM devices. A decrease
in the channel length is accompanied by a decrease in
the tunneling-oxide thickness. However, a further
decrease in the thickness of the tunneling oxide leads to
a rapid drain of electrons from polysilicon to the sub-
strate because of the resulting degradation (increase) of
the tunneling-oxide conductivity during reprogram-
ming (alternation of pulses with different polarities at
the gate). As a result of this reprogramming, traps are
formed in the tunneling insulator and, as a conse-
quence, the leakage current (stress-induced leakage
current (SILC)) increases [5]. The leakage current in the
1063-7826/05/3906- $26.00 0716
tunneling oxide (SILC) gives rise to the problem of
information retention (retention of the charge in the float-
ing gate), which is required for ten years at 85°C for civil
applications and at 125°C for special applications.

At present, EAROM devices based on the conduct-
ing nanoclusters in an insulator are actively being
developed for terabit memory elements [6–12]. Semi-
conductor (Si, Ge, SixGey) or metal clusters with sizes
of 1–10 nm act as the memory medium in these
EAROM devices. A major advantage of EAROM
devices based on nanocrystals in comparison with those
based on a floating gate is that the nanoclusters are iso-
lated from each other in the direction parallel to the sil-
icon–insulator interface. As a result, defects (voids) in
the tunneling insulator do not give rise to a drain of the
complete charge accumulated in these nanoclusters.

Silicon dioxide SiO2 [6–11], silicon nitride Si3N4 [10],
and hafnium oxide HfO2 [11, 12] are the typically used
tunneling insulators in memory devices. The blocking
insulator between the nanoclusters and the gate is typi-
cally fabricated of SiO2 [6–11]. Since silicon dioxide
exhibits a low relative permittivity (ε ≈ 3.9), a high
electric field (and, consequently, a large spurious volt-
age drop) appears in the blocking insulator in the course
of writing or erasing information (reprogramming).
A spurious voltage drop across the blocking SiO2 layer
leads to an undesirable increase in the voltage required
for this reprogramming process. In addition, a high
electric field in the blocking oxide can give rise to a
spurious injection of electrons and holes from the poly-
© 2005 Pleiades Publishing, Inc.
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silicon gate and, thus, to a decrease in the memory win-
dow (in the difference between the threshold voltages of
the memory element in the logic states “0” and “1”).

Recently, great efforts have been made to replace
silicon dioxide (SiO2) and oxynitride (SiOxNy) in com-
plementary metal–oxide–semiconductor (MOS) tran-
sistors with alternative insulators known as high-k insu-
lators, which have a high permittivity [13–15]. The
most promising alternative insulators are believed to be
ZrO2, HfO2 (ε ≈ 25), Y2O3 (ε ≈ 15), and Al2O3 (ε ≈ 10).
It has been shown both theoretically and experimen-
tally that the replacement of the blocking SiO2 insulator
in a SONOS memory element with an alternative insu-
lator (for example, ZrO2 [16–18] or Al2O3 [19]) reduces
the voltage drop across the blocking insulator and, con-
sequently, lowers the reprogramming voltage in a
SONOS EAROM device. The aim of this study was to
gain insight into the data retention in EAROM devices
based on a silicon–oxide–(silicon dot)–oxide–silicon
(SODOS) structure by simulating the processes of
reprogramming and retention (spreading) of the charge.
Silicon dioxide and zirconium dioxide were used as the
blocking insulators.

2. ENERGY DIAGRAMS 
OF SODOS STRUCTURES WITH DIFFERENT 

BLOCKING INSULATORS

In Fig. 1, we show energy diagrams of SODOS
structures with SiO2 (on the left) and ZrO2 (on the right)
oxides used as the blocking insulators without applied
voltage and with negative or positive potentials applied
to polysilicon. The barrier heights for electrons and
holes at the Si/SiO2 interface are 3.14 and 3.8 eV,
respectively [20, 21]. The published data on the barrier
height for electrons at the Si/ZrO2 interface differ:
1.95 ± 0.08 eV [22], 2.0 eV [23], and 1.23 eV [24]. The
values of 5.4 eV [23] and 5.5 eV [24] have been
reported for the band gap of ZrO2. In this study, we used
the value of 5.5 eV in our calculations. Values of 2.0
and 2.4 eV were used for the barrier height for electrons
and holes, respectively. Flat-band voltage UFB, which
can be measured in a memory element, was used as a
control parameter. This voltage is applied to the gate of
a memory structure to ensure that the electric field in
silicon at the silicon/insulator interface vanishes.

3. THEORETICAL MODEL

In this study, we simulated the memory properties of
SODOS structures with a blocking layer that consisted
of either silicon dioxide or the alternative ZrO2 insula-
tor. An intrinsic semiconductor was used for the Si dots
(Si nanoclusters). The acceptor concentration in both
the silicon substrate and the polysilicon gate was equal
to 2 × 1014 cm–3. The thickness of the tunneling oxide
was varied in the range from 1.5 to 5.0 nm. The size of
the silicon nanoclusters was fixed in all cases and was
equal to 5.0 nm. We disregarded both the quantization
SEMICONDUCTORS      Vol. 39      No. 6      2005
of the electron and hole spectra, as well as the effect of
the Coulomb blockade in the Si dots. The thickness of
the blocking SiO2 layer was 5.0 nm, and that of the
blocking ZrO2 layer was 8.0 nm. We used a one-dimen-
sional two-band model in which electron injection from
the negatively biased electrode and hole injection from
the positively biased electrode were taken into account
(Fig. 1).

We used a modified Fowler–Nordheim formula in
calculations of the tunneling current. If the fields and
insulator thickness are such that Foxdox > Φ (here, dox is
the insulator thickness, Φ is the height of the potential
barrier at the Si–insulator interface, and Fox is the elec-
tric field in the insulator), the tunneling occurs through
a triangular barrier; as a result,

(1)

Here, A = 2.2 × 10–6 A/V2 and e is the elementary
charge. We assumed that the tunneling effective
masses m* for electrons and holes in SiO2 and ZrO2

were equal to 0.5me [20].
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Fig. 1. An energy diagram of SODOS structures with a
blocking insulator composed of SiO2 (on the left) and ZrO2
(on the right): (at the top) without an applied voltage, (in the
middle) with a negative voltage applied to the gate, and (at
the bottom) with a positive voltage applied to the gate. The
energies are expressed in electronvolts. For simplicity, the
voltage drops across the silicon substrate and the silicon
gate are not shown.
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In our calculations, we used the following formula
for the tunneling current in the case of a trapezoidal
barrier (Foxdox < Φ):
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Fig. 2. Characteristics of the write and erase processes in a
SODOS structure in which 5.0-nm-thick SiO2 is used as the
blocking insulator. The filled circles represent the accumu-
lation of negative charge, and the open circles represent the
accumulation of positive charge. The amplitudes of the
write and erase pulses are +11 and –11 V, respectively, and
the duration of the pulses is 10 ms. The filled and open
squares illustrate the process of charge drain in the shorted
state. The Si nanoclusters are 5.0 nm thick, and the tunnel-
ing-oxide thickness is 1.5 nm.
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Fig. 3. Characteristics of the write and erase processes in a
SODOS structure where 5.0-nm-thick SiO2 is used as the
blocking insulator. The filled and open circles represent the
accumulation of negative and positive charges, respectively.
The amplitudes of the write and erase pulses are +11 and
−11 V, respectively; the duration of the pulses is 10 ms. The
filled and open squares illustrate the process of charge drain
in the shortened state. The thickness of the Si nanoclusters
is 5.0 nm, and the tunneling-oxide thickness is 2.5 nm.
4. COMPARISON OF THE MEMORY 
CHARACTERISTICS OF SODOS STRUCTURES 

WITH SiO2 AND ZrO2 AS THE BLOCKING 
INSULATORS

We carried out the first simulation of the write and
erase process and the retention of charge in SODOS
structures with the SiO2 blocking insulator at a tunnel-
ing-oxide thickness of 1.5 nm (Fig. 2). The duration of
the write and erase pulses was 10 ms in all cases. The
positive potential +11 V at the polysilicon gate gave rise
to the injection of electrons from the silicon substrate
through the tunneling oxide into the Si nanoclusters,
the accumulation of negative charge, and a flat-band
voltage shift to +4 V. In this case, the memory window
amounted to +6 V. In the write and erase mode, we
observed a spurious injection of charge through the
blocking oxide in accordance with the Fowler–Nord-
heim mechanism. The drain of negative and positive
charges from the Si nanoclusters in the information-
retention mode (shortened state) occurred in 10–5 s. The
drain of electrons and holes from a nanocluster occurs
owing to tunneling through the tunneling oxide to the sili-
con substrate. The discharge due to the tunneling of charge
carriers through the blocking oxide into the gate is negli-
gible as a result of the large thickness of this oxide.

When attempting to increase the information-reten-
tion time to ten years (~3 × 108 s), the most obvious step
is to increase the tunneling-oxide thickness so as to sup-
press the electron and hole tunneling from an Si dot to
the substrate. However, an increase in the tunneling-
oxide thickness to 2.5 nm at the reprogramming-pulse
amplitude of ±11 V leads to a decrease in the memory
window to ~1 V (Fig. 3). The 2.5-nm-thick tunneling
oxide sharply reduces the electron injection and com-
pletely suppresses the hole injection from the substrate.
An erase pulse with an amplitude of –11 V does not
result in the accumulation of positive charge; however,
an insignificant accumulation of negative charge is
observed. This behavior is caused by spurious electron
injection from the polysilicon gate. An increase in the
tunneling-oxide thickness to 2.5 nm results in a slowing
down of the charge drain and to an increase in the reten-
tion time to ~10 s. However, this value is more than
eight orders of magnitude smaller compared to the
information-retention time required of an EAROM (ten
years). A further increase in the tunneling-oxide thick-
ness is accompanied by a drastic decrease in the mem-
ory window, due to an exponential decrease in the
injection current of electrons and holes into the Si nan-
oclusters.

Figure 4 illustrates the dependence of the memory
window on the tunneling-oxide thickness in the write
and erase mode for voltages of ±8 and ±11 V. It is worth
noting that the memory window increases by 2–3 V as
the write (erase) voltage decreases from 11 to 8 V. This
effect is related to a decrease in the spurious injection
through the blocking insulator. It can be seen from
SEMICONDUCTORS      Vol. 39      No. 6      2005
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Fig. 4 that the memory window decreases to less than
1 V if the tunneling-oxide thickness exceeds 2.5 nm.

Thus, the analysis shows that the memory effect
(accumulation of electrons and/or holes in SODOS
structures) manifests itself only in a situation where the
thickness of the bottom oxide is smaller than that of the
top oxide. In this case, a charge is accumulated in the
silicon dots owing to the higher current of the direct
tunneling through the bottom oxide. If the values of the
thickness of the bottom and blocking oxide layers are
equal to each other and exceed the tunneling length in
the insulator, the SODOS structure does not exhibit a
memory effect. This circumstance is related to the fact
that the current of the electron injection from the sub-
strate into the silicon dots is equal to the current of the
electron injection from the silicon dots into the gate.

Replacement of the blocking layer made of SiO2 by
one made of ZrO2 makes it possible to obtain a flat-
band shift of +2.5 V at a tunneling-oxide thickness of
5.0 nm and programming-pulse amplitude of +11 V
(Fig. 5). An erase pulse with an amplitude of –11 V
leads to only an insignificant accumulation of positive
charge (–0.4 V). However, in contrast to SiO2, a spuri-
ous injection of electrons is not observed when ZrO2 is
used as the blocking insulator. The use of the ZrO2 insu-
lator and a relatively thick tunneling oxide makes it
possible to greatly slow down the drain of electrons and
obtain a memory window of 3 V even after ten years
(Fig. 5).

In Fig. 6, we show the dependence of the memory
window on the tunneling-insulator thickness for a

3.53.02.52.01.5
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Write at +11 V
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Fig. 4. The dependence of the memory window in a SODOS
structure on the tunneling-oxide thickness in the write
mode. A 5.0-nm-thick SiO2 layer was used as the blocking
insulator. Voltage pulses with amplitudes of +8 V (filled cir-
cles) and +11 V (filled squares) were used for writing and
pulses with amplitudes of –8 V (open circles) and –11 V
(close squares) were used for erasing. The duration of the
pulses was 10 ms. The tunneling-oxide thickness was varied
from 1.5 to 3.5 nm.
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SODOS structure with the ZrO2 blocking insulator. The
amplitudes of the write and erase pulses were +11 V
and –11 V, respectively. An increase in the tunneling-
oxide thickness from 1.5 to 5.0 nm leads to a decrease
in the memory window from 8 to 3 V. The memory win-
dow for a SODOS structure charged preliminarily with
electrons or holes after ten years is also shown in Fig. 6.
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Fig. 5. Characteristics of the write and erase processes in a
SODOS structure in which 8.0-nm-thick ZrO2 is used as the
blocking insulator. The filled and open circles represent the
accumulation of negative and positive charge, respectively.
Voltage pulses with a duration of 10 ms and amplitudes of
+11 V (–11 V) were used for the write (erase) operations.
The filled and open squares illustrate the process of charge
drain in the shortened state. The Si nanocluster thickness was
5.0 nm, and the SiO2 tunneling-oxide thickness was 5.0 nm.
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Fig. 6. The dependence of the memory window in a SODOS
structure on the thickness of the tunneling (bottom) insula-
tor in the writing and retention modes. A 8.0-nm-thick ZrO2
layer was used as the blocking insulator. Voltage pulses with
a duration of 10 ms and amplitudes of +11 V (filled squares)
and –11 V (open squares) were used for the write and erase
operations. The tunneling-oxide thickness was varied from
1.5 to 5.0 nm. The memory window (the filled and open cir-
cles) is shown after ten years of storage.



720 GRITSENKO et al.
The measured memory window is observed for ten
years if the tunneling-oxide thickness exceeds 3.5 nm
(Fig. 6).

5. DISCUSSION

The replacement of a blocking insulator composed
of SiO2 by one composed of ZrO2 with a higher permit-
tivity in memory devices based on nanoclusters leads to
two effects: (i) the electric field in the tunneling insula-
tor increases and (ii) the field in the blocking insulator
decreases. An increase in the field in the tunneling insu-
lator gives rise to an exponential increase in the injec-
tion current of electrons and holes from silicon into the
nanoclusters, which leads to an increase in the memory
window. In addition, it becomes possible to reduce the
amplitude and/or the duration of the programming
pulse for a fixed memory window. The effect of an
increase in the field in the tunneling oxide makes it pos-
sible to increase the thickness of this oxide and, thus,
suppress the charge drain into the silicon substrate in
the mode of information retention.

At present, memory devices based on nanoclusters
and insulators with a high permittivity are being studied
extensively. For example, Lee et al. [12] studied
devices with silicon nanoclusters and with HfO2 used
as both the tunneling insulator and the blocking insula-
tor. Similar devices with SixGe1 – x nanoclusters were
studied by Kim et al. [11]. However, the effect of an
increase in the electric field in the tunneling oxide in the
aforementioned structures was not observed. It is note-
worthy that the first memory device based on silicon
nanoclusters deposited on silicon oxide and coated with
silicon nitride was apparently fabricated by Belyœ et al.
[25]. In this device [25], the effect of an increase in the
field in the tunneling oxide was observed due to the rel-
atively high permittivity of Si3N4 (ε = 7) (to be com-
pared with ε = 3.9 in SiO2).

In the model used in this study, it is assumed that the
charge-carrier injection through an insulator with a
high permittivity is limited by the Fowler–Nordheim
tunneling mechanism. However, in actual insulators
with a high permittivity (for example, in Al2O3 or
HfO2), there always is a high concentration of traps;
therefore, the electrical conductivity is limited by the
ionization of defects according to either the Frenkel
model or the multiphonon mechanism. Thus, in order to
design the devices we have suggested properly, it is
necessary to develop the technology of alternative insu-
lators with a low concentration of traps and low leakage
currents.

6. CONCLUSIONS

Using the example of ZrO2, we showed that the
application of alternative insulators in the blocking
layer in silicon–oxide–(silicon dot)–oxide–silicon
(SODOS) structures leads to a number of advantages.
These consist in the following:
(i) The electric field in the tunneling oxide increases
and, as a result, there is increase in the injection current.
This effect makes it possible to use a thicker tunneling
insulator at a fixed memory window, which enables an
increase in the charge-retention time.

(ii) Lower write and erase voltages can be used for
an unchanged SODOS configuration.

(iii) The speed of the response can be increased
without changing either the SODOS configuration or
the write-and-erase voltages.

(iv) A decrease in the voltage drop across the block-
ing insulator leads to a reduction in the spurious injec-
tion of electrons and holes from the polysilicon gate
into the write or erase modes.

The simulation of the charge-retention mode
showed that the retention time of the charge is no longer
than 10 s if SiO2 is used as the blocking insulator (for
any thickness of the blocking and tunneling oxides). If
8.0-nm-thick ZrO2 is used as the blocking insulator and
5-nm-thick SiO2 is used as the tunneling insulator, it
becomes possible to attain a memory window of ~3 V,
even after ten years at room temperature.
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Abstract—The electrical characteristics of CdTe-based Schottky-diode detectors of X-ray and γ radiation are
studied. Experimental data are obtained for Al/p-CdTe diodes with a substrate resistivity from 102 to 109 Ω cm
(300 K). The obtained results are interpreted in the context of the Sah–Noyce–Shockley theory of generation–
recombination, taking into account the special features of the Schottky diode. It is shown that, when semi-insu-
lating CdTe is used, the considerable forward currents observed are caused by electron injection into the sub-
strate. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

For several decades, CdTe has been an important
material in semiconductor detectors, which are widely
used in science and engineering, medicine, and other
fields. Due to the larger atomic numbers of CdTe as
compared with Si (48/52 for CdTe and 14 for Si), the
spectral range of CdTe-based detectors is extended to a
higher-energy region of detected photons, and its wider
band gap (1.5 eV) provides for operation without cryo-
genic cooling. However, designers of CdTe-based
detectors come up against numerous problems associ-
ated with obtaining homogeneous semi-insulating sin-
gle crystals with conductivity close to the intrinsic
value and a prolonged carrier lifetime.

As early as in the 1960s, it was shown that it was
possible to design surface-barrier CdTe-based spec-
trometry-type detectors of γ-ray radiation operating at
room temperature [1]. These findings were repeatedly
confirmed in the following years [2–4]. However, these
studies lost their importance after start of the commer-
cial fabrication of detectors based on homogeneous CdTe
single crystals and, then, Cd1 – xZnxTe alloys (x ≈ 0.1) with
characteristics acceptable for practical usage. For a sin-
gle crystal 1–5 mm thick, the spectral characteristic of
such a detector extended into the region of γ-ray pho-
tons with energies of 1 MeV or higher, while the active
region (depletion layer) in detectors with a surface–bar-
rier structure (the Schottky barrier) was no thicker than
50–100 µm, which substantially restricted their poten-
tial [2–4]. However, at the end of the 1990s, Takahashi
et al. [5–9] showed that this limitation could be over-
come due to the extremely low dark currents and favor-
able conditions of charge collection in a CdTe-based
Schottky diode. This circumstance made it possible to
fabricate CdTe-based detectors of high-energy photons
(for example, 662 keV and higher) possessing a limit-
1063-7826/05/3906- $26.00 0722
ing energy resolution without a special circuit for pro-
cessing the electrical signal in the detector circuit [10].

Despite this considerable technical progress, a
series of physical issues remained unclear with respect
to the properties of a Schottky diode based on a semi-
insulating material. Specifically, the mechanism of the
reverse current is still not satisfactorily understood.
A low reverse current admits high operational voltages
and, consequently, high efficiency of the charge collec-
tion. The nature of the observed considerable forward
diode currents, amongst other factors, is also unclear
for such a high-resistivity base. The aim of this study is
to offer some clarification of these issues.

2. EXPERIMENT AND RESULTS

In order to fabricate the diodes, we used single-crystal
p-CdTe wafers with a resistivity ρ from 102 to 109 Ω cm
(300 K). The wafers were ground and polished, and then
treated with K2Cr2O7 + HNO3 + H2O in several stages
until the surface became uniform, which was judged
with the use of a microscope. A Schottky contact of 1–
3 mm2 in area was fabricated by the vacuum (10–6 Torr)
deposition of a 1-µm-thick Al film at a substrate tem-
perature of 150–200°C. Nonrectifying contacts were
obtained by vacuum deposition of Ni.

Figure 1 shows the current–voltage (I–V) character-
istic of one of the diodes that were fabricated on a sub-
strate with a resistivity of 2 × 104 Ω cm at room temper-
ature. It is important that, at both the temperatures used
(295 and 343 K), an extended portion following the
dependence close to I ∝  exp(eV/2kT) – 1 is observed in
a forward I–V characteristic in semilog coordinates.
However, at voltages exceeding ~0.5 V, the experimen-
tal points sharply deviate towards higher voltages.

It is natural to assume that, in the region of large for-
ward currents, a part of the applied voltage drops across
© 2005 Pleiades Publishing, Inc.
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the substrate resistance Rs, whose magnitude can be
found from the voltage dependence of the differential
resistance of a diode Rdif (Fig. 2). Figure 2 shows that
Rdif rapidly decreases at low biases, which corresponds
to an exponential increase in the current. However, at
V = 0.5–2 V, the curve Rdif(V) levels off (saturates).

The presence of saturation in the curve Rdif(V)
means that the voltage at the barrier region of a diode
virtually ceases to increase, and a further increase in the
voltage applied to a sample leads to an increase in the
voltage drop only across the series linear substrate
resistance. In other words, variation in the current ∆I in
this region is associated with variation in the voltage
applied to the substrate ∆V; i.e., the magnitude ∆V/∆I,
or the differential resistance at fairly low values of ∆V
and ∆I, equals the substrate resistance Rs. Thus, the
determined resistance Rs for the diode shown in Fig. 1
is 0.42 and 0.04 MΩ at 295 and 343 K, respectively. If
we take into account the voltage drop on Rs, i.e., plot the
dependence of I versus V–IRs, the forward portions of
the I–V characteristic in the region of high currents vary
(open circles in Fig. 1). Nevertheless, in terms of the
voltage drop on Rs, the points in the region of a high
current do not correspond to the exponential depen-
dences I ∝  exp(eV/2kT) (dashed straight lines). An
explanation of this observation should be sought in the
special features of the transport mechanism in the
diodes under study.

Another characteristic feature of the diodes under
study is the fact that the reverse current at low biases is
sublinear relative to the voltage, and its magnitude at a
fixed voltage is proportional to the concentration of
intrinsic carriers in the semiconductor: ni =
(Nc/Nv)1/2exp(–Eg/2kT) [15, 16]. Figure 3 shows such a
dependence in the coordinates I/T3/2–1000/T. The slope
of the obtained straight line yields the energy 0.80 eV,
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Fig. 1. Current–voltage characteristics of an Al/p-CdTe
diode at 295 and 343 K. The substrate resistivity is 2 ×
104 Ω cm at 295 K.
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which corresponds to half of the CdTe band gap at 0 K:
Eg0 = Eg(T) + γT = 1.46 + 4 × 10–4 × 300 = 1.58 eV.

The above features of the I–V curves are character-
istic of Al/p-CdTe diodes, which are fabricated on crys-
tals with a resistivity varying over the entire range
under consideration (ρ = 102–109 Ω cm). However, as
the substrate resistivity increases, the variance in the
range of voltage, in which the forward current follows
the dependence I ∝  exp(eV/2kT) – 1, narrows so that, as
ρ approaches 109 Ω cm, the linear portion in the voltage
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Fig. 2. Differential resistance of a diode at 295 and 343 K.
The value of Rdif in the saturation region corresponds to the
substrate resistance Rs.
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Fig. 3. Temperature dependence of the reverse current at a
fixed bias voltage of 0.3 V (circles). The straight line has a
slope corresponding to Eg/2 = 0.8 eV at 0 K.
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dependence of log I is completely unobservable and the
rectifying properties of a diode virtually vanish. The
shape of the reverse portion of the I–V characteristic is
retained in this case, and the magnitude of the reverse
current varies only within the limits of an order of mag-
nitude when ρ varies from 102 to 109 Ω cm. We can
assume that this circumstance is related to the other
characteristics of the material rather than to its resistiv-
ity. If we normalize the reverse current at a fixed volt-
age (for example, 0.3 V), the generalized I–V character-
istic of an Al/p-CdTe diode corresponds to that shown
in Fig. 4.

The existence of the dependence I ∝  exp(eV/2kT)
for the forward current and the sublinear voltage depen-
dence of the reverse current are characteristic indica-
tions that the generation–recombination mechanism of
charge transport is operating in the diodes under study.
The Sah–Noyce–Shockley theory does not imply a
deviation from the exponential dependence at high for-
ward currents [11]. However, if an allowance is made
for the specific features of the Schottky diode, espe-
cially the band bending in the barrier region, which is
smaller than in the p–n junction, it is possible to explain
this special feature of the I–V characteristics of the
diodes based on low-resistivity Cd1 – xZnxTe crystals
(x = 0.05–0.1) of both n-type and p-type conductivity
[12, 13]. Let us consider a description of the evolution
of the I–V characteristic of a Schottky diode according
to the Sah–Noyce–Shockley model as the semiconduc-
tor resistivity increases from 102–103 to 109–1010 Ω cm.
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Fig. 4. Current–voltage characteristics of Al/p-CdTe diodes
normalized for a reverse bias of 0.3 V. The diodes are fabri-
cated on substrates with the resistivities (1) 3 × 102, (2) 2 ×
104, (3) 2 × 107, and (4) 2 × 109 Ω cm.
3. THEORETICAL CONSIDERATION

According to the Sah–Noyce–Shockley theory, the
current through a diode can be calculated by integration
of the generation–recombination rate over the entire
space-charge region (SCR) [11]:

(1)

where A is the diode area, e is the elementary charge,
n(x, V) and p(x, V) are the carrier concentrations in the
bands, and τno and τpo are the electron and hole lifetimes
in the SCR. The values of n1 and p1 are equal to the
equilibrium electron and hole concentrations n0 and p0
with the proviso that the Fermi level coincides with the
level under consideration; i.e., n1 = Ncexp(–Et/kT) and
p1 = Nv exp[–(Eg – Et)/kT], where Nc = 2(mnkT/2π"2)3/2

and Nv = 2(mpkT/2π"2)3/2 are the effective densities of
states in the conduction and valence bands, respec-
tively; mn and mp are effective masses of electrons and
holes; and Et is the energy measured from the valence
band top (Fig. 5). In the chosen reference system, it is
possible to write the following expressions for the elec-
tron and hole concentrations at the point x at a voltage V:

(2)

(3)

Here, ∆µ is the energy spacing between the Fermi level
and the valence-band top in the bulk of a semiconduc-
tor. The potential distribution in a Schottky diode is par-
abolic:

(4)

Ig r–

=  Ae
n x V,( )p x V,( ) ni

2–
τ po n x V,( ) n1+[ ] τ no p x V,( ) p1+[ ]+
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Fig. 5. Energy diagram of the diode structure under consid-
eration.
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Here, ϕ0 is the equilibrium barrier height from the
semiconductor side (ϕ0/e = Vbi is the contact potential),
the coordinate is measured from the semiconductor sur-
face, and the energy ϕ(x, V) is measured from the
valence-band top downwards in the neutral part of the
semiconductor.

The width of the SCR W, which enters formula (1),
requires special consideration. For a Schottky diode,
this quantity can be usually written as

(5)

where ε is the relative permittivity, ε0 is the permittivity
of free space, and Na – Nd is the concentration of
uncompensated acceptors (we are considering a semi-
conductor with p-type conduction).

For a semiconductor doped with shallow-level (com-
pletely ionized) impurities, the concentration Na – Nd of
uncompensated acceptors is virtually equal to the hole
concentration in the valence band. However, it is known
that even the purest and most perfect CdTe single crys-
tals contain impurities (defects) at a concentration of as
high as 1015–1017 cm–3. Among these defects, there are
the deep-level acceptors with various ionization ener-
gies [14, 15]. In this case, it is implied that Na – Nd in
formula (5) (giving W) stands for the total acceptor con-
centration. Actual CdTe crystals always contain donor
impurities of several different types [14, 15], and the
quantity Na – Nd is equal to the total acceptor concen-
tration minus the total donor concentration. For lightly
compensated CdTe at Na = 1015–1017 cm–3, ε = 10.6,
ϕ0 = 1 eV, and V = 0, we have W = 0.3–3 µm. For a
material compensated to a greater degree, Na – Nd
becomes smaller and, correspondingly, W becomes
larger. As the degree of compensation increases, the
SCR can become much larger than the mentioned mag-
nitude and can theoretically extend over an entire sam-
ple; however, this does not represent a realistic case.
The solution of the electroneutrality equation shows
that it is virtually impossible to obtain a semi-insulating
state in a semiconductor, i.e., to keep the Fermi level
close to the midgap, by compensating its shallow-level
impurities [16, 17]. In order to achieve this aim, a very
accurate compensation is necessary. Even with the Use
of modern growth technology for CdTe single crystals,
it is unattainable for any considerable volume of the
crystal. If there is the smallest deviation from the nec-
essary value for the degree of compensation, the Fermi
level abruptly shifts upwards or downwards from the
midgap, and the semiconductor develops low-resistiv-
ity with n-type or p-type conductivity, respectively. The
problem can be solved via compensation of the impuri-
ties or the defects, whose level is located close to the
midgap. In this case, it is this level that can pin the
Fermi level. This pinning requires a partial rather than
complete compensation of the impurity level. For a
50% compensation, the Fermi level exactly coincides

W
2εε0 ϕ0 eV–( )
e2 Na Nd–( )

----------------------------------,=
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with the level under consideration and slightly shifts
from this position if the degree of compensation varies
in a range of about 20–80% [17]. This implies that Na –
Nd = (0.2–0.8)Na; i.e., according to formula (5), the
width of the SCR increases no more than severalfold in
contrast to an uncompensated semiconductor.

Making allowance for the above, in our further cal-
culations, we assume that the concentration of the
uncompensated acceptors is equal to the average value
of the above-mentioned range, i.e., 1016 cm–3, which
corresponds to W = 1 µm. This assumption introduces
no substantial error into the calculations. Note that, as
the selected value of Na – Nd decreases or increases by
an order of magnitude, the SCR is broadened or nar-

rowed by a factor  ≈ 3.

4. RESULTS OF CALCULATIONS

Figure 6 shows a comparison of the I–V characteris-
tic calculated using formula (1) and taking into account
relations (2)–(5) with that measured for an Al/p-CdTe
diode based on a crystal with the resistivity 2 × 104 Ω cm
(295 K). We used the following values of the parame-
ters: mn = 0.11m0, mp = 0.35m0 (m0 is the free-electron
mass), Et = 0.73 eV, p = (eρµp)–1 = 2 × 1012 cm–3, µp =
80 cm2/(V s), and ∆µ = kTln(Nv/p) = 0.374 eV. The
adjustable parameters were τno and τpo, which were
assumed to be equal 9 × 10–11 s to obtain the best agree-
ment between the calculation and the experiment. The
deviation from the dependence I ∝  exp(eV/2kT) with an
increase in V depends heavily on the barrier height ϕ0.
In order to obtain the required deviation from the
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Fig. 6. Current–voltage characteristic of an Al/p-CdTe
diode (ρ = 2 × 104 Ω cm). The circles represent the mea-
sured characteristic and the solid lines correspond to the
results of calculations using formula (1).
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Fig. 7. Current–voltage characteristics of a CdTe-based Schottky diode calculated for various substrate resistivities (Na – Nd =

1016 cm–3, T = 300 K).
straight line in Fig. 6 at V > 0.4 V, we have to assume
that the value of ϕ0 equals 0.52 eV. Figure 6 shows that
excellent agreement between the results of the calculation
and experiment is attained both for the forward and
reverse biases at the selected parameters. Thus, there is no
doubt that the charge is transported in the diodes under
study by the generation–recombination mechanism.

Let us now consider the behavior of the I–V charac-
teristic of the Schottky diode as the substrate resistivity
increases, especially at high resistivity values (to the
extent of conductivity close to the intrinsic value).

Figure 6 shows the I–V characteristic calculated using
formula (1) and taking into account relations (2)–(5).
In the calculation, it was assumed that, in all cases, the
Fermi level at the metal–semiconductor interface is
1-eV above the valence band top; i.e., the barrier height
at the contact ϕ0 is 1 eV – ∆µ. A similar pinning of the
Fermi level by high-density surface states is character-
istic of many semiconductors [18]. The effective life-
time in the SCR was assumed to be equal τ = 3 × 10–9 s
for the diode area A = 10 mm2. Since it is necessary to
take into account the electron component of the current
for the semi-insulating material, the Fermi level energy
was determined from the specified value of the material
resistivity ρ using the formula [17]

(6)

The electron mobility µn was assumed to be equal
1000 cm2/(V s). The left-hand side of Fig. 7 shows the
results of the calculation for values of ρ in the range
105–109 Ω cm, and the right-hand side shows more
detailed results from ρ = 109 Ω cm to ρ = 3 × 1010 Ω cm,
which practically corresponds to the intrinsic conduc-
tivity of CdTe.

Figure 7 shows that the rectifying properties of the
diode worsen as the material resistivity increases, and
they virtually vanish at ρ = 3 × 109–3 × 1010 Ω cm.
Another important result is that the reverse portion of
the I–V characteristic varies only slightly over the entire
range of ρ. The forward current through the diode is
also independent of the resistivity at low voltages,
where I ∝  exp(eV/2kT). This result is in good agree-
ment with the experimental data, which are shown, in a
generalized form, in Fig. 4. It follows from the above

∆µ kT
1 1 4e2ρ2µnµpni

2––

2eρµnni
2/Nv

-----------------------------------------------------
 
 
 

.ln=
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that the main systematic features in the behavior of the
I–V characteristic of the Al/p-CdTe diodes can now be
explained. (i) The reverse current, which has a genera-
tion origin, cannot vary in a wide range as the material
resistivity ρ does since this current is governed by the
carrier lifetime and by the thickness of the SCR, which
have no direct relation with a value of ρ. (ii) In the
region of low forward biases, where the dependence I ∝
exp(eV/2kT) – 1 holds, the current is governed by the
same parameters and, therefore, is also only slightly
ρ-dependent. (iii) As ρ increases, the Fermi level
recedes from the valence band; i.e., ∆µ increases at the
same time as ϕ0 decreases. In this case, the segment of
the forward portion, where the forward current is pro-
portional to exp(eV/2kT), is increasingly restricted
from above, as is observed in the experimental curves.

5. RESISTANCE MODULATION 
FOR A HIGH-RESISTIVITY SUBSTRATE

It follows from the experimental data reported by
Takahashi et al. [3–7] that the forward current through
a Schottky-barrier CdTe detector fabricated based on
a crystal with a resistivity of (1–3) × 109 Ω cm
increased rapidly at a voltage higher than ~10 V and
considerably exceeded the reverse current through the
diode. A 0.5-mm-thick substrate with the above resis-
tivity of its 4 × 4-mm2 diode area has a resistance of
(0.3–1) × 109 Ω. Therefore, the current limited by this
resistance should not exceed ~10–8 A at a voltage of
~10 V. However, the experimental value of the forward
current at 10 V is ~10–5–10–4 A; i.e., this value is three–
four orders of magnitude larger. We observed similar
properties in the Schottky-barrier diodes fabricated on
the basis of semi-insulating CdTe single crystals. As an
example, Fig. 8a shows the I–V characteristic of a
CdTe-based diode fabricated on a substrate with a resis-
tivity of 2 × 109 Ω cm. The portion of linear increase in
the current (the dashed straight line in Fig. 8a) is
observed only for forward voltages lower than ~2 V. At
higher voltages, the experimental points deviate
upwards.

We can explain an increase in the current at
increased forward biases by the decrease in the series
substrate resistance Rs. The voltage dependence of the
differential resistance of a diode Rdif = dV/dI for a for-
ward bias provides the quantitative characteristic for
such a decrease in the resistance. Figure 8b shows these
types of curves for three diodes fabricated on substrates
with various resistivities: 2 × 104, 2 × 107, and 2 ×
109 Ω cm. It is clear that, for each diode, as the voltage
increases, the differential resistance initially decreases;
then, the portion of constant resistance is observed to
follow a pattern similar to Fig. 2. However, as the volt-
age further increases, the differential resistance
decreases again. The higher the material resistivity, the
larger the decrease in the differential resistance. It
decreases for the lower curve by a factor of approxi-
mately two, for the middle curve by an order of magni-
SEMICONDUCTORS      Vol. 39      No. 6      2005
tude, and for the upper curve more than by two orders
of magnitude.

Let us consider the modulation of the bulk region of
a diode (base) possessing p-type conductivity due to
electron injection. The electron concentration at the
interface between the SCR and the neutral part of the
crystal (we assume that x = 0 for this point) is given by

(7)

where the voltage V of the forward bias approaches the
contact potential difference Vbi; i.e., for the purpose of
estimation, we can assume that V = ϕ0/e (Fig. 3).

The excess electron concentration ∆n decreases as
we move the variable point x away from the point x = 0
and deep into the crystal, both due to the diffusion and
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Fig. 8. (a) Current–voltage characteristic of an Al/p-CdTe
diode on a substrate with a resistivity of 2 × 109 Ω cm, and
(b) the differential resistance of diodes on substrates with
various resistivities.
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the drift from the voltage drop across the substrate. For
the situation of interest, i.e., high voltages, this drop
equals V – Vbi. Taking into account the diffusion and
drift, the distribution of ∆n by the coordinate is
described by the equation

(8)

where F = (V – Vbi)/(d – W) ≈ V/d, since Vbi is an insig-
nificant part of the voltage applied and W is much
smaller than the crystal thickness d. Let us seek the
solution of this equation in the form ∆n = Cexp(kx),
whose substitution into formula (7) leads to the charac-
teristic equation

(9)

whose roots are

(10)

where Ln = (Dnτn)1/2 denotes the diffusion length of the
electrons and Ldr = µnFτn is the drift length (at F  0,
the roots k1, 2 are equal to ±1/Ln). Thus,

(11)

In order to determine coefficients A and B, we use the
following boundary conditions:

(i) at x = 0, ∆n = ∆n(0), from which we have
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(ii) at x = d, the surface recombination is balanced
by the electron inflow, therefore,

(13)

Substituting ∆n and ∆n/dx into Eq. (8), we derive an
equation supplementary to Eq. (12) for A and B, whose
solution relative to A is

(14)

Finding A, we obtain

(15)

Figure 9 shows the results of a calculation of ∆n(x)
using formula (11) and taking into account relations
(14) and (15). The distribution of excess electrons in a
p-type substrate with a resistivity of 109 Ω cm and τn =
10–6 s is shown at various voltages on the left-hand side.
We took the typical values of ρ and τn for the material,
which is used in the CdTe detectors. The variation in the
electron distribution with a decrease in τn is shown on
the right-hand side.

It is evident that the electric field, which emerges
due to the voltage drop across the substrate, profoundly
affects the distribution of injected electrons. At V = 0,
all the electrons are accumulated in a thin layer (thick-
ness Ln) that borders the SCR. In contrast, as the voltage
increases, the region with the increased electron con-
centration is extended so that, at V = 10 V, the electron
concentration already noticeably exceeds the hole con-
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centration over the entire substrate thickness (the
dashed horizontal line). Close to the nonrectifying con-
tact, the surface recombination manifests itself,
although insignificantly (S = 106 cm/s), as an abrupt
drop at x  d.

The effect of the conductivity modulation of the sub-
strate due to the electron injection is rapidly weakened as
the electron lifetime decreases; thus, at τn < 10–7 s, the
injection, even at a considerable voltage drop, becomes
noticeable only in the thin layer adjoining the barrier
region of a diode (Fig. 9, on the right). It is evident that
the effect of the injected electrons is weakened as the
substrate resistivity decreases, since the horizontal line
in Fig. 9, which corresponds to the hole concentration,
shifts upwards along the carrier concentration scale
and, finally, exceeds the electron concentration over the
entire substrate thickness.

Thus, the observed superlinear increase in the cur-
rent when considerable forward voltages are applied to
the diode structures, which are fabricated based on
semi-insulating single crystals, is explained by the
modulation of the substrate resistance due to minority
carriers, specifically, in the case under study, due to
electrons. Knowing the distribution of excess electrons
and taking into account the injection, we calculated the
substrate resistance, the I–V characteristic, and the dif-
ferential resistance of a diode. This procedure seems to
be unjustified since the Schottky diode has a reverse
bias in detectors of X- and γ-ray radiation.

6. CONCLUSIONS
Al/p-CdTe diodes based on single crystals with a

resistivity of 102–109 Ω cm (300 K) have been fabri-
cated. The current–voltage characteristic of diodes fab-
ricated on the basis of single crystals with both low and
high resistivity is described by generation–recombina-
tion processes in the space charge region. This conclu-
sion is in accordance with the Sah–Noyce–Shockley
model after its adaptation to a Schottky diode. The
observed considerable forward currents and rectifying
properties of Schottky diodes based on high-resistivity
CdTe are caused by the modulation of the substrate con-
ductivity due to the injected minority carriers (electrons).
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Abstract—The possibility of fabricating heavily doped (Na – Nd ≥ 1 × 1019 cm–3) p+-4H-SiC layers on
CVD-grown lightly doped n-4H-SiC layers by sublimation epitaxy has been demonstrated. It is shown that a
Au/Pd/Ti/Pd contact, which combines a low specific contact resistance (~2 × 10–5 Ω cm2) with high thermal
stability (up to 700°C), is the optimal contact to p-4H-SiC. The p–n structures obtained are used to fabricate
packaged diodes with a breakdown voltage of up to 1400 V. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is known that, owing to its electrical parameters,
silicon carbide (SiC) is a promising material for micro-
wave devices [1]. However, for a long time, it has been
impossible to demonstrate the advantage of SiC in the
fabrication of microwave p–i–n diodes for a number of
technological and design reasons. The reason for this
difficulty was primarily the lack of thick (6–10 µm)
lightly doped SiC epitaxial films with a high structural
perfection. Recent advances in the development of the
CVD technology mean that it is now possible to obtain
n-4H-SiC layers with the required doping level and
thickness. However, the problems related to the fabrica-
tion of low-resistance and thermally stable contacts to
p-type 4H-SiC and the protection of the periphery of
the p–n junction from surface breakdowns remain to be
solved.

These difficulties in the formation of low-resistance
contacts to p-type 4H-SiC are due to the wide band gap
of SiC (3.2 eV for 4H-SiC). It is known that the specific
contact resistance depends on the doping level of the
layer in which the contact is fabricated. Theoretical cal-
culations and experimental studies have shown that a
dopant concentration exceeding 1019 cm–3 is necessary
for obtaining a resistance on the order of 10–5 Ω cm2 [2].
It is known that the maximum concentration of electri-
cally active acceptors is obtained in p-type SiC layers
grown by sublimation epitaxy [3]. Thus, the goal of the
present study was to grow a p+-type 4H-SiC emitter on
a lightly doped n-type 4H-SiC layer by sublimation epi-
taxy in order to obtain a p–n structure suitable for the
fabrication of a microwave p–i–n diode.

An additional goal was to optimize the post-
growth technology involved in the formation of a
4H-SiC p–i–n diode to obtain low-resistance and ther-
1063-7826/05/3906- $26.00 0730
mally stable contacts and to lower the probability of a
surface breakdown.

2. EPITAXIAL GROWTH OF p+-TYPE 4H-SIC 
EMITTER LAYERS

The layers were grown by sublimation epitaxy in
vacuum (SEV) [4] at a temperature T = 1900°C from an
aluminum-doped source. The residual pressure in the
chamber during the growth process was 3 × 10–6–5 ×
10–6 Torr, and the growth rate was ~1 µm/min.

Commercial n–n+ structures (CREE Co.) served as
the initial samples. A lightly doped (Nd – Na = 3.5 ×
1015 cm–3) 6-µm-thick n-layer was grown on the “sili-
con” face of a 4H-SiC substrate with n-type conduction
(Nd – Na = 5 × 1018 cm–3).

In order to fabricate high-quality p–i–n diodes, a
p+-type layer should be doped to Na – Nd ≥ 1 × 1019 cm–3

and have a thickness of ~1–1.2 µm (to lower the series
resistance of the diode). In addition, it is necessary to
obtain a high-quality metallurgical interface between
the n- and p-type regions in order to eliminate leakage
currents.

Earlier, we solved a similar problem in relation to
6H-SiC [5]. However, in the case of 4H-SiC, the situa-
tion was complicated by the large misorientation angle
of the surface of the initial CVD-grown epitaxial layer
(8°) (this angle is only 3° for 6H-SiC). This large mis-
orientation angle led to an increase in the growth rate of
SEV-produced epitaxial layers under the same techno-
logical conditions, which can result in a decrease in the
level doping of the growing layer with aluminum atoms.

The optimization of the SEV process with respect to
the temperature gradient within the growth cell and to
the absolute value of the growth temperature yielded
© 2005 Pleiades Publishing, Inc.
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the technological parameters at which we were able
solve the problems mentioned above. The quality of the
metallurgical boundary of the p–n junction was
improved by in situ pregrowth polishing sublimation
etching of the initial layer, which was effected by
changing the sign of the temperature gradient within
the growth cell [4].

The thicknesses of the layers grown (1.1–1.2 µm)
were determined from transversal SEM images of the
samples studied [6]. The atomic concentration of alu-
minum in the layers was measured by SIMS and found
to be ~1 × 1020 cm–3 (Fig. 1).

The concentration and distribution of electrically
active impurities in the layers were determined from the
capacitance–voltage (C–V) characteristics. Measure-
ments were performed with a mercury probe at a sinu-
soidal signal frequency of 1 kHz. It was found that a
thin lightly doped film is formed on the surface of the
layers (Fig. 2, curves 1, 3). Raising the concentration of
Al in the growth source did not eliminate this film and
only adversely affected the morphology of the layer.

Additional investigation demonstrated that this film
was formed in the final stage of the growth process,
after the crucible heater was switched off. Because of
the thermal inertia of the apparatus, the temperature
within the growth cell did not fall immediately, and this
led to continued growth at a varying Si/C ratio in the
vapor phase. As has been shown previously [7], a change
in the Si/C ratio leads, if all the other conditions remain
the same, to a significant change in the concentration of
the main doping impurity in the growing layer.

The presence of such a film can result in an
increased specific resistance in the ohmic contacts (ρc)
to the given layer. To avoid such a situation, after
growth, the samples were subjected to thermal oxida-
tion in dry oxygen at 1150°C for 3 h, with a subsequent
chemical removal of the oxide. As can be seen in Fig. 2
(curves 2, 4), the additional treatment made it possible
to eliminate the lightly doped film and to raise the sur-
face concentration of the acceptor impurity by a factor
of 2–3.

3. FABRICATION OF p–i–n DIODES

3.1. Formation of Mesa Structures

It is known that the breakdown voltage of real
p−n junctions may be lower than that expected theoret-
ically because of the development of a surface break-
down. The probability of a surface breakdown is dimin-
ished by using various configurations of mesa struc-
tures, which make the electric field strength on the
surface lower than that in the semiconductor bulk. In
this study, the p–n junction was protected from a sur-
face breakdown using a steplike mesa structure config-
uration [8, 9] (Fig. 3). The mesa structure was formed
by plasmochemical etching in a vacuum installation
with a saddlelike electric field generated with a dc
power source in the reaction chamber. An SF6 gas with
SEMICONDUCTORS      Vol. 39      No. 6      2005
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an addition of O2 (20%) was introduced into the source
chamber. The working pressure in the vacuum chamber
was 2 × 10–3 Torr. The etching rate of the p+-type layer
was 40 Å/min, whereas that of the n-type layers was
higher (50 Å/min). The p+-type layer of the samples
was etched in stages and the breakdown voltage of the
structures was measured after each stage.

Figure 4 shows the experimental dependence of the
breakdown voltage Ubr on the thickness d of the two-
step p+-type region of the p–i–n structure. It can be seen
that, in the course of etching, the breakdown voltage of
the diode structures increases from 700–900 to 1100–
1200 V at an etched-off p+-type layer thickness equal to

800 10006004002000

200

400

600

800

1000

1200

1400

d, nm

Breakdown voltage, V

Fig. 4. Breakdown voltage of the p–i–n structure vs. the
thickness of the expanded p+-type layer.

Specific resistance of a contact in relation to its annealing and
aging temperatures

Annealing tem-
perature, °C

Specific resistance, Ω cm2

Au/Pd Au/Pd/Al Au/Pd/Ti/Pd

600 7 × 10–4 – –

650 5 × 10–4 – –

700 3 × 10–4 9 × 10–4 3 × 10–3

750 2 × 10–4 4 × 10–4 9 × 10–4

800 1 × 10–4 2 × 10–4 2 × 10–4

850 4 × 10–5 7 × 10–5 9 × 10–5

900 5 × 10–5 4 × 10–5 2 × 10–5

950 – 5 × 10–5 6 × 10–5

Aging
temperature, °C

20 4 × 10–5 4 × 10–5 3 × 10–5

500 5 × 10–5 3.8 × 10–5 2.7 × 10–5

600 1 × 10–4 4 × 10–5 3.2 × 10–5

700 2 × 10–4 4.2 × 10–5 3.2 × 10–5
400 nm and to 1400 V for the separate samples. It is
important to note that these results were obtained in
measurements performed without any dielectric coat-
ing and in air.

3.2. Formation of Ohmic Contacts to 4H-SiC

The ohmic contact to the n+-type substrate was com-
posed of two metals: Ni(100 nm)/Au(200 nm). In order
to form the ohmic contact, after the deposition of the
metals, the samples were annealed in a reactor with
resistive heating at 900°C for 5 min. The specific con-
tact resistance was 1.8 × 10–6 Ω cm2.

It has previously been shown that good results can
be obtained in the fabrication of low-resistance contacts
to p+-type 4H-SiC if Pd is contained in the contact met-
allization [10, 11].

Three types of Pd-based contact systems were stud-
ied in order to fabricate low-resistance contacts to the
p+-type layer: Au(100 nm)/Pd(80 nm), Au(100 nm)/
Pd(80 nm)/Ti(20 nm)/Pd(10 nm), and Au(100 nm)/
Pd(67 nm)/Al(33 nm).

Pd was deposited by electron-beam evaporation in
vacuum with a residual pressure of 1 × 10–6 Torr. Ti and
Al were deposited by magnetron sputtering in an atmo-
sphere of Ar at a pressure of 3 × 10–3 Torr. Au was
deposited by thermal evaporation in vacuum at a resid-
ual pressure of 1 × 10–6 Torr. The contact pads were
formed by explosive photolithography. In order to opti-
mize the mode in which the ohmic contacts were
formed, the dependence of the specific contact resis-
tance on the annealing temperature was studied in the
range 600–950°C. The annealing time at each tempera-
ture was 5 min. The specific contact resistance was
measured by the TLM (transmission lime model)
method on structures with five contact pads. The table
presents the specific contact resistance in relation to the
annealing temperature.

For the successful operation of SiC devices, it is also
necessary to solve the problem related to the stability of
ohmic contacts at high temperatures and high switched
power. The thermal stability of the contacts obtained
was studied in a temperature range from 500 to 700°C
(see table). As can be seen from the table, the optimal
contact to 4H-SiC is the Au/Pd/Ti/Pd contact, which
combines a high specific contact resistance and good
thermal stability.

3.3. Packaging of 4H-SiC p–i–n Structures

After the diode structures were formed, the wafer
was cut into separate crystals (chips) of 0.6 × 0.6 mm in
size. The preliminarily tested diode structures were sol-
dered to an M15 case with an Au(88%)–Ge(12%) sol-
der at 360°C in the atmosphere of pure nitrogen. The
contact between the diode case and the p+-type region
was formed with an Au wire of 25 µm in diameter by
thermal compression. Control measurements of the
SEMICONDUCTORS      Vol. 39      No. 6      2005
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current–voltage (I–V) characteristics of the mounted
diodes did not reveal any changes in the parameters of
the devices.

The room-temperature reverse I–V characteristics of
the packaged p–i–n diodes obtained are shown in
Fig. 5. The reverse currents of most of the diodes stud-
ied fall within the region confined between the two
curves shown in the figure. The difference in the slope
of the curves has no effect on the breakdown voltage of
the diodes, and the reverse currents do not exceed 1 µA
at 1100 V. In the range 1100–1200 V, a surface electric
breakdown is observed at voltages somewhat lower
than the calculated bulk breakdown voltage.

The inset in Fig. 5 shows the typical room-tempera-
ture forward I–V characteristics of the p–i–n diodes
under study for the mesa diameters of 130 and 80 µm.

The packaged SiC p–i–n diodes were studied in a
microwave waveguide switch that operated in the
X band. An isolation of 24 dB (Fig. 6) at an insertion
loss of 1.2 dB (Fig. 6, inset) was obtained for a diode
with a mesa diameter of 130 µm. The respective values
for diodes with a mesa diameter of 80 µm were 20 and
0.9 dB. High-power tests of the serviceability of the
switch samples demonstrated their stability at an input
power of up to 1.0–1.5 kW in a pulsed mode.

4. CONCLUSION

In this study, it is demonstrated that 4H-SiC
p−i−n structures can be fabricated by means of the
SEV growth technique for p+-type emitters on a prelim-
inarily CVD-grown lightly doped n-type layer. As a
result of the optimization of the post-growth treatment,
4H-SiC p–i–n diodes with a breakdown voltage of up to
1400 V were fabricated on the basis of these structures
and experimental samples of switches operating in the
X band at a pulsed power of 1–1.5 kW were created using
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Fig. 5. I–V characteristics of 4H-SiC p–i–n diodes with dif-
ferent mesa diameters: (1) 130 and (2) 80 µm.
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these diodes. The parameters of the devices can be fur-
ther improved by developing effective protection of the
periphery of the mesa structure using dielectric films.
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