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Abstract—The behavior of the effective shear modulus Gef and internal friction in Si is comprehensively stud-
ied in the temperature range in which an anomalous hysteresis Gef(T) exists. It is shown that this hysteresis is
caused by mobile dislocations and that the pinning of these dislocations by radiation defects results in total
blocking of the hysteresis. Metastable dynamics of the transformations responsible for the anomalous behavior
of Gef(T) are detected. © 2005 Pleiades Publishing, Inc.
In our earlier studies, we showed that mechanical
and mechanochemical treatment of single-crystal sili-
con surfaces during sample preparation causes an
extraordinary “reverse” temperature hysteresis of the
effective shear modulus Gef [1]. Such an anomalous
dependence Gef(T), which is accompanied by corre-
sponding changes in the spectrum of elastic energy
absorption, is typical of phase transformations. To our
knowledge, this type of dependence has only been
observed in systems exhibiting transformations result-
ing in the formation of incommensurate structures [2, 3].
The latter are formed in crystals in the form of interme-
diate (metastable) phases [2, 3]. Hence, in addition to
stable modifications (to date, about ten polymorphic Si
modifications have been detected), among which cubic
and hexagonal (lonsdalite) modifications have been the
most thoroughly studied [4–6], metastable polytype
phases are formed in polymorphic silicon during direc-
tional plastic deformation [7]. Currently, it is known
that metastable polytype structures can be formed in
pure materials due to a coordinated motion of partial
dislocations [8]. All of the above suggests that the
observed “reverse” hysteresis of the modulus results
from the formation of intermediate polytype phases in
surface-deformed Si. If this assumption is valid, the
“reverse” hysteresis should be metastable and depend
heavily on the dislocation mobility. The objective of
this study is to verify this assumption.

The samples to be studied were prepared according
to the method described in [1]. The temperature and
amplitude dependences of the internal friction and Gef
were measured at frequencies of 1–3 Hz in vacuum
(~10–3 Pa) in the temperature range 20–450°C and at
the strains γ = 2–7 × 10–5. In order to change the state
of the dislocation–impurity silicon structure, the sam-
ples were irradiated with ~18-MeV electrons and
gamma-ray photons.
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Figure 1 shows the temperature dependences of the
squared frequency of the natural torsional vibrations
f2  ∝  Gef occurring silicon after mechanical surface
treatment followed by sample exposure at 200°C for an
hour. It can be seen that the mechanical treatment of the
surface initiates the anomalous hysteresis of the shear
modulus in the range 20–200°C. The degree of hyster-
esis loop nonclosure at 100°C is 4.6%. Thermal anneal-
ing (TA) at 200°C does not qualitatively affect the hys-
teresis, though its loop narrows.

In contrast, TA at 400°C for an hour increases the
“reverse” hysteresis loop almost to its initial value

(∆  = 4.1% at 100°C). However, after such

treatment at 200°C, ∆  increases almost three-

Gef
T /Gef

20

Gef
T /Gef

20

3.9

50

f 2, C–2

T, °C

1

2

3
4

4.0

4.1

4.2

100 150 200

Fig. 1. Temperature dependences of f2 in silicon (f2 ∝  Gef)
after mechanical treatment of its surface (1, 2) and 1-h anneal-
ing at 200°C (3, 4).
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fold, which indicates an intensification of phase trans-
formations at higher temperatures.

An analysis of the amplitude dependences of the
internal friction and Gef before and after the heat treat-
ments showed that the state of the dislocation–impurity
structure slightly changed as a result of TA. Immedi-
ately after the mechanical treatment, an increase in the
strain amplitude γ produced an increase in internal fric-
tion and a decrease in Gef, which is indicative of high
dislocation mobility in mechanically treated silicon.
After TA at 400°C, the internal friction, as well as γ,
began to decrease gradually at unchanged Gef(γ), which
apparently indicates a certain dislocation retardation at
the oxygen precipitate particles [9]. The latter did not
pin the dislocations but did limit their mobility.

Chemical treatment of the initial samples, used in
practice to remove a deformed layer to a depth of 40–
70 µm, somewhat changed both the amplitude and tem-
perature dependences of the internal friction and Gef:
the internal friction decreased by a factor of 4–5 and the

ratio ∆  decreased from 4.6 to 1.16% at 100°C.
Furthermore, the rates of Gef variation corresponding to
the treatment amplitude and temperature became
smaller. However, the influence of TA at 200 and 400°C
on the elastic and inelastic characteristics of this group
of samples generally remained unchanged but became
less efficient. For example, annealing at 400°C, as in
the former case, slightly decreased the dislocation
mobility; however, this circumstance manifested itself
only in a decrease in the curve slope Q–1(γ).

Natural aging of the chemically treated silicon sam-
ples at room-temperature over a one-year period caused

an additional decrease in ∆  from 1.16 to 0.3%
at 100°C, which may indicate that the formed structures
have metastability (Fig. 2).
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Fig. 2. Temperature dependences of the internal friction
coefficient Q–1 (curves 1, 2) and f2 (3, 4) in silicon after chem-
ical treatment and natural aging over one year; (1, 3) heating
and (2, 4) cooling.
The heavy dependence of the magnitude and shape
of the reverse hysteresis on the dislocation mobility led
us to the hypothesis that this transformation may be
decreased or totally blocked by immobilizing transfor-
mation dislocations, e.g., due to the formation of Cot-
trell atmospheres from second phase particles, radia-
tion defects, and so on. In order to verify this assump-
tion, Si samples exhibiting a pronounced reverse
hysteresis Gef in the range 20–200°C were irradiated.

The irradiation of these samples with high-energy
(~18 MeV) electrons at a dose De = 0.18 Mrad led to an
unexpected result: the reverse hysteresis of the shear
modulus after the first heating of the irradiated material
to 400°C extended to the entire range of 20 to 400°C.
The behavior of the amplitude dependences indicated
limited mobility of the dislocations pinned at primary
and secondary radiation defects. In contrast, the behav-
ior of the modulus Gef(γ) indicated rather high disloca-
tion compliance. Apparently, dislocation loops, which
are not involved in the formation of the amplitude
dependences, were formed in Si during its irradiation
with electrons. After the second heating to 400°C, the
reverse hysteresis became “direct,” which is typical of
first-order phase transitions, and was also observed in
almost the entire temperature range under study.

A twofold increase in the electron dose (De =
0.36 Mrad) resulted in appreciable suppression of the
reverse hysteresis in the entire temperature range
except for an insignificant difference between the
curves above 140°C (Fig. 3). It should be noted that TA
of these samples at 400°C did not restore the reverse
hysteresis in the range 20–200°C; however, it formed
another higher temperature reverse hysteresis in the
range 250–350°C, which totally disappeared after irra-
diation with electrons and gamma-ray photons (De =
0.36 Mrad plus Dγ = 0.04 Mrad).
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Fig. 3. Temperature dependences of the internal friction
coefficient Q–1 (curves 1, 2) and f2 (3, 4) for silicon after
exposure to an electron dose of 0.36 Mrad and the first heat-
ing; (1, 3) heating and (2, 4) cooling.
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A comparative analysis of the amplitude depen-
dences of the internal friction and Gef after electron and
combined irradiation shows that the electrons generate
both point and dislocation-type defects in Si crystals,
since Q–1 remains almost unchanged as γ increases,
while Gef decreases; moreover, the rates of these
changes are different as the strain increases and
decreases. This behavior of the shear modulus cannot
be accounted for only by the generation of point defects
in the structure: these effects are related to the disloca-
tions. However, the newly generated dislocation defects
are apparently not involved in the formation of super-
structures, since this process initially blocks the forma-
tion of incommensurate structures (the reverse hystere-
sis transforms into a direct one) and then blocks the for-
mation of commensurate structures as the electron dose
increases (the hysteresis disappears in the entire tem-
perature range). In this case, the hysteresis is partially
restored in the range 250–350°C after irradiation with
an electron dose De = 0.36 Mrad and TA at 400°C, but
it is not restored after combined irradiation and TA in
this range.

All of the above confirms the assumption on the
dominant role of the dislocations and their neighbor-
hood in the formation of a reverse temperature hystere-
sis Gef in Si after mechanical treatment of the surface.
Both types (low- and high-temperature) of temperature
hysteresis Gef bear a strong resemblance to the forma-
tion of multilayer metastable structures in their behav-
ior and dependence on external factors [8]. These struc-
tures, as has already been noted, are observed in pure
materials in the form of intermediate structures during
polymorphic transformations unrelated to diffusion.
However, confirmation of this assumption requires spe-
cially planned direct structural studies.

Thus, this study allows us to conclude the following:
(i) Mechanical treatment of a single-crystal Si surface

gives rise to two regions in which the reverse hysteresis
SEMICONDUCTORS      Vol. 39      No. 7      2005
of the shear modulus manifests: low- (20–200°C) and
high-temperature (250–350°C) regions.

(ii) The low-temperature reverse hysteresis of Gef is
metastable and depends heavily on the existence of
mobile dislocations (it decreases as their mobility is
lowered and is totally suppressed when the dislocations
are pinned by radiation defects). The high-temperature
hysteresis is formed during heat treatments at 400°C.
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Abstract—The thermoelectric power and thermal conductivity of a GaSb–V2Ga5 eutectic composition are
studied. A characteristic feature of this composition is the formation of a V2Ga5 metal phase in the form of par-
allel whiskers in the GaSb semiconductor matrix during planar crystallization. New data are obtained on the
scattering of long-wavelength phonons by metal whiskers and control of the thermoelectric power and thermal
conductivity in semiconductor–metal eutectic compositions. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The study of electron and phonon processes in semi-
conductors, their alloys, and compositions, as well as
the control of these processes, is a fundamental prob-
lem of modern theoretical, experimental, and applied
physics. Among the huge number of composite materi-
als in existence, semiconductor–metal composites, in
particular, III–V–metal ones, are of significant applied
importance due to their potential applications as polar-
ization filters of infrared (IR) radiation [1], galvano-
magnetic [2] and thermomagnetic [3] sensors, and ten-
soresistors [4, 5].

In [5], we established that it is possible to control the
tensometric parameters of semiconductor–metal eutec-
tic compositions. It was later shown that the electrical
properties of various samples taken from the same semi-
conductor–superconductor eutectic composition or of
one sample are controllable in both a normal and a super-
conducting state [6, 7]. In [8], it was found that the ther-
mal conductivity χ of GaSb–V2Ga5 and InSb–NiSb
eutectic compositions can be controlled by varying
their growth rate. Such a study requires the growth of
ingots with different compositions; moreover, it is
important to control the thermoelectric power and ther-
mal conductivity of these eutectic compositions using
simple methods, as well as to simultaneously study the
electron and phonon processes. One such method is
based on varying the angle β between the heat flux
direction Q and the direction of the parallel metal whis-
kers formed in the semiconductor matrix due planar
crystallization.

The thermoelectric power and thermal conductivity
in III–V–metal eutectic compositions was studied in
[8–11]. However, the influence of metal phases on these
parameters and processes, as well as the opportunity to
control the thermoelectric power and thermal conduc-
1063-7826/05/3907- $26.00 0738
tivity of semiconductor–metal eutectic compositions
using simpler methods, was not explored.

Proceeding from the above-stated research, the aim
of this study is control of the thermoelectric power α
and thermal conductivity χ, and identification of the
mechanism of phonon scattering in GaSb–V2Ga5 eutec-
tic compositions for various angles β between the heat
flux direction Q (temperature gradient direction ∆T)
and the metal phase orientation X.

2. EXPERIMENTAL

The GaSb–V2Ga5 eutectic composition under study
was prepared by direct alloying of GaSb that had first
been purified by floating-zone melting (the hole con-
centration was p = 1.3 × 1017 cm–3 after purification)
and by choosing the amount of V and Ga required to
form the V2Ga5 compound. The alloying process was
carried out in quartz cells pumped down to 10–5 Torr.
The melt was subjected to vibration for 3 h at 800°C to
attain complete homogeneity. Then, the composition
melt was subjected to planar crystallization using the
vertical Bridgman–Stockbarger method. A metallo-
graphic analysis using a MIM-8M microscope showed
that the V2Ga5 metal phase in the GaSb matrix takes the
form of whiskers of length L ≈ 200–500 µm. Some of
the V2Ga5 whiskers are of “infinite length”; i.e., they
thread through the composition. The whisker diameter
is d ≈ 1–2 µm.

In order to measure the thermoelectric power and
thermal conductivity, five samples in the shape of long
parallelepipeds and 15 × 3 × 3 mm in size were cut from
the eutectic composition. The samples were cut so that
angles β between the major axes Z of a parallelepiped
and the crystallization (whisker) direction X were β =
0°, 20°, 45°, 70°, and 90°. When measuring the thermo-
© 2005 Pleiades Publishing, Inc.
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electric power and thermal conductivity, the heat flux or
temperature gradient direction should be parallel to Z
(Q || Z and ∆T || Z).

Figures 1 and 2 show the temperature dependences
of the GaSb–V2Ga5 thermoelectric power α and ther-
mal conductivity χ, respectively, at various angles β.
We can see that the thermoelectric power α and thermal
conductivity χ of the GaSb–V2Ga5 eutectic composi-
tion can be controlled by varying the angle β between
the heat flux direction Q and the metal-phase orienta-
tion Z:

(1)

(2)

It can be seen in Fig.1 that α is controllable in the
entire temperature range under study. However, the
thermal conductivities (curves 1–5) move closer to each
other at T > 300 K. At T = 400 K, we have

(3)

within the accuracy of thermal conductivity measure-
ment (σ ≈ ±5%).

Figure 1 also shows the thermoelectric power of
homogeneous GaSb with the hole concentration p =
1.3 × 1017 cm–3 (curve 0, the hole concentration in
GaSb–V2Ga5 is the same as in GaSb). We note that the
thermal conductivity of GaSb–V2Ga5 (Fig. 2, curve 1)
is identical to that of GaSb (Fig. 2, curve 0) at β = 0°
within the experimental error.
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Fig. 1. Temperature dependences of the thermoelectric
power α at the angles β = (1) 0°, (2) 20°, (3) 45°, (4) 70°,
and (5) 90°; curve 0 corresponds to homogeneous GaSb.
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3. DISCUSSION AND CONCLUSION

We can see in Fig. 1a that, below 200 K, as temper-
ature decreases, the thermoelectric power increases in
homogeneous GaSb (curve 0) and in the GaSb–V2Ga5
eutectic composition when β = 90° and 70° (curves 4, 5).
This effect can be attributed to the drag of charge carri-
ers by phonons.

The phonon-related fraction of the thermoelectric
power is directly proportional to the relaxation time of
long-wavelength phonons (see [12]),

(4)

where 〈τ ph〉  is the average relaxation time of long-wave-
length phonons, τe is the relaxation time of electrons,
v  is the velocity of sound in a crystal, and k0 is the Bolt-
zmann constant.

The average relaxation time of long-wavelength
phonons is given by (see [12, 13])

(5)

where

(6)

k and q are the electron and phonon wave vectors,
respectively; and ρ0 is the crystal density. By substitut-
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Fig. 2. Temperature dependences of the thermal conductivity
χ at various angles β (the notation is the same as in Fig. 1).
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ing expression (6) into formula (5), we derive the aver-
age relaxation time of long-wavelength phonons:

(7)

Using formula (7) for the mean free path of long-
wavelength phonons, we obtain the following expres-
sion:

(8)

Calculations of the mean free path of long-wave-
length phonons showed that l = 2.4 and 0.018 µm at 100
and 300 K, respectively. Hence, the mean free path of
long-wavelength phonons at low temperatures is compa-
rable to the distance between metal inclusions, which
intensively scatter long-wavelength phonons, d ≈ 1–5 µm.
This fact explains the decrease in the phonon fraction of
the thermoelectric power in GaSb–V2Ga5 at β = 90° in
comparison with homogeneous GaSb. It is known that
the thermoelectric power consists of phonon and diffu-
sion components:

(9)

Considering that the scattering of long-wavelength
phonons by metal phases should weaken as β
decreases, αph should increase. However, the thermo-
electric power α decreases as the angle β decreases due
to the fact that, under these conditions, the electromotive
force Vα is shunted in the temperature range αd @ αph. In
this case,  induced by dragged charge carriers is
also shunted.

The generalized conductivity of heterogeneous sys-
tems was calculated by Odelevskiœ in [14]. He derived
corresponding formulas for the directions perpendicu-
lar and parallel to the second-phase inclusions. These
formulas can also be used to calculate the thermal con-
ductivity of heterogeneous systems. In this case, the
formulas are written as

(10)
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where χ⊥  and χ|| are the thermal conductivities of eutec-
tic compositions at β = 90° and 0°; χ1 and χ2 are the
thermal conductivities of the semiconductor matrix and
metal phase; and ψ = Vm/Vsm is the ratio of metal and semi-
conductor phase volumes, respectively. In GaSb–V2Ga5,
ψ = 0.04. By substituting this value into formulas (10)
and (11) and disregarding small terms, we obtain χ⊥  ≈ χ1

and χ|| ≈ χ1; hence, χ⊥  ≈ χ||. We obtained the equality
χ|| ≈ χ0 under experimental conditions. However, our
results showed that χ⊥  ≠ χ1 and χ⊥  ≠ χ|| (see Fig. 2).
Apparently, these inequalities, which allow the control
of the parameter χ, are also related to the scattering of
long-wavelength phonons by metal phases at β ≠ 0. The
equality χ|| ≈ χ1 shows that the contribution of the metal
phases to the generalized thermal conductivity at small ψ
is negligible and its value is within the error of the ther-
mal conductivity χ|| measurement.

It should be noted that the phonons in metal phases
can also be scattered by whisker tips at β = 0°. There-
fore, the thermal resistance ∆W1 can also manifest itself
in the longitudinal direction. We note that the metal
phases are also involved in heat transfer at β = 0°. If we
assume that the thermal conductivity of a metal phase
is larger than that of the semiconductor matrix, χ2 > χ1,
this metal phase should additionally contribute to the
generalized thermal conductivity. Nevertheless, the
equality χ|| ≈ χ1 shows that ∆W|| is fully compensated by
∆χ2, and ∆W|| = 1/∆χ2. However, the longitudinal size L
of the metal phases are much larger than their lateral
sizes, L @ d (L/d = 50–∞). Hence, when the heat flux is
perpendicular to the metal phases (β = 90°), they scatter
phonons more intensively. In comparison with β = 0°, the
additional thermal resistance ∆W⊥  @ ∆W|| at β = 90°.

If the heat flux is parallel to the metal phases, the
thermoelectric power is given by (see [15])

(12)

When the heat flux is perpendicular to the metal
phases (see [11]),
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where α1 and α2 are thermoelectric powers, and ρ1 and
ρ2 are the resistivities of the semiconductor matrices
and metal phases, respectively.

By substituting ψ = 0.04 into formulas (12) and (13)
and disregarding small terms, we obtain α|| ≈ α2 and
α⊥  ≈ α2. These equalities show that the thermoelectric
power in semiconductor–metal eutectic compositions
with a low bulk content of metal phases is close to that
of metals at β = 0°. At β = 90°, the value of α⊥  is close
the thermoelectric power of the semiconductor matrix,
as is experimentally confirmed. (See Fig. 1, curves 1
and 5, respectively.) Based on the above, formulas for
the control of the thermoelectric power and thermal
conductivity of eutectic compositions at any β can be
written as

(14)

(15)

Thus, the possibility of controlling the thermoelec-
tric power and thermal conductivity of semiconductor–
metal eutectic compositions by varying the angle β
between the heat flux Q and metal whiskers is estab-
lished. It is shown that control of the thermal conduc-
tivity and weakening of the effect of carrier drag by
phonons in semiconductor–metal eutectic composi-
tions is due to a unified mechanism of long-wavelength
phonon scattering by whisker crystals. The control of
the thermoelectric power can be attributed to shunting
of the voltage Vα by the metal whiskers.
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Abstract—A model of the formation of donor centers introduced by a combined implantation of Er+ and O+ ions
into silicon with subsequent thermal annealing is developed. These centers are multiparticle erbium–oxygen
complexes ErOn with n ≥ 4. The competing process of formation of electrically inactive oxygen clusters is taken
into account. The model makes it possible to describe the dependence of the activation coefficient for the donor
centers on the implantation dose of oxygen ions and, also, the effects of the oxygen ion implantation and anneal-
ing temperature on the concentration profiles of the donor centers. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Both optically active centers with a luminescence
wavelength of 1.54 µm and donor centers are known to
be formed in silicon as a result of an implantation of
ions of the rare-earth element erbium with subsequent
annealing (see reviews [1, 2]). The concentrations of
both the erbium-containing optically active centers and
the donor centers are higher in Czochralski grown silicon
(Cz-Si) with a high oxygen concentration (~1018 cm–3)
than in silicon grown by the floating-zone method
(fz-Si), in which case the oxygen concentration is low
(≤1016 cm–3). The concentrations of both types of cen-
ters increase as a result an additional implantation of
oxygen ions and correlate with each other, which indi-
cates that oxygen atoms are involved in the formation
of these erbium-containing optically active centers and
donor centers [3, 4]. Emtsev et al. [5, 6] observed a
variation in the activation energy of shallow-level
donor centers as a result of the introduction of oxygen
into silicon layers implanted with erbium ions. This
variation is related to the formation of Er–O complexes
and oxygen-containing quenched-in donors. The coef-
ficient of activation fa of the donor centers in the course
of postimplantation annealing increases as the dose of
oxygen ions increases and levels off at fa < 1; in addi-
tion, the value of fa decreases as the annealing temper-
ature increases (the coefficient fa is defined as fa =
Qa/QEr, where Qa is the integrated (sheet) electron con-
centration and QEr is the implantation dose of erbium
ions) [7]. The structure of erbium–oxygen complexes
has been studied using modern physical methods, i.e.,
an analysis of the extended X-ray absorption fine struc-
ture (EXAFS), electron-emission channeling, emission
Mössbauer spectroscopy, and electron spin resonance
[8–12]. It was established that erbium atoms are sur-
1063-7826/05/3907- $26.000742
rounded by interstitial oxygen atoms, whose number
increases as the annealing duration and temperature
increase [9, 12].

In one of our previous studies [13], we suggested a
model of the activation of donor centers in silicon lay-
ers implanted with erbium and oxygen ions; in this
model, it was assumed that the donor centers existed in
the form of three types of erbium-containing com-
plexes: erbium with oxygen Er–O, with a self-intersti-
tial atom Er–I (I stands for self-interstitial atom), and
with both oxygen and a self-interstitial atom Er–O–I.
Multiparticle erbium–oxygen complexes and simulta-
neous clusterization of the oxygen atoms themselves,
which proceeds at a high rate if radiation defects are
present [14, 15], were disregarded. These shortcomings
of the model meant that there was no way of explaining
either the dependence of the activation coefficient for
the donor centers on the oxygen-ion dose or the
observed shift of the concentration profile of the donor
centers towards the surface in the case of coimplanta-
tion of oxygen ions.

The objective of this study was to develop a model
of the formation of erbium-containing donor centers in
silicon (after an implantation of Er+ and O+ ions and
subsequent thermal annealing) taking into account both
the fact that the erbium–oxygen complexes can contain
many oxygen atoms and the competing process of
decomposition of the oxygen solid solution.

2. FORMULATION AND EQUATIONS 
OF THE MODEL

Various defects can be conducive to the decomposi-
tion of the oxygen solid solution in silicon layers
implanted with erbium ions and doped with oxygen
 © 2005 Pleiades Publishing, Inc.
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during their growth and/or using coimplantation. This
solution is supersaturated in Cz-Si even without an
additional implantation of oxygen ions. The above
defects primarily include erbium atoms that exhibit a
pronounced oxygen affinity and can capture oxygen
atoms [1, 2]. The resulting erbium–oxygen complexes
are similar to oxygen-related quenched-in donors.
These erbium–oxygen complexes, along with the oxy-
gen-related quenched-in donors [16], introduce shallow
donor levels with an ionization energy lower than
0.2 eV [5, 6] into the band gap. Both the quenched-in
donors and the erbium–oxygen complexes [9, 12, 17]
incorporate several oxygen atoms, whose number
increases as the annealing temperature and duration
increase. According to [18, 19], oxygen-related
quenched-in donors are silicon clusters with a SiOx
composition, where the number of captured oxygen
atoms x is no less than three to four. Similarly, we
assume that erbium–oxygen complexes are electrically
active erbium-containing donor centers and incorporate
(as do the oxygen-related quenched-in donors) more
than three oxygen atoms (n ≥ 4).

The formation and growth of erbium–oxygen com-
plexes ErOn (n = 1, 2, …, N) is attained by adding free
oxygen atoms to a free Er atom or to the previously
formed complexes:

(1)

We disregard, in the model, the formation of clusters
that incorporate several erbium atoms, since the diffu-
sion length of erbium atoms does not exceed the mean
distance between these atoms at the temperatures (T &
900°C) and durations (t & 1 h) of the annealing used to
form optically active centers and donor centers.

Secondary radiation defects formed as a result of
annealing can also be conducive to decomposition of
the oxygen solid solution in implanted silicon layers.
These defects include clusters of vacancies and intersti-
tial atoms, dislocation loops, dislocations, microvoids,
and disordered regions. It has been shown that decom-
position of the oxygen solid solution is accelerated in
silicon subjected to irradiation with high-energy elec-
trons [14] and implantation with oxygen ions [15].
Accumulation of oxygen has been observed in silicon
layers implanted with high-energy ions (F, Si, P, Ge,
and As) and subjected to subsequent thermal annealing.
This accumulation takes place not only in the region of
the mean projected ion range Rp, where interstitial
loops are located, but also at a depth that corresponds to
Rp/2, where vacancy agglomerates are found [20, 21]. It
is believed that the depth distribution of radiation
defects corresponds to the distribution of both elastic
energy losses and the number of displaced target atoms.
Calculations [22] show that this distribution is shifted
towards the surface with respect to the distribution of
implanted ions; it is noteworthy that the peak in the dis-
tribution of radiation defects Rd depends on the ratio

Er O ErO, ErO O ErO2 …,+ +

ErOn 1– O ErOn.+
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between the masses of an ion and target atom and is
located at a depth of ~0.8Rp for light ions (e.g., O+) and
~0.6Rp for heavy ions (e.g., Er+). It is important that the
temperature T and duration t of the heat treatments typ-
ically used to form donor and optically active centers
(T = 700–900°C and t = 0.5–1 h) are insufficient for the
formation of second-phase precipitates (e.g., SiO2).
Therefore, we assume that advanced precipitations are
formed in the implanted layers. These precipitations
consist of multiparticle oxygen clusters AOm (m = 1,
2, …, M), where A are clusterization centers of radia-
tion-related origin. The formation of larger precipitates
occurs during the capture of free oxygen atoms by
smaller precipitates; i.e.,

(2)

We assume that the oxygen clusters formed by the
above mechanism at the centers of radiation-related ori-
gin are electrically inactive. It is worth noting that pro-
cess (2) competes with process (1) for free oxygen
atoms.

Since the diffusion coefficient for erbium atoms in
silicon does not exceed 10–15 cm2/s at 900°C [2], which
is three orders of magnitude smaller than the diffusion
coefficient for oxygen atoms, the formation rate for
erbium–oxygen complexes (as well as oxygen clusters)
is controlled by the diffusion rate for oxygen atoms.
This inference has been repeatedly proven for the
decomposition of the oxygen solid solution in silicon
(see, for example, review [23]). Therefore, the rate con-
stants for direct reactions (1) and (2) can be written as

where DOx is the diffusion coefficient for oxygen in sil-
icon (DOx = 0.13exp(–2.53 eV/kT) [24]); k is the Boltz-
mann constant; T is temperature; and rn and rm are the
radii of capture of oxygen atoms by erbium-containing
complexes and oxygen clusters, respectively. We
assume that the corresponding capture radii increase as
the number of oxygen atoms in the erbium-containing
complexes (n) and oxygen clusters (m) increases; spe-
cifically, we assume that

where b and c are the capture radii when n = 0 and m = 0,
respectively. The rate constants for the reverse reactions
of those described by (1) and (2) are governed by the
bonding energies of oxygen atoms in the erbium-con-
taining complexes (EW) and oxygen clusters (ER),
respectively; as a result, we have

A O AO, AO O AO2 …, ,+ +

AOm 1– O AOm.+

k fn 4πrnDOx; k fm 4πrmDOx,= =

rn b 1 n+( )1/3, rm c 1 m+( )1/3,= =

krn νW EW ED+( )/kT–[ ] ,exp=

krm νR ER ED+( )/kT–[ ] ,exp=
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where ED is the activation energy for oxygen migration
(ED = 2.53 eV [24]), and νW and νR are the correspond-
ing frequency factors.

In our previous model [13], we took into account
formation of erbium-containing complexes involving
self-interstitial silicon atoms produced as a result of
annealing of radiation defects in the silicon lattice.
However, the concentration of these complexes in Cz-Si,
as well as in the case of coimplantation of oxygen ions,
is much lower than the concentration in the erbium–
oxygen complexes; therefore, complexes consisting of
Er and interstitial Si atoms are disregarded in the model
under consideration. It was established by Emtsev et al.
[6] that a fraction of oxygen is involved in the formation
of electrically inactive defects (most probably, oxygen
precipitates) in the course of decomposition of the
supersaturated oxygen solution in silicon. Therefore, in
the model under consideration, we take into account the
formation of electrically inactive oxygen clusters. As in
the previous model [13], we disregarded the possible
formation of both erbium–oxygen complexes that
incorporate several erbium atoms and oxygen-related
quenched-in donors.

The diffusion–kinetics equations of the model for
free oxygen atoms, erbium–oxygen complexes, and
oxygen clusters are written as

(3)

(4)

(5)

where t is the annealing duration; x is the depth; COx is
the concentration of free (unbound) oxygen; CWn is the
concentration of erbium-containing complexes ErOn
(n = 1–N); CRm is concentration of the oxygen clusters
AOm (m = 1–M); and CW0 and CR0 stand for the concen-
trations of free erbium and clusterization centers CA(x),
respectively.

The Er atoms, their complexes ErOn, and the oxygen
clusters AOm were assumed to be immobile. The initial
concentrations of the erbium-containing complexes and
oxygen clusters were assumed to be equal to zero. In
accordance with the model, the coefficient of the donor-
center activation was defined as fa = Qa/QEr, where Qa is

∂COx

∂t
------------ DOx
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∂x2
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f   m 1+ C Ox C Rm k r   m 1+ C R  m 1+ ,+                                
the integrated concentration of electrically active donor
centers,

and QEr is the integrated concentration of erbium in the
form of free atoms and erbium-containing complexes,

Integration is performed over the entire region of inter-
est, and the concentrations of all the components are
low at the boundaries of this region. The largest possi-
ble number of oxygen atoms in the erbium-containing
complexes N and oxygen clusters M was assumed to be
equal to 20, since a further increase in N and M did not
practically affect the solution.

3. RESULTS OF CALCULATIONS

System of Eqs. (3)–(5) was solved using the finite-
difference method, specifically, the implicit difference
scheme and sweep method for Eq. (3) and the Euler
method for Eqs. (4) and (5). The solutions were sought
taking into account the experimental conditions
described in [7]. The implantation dose of erbium ions
was QEr = 1013 cm–2 and that of oxygen ions QOx was
varied from 1013 to 2 × 1014 cm–2. The energies of the
erbium ions (1 MeV) and oxygen ions (135 keV) were
chosen so that the peaks of the concentration profiles
for erbium and oxygen were located at the same depth
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order to fit the experimental SIMS profile [7], we
approximated the initial erbium profile using two half-
Gaussian curves with the parameters 
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centration profile 
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(

 

x

 

) for the oxygen-clusterization
centers in the implanted layer (this profile corre-
sponded to the profile of residual radiation defects after
implantation of the erbium and oxygen ions) was
approximated by a Gaussian curve shifted towards the
surface with respect to the profiles of the Er and O ions:

(6)
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numbers of residual intrinsic point defects per incident
erbium and oxygen ion, respectively; χEr = 3.1 and
χOx = 1.25 for the energies under consideration [25];
QEr and QOx are the implantation doses of Er+ and
O+ ions, respectively; and Rd and ∆Rd are the location of
the peak and the width of the radiation-defects’ distri-
bution (we assumed that Rd = 0.7Rp and ∆Rd = ∆Rp).

We used the following values of the parameters in
the calculation. The rate constants for direct and reverse
reactions of oxygen clusterization (2) were determined
from the requirement that the free-oxygen concentra-
tion in Cz-Si (the initial concentration was 1018 cm–3)
be equal to the concentration corresponding to the lim-
iting oxygen solubility in silicon when equilibrium is
established (Ceq = 5.5 × 1020exp(–0.89 eV/kT) accord-
ing to the data reported in [26]). We obtained νR = 3.6 ×
1014 s–1 if the values ER = 0.89 eV (the enthalpy of the
oxygen solubility) and b = 4a (a = 2.35 Å is the inter-
atomic distance in silicon) were used. An enhancement
of decomposition of the oxygen solid solution in the
implanted silicon layer [14, 15] was taken into account
by increasing the constants of direct and reverse reac-
tions (1) and (2) by an order of magnitude. The param-
eters to be determined were the capture radius and the
rate constant for the reverse of reaction (1) relating to
decomposition of erbium–oxygen complexes (donor
centers); the concentration of these complexes were
determined from the dose dependences of the activation
coefficient for the donor centers at various temperatures.

In Fig. 1, we show the dependences of the activation
coefficient for the donor centers on the implantation
dose of O+ ions at postimplantation annealing tempera-
tures of 700, 800, and 900°C (the data reported in [7]
were used). As can be seen from Fig. 1, the calculation
based on the model and carried out using the parame-
ters c = 4a, νW = 2.6 × 1015 s–1, and EW = 1.3 eV makes
it possible to describe both the increase in fa and its lev-
eling-off at a level lower than unity and the decrease in
fa as the annealing temperature increases. In the model
under consideration, the leveling-off of the dose depen-
dence of fa at a level of fa < 1 is attributed to the com-
peting process of the capture of free-oxygen atoms by
AOm clusters rather than by the electrical inactivity of
small erbium–oxygen clusters ErOn with n ≤ 3. As the
implantation dose of oxygen ions increases, ErOn com-
plexes in which the number n of oxygen atoms
increases from three to four and oxygen clusters in
which the number of oxygen atoms m increases from
two to three are found to be prevalent after annealing at
700°C. As the annealing temperature increases to
900°C, the number of oxygen atoms is reduced to two
or three in the ErOn complexes and to two in the oxygen
clusters. In all cases, the erbium–oxygen complexes
ErOn with n = 4 are the prevalent donor centers.
A decrease in the activation coefficient fa as the annealing
temperature increases is attributed to the higher bonding
SEMICONDUCTORS      Vol. 39      No. 7      2005
energy of the oxygen atoms in the ErOn complexes
(1.3 eV) than of those in the AOm clusters (0.89 eV).

In the case of coimplantation of O+ ions, not only is
an increase in the concentration of donor centers at the
peak of the distribution observed but also a shift of the
profile of the donor centers from the region x * Rp
towards the surface (Fig. 2a). Figure 2b illustrates the
effect of coimplantation of oxygen ions on the concen-
tration profiles of the donor centers after annealing at
T = 800°C. As can be seen from Fig. 2b, the calculation
makes it possible to describe the increase in the concen-
tration of donor centers at the profile peak as the dose
of oxygen ions increases as well as the shift of the pro-
file of the donor centers towards the surface (to the
region of the ion range Rp). This shift is related to the
initial (at QOx = 0) location of the profile of the donor
centers beyond the region of Rp. In the context of the
model, this position of the peak in the profile of the
donor centers is attributed to a minimum in the distribu-

0
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1 2

0.2

0.3

0.4

0

QOx, 1014 cm–2

fa
1

2

3

1'

2'

3'

Fig. 1. Dependences of the activation coefficient for donor
centers fa on the implantation dose (QOx) of O+ ions. The
annealing temperature is (1, 1') 700°C, (2, 2') 800°C, and
(3, 3') 900°C. Solid lines 1–3 represent the results of calcu-
lation and symbols 1'–3' correspond to the experimental
data [7].
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tion of free oxygen in the region where the radiation-
induced centers of oxygen clusterization are located (at
x . 0.7Rp in the case under consideration) (Fig. 3).
After coimplantation of O+ ions, the region in the vicin-
ity of Rp becomes the source of free oxygen; as a result,
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(b)

CEr, cm–3

x, µm

Fig. 2. (a) Experimental and (b) calculated concentration
profiles of the Er atoms CEr (curve 1 represents the data
obtained by secondary-ion mass spectrometry and curve 1'
corresponds to the results of calculations) and donor centers Ca

(curves 2–5, 2'–5'). The coimplantation doses of O+ ions are
(2, 2') 0, (3, 3') 1013, (4, 4') 2 × 1013, and (5, 5') 5 × 1013 cm–2.
The annealing temperature is 800°C.
the profile of the donor centers shifts towards this
region (Figs. 2, 3).

In the model under consideration, it is assumed that
the bonding energy EW is independent of the number n
of oxygen atoms in the ErOn complexes; this assump-
tion is only an approximation. We can in fact expect a
nonmonotonic (with a maximum) dependence of the
bonding energy on the number of oxygen atoms in the
erbium–oxygen complexes, as has previously been
observed for oxygen clusters [18]. In this case, the
obtained values of the bonding energy EW = 1.3 eV and
the frequency factor νW = 2.5 × 1015 s–1 are effective and
are more relevant to the complexes that have the largest
number of oxygen atoms, i.e., to those with n = 2–4.
If the bonding energy decreases at large values of n, we
can expect a more pronounced tendency towards level-
ing-off of the dependence of the activation coefficient for
the donor centers on the coimplantation dose of oxygen
ions.

It is noteworthy that erbium diffusion is activated at
annealing temperatures higher than 900°C; as a result,
the formation of complexes that involve several
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Fig. 3. Concentration profiles of (1) Er atoms and (2, 2')
oxygen atoms before annealing and of (3, 3') donor centers
and (4, 4') oxygen atoms after annealing. The coimplanta-
tion doses of O+ ions are (2–4) 0 and (2'–4') 5 × 1013 cm–2.
The annealing temperature is 800°C.
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Er atoms, which is disregarded in the model under con-
sideration, becomes possible.

4. CONCLUSION

We have developed a model of formation of donor
centers in silicon layers coimplanted with Er+ and
O+ ions. It is assumed that the donor centers are ErOn

complexes that contain more than three oxygen atoms.
We take into account the fact that the donor centers in
an implanted layer are formed simultaneously with
electrically inactive oxygen clusters AOm; secondary
radiation defects play the role nucleation centers for
these clusters. If the competing process of formation of
oxygen clusters is taken into account, we can describe
the leveling-off of the donor-center activation coeffi-
cient at values smaller than unity and the shift of the
donors’ concentration profile towards the surface (to
the region of Rp) as the implantation dose of oxygen
ions increases. A decrease in the activation coefficient
as the annealing temperature increases is attributed to
the fact that the bonding energy of oxygen atoms is
higher in the ErOn complexes (1.3 eV) than in the AOm

clusters (0.89 eV).
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Abstract—Raman scattering spectroscopy is used to study the process of selective oxidation of Al0.97Ga0.03As
layers. Stresses arising in GaAs/(AlGa)xOy layers as a result of selective oxidation under different conditions
are determined. The effects of local heating of the samples with laser radiation during measurements of the
Raman signals, photoresist hardening resulting from the oxidation, and overoxidation are analyzed. The instru-
mentation and method of selective oxidation are optimized; as a result, arrays of vertical-cavity surface-emitting
lasers are fabricated. The active region of these lasers is based on two InGaAs quantum wells with top oxidized
and bottom semiconductor distributed Bragg reflectors. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The technology involved in selective oxidation of
AlGaAs layers was first proposed more than ten years
ago [1] and is now widely used in the fabrication of var-
ious optoelectronic devices based on III–V compounds,
i.e., light-emitting diodes [2], metal–oxide–semicon-
ductor transistors [3], optical waveguides [4], and ver-
tical-cavity surface-emitting lasers (VCSELs) [5]. The
unique feature of this technology is that it provides the
opportunity to form buried insulating layers with a high
structural quality and with the required electrical and
optical parameters, which ensure not only efficient
electronic confinement and an appreciable decrease in
the internal optical losses in a VCSEL (in comparison
to proton implantation) [6] but also make it possible to
form distributed Bragg reflectors in a wide spectral
range and reduce diffraction-related optical losses in
the vertical microcavity [6].

However, there are still a number of unsolved prob-
lems related to the technology of selective oxidation.
These include the problem of mechanical dependability
and stability of the devices after oxidation. It is worth
noting that selective oxidation of AlAs (at temperatures
no higher than 500°C) leads to the formation of an
(AlGa)xOy amorphous matrix that is further partially
transformed into γ-Al2O3 [7]. However, the appearing
γ-Al2O3 phase is much denser than the initial AlAs,
which gives rise to a linear compression of the layer
after oxidation. Indeed, the volume occupied by an Al
atom in AlAs is 3.57 Å3, whereas this volume in
γ-Al2O3 is about 2.85 Å3, which corresponds to a linear
compression of 20%. The specific degree of compres-
sion for the structure under consideration depends both
on the thickness and composition of the layers and on
the parameters of the oxidation process. In this context,
1063-7826/05/3907- $26.00 ©0748
it is important to study the deformation of the structures
under various conditions of selective oxidation.

It is well known that Raman spectroscopy makes it
possible to quantitatively estimate stresses in semicon-
ductors [8, 9]. Specifically, this method is widely used
to study the local stresses that arise in silicon integrated
circuits at various stages of their fabrication [10]. For
example, in the case of a uniform biaxial stress in the xy
plane (in the plane of an epitaxial structure) the stress
tensor (for structures with a zinc blende lattice) features
only the two nonzero components σxx = σyy = σ, while
the strain tensor has the three nonzero components

where S11 = 1.17 × 10–2 GPa–1 and S12 = –3.64 ×
10−3 GPa–1 are the elastic-compliance constants in
GaAs at 300 K [11]. The shift ∆ωLO of the LO-phonon
line in strained GaAs with respect to the LO-phonon
line in unstrained GaAs (this shift arises owing to the
stress σ) is given by

where p = –1.753 and q = –2.453 are the phonon defor-
mation potentials and ωLO = 292 cm–1 is the wave num-
ber of an LO phonon in unstrained gallium arsenide [10].
It is noteworthy that a biaxial compressive stress leads
to an increase in the phonon frequency whereas a ten-
sile stress leads to a decrease in this frequency.

Thus, Raman spectroscopy can be used to quantita-
tively estimate the stresses and strains that exist in the
GaAs/(AlGa)xOy structures under the condition that

εxx εyy ε|| S11 S12+( )σ= = =

and εzz ε⊥ 2S12σ,= =

∆ωLO cm 1–( )
=  ωLO pS12 q S11 S12+( )+[ ]σ 3.9σ GPa( ),–=
 2005 Pleiades Publishing, Inc.
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selective oxidation gives rise to biaxial stresses in the
plane of the epitaxial structure.

2. EXPERIMENTAL

The samples under study were grown by molecular-
beam epitaxy (MBE) on a semi-insulating GaAs (100)
substrate; a Riber 32P MBE system with a solid As
source was used. First, a GaAs buffer layer and was
grown; then, an Al0.97Ga0.03As 227-nm-thick layer; and,
finally, on top, a 94-nm-thick GaAs layer. The thick-
nesses of the layers were chosen so that they formed
one period of an (AlGa)xOy/GaAs insulator-based dis-
tributed Bragg reflector for a region of 1.3 µm after oxi-
dation. Using standard photolithography (an FP-9120
photoresist), in combination with a special method for
hardening the photoresist and dry etching in a beam of
Ar+ ions (a MIM TLA 20 system for ion etching), we
fabricated two types of mesa structures with stripe
widths of 100 and 30 µm. The distance between the
stripes was 350 µm, and the depth of etching was on the
order of 1 µm. Selective oxidation of the test samples
was carried out under various conditions after the for-
mation of the mesa structures.

The Raman spectra were measured in the backscat-
tering geometry z(x, x)  at room temperature. An
Ar+ laser with a radiation wavelength of 488 nm was
used for pumping. The monochromator was calibrated
using a Ne lamp. The characteristic absorption depth of
the Ar+-laser radiation (at the specified wavelength) in
GaAs is on the order of 100 nm; therefore, we can dis-
regard the contributions of the buffer and substrate to
the detected signal.

3. RESULTS AND DISCUSSION

The conventional instrumentation for performing
the processes involved in selective oxidation includes
an open-type quartz reactor with either resistive or
lamp-induced heating (Fig. 1a). The flow of carrier gas
(typically, nitrogen) passes through a heated bubbler,
where the gas is saturated with water vapors, and is then
introduced into the reaction zone. The process of lateral
oxidation of the AlGaAs layers occurs in this zone at
characteristic temperatures of 350–450°C; the oxida-
tion depth heavily depends not only on the composition
and thickness of the layers but also on the initial state of
the surface after dry etching [13]. In order to avoid sur-
face damage and contamination from the dry etching,
we carried out an additional chemical etching in a
NH4OH : H2O2 : H2O (1 : 2 : 50) solution for 4 s at room
temperature immediately after the dry etching. How-
ever, preliminary studies showed that the state of the
surface depends not only on the method used to treat it
but also on the number of adsorbed water molecules.
Therefore, preliminary heating of the samples at tem-
peratures of 150–200°C in order to remove these mole-
cules is an important component of the selective-oxida-

z
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tion technology. In addition, a high-temperature
annealing is required to increase the mechanical stabil-
ity of the oxidized structures after the process is com-
pleted. This annealing ensures efficient removal of
residual products from the oxidized layers [14].

To meet all of the above requirements for the pro-
cess of selective oxidation, we designed and manufac-
tured a two-chamber setup, whose schematic represen-
tation is shown in Fig. 1b. The availability of two inde-
pendent chambers makes it possible to persistently
maintain stable conditions in the working chamber (the
carrier-gas flow, saturation with water vapors, and tem-
perature), to rapidly complete the process by blowing
dry nitrogen through this chamber, and to carry out both
the high-temperature annealing of the samples in the
dry-nitrogen atmosphere without exposure to air and
the preliminary heating of the structures in the loading
(preparatory) chamber. The experiments we conducted
showed that this setup ensures high reproducibility and
stability of the characteristics of selective oxidation.

We found, in the course of the conducted study, that
oxidation under the conditions of saturation (in which
case, the oxidation-reaction rate is independent of the
rate of flow of water vapors into the chamber) and at
moderate temperatures (400–440°C) is optimal from
the standpoint of the quality and mechanical stability of
the structure. However, if the duration of oxidation
exceeds 30 min, the surface morphology degrades due to
partial oxidation of the top GaAs layer, which, in turn,
can lead to undesirable vertical oxidation of the surface
layers (Fig. 2a) or defect-related oxidation (Fig. 2b).

In order to eliminate the mentioned effects, protec-
tive masks made of silicon nitride are usually used [6].
In this study, we used a photoresist as the mask. This
approach made it possible to reduce the number of tech-
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Fig. 1. Schematic diagrams of the (a) standard and
(b) developed setups for selective lateral oxidation of AlGaAs
layers in water vapors. MFC stands for mass-flow controller.
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nological operations in comparison to the traditional
technology used for VCSEL formation. As a result, the
fabrication of VCSELs with a top oxidized reflector and
oxidized apertures includes the process of etching off
the first mesa (the smaller of the two) to the depth of the
buried p-type contact layer and selective oxidation of
this mesa under the protective photoresist for the for-
mation of the upper reflector; the second mesa is then
etched off to the depth of the buried n-type layer and the
aperture layers are oxidized selectively [12]. Finally,
p- and n-type ohmic contacts are formed, the device
structure is passivated using an insulator, isolating

3 mm20 kV 00000

10 mm20 kV 00000

(‡)

(b)

Fig. 2. Images of cleaved surfaces of the structures after
selective oxidation. The arrows indicate undesirable (a) ver-
tical oxidation and (b) defect-related oxidation. The images
were obtained in a scanning electron microscope.
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Fig. 3. Raman spectra of initial structure A and samples B
and C (sample C underwent additional annealing after the
completion of selective etching). Dependences of the posi-
tion of the LO-phonon line for GaAs on the power density
of the pump (an Ar+ laser) for samples A and C are shown
in the inset.
implantation is used, the contact windows are opened,
and the contact areas are formed.

The main objective of this study was to estimate the
stresses that arise as a result of selective oxidation of
VCSEL structures. To this end, we prepared several
series of test samples. Comparison was carried out
against a sample (sample A) that constituted the initial
structure; i.e., one that was not subjected to any treat-
ment. In order to analyze the effect of high-temperature
annealing on the mechanical stability of the oxidized
samples, we used the first series of mesa structures,
with the stripe width of 100 µm (samples B and C). All
of these samples were subjected to lateral selective oxi-
dation for 90 min at 420°C, and sample C was subjected
to an additional annealing for 30 min at 420°C. The
conditions of oxidation were chosen so as to ensure an
oxidation depth of no less than 30 µm (the diameter of
the focused laser-beam spot was no larger than 30 µm).
In order to assess the stresses that arise owing to the
hardening of the photoresist under oxidation condi-
tions, we fabricated a second series of samples (sam-
ples BA and CA). These samples were similar to the first
series but with dry nitrogen instead of water vapors
introduced into the chamber; i.e., the oxidation process
was simulated. The phenomenon of overoxidation is of
profound practical interest. In order to study this phe-
nomenon, we fabricated a third series of samples based
on the mesa structures with the stripe width of 30 µm
(samples D1, D2, and D3). These samples were sub-
jected to selective oxidation at a temperature of 420°C
for 45 min (sample D1), for 60 min (sample D2), and
75 min (sample D3); after that, all of the samples were
subjected to an additional annealing for 30 min at
420°C. The entire Al0.97Ga0.03As layer can be oxidized
in 45 min in the chosen oxidation conditions; i.e., sam-
ples D2 and D3 were overoxidized.

In order to assess the stresses that arise in the struc-
ture as a result of oxidation correctly, we need to sepa-
rate the possible stresses caused by photolithography,
involving the special method for hardening the photo-
resist, from those caused by dry etching with the
Ar+ ion beam. The measurements of the Raman scatter-
ing carried out for the initial A structure and structure AE,
subjected to the entire technological treatment (except
for selective oxidation), indicate that the technological
operations preceding oxidation do not introduce any
appreciable stresses into the structure to within the
experimental accuracy.

In Fig. 3, we show the Raman spectra for samples A,
B, and C. The narrow peaks that can be seen at 292 and
403 cm–1 correspond to the LO phonons in GaAs and
AlAs, respectively. The poorly pronounced peaks at
269 and 361 cm–1 correspond to the TO phonons in
GaAs and AlAs, respectively (although the TO-phonon
lines are forbidden in the backscattering geometry z(x, x)
according to the selection rules). After oxidation (struc-
tures B and C), the peaks related to AlAs disappear,
which is indicative of complete transformation of AlAs

z
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into (AlGa)xOy (the poorly pronounced feature at
587 cm–1 [15]). In addition, in the Raman spectrum of
structure B, we observe a poorly pronounced peak at
475 cm–1, which is related to amorphous As2O3, and a
broad feature in the range 180 to 280 cm–1, which is a
superposition of several peaks related to crystalline As
(at 198 cm–1), amorphous As (227 cm–1), and the TO
phonons in GaAs [16]. The presence of amorphous
As2O3 suggests that diffusion from the oxide to the
reaction front becomes the main mechanism limiting
the oxidation rate, which, in particular, accounts for the
observed parabolic time dependence of the oxidation
depth for the samples studied.

The mechanical stability of the oxide layer depends
heavily on the amount of residual (intermediate) prod-
ucts generated in the oxidation reaction [14]; in addi-
tion, the presence of residual As in the oxide leads to
pinning of the Fermi level at the (AlGa)xOy–GaAs
interface, which, in turn, affects the electrical properties
of the oxide [15]. However, the effect of the structure of
the oxide itself is of no less importance. As is well
known, as a result of oxidation, AlGaAs transforms into
amorphous (AlGa)xOy that additionally contains
AlO(OH) and Al(OH)3 aluminum hydroxides. These
compounds are metastable and can lead to continuation
of the oxidation reaction for AlGaAs at room tempera-
ture [7, 16]. However, these hydroxides transform into
γ-Al2O3 at temperatures higher than 350°C. In addition,
residual As can interact with the hydroxides during
annealing. This interaction brings about an appreciable
reduction in the number of hydroxide groups in the
(AlGa)xOy layer [17]. Consequently, annealing of the
structure results not only in removal of the residual reac-
tion products but also in partial transformation of amor-
phous (AlGa)xOy into the more stable γ-(AlGa)xOy phase.

High-temperature annealing of the samples was car-
ried out directly in the chamber (without either cooling
or an exposure to air) in an atmosphere of dry nitrogen.
Preliminary studies showed that the optimum (from the
standpoint of mechanical stability) temperature of the
annealing is the temperature used during oxidation. An
annealing duration of about 30 min is sufficient for
obtaining an oxidation depth of approximately 30 µm.
An analysis of the Raman spectrum for structure C,
annealed under optimum conditions, did not reveal any
features related to As or As2O3. The procedures
involved in rapid thermal annealing (simulation of
alloying the contacts) after exposure of the structure to
air did not apparently give rise to stratification of struc-
ture C, which suggests that the oxidized structure
exhibits a high mechanical stability (Fig. 4a).

When analyzing the stresses in the structure, we
have to take into account the possible heating of the
sample by the laser radiation. It is well known that local
overheating caused by a focused laser beam contributes
to the shift of the phonon line for GaAs. In order to sep-
arate the effect of heating, we measured the dependence
of the LO-phonon line position in the GaAs Raman
SEMICONDUCTORS      Vol. 39      No. 7      2005
spectrum on the power density of the pumping with an
Ar+ laser (see the inset in Fig. 3). The line shift due to
overheating was equal to about 0.2 cm–1 for the initial
structure (A), whereas a much larger shift (about 0.4 cm–1)
is observed for sample C. This fact is attributed to an
appreciable difference in the heat-conductivity coeffi-
cients of AlGaAs and (AlGa)xOy (amorphous (AlGa)xOy
is an insulator with low heat conductivity). Extrapola-
tion of the experimental curves to zero laser power
yields the true shift of the LO-phonon line in GaAs:
∆ωLO = –0.39 cm–1. This shift corresponds to extension
in the structure plane (a negative shift of the phonon
line). It is also worth noting that the top GaAs epitaxial
layer is also somewhat stressed initially (σ ≈ 18 MPa is
the tensile stress). This behavior is caused by the fact
that the lattice constant of AlAs is larger than the lattice
constant of GaAs.

In order to correctly estimate the stresses introduced
by selective oxidation of the AlGaAs layers with a high
content of Al, we have to separately estimate the contri-
bution producing the effect of hardening of the photo-
resist during oxidation. To this end, we simulated the
oxidation process by introducing dry nitrogen (instead
of water vapors) into the chamber. In Fig. 5, we show
the results of measuring the Raman signal for samples A,
BA, and CA. It can be seen that the contribution of the
hardening of the photoresist to the stresses is relatively
small (σ ≈ –18 MPa) and corresponds to compression
in the structure plane (a positive shift of the phonon
line). All of the aforesaid evidently correlates with the
fact that the photoresist is hardened and compressed at
high temperatures (higher than 400°C). Thus, the pho-
toresist also partially compensates for the stresses that
appear in the surface layer due to oxidation. However, it
is worth noting that, at oxidation temperatures exceeding
450°C, the photoresist compression becomes so high
that the complete destruction (stratification) of a struc-
ture coated with this photoresist occurs (Fig. 4b).

10 mm20 kV 00000

10 mm20 kV 00000

(‡)

(b)

Fig. 4. Images of the cleaved surface of (a) the structure
under study after selective oxidation at a temperature of
420°C and (b) a test structure after selective oxidation at a
temperature of 450°C (the test structure was used to cali-
brate the oxidation rate in relation to the mole fraction of Al
in the AlGaAs layers). The images were obtained in a scan-
ning electron microscope.
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As a result, taking into account the effects of local
overheating of the samples and hardening of the photo-
resist during oxidation, we find that the true shift of the
phonon line is ∆ωLO = –0.46 cm–1 and the correspond-
ing tensile stress σ = 118 MPa. Thus, in the case under
consideration, oxidation gives rise to the tensile strain
ε|| = 9.38 × 10–4 in the structure plane and the compres-
sive strain ε⊥  = –8.67 × 10–4 in the direction of the struc-
ture growth. These results correlate with previously
published data for GaAs/(AlGa)xOy structures with
100-nm-thick AlAs and Al0.98Ga0.02As layers [18].

The effect of overoxidation (the situation in which
the duration of the process exceeds that required for
complete oxidation) on the stresses is illustrated in
Fig. 6 (taking into account all the above effects). As a
result of oxidation for 45 min, the AlGaAs layer
becomes completely transformed into (AlGa)xOy. It can
be seen that a further increase in the process duration
reduces the mechanical stability of the structure, since
the compression of the layers becomes too high. In addi-
tion, the overoxidation brings about a decrease in the
reflection coefficient of the mirrors and a distortion of the
reflection-spectrum shape due to degradation of the mor-
phology and the presence of internal stresses [19].

We aimed, as a result of our studies, to optimize the
reproducibility and stability of the parameters of selec-
tive oxidation and ensure the required mechanical sta-
bility of VCSEL structures. In this regard, we managed
to fabricate 8 × 8 arrays of VCSELs with an active
region based on InGaAs quantum wells. The individu-
ally addressed emitters exhibit continuous-wave lasing
at room temperature with threshold currents of 1.0–
2.5 mA at a wavelength of 960–965 nm, differential
efficiency as high as 0.04 mW/mA, and their highest
output power in excess of 2 mW [20].
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Fig. 5. Dependences of the position of the Raman line cor-
responding to the LO phonons in GaAs and the tensile stress
σ on the duration of annealing in an atmosphere of dry
nitrogen (simulation of selective oxidation).

LO phonon, cm–1
4. CONCLUSION
Thus, in this study, we analyzed the stresses that

appear in GaAs/(AlGa)xOy structures as a result of
selective oxidation of the AlGaAs layers. We showed
that oxidation gives rise to tensile stresses in the GaAs
layers. At the same time, the use of a photoresist as the
protective mask during oxidation gives rise to compres-
sive stresses as a result of hardening of the photoresist
at high temperatures. We considered the effect of over-
oxidation on the mechanical stability of the structures.
The developed and optimized technology of selective oxi-
dation shows potential in relation to fabrication of individ-
ual WCSELs and arrays of emitters for high-speed sys-
tems of transmission and processing of information.

ACKNOWLEDGMENTS
This study was supported by the program “New

Materials and Structures” under the Section of Physical
Sciences of the Russian Academy of Sciences and by
the basic research program “Low-Dimensional Quan-
tum Structures” managed by the Presidium of the Rus-
sian Academy of Sciences.

REFERENCES
1. J. M. Dallesasse, N. Holonyak, A. R. Sugg, et al., Appl.

Phys. Lett. 57, 2844 (1990).
2. D. L. Huffaker, C. C. Lin, J. Shin, and D. G. Deppe,

Appl. Phys. Lett. 66, 3096 (1995).
3. E. I. Chen, N. Holonyak, and S. A. Maranowski, Appl.

Phys. Lett. 66, 2688 (1995).
4. A. Fiore, V. Berger, E. Rosencher, et al., Appl. Phys.

Lett. 68, 1320 (1996).
5. D. L. Huffaker, D. G. Deppe, K. Kummar, and T. J. Rog-

ers, Appl. Phys. Lett. 65, 97 (1994).
6. Vertical Cavity Surface Emitting Lasers, Ed. by L. A. Col-

dren, H. Temkin, and C. W. Wilmsen (Cambridge Univ.
Press, Cambridge, 1999).

75706560555045

290.68

290.72

290.76

290.80

126

117

135

144

Duration of oxidation, min

Stress σ, MPa
Position of the GaAs

Ar+ laser
power density

4 kW/cm2

LO phonon, cm–1

Fig. 6. Dependences of the position of the Raman line cor-
responding to the LO phonons in GaAs and the compressive
stress σ on the duration of selective oxidation.
SEMICONDUCTORS      Vol. 39      No. 7      2005



STRESSES IN SELECTIVELY OXIDIZED GaAs/(AlGa)xOy STRUCTURES 753
7. R. D. Twesten, D. M. Follstaedt, K. D. Choquette, and
R. P. Schneider, Appl. Phys. Lett. 69, 19 (1996).

8. F. Cerdeira, C. J. Buchenauer, F. H. Pollak, and M. Car-
dona, Phys. Rev. B 5, 580 (1972).

9. S. C. Jain, M. Willander, and H. Maes, Semicond. Sci.
Technol. 11, 641 (1996).

10. Ingrid De Wolf, Semicond. Sci. Technol. 11, 139 (1996).
11. G. Landa, R. Carles, C. Fontaine, et al., J. Appl. Phys.

66, 196 (1989).
12. N. A. Maleev, A. R. Kovsh, A. E. Zhukov, et al., Fiz.

Tekh. Poluprovodn. (St. Petersburg) 37, 1265 (2003)
[Semiconductors 37, 1234 (2003)].

13. M. Creusen, F. de Btyun, F. Karouta, et al., Electrochem.
Solid-State Lett. 2, 83 (1999).

14. H. Q. Jia, H. Chen, W. C. Wang, et al., J. Cryst. Growth
223, 484 (2001).
SEMICONDUCTORS      Vol. 39      No. 7      2005
15. C. I. H. Ashby, J. P. Sullivan, P. P. Newcomer, et al.,
Appl. Phys. Lett. 70, 2443 (1997).

16. A. R. Sugg, N. Holonyak, J. E. Baker, et al., Appl. Phys.
Lett. 58, 1199 (1991).

17. K. D. Choquette, K. M. Geib, C. I. H. Ashby, et al., IEEE
J. Sel. Top. Quantum Electron. 3, 916 (1997).

18. J. P. Landesman, A. Fiore, J. Nagle, et al., Appl. Phys.
Lett. 71, 2520 (1997).

19. V. A. Haisler, F. Hopfer, R. L. Sellin, et al., Appl. Phys.
Lett. 81, 2544 (2002).

20. N. A. Maleev, A. G. Kuz’menkov, A. E. Zhukov, et al.,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 39, 487 (2005)
[Semiconductors 39, 462 (2005)].

Translated by A. Spitsyn



  

Semiconductors, Vol. 39, No. 7, 2005, pp. 754–758. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 7, 2005, pp. 788–792.
Original Russian Text Copyright © 2005 by Savitski

 

œ

 

, Parfenyuk, Ilashchuk, Ulyanitski

 

œ

 

, Chupyra, Vakhnyak.

                                                                        

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

                                           
Low-Temperature Instabilities of the Electrical Properties 
of Cd0.96Zn0.04Te:Cl Semi-insulating Crystals

A. V. Savitskiœ^, O. A. Parfenyuk, M. I. Ilashchuk, K. S. Ulyanitskiœ, 
S. N. Chupyra, and N. D. Vakhnyak

Fed’kovich State University, ul. Kotsyubinskogo 2, Chernovtsy, 58012 Ukraine
^e-mail: p_ebox@mail.ru

Submitted June 28, 2004; accepted for publication November 10, 2004

Abstract—The electrical properties in the temperature range 295–430 K and low-temperature (4.2 K) photo-
luminescence of Cd1 – xZnxTe:Cl semi-insulating crystals grown from melts with a variable impurity content

(  = 5 × 1017–1 × 1019 cm–3) are investigated. Nonequilibrium processes leading to a decrease in carrier con-
centration are observed in all the samples at low temperatures (T = 330–385 K). These changes are reversible.
The activation energy of these processes Ea is found to be 0.88 eV. As with semi-insulating CdTe:Cl, the observed
phenomena can be explained by a change in the charge state of background copper atoms: CuCd  Cui. The
introduction of Zn changes the ratio of the concentrations of shallow-level donors Cui and ClTe from their levels
in the initial material. © 2005 Pleiades Publishing, Inc.
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1. INTRODUCTION

Cadmium telluride and Cd1 – xZnxTe alloys are
potentially valuable for practical application and are
currently under intense study in relation to the design of
various devices. For most applications, bulk samples of
high structural quality with very low concentrations of
equilibrium carriers and stable parameters are required.
In order to obtain such materials, crystals are doped
with donor impurities, which compensate for intrinsic
acceptor defects. The latter are considered to be iso-
lated cadmium vacancies.

Hydrogen-like donor impurities (for example, Cl [1])
and elements inducing deep levels in the band gap
(V, Ti, Ge, Sn, and Pb) [2] can be used as donor
dopants. The best results in the development of X-ray
and γ detectors have been obtained with CdTe crystals
and Cd1 – xZnxTe alloys.

Most studies of the properties of Cl-doped CdTe and
CdZnTe consider the growth conditions and structural
properties of bulk semi-insulating samples. However,
little attention has been paid to transfer phenomena,
especially for CdZnTe, or the determination of a possi-
ble correlation between the equilibrium parameters of
crystals and the conditions of their preparation process.

When studying temperature dependences of the elec-
trical properties (σ, RH) of CdTe:Cl samples, reversible
low-temperature variations have been found [3]. The
purpose of this study is to examine the effect of Zn
impurity on the magnitude and character of such varia-
tions for Cd0.96Zn0.04Te:Cl semi-insulating crystals. It is
known [4] that the incorporation of Zn into the CdTe
lattice increases the covalent bond component, which
improves the structural quality of the material.
1063-7826/05/3907- $26.00 0754
2. EXPERIMENTAL

The crystals under study were grown by the vertical
Bridgman–Stockbarger method from a preliminarily
synthesized material, to which a necessary amount of
CdCl2 salt was added. The chlorine concentration in the

liquid phase was  = 5 × 1017–1 × 1019 cm–3.

The resulting crystals had a large-block structure
(a single block was 5–8 cm3 in size). The total ingot
volume was 50–60 cm3. The samples to be used in elec-
trical measurements (1.5 × 1.2 × 12 mm in size) were
cut from the parts of the ingot grown at the initial (I),
medium (M), and last (L) stages of the process (see
Fig. 1). The sample preparation and contact deposition
were carried out in a conventional manner. Direct cur-
rent measurements of the temperature dependences of
the electrical conductivity and Hall coefficient were
carried out under both an increase and a decrease in
temperature.

Low-temperature (4.2 K) photoluminescence (PL)
was examined, according to the standard procedure, on
freshly-cleaved surfaces. The resolution was no lower
than 1 meV.

3. RESULTS AND DISCUSSION

All the crystals under study had p-type conductivity
with resistivity (ρ) from 2.7 × 107 to 1.08 × 108 Ω cm
and mobility µH in the range 58–80 cm2/(V s) at 295 K
(see table). A specific feature of the Cd0.96Zn0.04Te:Cl
samples was that they were annealed at relatively low
temperatures (330–385 K, Fig. 1) during the measure-
ments. Measurements taken when temperature was

CCl
0
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increasing revealed two straight-line segments with
various slope angles at T < 330 K (region I) and T >
385 K (region II) that were separated by a transient
region. As the temperature decreased, the measured
values of RH coincided with the values obtained in the
first half of the measurement cycle (region II). With fur-
ther cooling, these values exceeded those obtained dur-
ing heating and thus formed region III.

The level ionization energies ∆E for various sam-
ples, which correspond to the conductivity in particular
regions in the dependences logRH = f(103/T), are given
in the table. By comparing the values of ∆E1, ∆E2, and
∆E3, we can see that the conductivity of all the annealed
crystals is determined by deeper levels (∆E2 > ∆E1)
whereas, in region III, the activation energy remains the
same or slightly increases (∆E3 ≥ ∆E2).

The observed variations are reversible. Keeping the
samples at room temperature for several months
restored their parameters to the initial values.

Analysis of the temperature dependences of the Hall
mobility showed that scattering by thermal lattice
vibrations is dominant in all the samples considered
(see the inset in Fig. 1). A particular feature of the crys-
tals is that, at temperatures exceeding the annealing
temperature (region II in the dependence logRH =
f(103/T)), the quantity RHσ sharply decreases. In this
case, the slope angle in the dependence µ ∝  T–α ranges
from α ≈ 1.4 (region I) to α > 3.4 (region II). The
observed decrease in the mobility cannot be due to scat-
tering by additionally charged point defects, since an
estimation of the amount of defects necessary to pro-
duce it using the Brooks–Herring formula [5] leads to
unrealistic values of N. This run of the dependence

 = f( ) can be explained by the fact that,RHσ( )log Tlog
SEMICONDUCTORS      Vol. 39      No. 7      2005
                                

at temperatures corresponding to region II of the exper-
imental dependence, the rigorous relation p/ni =
(µn/µp)2, which should be satisfied for the impurity con-
ductivity, is violated. Therefore, the conductivity
becomes mixed. This fact was confirmed by measure-
ments of RH at higher temperatures. At T ≈ 200 K, the
sign of RH changes and n-type conductivity emerges.
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Fig. 1. Temperature dependences of RH of the
Cd0.96Zn0.04Te:Cl samples: (1) sample C-I and (2) sam-
ple E-M. The arrows denote the sequence of measurements.
The roman numerals denote various regions of the experi-
mental dependences, and the vertical dashed lines separate
the transient region (see text). The inset shows the tempera-
ture dependences of the Hall mobility for the same samples.
The dashed line is the dependence µH(T) for scattering by
optical phonons.
Equilibrium characteristics of the Cd0.96Zn0.04Te:Cl samples prior to measurements (295 K) and the activation energies for
different segments of the experimental dependences  = f(103/T)

No. Sample* , cm–2

Prior to heating

ρ/ρ0, **

∆E, eV

ρ0,
Ω cm

µH,
cm2 V–1 s–1

I
∆E1

II
∆E2

III
∆E3

1 A-I 5 × 1017 6.8 × 107 60 6.8 0.63 0.72 0.72

2 A-M – 1.0 × 108 57 8.1 0.62 0.73 0.81

3 A-L – 4.7 × 107 65 5.0 0.60 0.67 0.73

4 B-M 1 × 1018 6.6 × 107 62 5.7 0.60 0.67 0.74

5 B-L – 2.7 × 107 78 7.6 0.52 0.71 0.71

6 C-I 5 × 1018 8.5 × 107 62 36 0.49 0.73 0.87

7 C-M – 4.2 × 107 58 60 0.44 0.71 0.82

8 C-L – 4.8 × 107 70 10.2 0.44 0.70 0.76

9 D-M 1 × 1018 1.8 × 108 72 6.2 0.77 0.80 0.80

10 E-M 1 × 1019 1.6 × 108 80 4.0 0.75 0.78 0.78

* The first letter is the name of the ingot and the second letter indicates the part of the ingot the sample was cut from.
** ρ  is the resistivity after the measurement cycle.
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Studies of the isothermal relaxation dependences of
the sample conductivity at temperatures corresponding
to the transient region showed that their initial segments
can be described by the exponential dependence σ =
σ0exp(–t/τ), where σ0 is the sample conductivity under
equilibrium conditions and τ is the relaxation time. By
plotting the dependences  = f(t), we were
able to obtain the relaxation time from the slope of the
resulting straight lines (see Fig. 2). The temperature
dependence of τ of the samples can be described by the
exponential law τ = τ0exp(Ea/kT), where Ea is the acti-
vation energy of the process. The value of Ea was deter-
mined as 0.88 eV from the dependence logτ = f(103/T)
(see the inset in Fig. 2).

Typical PL spectra of the initial and thermally
treated Cd1 – xZnxTe samples are shown in Fig. 3. Dif-
ferences between the PL spectra of particular samples
are observed only in relation to the location of the peaks
of separate emission bands, which is due to the different
sample composition, and insignificant variations in the
ratio of the peak intensities.1

In the exciton region of the spectrum (1.605–
1.630 eV), lines of excitons bound at neutral donors
(D0, X) and acceptors (A0, X) manifest themselves. The
band (D0, X) is rather narrow, with a half-width of
~2 meV, and has a peak at 1.6174 eV. The line (A0, X)

1 The effective distribution coefficient of Zn in CdTe ≠ 1 and,
according to the data of various researchers, is in the range 1.35–
1.60 [6]. Therefore, the composition of the Cd1 – xZnxTe:Cl sam-
ples depends on the part of the ingot that they were cut from.
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Fig. 2. Typical isothermal relaxation dependences of the
conductivity of the Cd0.96Zn0.04Te:Cl semi-insulating sam-
ples at (1) 368, (2) 351, and (3) 344 K. The inset shows the
temperature dependence of the relaxation time constant,
which was obtained by studying various crystals. The num-
bers near the experimental points correspond to the sample
enumeration in the table.
is wider and is split into two components: ( , X) and

( , X), which have peaks at 1.6129 and 1.6117 eV,
respectively. There are also two weaker lines resulting
from recombination of free excitons from the upper
(UPB) and lower (LPB) polariton branches. The corre-
sponding energies are equal to 1.6209 and 1.6193 eV.

Starting from the energy location of the LPB and
UPB bands and taking into account that the exciton
bound energy in CdTe equals Eex = 10.3 meV [7], the
band gap of the samples is Eg = 1.6304 eV. This value of
Eg corresponds to the Zn content x = 0.07, in accordance
with the relation between the band gap and the composi-
tion for Cd1 – xZnxTe alloys [8]: Eg(Cd1 – xZnxTe) =
Eg(CdTe) + 0.322x + 0.463x2.

The nature of the (A0, X) band of CdTe has been
studied by many researchers; however, there is no
agreement on its origin (see [9]). In most publications
on this topic, the view is expressed that this band has a
complex nature and is formed with the participation of
simple acceptors CuCd and the associates (VCd–D) or
(VCd–2D), where D are atoms of the donor background

impurities. The broad maximum of the component ( , X)
and signs of its definite structure indicate that the higher
energy component in the spectra of the Cd1 – xZnxTe
crystals under study is due to excitons bound at com-
plex acceptor defects, which include various shallow-

level donors. The component ( , X) may be due to the
recombination of excitons bound at the copper acceptors.

The PL intensity in the near-edge region (1.54–
1.60 eV) is much lower. Here, we can distinguish two
emission bands at 1.5915 and 1.5772 eV, as well as
their first phonon replicas. This simultaneous manifes-
tation of two types of transitions is typical of the PL of
CdTe crystals in the near-edge spectral region. These
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Fig. 3. Spectral dependences of the low-temperature PL of
a Cd0.96Zn0.04Te:Cl sample prior to annealing (dashed line)
and after annealing at 373 K for 1 h (solid line).
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bands are attributed to transitions of the band electrons
and electrons localized at shallow donor levels to shal-
low acceptor centers. Therefore, we can attribute the
line peaked at 1.5915 eV to (B, A) emission, and the line
peaked at 1.5772 eV to (D, A) transitions.

The activation energy of an acceptor defect 
involved in the (B, A) transitions can be found from the
known formula

Here, T is the electron temperature and h  is the
energy location of the peak of the zero-phonon line.

Using the values Eg = 1.6304 eV and h  = 1.5915 eV,

we obtain  = 0.039 eV. Since the activation energies
of the shallow-level acceptor impurities (Li, Na, N, and P)
and VCd are larger in CdTe (0.05–0.06 eV [10]), the
(B, A) band in the crystals under study cannot be due to
transitions to isolated defects. This circumstance indi-

cates that the level  = 0.039 eV has a complex
nature (donor–acceptor pairs, DAPs), and the ioniza-
tion energy decreases due to Coulomb interaction
between a pair’s components. The crystals under study
have a high concentration of donor defects (namely,
background impurities and the ClTe doping impurity);
therefore, the formation of such pairs is quite possible.
The high concentration of donor defects manifests
itself in the strong emission band of the excitons bound
at neutral donors.

A broad emission band with a peak of the zero-

phonon line h  at 1.4689 eV (the DAP band),
which is typical of CdTe, manifests itself in the donor–
acceptor PL region (1.35–1.53 eV). This band is due to
transitions to the acceptor centers in the energy range
0.12–0.17 eV. Such defects may be Cu atoms located in
the Cd sites with the ionization energy Ea = 0.146 eV
[10] or associates containing VCd vacancies and donors
(A centers). In the general case, transitions can simulta-
neously occur to centers of various types. These transi-
tions contribute to the formation of the DAP band,
which considerably complicates its interpretation.

Let us assume that DAP emission is induced by elec-
tron transitions from the conduction band. In this case,
the activation energies of the corresponding acceptor

centers  can be determined from formula (1).

Using the value  = 1.4689 eV, we obtain  ≈
0.16 eV. This activation energy of A centers is not char-
acteristic of Cl-doped crystals (0.14 eV) [11]. Therefore,
we can assume that the DAP band in the spectra of the
Cd1 – xZnxTe:Cl crystals, as in the CdTe:Cl samples [9], is
due to radiative transitions from shallow-level donors

to acceptor defects. The value of  can be estimated

Ea
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from the relation h  = Eg – ED – , where ED is
the activation energy of a shallow-level donor. Assum-

ing ED to be 0.014 eV [12], we obtain  = 0.147 eV,
which coincides with the activation energies of a Cu
acceptor in CdTe and an A center involving Cl.

The relaxation character of variations in the electri-
cal parameters of the Cd1 – xZnxTe:Cl samples indicates
that these variations are not associated with the
approach of the system of point and structural defects
to thermodynamic equilibrium at low temperatures,
which is possible under certain growth conditions (high
cooling rates, high concentrations of slightly soluble
doping impurities, etc.).

An increase in the resistivity of the crystals at T >
330 K can be result from either a decrease in the total
number of deep-level acceptor centers, which deter-
mine the conductivity of p-type crystals, or an increase
in their degree of compensation. The nature of the lev-
els in the midgap of the Cd1 – xZnxTe:Cl semi-insulating
samples is still not completely understood. However, it
is unlikely that their concentration can vary at such low
temperatures. We believe that the cause of these varia-
tions is the formation of additional  donors in

accordance with the reaction    +  + e–

at T > 330 K. The concentration of copper (one of the
main background impurities in CdTe) can be as high as
1016 cm–3. Copper is, to some degree, involved in the
processes of compensation in CdTe:Cl [13] and its
interaction with intrinsic defects explains the relaxation
processes observed in undoped CdTe [14]. Our sugges-
tion of the considerable role of Cu in the processes
under study is supported by the coincidence of the acti-
vation energy of the relaxation process (0.87 eV for
CdTe:Cl) and the limits of the temperature range in
which the variations are observed, as well as by the
general character of the relaxation processes in the
Cd1 – xZnxTe:Cl and CdTe:Cl samples [3].2 

The PL measurements of the thermally treated
Cd1 – xZnxTe:Cl crystals (Fig. 3) showed that annealing
only slightly affects the shape of the emission spec-
trum. For all the crystals under study, the DAP band
intensity slightly increased. This fact can be explained
by the increase in the concentration of shallow-level
donors, transitions from which cause the PL in this
spectral region. The intensity of the PL lines after ther-
mal treatment remains almost the same in the edge part
of the spectrum and may slightly increase or decrease
in the exciton region. In this case, the spectra of all the
crystals measured prior to and after the thermal treat-
ment contain a strong (D0, X) PL band in addition to the
(A0, X) line.

2 The validity of the suggestion of the decisive role of background
Cu atoms in the relaxation processes occurring when semi-insu-
lating CdTe:Cl is heated was substantiated in more detail in [3].
Therefore, we omit this information here.
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Studies of the properties of the Cd1 – xZnxTe:Cl and
CdTe:Cl samples [3] show that both materials contain a
large number of shallow-level donors (ClTe, Cui), which
decrease the ionization energy of the shallow-level
acceptors through the Coulomb interaction (for

CdTe:Cl,  = 0.03 eV [3]). Transitions to these
defects form the (B, A) PL bands in the edge spectral
region. Comparison of the effect of annealing on the
dynamics of the variation in this emission line in
CdTe:Cl [3] and Cd1 – xZnxTe:Cl crystals shows that, in
the alloy samples, Cu atoms play a lesser role in the for-

mation of defects with the ionization energy  and
their concentration is lower than the concentration of
ClTe shallow-level donors. In the spectra of Cl-doped
CdTe, the (B, A) band arises only after thermal treatment.

The fact that variations in the properties of the
CdTe:Cl [3] and Cd1 – xZnxTe:Cl samples have the same
character, revealed by electrical measurements, and
that there are differences in the PL spectra of these
materials agrees with the assumption that the relative
amounts of Cui and ClTe donors are different. Since
these defects are involved in the formation of the (B, A)
PL band, its intensity only slightly varies due to the for-
mation of a small amount of interstitial Cu upon heat-
ing ([Cui] ! [ClTe]). However, even the generation of a
small amount of additional donors may vary the degree
of deep-level compensation and, correspondingly, the
resistivity of the samples, since the equilibrium hole
concentration at the beginning of the transient region
(T ≥ 330 K) is low: p ≤ 1010 cm–3. The results obtained
confirm the existing opinion that the incorporation of
Zn atoms into the CdTe lattice substantially varies the
system of intrinsic defects in CdTe [6].

4. CONCLUSIONS
Heating Cd0.96Zn0.04Te:Cl semi-insulating crystals

at fairly low temperatures (T ≥ 330 K) leads to genera-
tion of additional donors, which, in turn, increase the
material resistivity. The observed phenomena are
reversible. As in the case of semi-insulating CdTe:Cl,

Ea
BA

Ea
BA
                                

these processes are caused by variation in the charge
state of Cu atoms: CuCd  Cui. The introduction of
Zn atoms changes the concentration ratio for shallow-
level donor defects (Cui and ClTe) towards an increase
in the amount of the latter.
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Abstract—Alignment of liquid-crystal filler molecules and the electro-optical effect in composite photonic
crystals based on grooved silicon are studied. It is found that the nematic liquid crystal molecules that fill the
grooves are predominantly aligned in a planar configuration with respect to the silicon walls. The liquid crys-
tal molecules are realigned homeotropically with respect to the groove walls under the influence of an electric
field. The effect detected can be used to adjust the photonic band gap of a one-dimensional photonic crystal.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The concept of a tunable photonic crystal based on
an insulating porous matrix filled with liquid crystal
(LC) was first suggested in a theoretical study by Busch
and John [1]. Since then, several experimental papers
devoted to the development of composite photonic
crystals of various dimensions and based on different
insulating matrices have been published (see, e.g., [2, 3]).
A photonic band shift of 70 nm was observed in two-
dimensional composite photonic crystals based on sili-
con matrices such as macroporous silicon. This shift is
caused by a change in the LC refractive index during
the transition from a mesophase to an isotropic state
upon heating [4]. Using the spectra measured in [4],
Leonard et al. attempted to determine the initial align-
ment of molecules of nematic LC E7 in macroporous
silicon channels. Their conclusion on an escaped-radial
alignment of the LC was not confirmed in a later paper
[5], where the nuclear spin resonance method showed
that E7 molecules tend to be positioned along the chan-
nel axis on their long side. In this study, the thermoop-
tical effect was used to reconstruct the photonic band
gap of a two-dimensional PC.

The most important property from a practical point
of view is adjustment of the photonic band gap using an
electric field. In the case of composites based on
macroporous silicon, it is not easy to apply an electric
field to LC inside channels, since the corresponding Si
matrix features high conductivity. Periodic structures of
grooved silicon represent a more convenient silicon
matrix and enable us to solve this problem. As has been
shown previously, grooved silicon prepared by deep
1063-7826/05/3907- $26.00 ©0759
anisotropic etching of (110) silicon serves as a one-
dimensional photonic crystal for light propagating per-
pendicular to the silicon edges in the wafer plane [6, 7].
Infiltration of this silicon by nematic E7 results in a
shift of the observed photonic band gaps to the long-
wavelength spectral region [8].

In this study, model structures of grooved silicon with
insulated interdigital electrodes of various periods,
together with composites based on them, were devel-
oped. Methodical problems related to the determination
of LC director orientation in grooved silicon were con-
sidered and nematic E7 molecule alignment was studied
in an initial state and under an external electric field.1 

2. EXPERIMENTAL

Figures 1–3 show the basic types of samples under
study, and Fig. 4 shows the cross section of interdigital
structures used to attain an electro-optic effect. The ini-
tial material from which the samples were prepared was
n-Si with a resistivity ρ = 5 Ω cm. Deep boron and alu-
minum diffusion to a depth xj = 160 µm into 400-µm-
thick ground (110) wafers was performed. A p-type
layer was removed by grinding and polishing from the
uppermost surface, leaving a final wafer thickness of
190 µm. Grooves were etched into this surface through
an oxide mask in a heated KOH solution. The technol-
ogy involved in producing the periodic structures of
grooved silicon is described in more detail in [6]. The
vertical planes of the silicon edges ((111) planes) are

1 A director is the vector characterizing the predominant orienta-
tion of the long axes of LC molecules.
 2005 Pleiades Publishing, Inc.
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optically smooth, while the groove bottom is rough.
The grooves were etched to a depth l = 50 µm so that
they penetrated the p-type region. The two silicon elec-
trodes (1 and 2) (Fig. 3a) were electrically isolated from
each other using a reversely biased p–n junction and
provided voltage supply to nearby edges in the elec-
trode overlap region. The uniform electric field config-
uration near the groove bottom can be slightly dis-
torted. The height of such a region is on the order of the
groove width w, and its effect can be disregarded in nar-
row and deep grooves if we assume that the field inside
the groove is uniform. Each chip with interdigital elec-
trodes had 17 grooves forming a “grating” with the
periods A = 32, 16, and 8 µm. The silicon edge thick-
ness dSi and the groove width w in the final structure dif-
fered slightly from the width of the dark and light bands
in the photomask and were identical within structures
of the same type, dSi = w. In addition to the periodic
structures, test samples with a single groove of width
w = 50 µm between electrodes were prepared (Fig. 2).
Such samples were opaque in IR light due to the ground
rear surface of the samples possessing a p−n junction
and the high doping level of the lower region of the sub-
strate. In order to carry out measurements in transmit-
ted light, the rear side of the structures was etched with
a CP-4 polishing etchant so as to remove 20–30 µm of
silicon. Some of the samples were prepared without a
p–n junction. Their rear surface was polished and had
high transparency in the IR range (Fe03 sample). Sam-
ples that had through grooves (without bottoms) were
also prepared (sample D1 in Fig. 1). They contained no
interdigital electrodes and did not allow study of the
electro-optic effect; however, they were convenient for
studying the LC anisotropy in the visible region of the
spectrum in transmitted light.

In order to measure the optical transmittance, all the
samples were mounted onto a foil-clad Gertinax plate
with a through semicircular hole at its edge. A metal
wire that was 50 µm in diameter and silver paste were
used to form a contact between a Si electrode and cur-
rent-carrying path on the plate (see Fig. 2b). The
grooves were filled with a liquid-crystal E7 mixture
based on cyanobiphenyls (Merck Co., Germany) at

300
200
100

0
–100
–200
–300

–400 –200 0 200 400

Fig. 1. Sample D1, filled with liquid crystal (optical micro-
scope image).
room temperature, i.e., in the nematic phase. Liquid
crystal was inserted from a chip corner into a capacity
formed by the outer frame and the electrodes. The fill-
ing of the grooves and the opposite corner of the capac-
ity was observed using a microscope. The outer frame
around the chip ruled out the possibility of LC leakage
from the grooves. In sample D1 (with through grooves),
the LC was confined between the Si walls due to sur-
face tension. In order to compare IR absorption and
Raman spectra, large-volume LC cells with BaF2 win-
dows that were transparent in the visible and IR spectral
regions were prepared. To attain uniform planar LC
alignment in these cells, the windows were coated with
polyvinyl alcohol using a centrifuge, annealed at
T = 100°C, and then rubbed with velveteen in one
direction.

The IR absorption spectra were measured using a
Digilab FTS6000 Fourier spectrometer equipped with a
UMA-500 IR microscope. In order to measure the elec-
tro-optic effect, a rectangular aperture was used to
cover either the electrode overlap region (see Fig. 3b)
or a single groove (Fig. 2). In other cases, the entire
composite area was exposed so as to determine the ini-
tial LC alignment. The grooved structures were studied

300 mmN 2 00000

300 mm00000

1 2

1

2

(‡)

(b)

Fig. 2. Sample D4-2, with a single groove (scanning elec-
tron microscope image): (a) the initial matrix and (b) the
sample with electrodes after filling with liquid crystal.
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when a sample was exposed perpendicularly to the sub-
strate plane. Such a configuration allows separation of
the director components along and across the long
groove side, but it does not allow measurement of the
photonic band gap and its shift under the effect of an
electric field. The sample grooves were oriented paral-
lel or perpendicularly to the light polarization vector
(see Fig. 5a). It is known that E7 LC molecules have sev-
eral IR absorption bands featuring dichroism [9]. For
example, the directions of C≡N and C–C bond vibra-
tions at frequencies ν1 = 2226 cm–1 and ν2 = 1606 cm–1,
respectively, are parallel to the long side of a rod-
shaped LC molecule, and the vibration direction at ν3 =
817 cm–1 is perpendicular to the molecule axis. The
ratio of the intensities of these bands for two orthogonal
polarizations NA can be used to determine the scalar
order parameter SA [10]. To measure the birefringence,
the samples were placed between a polarizer (P) posi-
tioned at an angle of 45° with respect to the grooves
(see Fig. 5b) and an analyzer (A). The spectra were
measured for two analyzer positions: parallel A || P and
perpendicular A ⊥  P to the polarizer.

The Raman spectra were measured using a Ren-
ishaw 1000 system in the backscattering geometry. This
system made it possible to focus incident light from an

(b)

300 mm00000

1

2

(‡)

30 mm00000

Fig. 3. Sample D8, with an interdigital electrode structure,
before being filled with liquid crystal (the structure period
is A = 16 µm and the groove width is w = 8 µm): (a) a gen-
eral view of the chip and (b) a magnified image of the elec-
trode overlap region.
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argon laser (λ = 514 nm) to a spot ~1 µm in diameter.
The laser beam power was 5 mW. The scattered-light
component oriented in the direction of the incident light
polarization was separated using an analyzer. In order
to separate the transverse component of the scattered
light, a λ/2 plate was placed in front of the analyzer.
The experimental configuration is shown in Fig. 6. The
polarization E of the incident laser light was always
identical (in the horizontal direction in Fig. 6), while
the sample was rotated by 90° so that the grooves were
parallel or perpendicular to the light polarization vector E,
i.e., horizontally (H) or vertically (V). Figure 7 shows
that the incident light was focused onto the central
region of a groove between the electrodes. After rotat-
ing the crystal from position H into position V, the
exposed spot was fixed at the same position. In polar-
ization RS spectroscopy, it is conventional to use a
coordinate system rigidly attached to the sample. The
scattered light intensity Iij has two subscripts defining
the polarization of scattered (i) and incident (j) light. In
such notation, the depolarization ratios for the two sam-
ple orientations can be written as RH = Iyx/Ixx and RV =
Ixy/Iyy [11]. The depolarization ratios are used to deter-
mine the LC orientation order parameters.

In order to examine the Freedericksz effect under an
electric field, a dc or ac voltage with an amplitude V =
14–110 V was applied to the grooved sample elec-
trodes. The ac voltage was in the form of rectangular
pulses of both polarities with a frequency of 50 Hz.

3. RESULTS AND DISCUSSION

The most reliable data on the initial alignment of LC
molecules were obtained from sample D1 (with
through grooves) (Fig. 1). The LC optical anisotropy in
the grooves was detected in the visible region using
crossed polarizers of a polarization microscope in
transmitted light. As the sample was rotated by 360°,
the LC darkened four times when the grooves were par-
allel or perpendicular to the polarization vector of the
incident light. The direction of the LC alignment was
determined using IR measurements from the polariza-
tion dependence of the ν1 absorption peak height. We
can see in Fig. 8b that, for the polarization parallel D||

Electrode 1 Electrode 2
LC infiltrated grooves

Rough surface

p-n junction

16
0 

µm

19
0 

µm

n-Si

50
 µ

m 1 2n-Si

p-Si (B + Al diffusion layer)

Fig. 4. Schematic diagram of the cross section of a sample
with interdigital electrodes insulated using a p–n junction.
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Polarizer
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P⊥

P||

P

45°

Polarizer

A||P

A⊥ P
135°

45°
Analyzer

P

Detector

(a)

(b)

Fig. 5. Schematic diagram of the polarization measurements of the IR transmittance for (a) two orthogonal polarizations of light
along and across the grooves and (b) a diagonal orientation of the polarizer and analyzer when measuring the birefringence.

Sample
(a)

(b)

k0

E

k0

E

z

y

x

x

yz
ks

Iyx

Ixx

ks

Ixy

Ixy

Fig. 6. Schematic diagram of the Raman scattering mea-
surements: (a) horizontal position of the grooves H (parallel
to the polarization vector E of incident light) and (b) vertical
position of the grooves V (perpendicular to the polarization
vector E of incident light); k0 and ks are the wave vectors of
incident and scattered light, respectively.

and perpendicular D⊥  to the grooves, the light absorp-
tion intensities are not identical. The dichroic ratio is

NA =  = 1.21, which suggests that the predominant
D||

D⊥
-------
orientation of the LC director is along the grooves. The
degree of order is not high and can be estimated using
the expression (see [10])

(1)

The dichroic ratio for the samples with LC in grooves
with bottoms is also small in comparison with that of
the large-volume cells (see Table 1).

The birefringence experiment is at its most sensitive
to optical anisotropy when a sample is placed between
the polarizer and analyzer, positioned at 45° with
respect to the optical axis. The spectra of sample D1,
measured with the crossed P ⊥  A and parallel P || A
polarizer and analyzer, are shown in Fig. 9. In addition
to characteristic LC absorption peaks, we can see peri-
odic oscillations whose maxima and minima are out of
phase for the two different analyzer positions. In this
case, the difference ∆n between the refractive indices of
ordinary and extraordinary beams can be readily deter-
mined from the period of such oscillations, which is
caused by the incursive phase difference between the
ordinary and extraordinary beams at their exit from the
anisotropic medium (see, e.g., [12]):

(2)

SA

NA 1–
NA 2+
---------------- 0.065.= =

∆n
104

2l∆ν
------------ 0.1.= =
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Here, l = 45 µm is the sample thickness, ∆ν is the dis-
tance between the maximum at νmax = 2100 cm–1 and
minimum at νmin = 3200 cm–1 in the spectrum when
crossed polarizers are used.

A less common method for determining LC orienta-
tional ordering is Raman polarization spectroscopy (for
the theoretical foundations of this method, see [11]).
The Raman microprobe technique is well suited to
studying composites based on grooved silicon, since it
allows incident laser light to be focused onto a particu-
lar area under study. Moreover, the obtained intensities
of scattered light are not distorted by having to pass
through windows, as in the case of large-volume cells.
In contrast to IR spectroscopy in transmitted light,
where measurements may be impossible due to the
absorption in a heavily doped layer and the scattering at
a rough substrate surface, Raman spectra are measured
in the backscattering geometry; hence, substrate trans-
parency is of no importance.

The polarization spectra of IR absorption and Raman
scattering for sample D1 are shown in Fig. 8. When
studying the alignment of LC based on cyanobiphenyls
using Raman scattering, the band at ν2 = 1606 cm–1,
resulting from C–C bending vibrations of the phenyl
ring, is generally used. The vibration direction is also
parallel to the long axis of the molecules [13, 14].
Raman scattering is an efficient method of investigation
that yields information on the tensor of LC molecule
polarizability. This method is used to determine the ori-

0–10–20–30–40 10 20 30 40

30
20

10
0

–10

–20
–30

0–10–20–30–40 10 20 30 40

30
20

10
0

–10

–20
–30

(a)

(b)

Fig. 7. Region between the electrodes exposed to a laser
when measuring Raman scattering (indicated by the cross)
for (a) horizontal H and (b) vertical V orientations of the
grooves with respect to the incident light polarization.
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entational order parameters, including the higher
degrees of expansion of the distribution function. How-
ever, accurate quantitative determination of the above-
mentioned quantities is based on rather intricate calcu-
lations using input data in the form of experimentally
measured depolarization ratios (RH and RV) [11, 13].
Therefore, when trying to ascertain the LC director ori-
entation, we did not closely examine the solution to the
equations required to obtain accurate parameters for the
orientational ordering but used the RS technique to
determine the polarization components of the scattered
light intensity. Figure 8a shows the Raman spectrum for
LC filling of the 48-µm-wide through grooves in sam-
ple D1. Its comparison with the IR absorption spectrum
(Fig. 8b) shows that not all the vibrations are equally
active in the IR absorption and Raman spectra. We can
easily see the peaks at ν1 and ν2, caused by bond vibra-
tions that are parallel to the molecule axis. It follows
from the depolarization ratios RH and RV for C–C vibra-
tion (ν2 = 1606 cm–1) that RV > 1 (see Table 2). As was
shown in [11, 13] and follows from our measurements

Table 1.  Geometric parameters and dichroic ratio NA in the
absorption band ν1 = 2226 cm–1 for E7 liquid crystal in the
grooved silicon samples and a cell with BaF2 windows

Sample Structure 
period A, µm

Groove width 
w, µm NA = D||/D⊥

D5 8 4 1.42

Fe03 – 50 1.18

D4-2 – 50 1.27

D1 (through 
grooves)

64 48 1.21

BaF2 cell 8 (spacing 
thickness)

5.69

1

Intensity, arb. units

Ixx

2
3
4
5
6

Iyy

P||

0.5

2.0

P⊥

(a)

(b)

1.5

1.0

0
800 1200 1600 2000 2400 2800

Wave number, cm–1

Fig. 8. Spectra of E7 liquid crystal in the through grooves of
sample D1: (a) the intensities Ixx and Iyy of Raman scatter-
ing and (b) the absorptivity of IR light polarized parallel and
perpendicularly to the grooves.

Raman shift
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using the BaF2 cells with uniform planar orientation,
RV > 1 is the case where the incident light vector E is
perpendicular to the LC director. Hence, it can be con-
cluded that the LC director is parallel to the long side of
the vertically oriented grooves (sample position V).

P⊥ A

–0.5

1.5

P||A
0.5

–1.0
1000

Wave number, cm–1

1.0

0

2000 3000 4000 5000 6000

Absorbance, arb. units

Fig. 9. Optical absorption spectrum of sample D1, mea-
sured between two diagonally oriented polarizers P and A
(see the diagram in Fig. 5b): P ⊥  A (solid curve) and P || A
(dash-dotted curve).

P⊥
P||

0.50

Wave number, cm–1
1000

Absorbance, arb. units

1500 2000 2500 3000

0.45

0.40

0.35

Fig. 10. IR absorption spectrum of liquid crystal in sam-
ple Fe03, which had nonthrough grooves and was without a
p−n junction.
This conclusion agrees well with the result obtained
from the IR measurements. Let us compare the sensitiv-
ity of IR- and Raman-spectroscopy polarization meth-
ods for the same vibration at ν1 = 2226 cm–1. The ratio
of the intensities of scattered light (with the same polar-
ization as that of the incident laser radiation) for the two
mutually perpendicular sample positions H and V is
NR(ν1) = Ixx/Iyy = 1.62. This value is noticeably larger
than the intensity ratio NA(ν1) = 1.21, which was deter-
mined from the IR measurements. For the vibration at
ν2 = 1606 cm–1, the Raman-spectroscopy sensitivity to
polarization is even higher, NR(ν2) = 1.83, while
NA(ν2) = 1.29. Hence, the Raman-spectroscopy tech-
nique features a higher sensitivity when studying the
LC alignment in the xy plane parallel to the substrate.
In order to determine the z component of the director,
which is perpendicular to the substrate, light should be
incident laterally along the normal to the plane of the
silicon edges. Since Si is opaque in the visible region
used in Raman-spectroscopy studies, it is impossible to
use RS spectroscopy in this configuration.

It was convenient to study the influence of the groove
bottoms on the LC alignment using sample Fe03, which
was without a p–n junction. The full range of the IR
absorption spectrum for this sample is shown in Fig. 10.
We can see that the peaks at ν1 = 2226 cm–1 and ν2 =
1606 cm–1 for parallel vibrations are small in compari-
son with the peak corresponding to transverse vibra-
tions (ν3 = 817 cm–1) for both polarizations. A compar-
ison with the E7 spectra of the volume cells with planar
and homeotropic orientations, as well as with the spec-
trum of sample D1 (possessing through channels) sug-
gests that there exists a vertical director component nor-
mal to the substrate surface. The anisotropy in the plane
parallel to the substrate is less pronounced than in the
case of through grooves and depends on the groove
width (at an unchanged groove depth). For example, the
birefringence ∆n = 0.1 was also reliably detected in
sample D5, which had narrow grooves (4 µm wide),
where the dichroic ratio for C≡N vibrations is at its
largest (see Table 1). This value is almost the same as
for sample D1 (with wide through grooves), while ∆n
for sample K2, which had 16-µm-wide grooves, is only
0.025.
Table 2.  Polarization components of RS from E7 liquid crystal in composites based on grooved silicon (with a band at
ν2 = 1606 cm–1), arb. units

Sample Structure 
period A, µm

Groove width 
w, µm Ixx Iyy NR = Ixx/Iyy RH = Iyx/Ixx RV = Ixy/Iyy

D2 8 4 5980 1319 4.53 0.453 1.310

D8 16 8 2787 1947 1.43 0.513 0.907

K2 32 16 2319 1412 1.64 0.324 1.070

D1 64 48 4620 2520 1.83 0.425 1.158

BaF2 cell 8 (spacing 
thickness)

14605 931 15.68 0.116 1.577
SEMICONDUCTORS      Vol. 39      No. 7      2005
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The RS data are listed in Table 2. The first point to
note is that we can see qualitative agreement with the
IR spectrometry data (Table 1). Second, the depen-
dence of NR and the depolarization ratios RH and RV on
the groove width also manifests itself. The director ori-
entation along the grooves is most pronounced for sam-
ple D2 (with a groove width of 4 µm), but this orienta-
tion is much weaker for grooves that are 8 and 16 µm
wide. A comparison with sample D1, which has no
groove bottoms and possesses wider grooves but retains
the director orientation along them, allows us to con-
clude that a rough bottom distorts the director orienta-
tion. The influence of the bottoms becomes stronger as
the groove depth-to-width ratio l/w decreases.

4. THE ELECTRO-OPTICAL EFFECT

The electro-optical effect can be visually observed
in reflected polarized light under a microscope. As a dc,
sawtooth, or pulsed voltage is applied under conditions
in which crossed polarizers are used, the LC luminance
in the strong-field region between the electrodes
changed. The threshold voltage of the Freedericksz
transition under the effect of an electric field for a sam-
ple with w = 16 µm was 14 V, whereas it was 2 V in the
LC cells. This effect is apparently caused by a voltage
drop across the contacts of the grooved structure. A fur-
ther increase in the voltage strengthened the effect. At
V = 90–110 V (depending on the signal frequency in the
range 2–400 Hz), the LC in the grooves darkened over
the entire structure length. This effect also took place in
initially bright regions in the horizontal bottom region.
In this case, the leakage current through the p–n junc-
tion was no higher than 200 µA in the best samples. We
believe that it is possible to interpret the observed effect
under voltages <30 V as a Freedericksz transition: First,
Coulomb forces align the molecules, initially arranged
along the grooves, in the horizontal plane parallel to the
substrate. At higher voltages, the field transfers verti-
cally oriented (homeotropically to the substrate) near-
bottom molecules to the horizontal plane as well. In
some of the samples, high voltages of ~100 V caused
both high leakage currents (up to 5 mA) and structure
heating up to 70°. In this case, the LC transformed into
an isotropic state. Therefore, study of the electric-field
effect required close control of the current flowing
through the structure.

Figure 11 shows changes in the amplitude of the IR
absorption band ν1 as a voltage of 30 V is applied to an
individual groove with a width of 50 µm. The change is
most significant for light polarization perpendicular to
the groove. In the samples with interdigital structures,
where a smaller aperture in the electrode overlap region
was required, we failed to detect changes in the peak
height or ∆n in the IR spectra. These changes were
within the experimental error. In contrast, the RS mea-
surements detected significant changes in the scattered
light amplitude.

Figure 12 shows the RS spectra for sample K2. We
can see that all the polarization components of scattered
SEMICONDUCTORS      Vol. 39      No. 7      2005
light significantly increase when rectangular pulses
with an amplitude V = 110 V are applied to the elec-
trodes (see Table 3). The amplitude Iyy increases most
markedly (by a factor of 14) when the y component
with polarization parallel to that of the incident light is
separated from the scattered light and the incident light
itself is polarized perpendicularly to the grooves (and
perpendicularly to the initial director orientation).

The external electric field is directed along the
y axis, and the LC molecules also tend to align in this
direction. If the degree of orientational ordering is esti-
mated using amplitude ratios at various voltages,
NR(0) = Ixx/Iyy at V = 0 and NR(110) = Iyy/Ixx at V = 110 V,
the director orientation varies from a planar orientation
with respect to Si edge (NR(0) = 1.64) to a homeotropic
one (NR(110) = 1.79). This variation affects the depolar-
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2180 2200 2220 2240 2260 2280 2300

Fig. 11. Change in the height of the IR absorption peaks for
light of various polarizations in sample D4-2 as an ac volt-
age V = 30 V is applied to the electrodes.
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Fig. 12. Influence of an electric field on the polarization com-
ponents of Raman-scattered light for sample K-2 (V = 110 V).
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ization ratios as well. An increase in all the scattered
light components apparently indicates director rotation
to the plane parallel to the substrate.

Table 4 shows the variation in the scattered light
amplitudes as the dc bias voltage between the sample D8
electrodes increases. The amplitude Iyy, as in the previ-

Table 3.  Influence of an ac electric field (f = 50 Hz, rectan-
gular pulses) on the polarization components of the RS
amplitude from liquid crystal in sample K2 (ν2 = 1606 cm–1)

Volt-
age, V Ixx Iyy Iyx Ixy

RH =
Iyx/Ixx

RV =
Ixy/Iyy

0 2319 1412 752 1544 0.324 1.07

110 11051 19756 1861 5057 0.168 0.256

Table 4.  Dependence of the RS polarization components on
the dc voltage applied to sample D8

Volt-
age, V Ixx Iyy Iyx Ixy

RH =
Iyx/Ixx

RV =
Ixy/Iyy

0 2787 1947 1429 1767 0.513 0.907

10 2895 1639 1479 1468 0.511 0.896

30 2984 1806 1558 1677 0.522 0.929

50 2915 2859 1635 2178 0.561 0.762

70 3711 3430 1986 2752 0.535 0.802

0
V, V

Depolarization ratio
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706050402010–10
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Fig. 13. Dependence of the depolarization ratios RH and RV
on the applied dc voltage for sample D8.
ous case, is most sensitive to the electric field. However,
there is no more than a twofold change in this amplitude.
Figure 13 shows the voltage dependences of depolar-
ization ratios. The ratio RV decreases, whereas RH

increases as the field strengthens, which indicates an
increase in the fraction of molecules oriented along the
field (perpendicular to the grooves).

5. CONCLUSION

In conclusion, we note that nematic E7 liquid crystal
(LC) features weak adhesion to the vertical walls of
grooved silicon; however, this LC is aligned mainly
along the long groove sides (Fig. 14a). The groove bot-
tom causes a more complex configuration of the direc-
tor, since a fraction of the molecules are oriented
homeotropically with respect to the substrate. An exter-
nal electric field facilitates the transfer of LC molecules
into a single plane and their alignment along the field
lines (Fig. 14b). Polarization measurements showed
that the most appropriate technique for studying LC
alignment in grooved Si is RS microprobe spectros-
copy. The electro-optical effect was observed in spe-
cially developed device structures, and it can be used to
adjust the photonic band gap of grooved silicon–LC
composites.

(a)

(b)

E

n n
+ –

p

Fig. 14. Schematic diagram of the orientation of the liquid
crystal director in a silicon groove: (a) the initial orientation
in a groove without a bottom and (b) the orientation in a
groove with a bottom under the influence of an applied elec-
tric field (structure with insulated electrodes).
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Centers with Negative Effective Correlation Energy
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Abstract—The reconstruction of shallow-level hydrogen-containing donors in Si is studied. The donors are
formed by implantation of low-energy (300 keV) hydrogen ions into the experimental samples and subsequent
heat treatment at 450°C. The experiments are carried out for Ag–Mo–Si Schottky diodes and diodes with a shal-
low (~1 µm) p+–n junction. The concentration and distribution of the donors are determined by applying the
method of C–V characteristics at a frequency of 1.2 MHz. An analysis of the temperature dependence of the
equilibrium electron concentration shows that the reconstruction of the hydrogen-containing donors can be
described under the assumption of recharging of a center with negative effective correlation energy (U < 0). The

transformation between two equilibrium configurations of a double hydrogen donor (   ) proceeds
with the Fermi level position EF = Ec – 0.30 eV. The reconstruction of the donors from a neutral to a doubly

charged state (   ) which is stimulated by the capture of minority carriers, is observed at room tem-
perature. © 2005 Pleiades Publishing, Inc.
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It is known that two types of hydrogen-containing
donors are formed in hydrogen-implanted Si during
heat treatment [1–3]. A short-term heat treatment of
samples at 300–400°C leads to the formation of hydro-
gen double donors (HDDs), and their further heat treat-
ment at 350–450°C leads to the emergence of shallow-
level hydrogen donors (SHDs) with levels at Ec –
(0.020–0.035) eV [4]. It has been found that the SHD
defects are bistable, and their concentration varies
reversibly in the temperature range 90–300°C [5]. The
limiting concentration of SHD centers (~1017 cm–3) is
attained at the Fermi level Ec – 0.30 eV. In combination
with a slow conductivity relaxation at 100–200°C, this
fact allowed Mukashev et al. [6] to assume that SHD cen-
ters have negative effective correlation energy (U < 0). In
this study, we obtained more rigorous proof of this sug-
gestion based on study of the temperature dependence
of the equilibrium electron concentration during ther-
mal reconstruction of SHDs and on the effect of minor-
ity charge carriers on this reconstruction.

In the experiment, we used Schottky diodes based
on epitaxial P-doped n–n+-Si structures with an n-type
layer that had a resistivity of ρ = 1.2 Ω cm and shallow
(~1 µm) p+–n junctions with a high-resistivity (ρ =
1 kΩ cm) base on the basis of floating-zone Si. The
samples were irradiated with H+ ions at an energy of
300 keV and a 1015 cm–2 flux through the metal (Ag–Mo)
contact of a Schottky diode or through the p+-region of
a junction. The irradiated samples were annealed in a
quartz tube in air. The concentration profiles of the
electron concentration in the diode bases were mea-
1063-7826/05/3907- $26.00 0768
sured using a standard C–V method at a frequency of
1.2 MHz. Prior to the measurement, all the samples
were thermally annealed for 20 min at 450°C, which
corresponds to the accumulation mode of the highest
SHD concentration [4].

The heat treatment of all the hydrogen-implanted
samples led to an increase in the electron concentration
in the diode bases and to residual nonequilibrium con-
ductivity, which was caused by sample quenching from
280°C. Figure 1 shows the profiles of the electron con-
centration (n0) in the base of an irradiated Schottky
diode, which were measured after the sample had been
quenched in water from 280°C and then kept at a fixed
temperature in the range 100–280°C until the equilib-
rium value was attained. It can be seen that, at X >
0.75 µm, the measured value of n0 corresponds to the
P concentration in the epitaxial layer, while, at X <
0.75 µm, a sharp decrease in the electron concentration
and a subsequent drop at the barrier interface is
observed. A comparison of the profiles n0(X) with the
distribution of implanted hydrogen ions, which was
calculated using the TRIM code [7] (the solid curve in
Fig. 1), allows us to suggest that the increase in the
electron concentration is associated with the formation
of hydrogen-containing donors.

Figure 2 shows the kinetics of variation in the elec-
tron concentration n(t) at their distribution peak (X ≈
0.4 µm) after the samples had been quenched from
280°C in water and then kept at this temperature for a
© 2005 Pleiades Publishing, Inc.
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time t. It is found that the kinetics of the isothermal
relaxation n(t) at 90–200°C is described by the relation

(1)

Here, n(t), n0, and n(0) are the current, equilibrium, and
initial (after quenching) electron concentrations at this
temperature, respectively, and τ is the time constant,
whose temperature dependence can be written as

(2)

Here, τ is expressed in seconds, and the activation
energy E = 1.14 eV. It is noteworthy that the determined
values of the parameters of slow conductivity relax-
ation are close to those reported in [8, 9] for the recon-
struction of shallow-level hydrogen donors.

The temperature dependence of the equilibrium
electron concentration n0 is shown in Fig. 3. The val-
ues of n0 were determined after keeping the samples
for t > 3τ, for example, for 15 months at room temper-
ature (20°C), to attain the equilibrium state. Taking into
account the slow establishment of the equilibrium con-
centration of SHD centers and the fact that shallow
donor levels (Ec – (0.020–0.035) eV) are related to
these centers, we can explain the observed dependence
n0(T) only under the assumption of reversible recon-
struction of the SHD configuration. In this case, all the
centers should be in a neutral state (configuration A) at
temperatures lower than 90°C and in a shallow-level
donor state (configuration B) at temperatures higher
than 220°C. Such behavior is characteristic of bistable

n t( ) n0 n 0( ) n0–[ ] t/τ–( ).exp+=

τ 10 11– 1.14/kT( ).exp=
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Fig. 1. Concentration profiles for electrons in the bases of
Schottky diodes irradiated with hydrogen ions (at a dose of
1015 cm–2 and energy of 300 keV). The profiles were mea-
sured after quenching the samples from 280°C in water and
then keeping them at a fixed temperature (T) until the equi-
librium value was attained. The solid line shows the calcu-
lated concentration profile for implanted hydrogen NH (the
TRIM code [1]). T = (1) 100, (2) 120, (3) 150, (4) 170,
(5) 190, (6) 210, and (7) 280°C.
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oxygen-containing quenched-in donors in Si [10] and
Ge [11].

By analogy with the quenched-in donors, let us
assume that the SHDs are also double donors with neg-
ative effective correlation energy (U < 0). It can be
shown [10, 11] that, in this case, the equilibrium defect

configurations are  and  while the concentration
of defects with a single captured electron is close to

zero; i.e., the total donor concentration N ≈  + .
Taking into account this circumstance, the electroneu-
trality equation for the cases of single-electron and dou-
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Fig. 2. Kinetics of variation in the electron concentration at the
peak of its distribution (X ≈ 0.4 µm) after quenching the sam-
ples from 280°C in water and then keeping them at tempera-
ture T. The numbering of the curves is the same as in Fig. 1.
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Fig. 3. Temperature dependence of the equilibrium electron
concentration. The solid line represents the results of calcu-
lation by formula (3). The analysis of these data using the
Hoffmann method is shown in the inset.
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ble-electron recharging of donors has the same form
and can be written as

(3)

Here, α = 1 for a single donor, g(1) = g+/g0 is the spin
degeneracy factor, ∆E(1) = Ec – E(0/+) is the single-elec-
tron ionization energy of a donor, α = 2 for a double
donor with U < 0, g(2) = g++/g0, ∆E(2) = Ec – E(0/++),
E(0/++) = (1/2)[E(0/+) + E(+/++)] is the double-elec-
tron occupancy level, E(0/+) is the difference between
donor energies in the neutral and singly positively
charged states, E(+/++) is the difference between donor
energies in the singly and doubly positively charged
states, and ND – NA is the difference of the concentra-
tion of donors and acceptors. It follows from Eq. (3)
that, when the Fermi level (F) is located lower than

E(0/++), a defect with U < 0 is in the state , and,

when F > E(0/++), it is in the state .

The experimental dependence n0(T) is described by
Eq. (3) (the solid line in Fig. 1) under the assumption of
both single-electron (α = 1, case 1) and double-electron
(α = 2, case 2) ionization of the donors. However, in
case 1, agreement between the calculated and experi-
mental dependences is attained for the overestimated
value ∆E(1) = EC – 0.63 eV and physically unrealistic
value of the spin degeneracy factor g(1) = 6000, while,
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Fig. 4. Injection-induced reconstruction of the configura-

tion of the SHD donors (   ) at room tempera-

ture. The data for the state  (1) were obtained after keep-

ing the bipolar diodes with introduced donors at T = 100°C

for 10 h, and the data for the state  (2) were obtained

after injection of minority carriers at the forward current
density j = 10 mA/cm2 for 5 s.
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for a double donor with U < 0, agreement is attained for
realistic values of the parameters: E(0/++) = Ec –
0.30 eV, g++/g0 = 1, and N = 8.35 × 1015 cm–3. A differ-
ential analysis of the temperature dependences of n0
using the Hoffmann method [12, 13] (see the inset in
Fig. 3) also suggests double-electron recharging of the
centers. Indeed, the presented dependence n0(T) in the
coordinates Y = kT(dn0/dF) versus F looks like a spec-
tral band that has a peak at the Fermi level F = Ec –
0.293 eV and half-width δF = 1.8kTm, where Tm is the
temperature at which the maximum value of Y is
attained. According to Hoffmann [12], for conventional
defects (U > 0), the peak Ym = (1/4)N at Fm = ∆E(1) and
the peak half-width δF = 3.5kTm while, for the defects
with U < 0, Ym = N, Fm = ∆E(2), and δF = 1.8kTm.

It also can be seen from Fig. 3 that the total concen-
tration of the unreconstructed hydrogen donors minus
that of the compensating acceptors (ND – NA) ≈ 1.2 ×
1016 cm–3 exceeds the concentration of the P dopant by
almost a factor of 2. It is evident that there are several
types of shallow-level hydrogen donors, and only some
of them, in a similar way to quenched-in donors in Si
[10] and Ge [11], feature reconstruction. This circum-
stance also agrees with the observation, via photoion-
ization spectroscopy, of seven types of shallow-level
hydrogen-containing defects (HD1–HD7) with close
ionization-energy values (0.034–0.053 eV) [14].

According to the suggested model of two-electron

recharging, the SHD centers are in the  state at F >
E(0/++). In this case, minority carriers (holes), which
are injected into the bases of the diodes, should be cap-
tured at the deep level E(0/+) = 2E(0/++) – E(+/++) ≈
Ec – 0.6 eV. This phenomenon causes the configura-

tional reconstruction    and an increase in
the electron concentration, which is similar to the case
of capture of photogenerated holes at reconstructing
quenched-in donors [8, 9]. The experimental results
shown in Fig. 4 completely confirm this model. A bipo-
lar diode, which contained a shallow p+–n junction and
SHD centers incorporated into the base, was trans-
formed into state 1 (see Fig. 4) with a low electron con-
centration as a result of being kept at T = 100°C for
10 h. Then, the injection of minority carriers was car-
ried out with the forward current density j = 10 mA/cm2

for 5 s, which caused the transformation of the diode
into state 2 with a high electron concentration. The non-
equilibrium conductivity state and corresponding vari-
ation in the capacitance of the unbiased p+–n junction
within the range 100  3600 pF was retained without
injection at room temperature for several months. The
experiment was repeated many times, and it indicated
that the configuration reconstruction of the SHD cen-
ters was controlled by the change in their charge state.

The results of this study allow us to conclude that
shallow-level hydrogen-containing donors (SHDs) in
Si are centers with negative correlation energy (U < 0).
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By analogy with quenched-in donors in Si and Ge, they

can exist in the two equilibrium configurations  and

. A reversible transfer from one of these configura-

tions to the other (   ), which occurs in the
temperature range 100–200°C, is controlled by a
change in the charge state for the Fermi level location
near Ec – 0.30 eV. It is found that minority carriers
injected into the base cause the transfer of the SHD cen-
ters from a neutral charge state to a double-positive

state (   ) and, thereby, residual room-tem-
perature conductivity.

This study was supported in part by the program
INTAS–Belarus (project no. 4529) and by the Belarus-
sian Foundation for Basic Research (project
no. F04MS-028).
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Abstract—The electron spin resonance, magnetization, and dynamic magnetic susceptibility of In1 – xMnxSe
layered crystals (x = 0.0125) are studied. It is found that two different impurity subsystems independently coex-
ist in the crystalline layer and in the interlayer spacing of unannealed samples. In both subsystems, ferromag-
netic exchange interaction occurs between the Mn ions in the temperature range 300–140 K, and antiferromag-
netic interaction occurs in the range 140–77 K. At temperatures below 77 K, a three-dimensional ferromagnetic
order emerges. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In recent years, numerous studies have been devoted
to investigation of a new class of semimagnetic semi-
conductors of the type III1 – x–Mx–VI, in which III–VI
are layered crystals of the GaS group (GaSe, GaS, InSe,
and GaTe) and M is a metal ion belonging to the transi-
tion group [1–6]. These systems are of interest because
they possess nonlinear optical properties and, therefore,
may be valuable for optoelectronic applications.

Similarly to II–VI semiconductors, the magnetic
ions in the III–VI crystals are in a tetrahedral environ-
ment; however, their local environment is different,
since each cation is surrounded by three anions and one
cation. In addition, direct cation–cation bonds exist.
Under these circumstances, the formation of pairs of
direct interaction (M–M) in the layered crystals, in
addition to standard indirect pairs of an M–Se(S)–M
type, is quite possible.

The formation of direct Mn–Mn pairs in a
Ga1 − xMnxSe alloy [5] and the absence of such pairs in
a Ga1 – xMnxS alloy [6] has been established via study of
the temperature and field dependences of magnetiza-
tion M(T) and M(H). The existence of strong direct
interaction between the Mn ions in Ga1 – xMnxSe crys-
tals (x = 0.012) leads to the establishment of two-
dimensional short-range antiferromagnetic order in the
range 120–195 K. In Ga1 – xMnxS crystals (x = 0.11,
0.066) in the same temperature range, only indirect
antiferromagnetic interaction between the Mn ions is
observed. At T = 10.9 K, an abrupt peak is observed in
the dependence M(T). This peak is thought to be asso-
ciated with a transition to spin glass.

Making allowance for the substantial distinction in
the state of the impurity systems in the Ga1 – xMnxSe
1063-7826/05/3907- $26.00 0772
and Ga1 – xMnxS layered crystals, it is of interest to
study the magnetic properties of In1 – xMnsSe alloys,
which differ from the Ga1 – xMnxSe alloys in the type of
cations present. In this study, we examined the ESR
spectra, magnetization curves, and dynamic magnetic
susceptibility of In1 – xMnxSe crystals. Based on these
dependences, we analyzed the state of the impurity sys-
tem in various temperature ranges.

2. EXPERIMENTAL

The In1 – xMnxSe crystals were grown using the
Bridgman–Stockbarger method and doped by adding
1 at % of Mn to the growth charge. X-ray fluorescent
analysis showed that the impurity distribution along the
ingot was nonuniform. In the initial part of the ingot (up
to 0.6 of its length), the Mn content was no higher than
0.15 at %. In the end part, this content was as high as
3.5 at %.

The ESR spectra were recorded at a frequency of
10 GHz in the range 77–300 K using an ESR spectrom-
eter with a digital signal integrator. The magnetic field
was monitored with an NMR sensor accurate to ±1 G.
As a standard, we used diphenyl pycryl hydrazil
(DPPH) with a spin concentration of 5.0 × 1017 cm–3

and g factor of 2.0036.
In order to study the magnetization curves M(H) and

dynamic magnetic susceptibility χac(T) of the samples,
we used a Lake Shore 7229 AC Susceptometer/DC
Magnetometer double-purpose system [7, 8]. The value
of χac(T) was measured in an ac magnetic field with an
amplitude of ±20 Oe and frequency of 800 Hz in the
temperature range 4.2–300 K. The magnetization
curves M(H) were obtained in the region of weak mag-
netic fields (H = ±40 Oe) at various temperatures.
© 2005 Pleiades Publishing, Inc.
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3. RESULTS

The ESR spectra were measured for unannealed
samples, which were cut along the growth axis of the
ingot. A very weak ESR signal is detected for samples
with the Mn content NMn ≤ 0.15 at % (without any signs of
a hyperfine structure). For samples with NMn ≈ 1–2 at %,
two-component ESR spectra are observed. A narrow
line manifests itself against the background of a broad
line. The intensity of the narrow line depends on the
impurity distribution in the crystal.

The greatest separation between spectral compo-
nents is observed in samples with NMn = 1.25 at % and
the magnetic field H directed at an angle of 55° to the
hexagonal axis c. Curve a in Fig. 1 shows that the ESR
spectrum consists of two resonance lines, namely, a
broad I line and a narrower L line. In is noteworthy that
the L line virtually vanishes for a sample annealed in
vacuum at T = 593 K for 28 h (Fig. 1, curve b). The data
on ESR, χac, and M(H) obtained for unannealed sam-
ples with NMn = 1.25 at % are reported below.

The ESR spectrum was decomposed into I and L
components using specially designed software. The
width ∆HI of the I line is ≈390 Oe, and the g factor
equals 1.996. Both parameters are independent of the
orientation of the magnetic field H relative to the axis c.
In contrast, in the case of the L resonance, such a depen-
dence is observed; specifically, ∆HL varies from
approximately 160 to 200 Oe, and the g factors are
equal to 2.189 and 2.0998 at H || c and H ⊥  c, respec-
tively. Figure 2 shows the location of the L resonance as
a function of the angle between the field H and the hex-
agonal axis c at T = 293 K. A similar angular depen-
dence is also observed in a cleaved surface.

A substantial distinction between the I and L lines
also manifests itself in the character of the temperature
dependences of their widths. As the temperature
decreases from 300 to 77 K, the I line monotonically
broadens from ~400 to 700 Oe (Fig. 3, curve 1). In the
case of the L line, the dependence ∆HL is nonmono-
tonic. In particular, the L line narrows in the range 300–
140 K and abruptly broadens at T < 140 K (Fig. 3,
curve 2). However, the temperature dependences of the
integrated intensities of both lines, SI(T) and SL(T), are
nonmonotonic (Fig. 4). The intensities of the lines
increase as T decreases from 300 to 140 K and decrease
in the T range 140–77 K. In this case, the intensity of
the I line is an order of magnitude higher than that for
the L line.

The dynamic magnetic susceptibility of the crystals
under study is a complex quantity: χac = χ1 – iχ2. The
real component χ1 and the imaginary component χ2
nonmonotonically vary with temperature (Fig. 5). A
clearly pronounced peak in curve χ1 is observed at T =
28 K, and two more, which are much lower, are
observed at 190.5 and 267 K. Curve χ2 also includes
three peaks. A high peak is observed at T ≈ 34 K, a low
peak is observed at 184 K, and a barely perceptible one
is observed at 269 K. Note that the accuracy of the mea-
SEMICONDUCTORS      Vol. 39      No. 7      2005
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Fig. 6. Rayleigh hysteresis loops obtained at temperatures
of (1) 20, (2) 50, and (3) 100 K.
surement of χac is 10–7. When studying the magnetiza-
tion curves M(H) in the region of weak magnetic fields
(H = ±40 Oe), we obtained Rayleigh hysteresis loops at
T = 20 and 50 K. At T = 100 K, a linear dependence
M(H) is observed (Fig. 6).

4. DISCUSSION

The crystal structure of layered III–VI semiconduc-
tors can be thought of as fourfold layers packed in an
anion–cation–cation–anion sequence. Predominantly, a
covalent bonding is in effect in the layers themselves,
and a weak Van der Waals bonding is observed between
the layers. It is quite natural that, after doping these
semiconductors, impurity atoms can both replace cat-
ions in a crystalline layer and be localized in the inter-
layer spacing. It seems likely that the latter mechanism is
dominant, since its accomplishment requires consider-
ably lower energy. It is known that intercalation of lay-
ered crystals, i.e., introduction of the impurity into the
interlayer spacing, occurs even at room temperature [9].

The existence of two absorption lines with different
parameters in the ESR spectrum (Fig. 1, curve 1) unam-
biguously indicates that there are two different impurity
subsystems in the In1 – xMnxSe samples (x = 0.0125). It
is reasonable to assume that the I component, which has
a higher intensity, is associated with the Mn atoms
located in the Van der Waals gap, while the L compo-
nent is associated with the Mn atoms that replace the In
atoms in the layer. In the context of this model, the
absence of the L component in the ESR spectrum of the
annealed samples becomes clear. In the course of
annealing, the Mn ions diffuse from the crystalline
layer into the interlayer spacing, which causes the
L component to vanish.

The existence of an orientation dependence of the
parameters of the L line and the nonexistence of such a
dependence in the case of the I line indicates that there
is a different symmetry of the local field that affects the
Mn ions in the crystalline layers and in the interlayer
spacing. It is known that the g factor is a tensor, which
reflects the anisotropy of the intracrystalline field, and
that the number of tensor components is associated
with the symmetry of the local field in a crystal [10].
A cubic symmetry of the local field corresponds to an
isotropic g factor. If there are two g factors, g|| and g⊥ ,
and the ESR spectrum exhibits axial symmetry in the
xy plane, the symmetry of the local field is axial. If
there are three g factors (gx, gy, and gz), the symmetry is
rhombic or even lower.

Consequently, the observation of the orientation
dependence of the L line in two planes, namely, the
ac plane and the cleavage plane, indicates that the sym-
metry of the local field in a crystalline layer is lower
than axial symmetry. This suggestion agrees with the
data presented in [11, 12], according to which InSe
crystals grown using the Bridgman–Stockbarger
method are usually related to the γ polytype and have a
SEMICONDUCTORS      Vol. 39      No. 7      2005
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rhombohedral (trigonal) crystalline structure. The
absence of an angular dependence of the parameters of
the I line (g factor is isotropic) indicates that a local
field in the interlayer spacing of the In1 – xMnxSe alloy
(x = 0.0125) has a cubic symmetry.

The character of the temperature dependences of the
width of the lines ∆HI(T) and ∆HL(T) and their inte-
grated intensities SI(T) and SL(T) is mainly determined
by the type of exchange pairs that exist in the interlayer
space and at the midplane of a crystalline layer. In the lat-
ter case, in addition to the superexchange occurring in
the pairs Mn–Se–Mn (and, possibly, Mn–In–Se–Mn), a
direct exchange interaction can proceed in the Mn–Mn
pairs (Fig. 1 in [5]). As for the interlayer spaces, where
the Mn ions are most probably located in tetrahedral
voids, which are formed by the neighboring Se mono-
layers, indirect exchange is possible only via the Se
ions in the pairs Mn–Se–Mn.

The observed decrease in the intensities SI and SL as
T decreases from 140 to 77 K (Fig. 4) and the simulta-
neous broadening of the I and L lines (Fig. 3) indicates
that the exchange interaction between the Mn ions is
antiferromagnetic in both impurity subsystems. In con-
trast, an increase in the intensities SI and SL in the range
300–140 K indicates ferromagnetic exchange interac-
tion both in the interlayer spaces and in the crystalline
layers.

The observed narrowing of the L line in the range
300–140 K (Fig. 3, curve 2), in contrast to the broaden-
ing of the I line (curve 1), may be caused by direct
exchange in Mn–Mn pairs that exist only in the middle
of the layers. According to [13], a very rapid direct
exchange between paramagnetic ions leads to an aver-
aging of the local fields that affect the paramagnetic
ion; as a result, the ESR line is narrowed.

It was previously assumed [6] that a sharp peak in
the dependence M(T) for the Ga1 – xMnxS alloy at T =
10.9 K is associated with a phase transition to the spin-
glass state, which is characteristic of three-dimensional
structures. This hypothesis is quite reasonable when we
consider that the formation of Mn1–S(Se)–Mn2-type
pairs is quite possible in quasi-two-dimensional crys-
tals such as Ga1 – xMnxS and In1 – xMnxSe. In this case,
the Mn1 ions are localized in the interlayer spaces,
while the Mn2 ions are localized in the layers. The indi-
rect exchange interaction occurring in such pairs com-
bines neighboring crystalline layers, which causes the
emergence of three-dimensional magnetic order.

The character of the temperature dependence χac(T)
(Fig. 5), as well as the existence of magnetic hysteresis
loops in the Rayleigh region (Fig. 6), provides direct
evidence of existence of three-dimensional ferromag-
netic order in the In1 – xMnxSe crystals in the region T <
77 K. Taking into account the magnitude of the effects
observed, we can assume that the ferromagnetic order-
ing does not enclose the entire crystal bulk. Rather, this
ordering is established in separate regions of the bulk,
i.e., in clusters of impurity ions. Therefore, the exist-
SEMICONDUCTORS      Vol. 39      No. 7      2005
ence of magnetic hysteresis loops suggests a domain
structure of ferromagnetically ordered clusters.

Similarly to the case of conventional magnetic hys-
teresis [14], Rayleigh hysteresis loops are associated
with irreversible magnetization in a weak magnetic
field. In this case, the dependence of the magnetization M
on the magnetic field H in the initial portion of the mag-
netization curve is described by the Rayleigh formula
[13, 14]

(1)

where χa is the initial magnetic susceptibility, b is the
Rayleigh constant, and the signs + and – correspond to
the magnetic field direction. The constant b is related
to the residual magnetization MR and the saturation
field Hm [13]:

(2)

The hysteresis-loop area increases as the temperature
decreases (Fig. 6). This effect is associated with an
increase in hysteresis losses, which is characteristic of
typical ferromagnets. Using experimental values of MR
and Hm (Fig. 6), we can determine hysteresis losses in
the case of a Rayleigh loop [13]:

(3)

The imaginary component χ2 of the magnetic sus-
ceptibility (Fig. 5) is also associated with hysteresis
losses, since measurements of χac(T) are carried out in
a low-frequency field [14]. Eddy current losses can be
disregarded because of the low concentration of free
carriers (about 1012–1013 cm–3).

Poorly pronounced peaks in the curves χ1(T) and
χ2(T) are observed in the temperature range ~300–
150 K (Fig. 5). In this range, the ferromagnetic
exchange interaction is in effect in both impurity sub-
systems (Fig. 4). In this case, the mentioned peaks are
absent in the range 140–77 K, which corresponds to the
antiferromagnetic exchange interaction between the
Mn ions in the subsystems (Fig. 4). Since magnetic sus-
ceptibility is an integrated characteristic of the crystal,
it is quite probable that the origin of the emergence of
the mentioned peaks is the same as at a low tempera-
ture. The only distinction is that ferromagnetic ordering
is established in clusters whose size is close to critical.

5. CONCLUSION

The results of our examination of the ESR spectra
indicate that two different quasi-two-dimensional impu-
rity subsystems exist in the unannealed In1 – xMnxSe
samples (x = 0.0125), both in the crystalline layers and
in the interlayer spaces. In the temperature range 300–
140 K, the exchange interaction (in both subsystems)
between Mn ions is ferromagnetic, while, in the range
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140–77 K, it is antiferromagnetic. The existence of
magnetic hysteresis loops and the form of the tempera-
ture dependence of the dynamic magnetic susceptibility
indicate the emergence of three-dimensional ferromag-
netic ordering at T < 77 K. It is possible that ferromag-
netically ordered clusters form at a range of relatively
high temperatures (300–140 K), and their size is close
to critical.
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Abstract—The dispersion of the refractive index in Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) and Tl1 – xCuxInS2 (0 ≤ x ≤ 0.015)
crystals is studied by measuring their intrinsic interference patterns. Anomalous dispersion regions are found
to exist in the crystals at wavelengths slightly exceeding those corresponding to exciton peaks. It is ascertained
that, by analyzing the intrinsic interference patterns, it is possible to detect excitons in these crystals at room
temperature. A modulation of the interference patterns is observed and an explanation of this phenomenon is
suggested. © 2005 Pleiades Publishing, Inc.
The study of exciton states in semiconductors with
an anisotropic crystalline structure is associated with
the possibility of testing the validity of calculations per-
formed within a two-dimensional exciton model. In this
context, the study of the optical properties of semicon-
ductors crystallizing in layered structures is of both sci-
entific and applied interest. In particular, the exciton
states of III–VI binary compounds (GaSe, GaS, etc.)
and the solid solutions based on them have been exten-
sively studied using the method of transmitted light
interference [1].

In this paper, we report the results of our experi-
mental studies of the refractive index dispersion in
Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) and Tl1 – xCuxInS2 (0 ≤ x ≤
0.015) crystals in the range of the absorption band edge.

We grew single crystals of these compounds using
the Bridgman–Stockbarger method. Such crystals
belong to the monoclinic system, are layered, and their
lattices are of a TlGaSe2 type [2, 3]. Due to these prop-
erties, thin plane-parallel plates can be cleaved from a
single crystal ingot.

The dispersion of the refractive index of the
Tl1 − xCuxGaSe2 (0 ≤ x ≤ 0.02) and Tl1 – xCuxInS2 (0 ≤ x ≤
0.015) crystals was studied by measuring the interfer-
ence patterns in the region of the intrinsic absorption
band edge of these crystals [1, 4]. The sample thickness
was varied within the range 5–20 µm. The interference
fringes were measured on an SDL-2 spectral–comput-
ing complex specially adapted for these purposes. As an
example, Fig. 1 shows an interference pattern of trans-
mission maxima and minima of TlGaSe2 at T = 300 K.
1063-7826/05/3907- $26.00 0777
Figure 2 presents the corresponding dependences of nd
on λ plotted according to the formulas [1, 4]

(1)

(2)

Here, ∆M is the phase difference between neighboring
interference maxima, λ1 and λ2 are the wavelengths of
adjacent extrema (a maximum and the minimum clos-
est to it), d is the thickness of a single crystal plate, and
n is the refractive index.

It can be seen from Fig. 2 that each dependence n =
f(λ) is a unconventional kind of averaging of the fre-

n isin
2 λ1

2λ2
2 ∆M( )2
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Fig. 1. Interference pattern resulting from the transmission
of TlGaSe2 crystals at T = 300 K.
© 2005 Pleiades Publishing, Inc.
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quency dependence of the refractive index. Apart from
regions of anomalous dispersion located in the immedi-
ate vicinity of each exciton peak, regions of sharp
changes in the refractive index (i.e., of anomalous dis-
persion) that are not associated with free excitons are
also observed. All the regions of anomalous dispersion
are associated with a particular absorption mechanism.
The anomalous dispersion regions that, judging from
their location, are not associated with excitons possess-
ing different quantum numbers can be attributed to the
occurrence of excitons of different types, polariton
states, or the long-wavelength absorption edge.

The occurrence of polariton states in III–VI layered
crystals was ascertained in [5]. Clearly, calculation of
the refractive index performed using formula (2) is in
fact an averaging over the wavelength range corre-

2dn, 10–4 mm
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6

4

2

500 550 600
λ, nm

Fig. 2. (1, 2) Dispersion curves of the refractive index of
TlGaSe2 crystals at T = 300 K plotted according to formu-
las (1) and (2), respectively.
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Fig. 3. Modulation of the intensity of transmitted light in
TlGaSe2 crystals at T = 300 K.
sponding to adjacent extrema. Nevertheless, this aver-
aged pattern reflects the real trend of the dispersion.
The observed regions of sharp changes in n are regular,
and they make it possible to judge the character of the
dispersion in a substance. Similar results were obtained
when studying the dispersion of the refractive index in
the Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) and Tl1 – xCuxInS2
(0 ≤ x ≤ 0.015) crystals. As was noted above, the occur-
rence of this region of anomalous dispersion can be
attributed to excitons. Exciton absorption lines in the
absorption spectra of the Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02)
and Tl1 – xCuxInS2 (0 ≤ x ≤ 0.015) crystals are observed
only at low temperatures. However, it is likely that the
sensitivity of the intrinsic interference method made it
possible to detect excitons at room temperature.

In the study of interference in TlGaSe2 and TlInS2
layered semiconductors, as well as in GaS crystals [6],
there occur cases in which variations in the intensity of
light passed through a sample are modulated; i.e., the
amplitude of variations in the light intensity periodi-
cally alternates. Such an interference pattern is shown
in Fig. 3 for TlGaSe2. Similar interference patterns
are also observed for crystals of the solid solutions
Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) and Tl1 – xCuxInS2 (0 ≤ x ≤
0.015). Interference patterns of this type differ signifi-
cantly from the ordinary interference patterns shown in
Figs. 1 and 2. Analogous interference patterns were
also observed in [6–8] for Bi2S3, In2Se, and GaS. In the
opinion of the authors of these studies, the reason for the
appearance of interference patterns with “beats” can be
attributed to either natural or artificial birefringence.

In [8], modulation of the interference pattern
observed for GaAs:Se was attributed to the effect of
photoelasticity [9]. The authors of [8] believed that, due
to residual stress, the crystals exhibit birefringence; i.e.,
ordinary and extraordinary rays appear. We can assume
that rays of both types give rise to interference patterns,
but these patterns somewhat differ from each other.
Ordinary and extraordinary rays do not interfere with
each other. However, the presence of two different
interference patterns leads to a situation in which the
energy of the transmitted light varies with the wave-
length and results in the interference pattern becoming
modulated. If this explanation of the modulation of
interference patterns holds, then, in the case of polar-
ized light, the modulation amplitude should depend on
the orientation of the plane of polarization of incident
light. Apart from this explanation, an assumption that
the coupling between some layers inside a crystal can
become broken also seems to apply. In this case, emerg-
ing rays can mentally be divided into two beams, which
both satisfy the formula [1, 4]

(3)

where R is the reflectance of a surface and δ is the
change in the phase due to a single reflection.

T l R–( )2
1 2R2 2δcos– R

4
+[ ]

1–
,=
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For one of these beams of rays, the phase difference
depends on the thickness of a sample d:

(4)

For the other beam, which arises due to reflection
from a detached layer, the phase difference is deter-
mined by the thickness of this detached layer d1:

(5)

If the modulation is caused by layer detachment,
then the shape of the interference pattern should not
depend on whether the beam emerging from a sample
passes through a polarizer or not. In contrast, if the
modulation is caused by birefringence, the shape of the
interference pattern should depend on the orientation of
the polarizer. Experiments conducted according to the
scheme sample  analyzer  detector showed that
the above-described modulation of the interference pat-
tern takes place in TlGaSe2 and TlInS2 crystals. The
analyzer had no effect on the radiation emerging from
the Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) and Tl1 – xCuxInS2
(0 ≤ x ≤ 0.015) crystals or, therefore, on the interfer-
ence pattern. Consequently, we can state that, in our
case, the modulation of the interference pattern is asso-
ciated with layer detachment in the samples.

δ 2π
λ

------nd .=

δ 2π
λ

------nd1.=
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Abstract—The results of studying the effect of irradiation with fast neutrons in an IBR-2 reactor on the char-
acteristics of magnetic-field sensors based on n+-InSb whisker microcrystals are reported (the measurements
were carried out in the course of the irradiation). The optimum concentration of free electrons n for providing
the highest possible radiation resistance of the InSb sensors is estimated (n ≈ (6–7) × 1017 cm–3). The contribu-
tions of two competing processes to variation in the electrical properties of InSb under neutron irradiation
(transmutation-related doping of InSb with a Sn shallow-level donor impurity and compensation of the initial
n+-InSb conductivity as a result of generation of deep-level acceptor-type radiation defects) are determined sep-
arately. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Magnetic-field sensors based on semiconductors are
used for mapping magnetic fields and have applications
related to exposure to hard radiation in charged-particle
accelerators, in atomic power-engineering plants,
aboard spacecraft, and so on. This circumstance
imposes the requirements of high radiation resistance
and long-term stability on the output characteristics of
the active components of the sensors under exposure to
high-energy radiation [1]. The most important charac-
teristic of a magnetic-field sensor is its sensitivity K =
Uout/B (Uout is the output voltage and B is the magnetic
induction), which is related to the electrical parameters
of the material used. The main contribution to variation
in the value of K is made by variation in the charge-car-
rier concentration in the material in the case of irradia-
tion with low doses of high-energy particles. Therefore,
in order to ensure the stability of the output parameters
of magnetic-field sensors, it is necessary to attain as
small as possible a variation in the concentration of free
charge carriers in a semiconductor under exposure to
hard radiation.

Among Group IV semiconductors and III–V com-
pounds, the InSb compound has attracted particular
attention as a suitable material for fabrication of the
active elements of sensors, owing to the high mobility
of free electrons within it. However, exposure of these
sensors to high-energy radiation gives rise to donor-
and acceptor-type radiation defects in the InSb crystal
lattice, which affects the charge-carrier concentration,
1063-7826/05/3907- $26.000780
mobility, and lifetime [2–5]. All these effects cause
instability in the output parameters of InSb-based mag-
netic-field sensors under exposure to hard radiation.

2. EXPERIMENTAL

In this paper, we report the results of studying the
effect of irradiation with reactor neutrons on the param-
eters of both the material itself and magnetic-field sen-
sors based on n-InSb whisker microcrystals in relation
to the level at which these microcrystals were initially
doped. The n-InSb whisker microcrystals, obtained by
free crystallization from a gaseous phase [6], were
doped with several impurities simultaneously (Sn, Al,
and Cr) during their growth. The main donor impurity
(Sn) provided the required free-electron concentration
(n0), whereas Al and Cr impurities were used to stabi-
lize the characteristics of InSb under the effect of irra-
diation. It was assumed that Al and Cr give rise to strain
in the InSb crystal lattice [7] and, thus, form additional
sinks for mobile radiation defects during irradiation,
which should increase the resistance of InSb to hard
radiation. The doping level of the starting material was
varied within the range n0 = 3 × 1016–1 × 1018 cm–3 and
the Hall mobility varied from 52400 to 22300 cm2/(V s)
at 290 K. The dimensions of the samples under study
were 0.7 × 0.07 × 0.03 mm3. It is worth noting that there
is very little data on the irradiation of heavily doped
n-InSb with reactor neutrons in the available publications.
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Block diagram of an MMSI setup: HG1–HG6 denote the samples under study; ST, the voltage stabilizer; CH and CC, the
current sources; OS, the reference-voltage generator; ID, the input amplifier; DC, the command decoder; and ASTL1 and ASTL2
are the transmission lines for the signals.
The samples were irradiated with neutrons in an
IBR-2 pulsed reactor at the Laboratory of Neutron
Physics at the Joint Institute for Nuclear Research
(Dubna, Russia). The fluence of fast neutrons (with
energies E > 0.1 MeV) was as high as Ffn = 3.1 ×
1016 cm–2 at a flux density ϕ = 9 × 109 cm–2 s–1 and the
average reactor-neutron energy E ≈ 1.35 MeV. A spe-
cial feature of the experiment under consideration was
that the sensors' parameters were measured in a reactor
channel during the irradiation, which improved the
accuracy of dose-related measurements when the same
sample was used and reduced the duration of the exper-
iment [1, 8–10].

The samples under study were positioned in the gap
between the poles of a SmCo5-based permanent magnet
(B = 290 mT) that was mounted in a horizontal channel
of the reactor. The measurements were carried out
remotely using a precision automated measuring sys-
tem designed and assembled at the Laboratory of Mag-
netic Sensors at Lviv National Polytechnical University
(Lviv, Ukraine). This system made it possible to mea-
sure relative variations in the electrical parameters of
the samples to an accuracy of 0.01%, the temperature in
the vicinity of the samples to an accuracy of 0.1 K, and
the induction of a magnetic field generated by the
SmCo5-based permanent magnet mounted in the reac-
tor channel to an accuracy of 0.1% [11]. A block dia-
gram of the setup for measuring the parameters of the
magnetic-field sensors during irradiation is shown in
SEMICONDUCTORS      Vol. 39      No. 7      2005
Fig. 1. The samples under study, permanent magnet,
and measuring instrumentation were accommodated in
three different zones. The permanent magnet and the
samples (the M_unit) were placed in the first zone (the
reactor zone). The main measuring instrumentation (the
System_unit) was mounted in a technical room at a dis-
tance of 10 m from the reactor channel. The third zone
(a room for personnel), at a distance of 30 m from the
reactor channel, accommodated the measuring voltme-
ter, interface unit, and personal computer. Recording of
the results of measurements and correction of the mea-
suring-instrumentation function were performed auto-
matically; the number of measurements was as large as
3 × 106 [12].

3. RESULTS

In Fig. 2, we show the dependences of relative vari-
ations ∆K/K in the sensitivity coefficient of the mag-
netic-field sensors, whose parameters are listed in the
table. In the range of neutron fluences Ffn under consid-
eration, we can see virtually linear fluence dependences
of ∆K/K for all the samples involved in this study. Both
positive and negative values of ∆K/K are observed,
depending on the initial doping level of n-InSb. For
sample 2 (n0 = 6 × 1017 cm–3), the variation in ∆K/K
does not exceed 0.05% if the sample is irradiated with
a fast-neutron fluence Ffn = 1.7 × 1015 cm–2 and does not
exceed 1% at a neutron fluence as high as 3 × 1016 cm–2.
This observation means that sample 2 exhibits the high-
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est radiation resistance among the samples under study
after irradiation in the above conditions.

In Fig. 3, we show the dependences of the rate of
variation in the charge-carrier concentration under irra-
diation with fast neutrons (∆n/∆Ffn) in n-InSb microc-
rystals on the initial charge-carrier concentration n0 in
irradiated samples for the neutron fluences of 1.7 × 1015

and 3 × 1016 cm–2. As can be seen from Fig. 3, a virtu-
ally linear dependence of the charge-carrier removal
rate on the initial charge-carrier concentration is
observed in irradiated n-InSb. In order to explain the
physical processes that occur in InSb under irradiation
with reactor neutrons quantitatively, we should take
into account the following two most important factors:
(i) formation of radiation defects in InSb exposed to
irradiation with fast neutrons, the γ-ray component of
the reactor spectrum, and recoil atoms; and (ii) forma-
tion of doping-impurity atoms (~98% Sn) as a result of
nuclear reactions that occur due to the interaction of
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0
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2

1

Fig. 2. Dose dependences of relative variation in the sensi-
tivity ∆K/K of magnetic-field sensors based on n-InSb whis-
ker microcrystals (samples 1, 2, and 3; see table) and
exposed to neutron radiation. The temperature of the mea-
surements is 290 K.

The parameters of Hall sensors based on whisker n-InSb
crystals at 295 K

Parameters
Sample no.

1 2 3

Charge-carrier concentra-
tion n0, cm–3

8 × 1016 6 × 1017 1 × 1018

Magnetic sensitivity K at the 
nominal current, mV/T

40 14 10

Nominal current I, mA 30 40 60

Input resistance Rin, Ω 5.0 2.3 1.2

Output resistance Rout, Ω 2.0 1.8 1.0

Residual voltage at the nom-
inal current U0, mV

0.07 0.03 0.02

Temperature range T, K 4.2–350 4.2–350 4.2–350
thermal and intermediate-energy neutrons with the
atoms of the main material.

As is well known, formation of Sn atoms in InSb
depends on the reactor parameters and neutron fluence
and is independent of the charge-carrier concentration
in the initial material. The level at which InSb is doped
with Sn under irradiation with neutrons can be esti-
mated from the expression α = σNIn, where σ is the
cross section for formation of Sn atoms under irradia-
tion with neutrons and NIn is the concentration of In
atoms in InSb. For low neutron doses, the rate of varia-
tion in the charge-carrier concentration in the irradiated
InSb samples can be represented by a linear depen-
dence as

(1)

Here, β is the cross section for the production of radia-
tion defects NRA – NRD, where NRD (NRA) are the con-
centrations of radiation-induced donors (acceptors);
and n is the concentration of charge carriers in the irra-
diated samples. It can be seen from Fig. 3 that, for the
microcrystalline InSb samples, the cross section for the
production of radiation defects (NRA – NRD) is equal to
β ≈ 1.5 × 10–18 cm2 at 295 K. By choosing the initial
doping level, we can ensure that α ≈ βn, which corre-
sponds to ∆n/∆Ffn ≈ 0. It is the additional doping with
tin that leads to this situation in the case of irradiation
of n-InSb with reactor neutrons. It is important that the
specific critical concentration n needed to ensure
∆n/∆Ffn ≈ 0 depends on the reactor-neutron spectrum in
the vicinity of a sample.

Previous data [13] on irradiation of InSb samples
with high fluences of full-range spectrum of reactor

∆n/∆Ffn α βn.–≈

–2

0.5 1.0

0

2

–4
0

Optimal carrier
concentration

a
b1

2

3

n0, 1018 cm–3

∆n/∆Ffn, cm–1

Fig. 3. Dependence of the rate of variation in the charge-
carrier concentration (∆n/∆Ffn) for n-InSb microcrystals on
the initial charge-carrier concentration in samples irradiated
with fast neutrons: (a) samples 1, 2, and 3 (see table) after
irradiation with a fluence of 3 × 1016 cm–2 of fast neutrons
and (b) additional samples (not included in the table) after
irradiation with a fluence of 1.7 × 1015 cm–2 of fast neutrons.
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neutrons for the purpose of transmutational doping
indicate that the major fraction of the impurity atoms
introduced into InSb (in the case under consideration,
this is the Sn impurity) is in an electrically active state
immediately after irradiation (without subsequent heat
treatments). This state governs, to a great extent, the
main electrical characteristics of irradiated samples.
Even irradiation of InSb in a Cd container [10] does not
lead to complete elimination of the transmutation-dop-
ing effect. In order to estimate the value of α, we deter-
mined the flux densities for slow and moderate-energy
neutrons in the neutron spectrum of the IBR-2 pulsed
reactor taking into account the experimental data
obtained using sensors that detect neutrons with ener-
gies E > 0.4 MeV (see [14]). Taking into consideration
the fact that the fraction of moderate-energy neutrons
(E = 5 × 10–4–100 keV) amounts to ~20% of the fast-
neutron fluence [15] and ϕ(E = 0.1 MeV) = 3 ×
109 cm–2 s–1 MeV–1 = 3 × 103 cm–2 s–1 eV–1, we obtained
the following description for the spectrum of the mod-
erate-energy neutrons (we performed sewing at 0.1 MeV
and selected the exponent, E–0.89):

The absolute values of the exponent when smaller
than unity are characteristic of the spectrum of neutrons
formed by metals (liquid sodium is the heat-transfer
agent in the IBR-2 reactor). The differential spectrum
of the neutrons in the irradiation zone of the IBR-2
reactor is shown in Fig. 4. The calculations performed
taking into account the neutron energy spectra made it
possible to determine the fraction of moderate-energy
and slow-neutron fluxes in the total neutron flux as 20
and 25%, respectively, relative to the integrated fast-
neutron flux. Since the sizes of the InSb microcrystals
were small, we also took into account the resonance
absorption of 1.46-eV neutrons at In atoms (the absorp-
tion cross section σ0 ≈ 4 × 104 b and the half-width Γ =
75 meV). The obtained coefficient is equal to 0.56 cm–1

for the introduction of Sn by thermal neutrons and
equal to 0.19 cm–1 in the case of moderate-energy neu-
trons (taking into account the maximal resonance); as a
result, the total introduction coefficient for Sn α =
0.75 cm–1 (the coefficient is normalized per fast neu-
tron). The value of the coefficient α estimated from the
experimental data in Fig. 3 is equal to ~0.9 cm–1 for the
lightly doped samples, which is in satisfactory agree-
ment with the value obtained from calculations based
on an analysis of the IBR-2 reactor spectrum. All of the
above information makes it possible to estimate the
concentration of Sn impurity introduced into InSb
owing to nuclear reactions with involvement of In
atoms [16, 17–20].

It is worth noting that, in spite of a large volume of
experimental data on radiation defects in InSb, the data
on variations in the electrical properties of this material

ϕ E( ) ϕepidE/E0.89,=

ϕepi 0.84 108 cm 2–  s 1–  eV 0.11– .×=
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under irradiation are very controversial and, in the case
of heavily doped InSb, there is almost no data available.
According to the published data, the parameters of irra-
diated InSb largely depend on the irradiation condi-
tions, i.e., the type of incident particles, their energy,
and the temperature of a sample during irradiation. For
example, irradiation of InSb with fast neutrons, pro-
tons, or high-energy electrons (with energies of several
tens of megaelectronvolts) invariably produces n-InSb
irrespective of the sample temperature during irradia-
tion [21–24]. At the same time, irradiation with elec-
trons with energies lower than 10 MeV at temperatures
T ≤ 200 K produces p-InSb, whereas similar irradiation
at a temperature of about 295 K produces either n-InSb
or p-InSb, depending on the radiation dose and the tem-
perature region where the parameters of irradiated sam-
ples are measured [21, 25–28]. This behavior of InSb
when exposed to high-energy radiation is related both
to the characteristics of the prevalent radiation defects
and to the generally low stability of radiation defects in
InSb. It has been assumed that acceptor-type defects are
prevalent at low temperatures, whereas donor-type
radiation defects are predominantly accumulated at
higher temperatures. Presumably, this circumstance
brings about a shift of the Fermi level from the lower
half of the band gap to the upper half and, consequently,
the conversion of the conductivity type as the tempera-
ture increases. It is worth noting that the lack of exper-
imental room-temperature data on heavily doped
n-InSb irradiated with fast neutrons makes it difficult to
analyze the results of this study. It should also be men-
tioned that the available experimental data on the prop-
erties of irradiated InSb are, in general, inconsistent
with the corresponding data for other semiconductors.
It is typical of the majority of semiconductors that the
parameters of an irradiated material depend only
slightly on the irradiation conditions and the material’s
history and are, to greater extent, intrinsic characteris-
tics of the crystal. Indeed, according to contemporary
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Fig. 4. Dependences of differential flux density of neutrons
ϕ(E) and the quantity Eϕ(E) on the neutron energy E for the
IBR-2 reactor.
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theoretical models and experimental studies, what is
occurring in radiation-induced modification of the elec-
trical parameters of a semiconductor is in fact the
reduction its electrical activity, as a result of which the
degree of mutual compensation of the material by the
radiation-induced donors and acceptors approaches
unity as the radiation dose increases. Ultimately, when
the concentration of radiation defects exceeds that of
the initial doping impurity, this circumstance leads to
pinning of the Fermi level at a certain characteristic
limiting position Flim for each specific semiconductor
[29]. In turn, this position corresponds to a limiting
charge-carrier concentration nlim(plim) in an irradiated
semiconductor. According to the models suggested
Brudnyi et al. [29], the limiting electrical parameters of
InSb after high-energy irradiation should correspond to
those of a material with p-type conductivity and to pin-
ning of the Fermi level in the lower half of the semicon-
ductor’s band gap [27]. Taking into account this reason-
ing and the available experimental data, we can con-
clude that radiation-induced donors should be more
efficient if initial p+-InSb is irradiated, whereas radia-
tion-induced acceptors should be prevalent in the case
of initial n+-InSb. Indeed, the measurements carried out
at 77 K indicate that the initial conductivity of InSb is
compensated by various types of radiation. At the same
time, the measurements performed at 295 K indicate
that the electrical properties of InSb are affected insig-
nificantly by even high doses of particles. Although the
data on n+-InSb are scarce, these data confirm the high
efficiency of the compensation of the n-type conductiv-
ity in this material due to the introduction of acceptors

1012
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1013 1014 1015 1016 1017 1018 1019

1014

1015

1016

1017

1018

Ffn, cm–1

n, cm–3

~~

Fig. 5. Dependences of the free-electron concentration at
77 K in bulk n-InSb crystals grown by the Czochralski
method and irradiated with full-spectrum neutrons (the ratio
between the fluxes of fast and slow neutrons is ϕfn/ϕsn ≈ 1)
in a VVR-ts water-cooled and water-moderated reactor on
the fluence of fast neutrons. The circles correspond to
experimental data, and the curves represent the results of
calculations using formula (3) for samples with different
initial charge-carrier concentrations (squares on the vertical
axis) for α ≈ 2.9 cm–1 and β ≈ 4.8 × 10–18 cm2.
by irradiation with 50-MeV electrons at temperatures
close to 295 K [30]. The data obtained in this study are
also indicative of the highly efficient formation of
acceptor-type radiation defects in n+-InSb irradiated
with reactor neutrons at a temperature near 300 K.

The results of this study can also be used in an anal-
ysis of the performance of magnetic-field sensors based
on n-InSb if these sensors are employed in other reac-
tors. Indeed, in the case of constant values of α and β,
expression (1) can be written as

(2)

This formula transforms into the following expression
if Ffn  ∞:

(3)

If the parameters α and β are known, this expression
can be used to estimate the initial doping level of InSb
(n∞ ≈ α/β) required to attain the highest possible radia-
tion resistance of sensors based on n-InSb to neutron
radiation. For example, Fig. 5 shows experimental data
on variations in the electron concentration in bulk
n-InSb crystals subjected to irradiation with neutrons in
a VVR-ts water-cooled and water-moderated reactor at
the Karpov Institute of Physical Chemistry (Obninsk
Branch) [10, 13]. Processing these data according to
expressions (1)–(3) for α ≈ 2.9 cm–1 and β ≈ 4.8 ×
10–18 cm2 yields n∞ ≈ 6 × 1017 cm–3 if initial n-InSb is
chosen (all curves in Fig. 5).

4. CONCLUSION

Thus, the results of in situ experimental studies of
magnetic-field sensors based on n-InSb whisker micro-
crystals and subjected to irradiation with fast neutrons
can be adequately described on the assumption that
there are two competing processes: formation of accep-
tor-type radiation defects and doping of InSb with a
shallow-level Sn donor impurity as a result of nuclear
reactions that involve In atoms. It is this circumstance
that makes it possible to ensure the stability of the out-
put parameters of sensors based on n+-InSb whisker
microcrystals with respect to the neutron dose by
choosing the initial doping level of the material in the
relation to the irradiation conditions. We estimated the
optimal level of initial doping of n-InSb as n0 ≈ (6–7) ×
1017 cm–3 for the production of radiation-resistant mag-
netic-field sensors (with the optimum sensitivity of
~14 mV/T at a nominal current of 40 mA) if these sen-
sors operate in the horizontal channel of the IBR-2
reactor. These studies can be used as a basis for choos-
ing the initial n-InSb for fabrication of magnetic-field
sensors that can operate not only in fields of neutron
radiation but also in accelerators of high-energy ions if
we take into account the efficiency of transmutational
doping of the material under irradiation and the esti-
mate of the rate of radiation-defect production.

n n0 α /β–( ) βFfn–( )exp α /β.+≈

n n0 n∞–( ) βFfn–( )exp n∞,+≈
where n∞ α /β.≈
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Abstract—The electrooptic effect and anisotropy of the refractive index in Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) crys-
tals are studied. It is found that, as the intrinsic absorption band of each crystal is approached, the crystal refractive
index increases. It is ascertained that, if an external electric field is directed along the crystallographic c axis and
light propagates along this axis, the electrooptic effect is quadratic; however, if the field is perpendicular to the
c axis and the light propagates along it, the electrooptic effect is linear. © 2005 Pleiades Publishing, Inc.
The compound TlGaSe2 is known to crystallize
according to the monoclinic system; however, its unit
cell exhibits two particular features: a = b (in the mon-
oclinic system, a ≠ b) and the angle β differs very little
from 90° [1]. Single crystals of Tl1 – xCuxGaSe2 (0 ≤
x ≤ 0.02), grown from a melt using the Bridgman–
Stockbarger method, also belong to the monoclinic sys-
tem, are solid solutions, and their lattices are of a
TlGaSe2 type [2]. Since these crystals are layered, there
is a high probability that they possess anisotropic prop-
erties. In this respect, study of the optical properties of
Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) crystals along directions
perpendicular and parallel to the plane of a layer is
important. For this purpose, light should be directed
parallel and perpendicularly to the cleavage plane.
Since it is almost impossible to obtain samples with a
large area of surface perpendicular to the cleavage
plane, we studied the anisotropy of optical properties
under conditions in which the angle of incidence of
plane-polarized light was varied. Samples with good
optical quality and the same thickness were obtained by
cleaving plane-parallel plates from a single crystal
ingot. By directing linearly polarized light toward a
sample at different angles, we determined the transmit-
tance of the sample using an SDL-2 spectral–comput-
ing complex specially adapted for these purposes. The
refractive index was determined according to the proce-
dure used in [3, 4] on a setup equipped with a computer.
When studying the optical constants, the structure of
the TlGaSe2-type crystalline samples was considered to
be pseudotetragonal.

In this paper, we present the results of our experimen-
tal studies of the refractive-index anisotropy α and qua-
dratic electrooptic effect in Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02)
crystals. The absorptance of a crystal near the intrinsic
absorption band edge should not depend on the angle of
1063-7826/05/3907- $26.000786
incidence of light; nevertheless, we found that the ratio
α||/α⊥  = 3–5. The absorptance α|| was determined under
the conditions E ⊥  L and V ⊥  L, while the absorptance
α⊥  was found at E ⊥  L and V || L (here, the symbol L
denotes the cleavage plane, E is the electric field vector,
and V is the direction of light propagation).

Figures 1a and 1b show, respectively, dispersion
curves of the refractive index n0 = n⊥  (E ⊥  L, V ⊥  L) and
n0 = n|| (E ⊥  L, V || L), where n0 is the refractive index
of light propagating along the c axis. It follows from
Fig. 1 that, in the wavelength range λ = 0.6–0.66 µm,
n0 = n⊥  < n|| and both refractive indices increase as they
approach the intrinsic absorption band (  = 2.03 eV) [5].

The data presented can be described fairly well
using the one-term Sellmeier relation, which retains the
physical meaning of the parameters of an oscillator [6]:

(1)

Here, λ0 and S0 are the average position and average
strength of an oscillator, respectively.

Using the dependence of (n0 – 1)–1 on λ2 (Fig. 1), we
can determine the parameters S0 and λ0 for a given
direction of light propagation. In our case, two pairs of
these parameters are determined: S0⊥ , λ0⊥ , S0||, and λ0||.
They refer to the refractive indices in directions perpen-
dicular (n0 = n⊥ ) and parallel (n0 = n||) to the c axis of a
crystal. The values of the parameters S0⊥ , λ0⊥ , S0||, and
λ0|| determined from Fig. 1 are listed in the table.

The electrooptic properties of the Tl1 – xCuxGaSe2
(0 ≤ x ≤ 0.02) crystals were studied at room temperature
in alternating and constant electric fields using the con-
ventional polarization–optical method [3, 6]. With this
method, we can measure only birefringence ∆n, which

Eg'

n2 λ( ) 1– S0λ0
2 1

λ0

λ
----- 

 
2

–
1–

.=
 © 2005 Pleiades Publishing, Inc.



THE ELECTROOPTIC EFFECT AND ANISOTROPY OF THE REFRACTIVE INDEX 787
gives no way of determining the sign of the electrooptic
coefficients rijk and Rijkl. When studying induced bire-
fringence in the Tl1 – xCuxGaSe2 (0 ≤ x ≤ 0.02) crystals,
light and an external low-frequency (up to ~104 Hz)
electric field E were directed perpendicularly to the lay-
ers. The value of the quantity Γ(I) arising in a plate
under the action of the external electric field is given by

(2)

Here, d is the optical path length of the light in a
sample, λ is the wavelength, and ∆n is the change in

Γ I( )
2π n1 n2–( )

λ
----------------------------d 2πd

∆n
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Fig. 1. Dispersion dependences of the refractive indices
(1) n|| and (2) n⊥  for the (a) TlGaSe2 and (b) Tl0.98Cu0.02GaSe2
crystals.
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birefringence. The induced birefringence of the
Tl1 − xCuxGaSe2 (0 ≤ x ≤ 0.02) crystals remains qua-
dratic in character at least in the range of the electric
fields studied (E & 5 kV/cm), which can clearly be seen
from Fig. 2 (curves 1, 2). Using the dependence of ∆n
on the electric field strength for the above-mentioned
geometrical conditions of the experiment, we calcu-

lated the quantity r13 – r33, where rij are electroop-
tic coefficients that are nonzero for the given experi-
mental geometry. This quantity proved to be equal to
2 × 10–9 esu.

Then, we studied the dependence of ∆n on λ. Our
measurements showed that, as the wavelength of inci-
dent light decreased and approached the absorption
edge, ∆n increased, with this dependence being steeper
for greater x (Fig. 2, curves 4–6).

Measurements of the induced birefringence showed
that the values of ∆n determined in the constant field
differed from those obtained in the alternating field,
with this difference increasing as the optical absorption
edge was approached. (This result is probably related to
the fact that, in the case of a constant electric field, the
field distribution over a crystal is nonuniform.) The
occurrence of a photoeffect in these crystals at λ ≈
0.63 µm testifies to the possibility of accumulating
space charges at the periphery of the light beam.

Electron–hole pairs arising under the action of light
can form large space charges at the periphery of a beam
that decrease the internal field in crystals [7]. It should
be noted that, according to the data presented in [1], the
point symmetry group of TlGaSe2 crystals is Cc,

n0
3 ne

3
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∆n
, 1
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5
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20

3.5

4.0

0.65 0.70
λ, µm

1
23

4
5
6

Fig. 2. Dependences of ∆n on (1–3) the electric field
strength at λ = 0.63 µm and (4–6) the wavelength at E =
3.5 kV/cm. Curves: (1, 4) TlGaSe2, (2, 5) Tl0.98Cu0.02GaSe2,
and (3, 6) Tl0.99Cu0.01GaSe2.
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whereas, in accordance with the results in [8], this
group is P21/m. These crystals have a pseudotetragonal
monoclinic structure. The linear electrooptic effect
identified in them is characteristic of the monoclinic
system. For the class of compounds under consider-
ation (of the TlGaSe2 type), a = b and the β electrooptic
effect differs little from the quadratic effect (90°).
Therefore, we can assume that, along some crystallo-
graphic direction (e.g., along the c axis), the quadratic
effect is more likely to occur.

The parameters S0⊥ , λ0⊥ , S0||, and λ0||

S 0
⊥
,

10
–8

 c
m

–2

λ 0
⊥
,

10
5  c

m
–5

S 0
||,

10
–8

 c
m

–2

λ 0
||,

10
5  c

m
–5

TlGaSe2 8.18 0.711 6.00 0.713

Tl0.99Cu0.01GaSe2 9.00 0.711 6.92 0.714

Tl0.98Cu0.02GaSe2 9.62 0.710 7.03 0.715
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ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS
Stimulation of Negative Magnetoresistance by an Electric Field 
and Light in Silicon Doped with Boron and Manganese
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Abstract—It is experimentally ascertained that light stimulates the negative magnetoresistance observed in a
high electric field in silicon doped with boron and manganese. The optimum conditions (the electric field, tem-
perature, illumination, and resistivity of the material) for observation of the largest magnitude of negative mag-
netoresistance in (Si:B):Mn are determined. The dependence of the negative magnetoresistance on the concen-
tration of compensating impurity is established. © 2005 Pleiades Publishing, Inc.
The effect of negative magnetoresistance in semi-
conductors in high electric fields was studied by Ashe
et al. [1] and later considered in [2]. This effect is
observed mainly at 77 K and attains its largest magni-
tude (~28%) at an electric-field strength of about
500 V/cm. In contrast, we observed negative magne-
toresistance at room temperature and in relatively low
electric fields in p-Si doped with boron and manganese.
In this context, the aim of the present study was to clar-
ify the optimum conditions for the existence of negative
magnetoresistance.

Compensated silicon doped with manganese was
obtained by diffusion of manganese into silicon from a
gaseous phase using the technology we developed in [3].
As the starting material, we used single-crystal p-Si:B
with a resistivity ρst = 1–10 Ω cm; the boron concentra-
tion NB varied from ≈2 × 1016 to 2 × 1015 cm–3, respec-
tively. The oxygen concentration in the materials under
study was nearly constant and was equal to NO ≈
(5−7) × 1017 cm–3.

The temperature and duration of the diffusion were
chosen so as to obtain compensated p-Si:(B, Mn) or
overcompensated n-Si:(B, Mn) materials uniformly
doped with manganese and with a resistivity ρ ≈ 102–
105 Ω cm at room temperature. The dimensions of the
samples were identical (0.4 × 0.2 × 0.05 cm) in all the
experiments, and contacts were deposited onto the side
surfaces (with an area of 0.2 × 0.05 cm2) of the samples.

In order to form ohmic contacts to the p-Si:(B, Mn)
samples, we used a chemical deposition of nickel.
To improve the nickel’s adhesion, we lapped the sam-
ples using an M-9 micropowder and treated them in a
solution of hydrofluoric acid (HF : H2O = 1 : 3) to
remove any oxide before the nickel-plating. The elec-
trolyte for the nickel-plating was prepared according to
the method described in [4]. The electrolyte was first
heated to 86–90°C; ammonia and sodium hypophos-
phite were then added to the solution; and, finally, the
1063-7826/05/3907- $26.00 ©0789
samples were immersed in the solution. The duration of
the nickel-plating was 40 ± 20 s. After the process was
completed, the sample surface exhibited a light-yellow
coloring and was coated uniformly with nickel. The
ohmic properties of the coating were checked by mea-
suring the current–voltage (I–V) characteristics of the
samples. The quality of the samples was assumed to be
appropriate if the corresponding I–V characteristics
were linear in the electric-field range under consider-
ation. The samples were then tin-plated in preparation
for a subsequent soldering of leads with the use of a
rosin flux. For the tin-plating, we used solders with a
relatively low melting temperature Tm: a POSK 50 sol-
der (Tm ≈ 150°C) and a POSK 61 solder (Tm ≈ 180°C).

When measuring the magnetoresistance ∆ρ/ρ, we
varied the magnetic-field strength H in the range from
0 to 2 T. The direction of the field was perpendicular to
both the direction of the current and the (111) plane (the
face of a sample with an area of 0.4 × 0.05 cm2). A
reversal of the magnetic-field direction did not affect
the value of ∆ρ/ρ, whereas this value changed by 4–5%
as a result of an electric-field reversal. These values
were averaged in calculations of the magnetoresistance.

The experimental results show that the magnitude of
the negative magnetoresistance and its variations
depend heavily on the electric field applied to a sample.
Therefore, we studied the electric-field dependence of
the negative magnetoresistance in p-Si:(B, Mn) sam-
ples with ρ ≈ 6.2 × 103 Ω cm at room temperature and
at H = 1.5 T (Fig. 1). As can be seen, the negative-mag-
netoresistance magnitude attains a maximum at Emax =
90–100 V/cm, decreases as E increases further, and
tends to zero at E * 200 V/cm. The domain of existence
for the negative magnetoresistance corresponds to E <
200 V/cm in the samples under study.

A small positive-magnetoresistance effect is always
observed in the overcompensated n-Si:(B, Mn) samples
irrespective of their resistivity, and the magnitude of
 2005 Pleiades Publishing, Inc.



 

790

        

BAKHADYRKHANOV 

 

et al

 

.

                                                                       
this effect increases as the resistivity of the samples
increases. It is worth noting that, although variations in
the positive magnetoresistance in the overcompensated
InSb samples do not differ from those in uncompen-
sated (without manganese) Si:B samples with the same
resistivity, the magnitude of the positive-magnetoresis-
tance effect in n-Si:(B, Mn) is somewhat smaller than
in the uncompensated samples.

In Fig. 2, we show the relative variations in the resis-
tivity of compensated p-Si:(B, Mn) samples with sev-
eral values of resistivity at room temperature in relation
to the magnetic-field strength in the dark (at E =
100 V/cm). The results indicate that small-magnitude
positive magnetoresistance is always observed in sam-
ples with ρ & 5 × 102 Ω cm. As the resistivity of the
p-Si:(B, Mn) samples increases, the magnetoresistance
sign changes and negative magnetoresistance appears.
The magnitude of the negative magnetoresistance
increases with ρ and attains a maximum for samples
with ρ = (6–7) × 103 Ω cm. A further increase in the
resistivity of the samples brings about a decrease in the
negative-magnetoresistance magnitude, while the mag-
netoresistance changes its sign again and becomes pos-
itive for samples with ρ * (5–6) × 104 Ω cm.

We obtained interesting results when studying the
magnetoresistance of p-Si:(B, Mn) samples exposed to
white light. Both sides of the samples were illuminated
uniformly, and the illumination intensity was con-
trolled using a calibrated mesh. The direction of the
incident light coincided with the magnetic-field direc-
tion. We found that illumination stimulated the negative
magnetoresistance in p-Si:(B, Mn) appreciably. In Fig. 3,
we show the dependences of the negative magnetoresis-
tance on the magnetic field for p-Si:(B, Mn) samples that
had ρ ≈ 6.2 × 103 Ω cm and were exposed to illumination
of various intensities. As can be seen from Fig. 3, the
negative-magnetoresistance magnitude increases as the
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Fig. 1. Dependence of the magnetoresistance on the elec-
tric-field strength in a p-Si:(B, Mn) sample with the resistiv-
ity ρ ≈ 6.2 × 103 Ω cm in the dark, at room temperature, and
in a constant magnetic field H = 1.5 T.
illumination intensity L is increased and attains a max-
imum at L = 150 lx. If the illumination intensity is
increased still further, the negative-magnetoresistance
magnitude decreases. The experimental results show
that the magnetoresistance changes its sign at L ≈
1000 lx; i.e., it transforms into positive magnetoresis-
tance. Thus, it is established that negative magnetore-
sistance stimulated by illumination is observed in the
samples studied in the range of illumination intensities
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Fig. 2. Dependences of the magnetoresistance on the mag-
netic field for various values of the resistivity of the p-Si:(B,
Mn) samples (in the dark, at room temperature, and at E =
100 V/cm): ρ = (1) 2.5 × 102, (2) 6.2 × 102, (3) 6.3 × 103,
(4) 1.5 × 104, (5) 6.5 × 104, and (6) 2 × 105 Ω cm.
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Fig. 3. Dependences of the magnetoresistance on the mag-
netic-field strength for the p-Si:(B, Mn) samples with the
resistivity ρ ≈ 6.2 × 103 Ω cm at room temperature, the con-
stant electric field E = 100 V/cm, and the illumination inten-
sity L = (1) 8, (2) 32, (3) 80, (4, 7) 150, (5) 320, and (6) 450 lx.
Dependences 1–6 correspond to samples that were obtained
from initial p-Si:B samples with ρ = 10 Ω cm, and depen-
dence 7 corresponds to a sample obtained from initial
p-Si:B with ρ = 1 Ω cm.
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0 lx < L < 1000 lx, and the maximum magnitude of the
negative magnetoresistance is observed at L = 150–180 lx.

We also studied the dependence of the magnetore-
sistance for p-type samples with ρ ≈ 6.3 × 103 Ω cm on
the magnetic field at various temperatures (Fig. 4). The
experimental results show that there is always small-
magnitude positive magnetoresistance in these samples
at T = 77 K in the magnetic-field range under consider-
ation and that the magnitude of this magnetoresistance
increases as H increases according to the law ∆ρ/ρ ∝  H2

(curve 1). As the temperature is increased, the magni-
tude of the positive magnetoresistance decreases, and
small-magnitude negative magnetoresistance is
observed at T = 130–140 K. The negative-magnetore-
sistance magnitude increases with a further increase in
temperature and attains a maximum at T = 290–300 K.
After this point, increasing the temperature brings
about a decrease in the negative-magnetoresistance
magnitude.

Curve 7 in Fig. 3 represents the magnetic-field
dependence of the negative-resistance magnitude for a
p-Si:(B, Mn) sample with ρ ≈ 6.2 × 103 Ω cm obtained
from starting silicon with a resistivity ρ ≈ 1 Ω cm. In
this sample, the concentration of electrically active Mn
atoms is NMn ≈ 2.1 × 1016 cm–3, which exceeds that in
the samples whose data are represented by curves 1–6.
As can be seen from Fig. 3, the negative-resistance
magnitude increases more than twofold as the concen-
tration of compensating-impurity atoms increases
under fixed conditions (L, E, T, and ρ). These data indi-
cate that one can control the negative-magnetoresis-
tance magnitude in p-Si:B by varying the diffusion-
induced Mn concentration. The limitation of the man-
ganese concentration by NMn ≈ 2.1 × 1016 cm–3 is related
to the solubility of Mn atoms in Si.

Thus, our studies show that the optimum conditions
for observation of the largest magnitude of negative
magnetoresistance in silicon doped with boron and
manganese consist specifically in the requirement that
the initial p-Si:B material has the resistivity ρst = 1–
10 Ω cm. After the manganese diffusion, the samples
SEMICONDUCTORS      Vol. 39      No. 7      2005
should still be p-type when the resistivity ρ = (6–7) ×
103 Ω cm, electric-field strength E = 80–100 V/cm,
intensity of integrated illumination L = 130–150 lx, and
optimum temperature T = 290–300 K.
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Abstract—Specific features of the optoelectronic properties of CdTe substrates with a modified layer and sur-
face-barrier diodes based on them are revealed and explained by quantum confinement effects in the nanocrys-
talline structure of the modified layer. The formation of the modified layer is confirmed by study of its surface
using atomic-force microscopy and is attributed to the processes of self-organization, which is dominant under
specific annealing conditions. © 2005 Pleiades Publishing, Inc.
Surface-barrier diodes (SBDs) based on single-crys-
tal CdTe can be used as efficient detectors of various
types of radiation, including solar radiation [1, 2]. Their
main photoelectric parameters are determined, in many
respects, by the material itself, the method used to form
the rectifying contact, and the technique chosen for
treatment of the base substrate. The technology
involved in the fabrication of SBDs, which includes
preliminary annealing (modification of the surface) of
single-crystal n-CdTe wafers in air, has demonstrated
great potential. In particular, this method has made it
possible to fabricate Au–CdTe contacts with a photo-
conversion efficiency of ~(13–15)% at 300 K under
solar illumination (AM1.5 source) [3, 4]. Subsequent,
more detailed, studies of such samples have revealed
the presence of a number of specific features, the most
important of which are as follows:

(i) The dependences of short-circuit current (Jsc) and
open-circuit voltage (Voc) on the process conditions of
SBD fabrication are rather complex. However, there
exist an optimal temperature Ta and time ta of substrate
annealing and optimal electrical parameters of the sub-
strate at which the highest photoconversion efficiency
is attained [5].

(ii) SBDs fabricated on substrates with a modified
surface have a higher photosensitivity Sω in the high-
energy spectral region as compared with a gold–base-
crystal contact (the reference sample). In addition, the
cutoff in the photon energy axis (Fig. 1, curve 2) gives
the energy "ω ≈ 1.3 eV. This value is much lower than
the expected value of 1.5 eV, which corresponds to the
band gap Eg of CdTe at 300 K (Fig. 1, curve 1).

(iii) In some cases, the experimentally observed
short-circuit current density for SBDs with a modified
surface [6] substantially exceeds the theoretically pos-
sible value of this parameter under the same illumina-
tion conditions [2].
1063-7826/05/3907- $26.00 0792
(iv) Irrespective of the type and magnitude of con-
ductivity, CdTe crystals annealed under optimal condi-
tions (annealing time and temperature) exhibit their
highest photoluminescence (PL) efficiency at 300 K [7].
It is noteworthy that, under the same excitation condi-
tions, the PL edge of the base substrates is unobserv-
able near room temperature. Moreover, emission has
not been observed from annealed samples after removal
of the modified surface layer in a polishing etchant.

(v) Illumination of the modified surface, prepared at
the optimal values of Ta and ta, by a nitrogen laser
results in PL, whose spectrum is shown by curve 3 in
Fig. 1. The most characteristic spectral feature is the
presence of a wide A band covering the photon energy
range 1.7–3.5 eV. The intensity of this band decreases
with time, while the band peak shifts to low energies.
Note that the steady-state values of the peak intensity
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Fig. 1. Photosensitivity spectra of gold contacts with a
(1) conventional and (2) modified CdTe surface, and (3) the
PL spectrum of the modified layer.
© 2005 Pleiades Publishing, Inc.
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and energy are attained within several minutes of
switching on the laser excitation, and the PL spectrum
shown in Fig. 1 was measured precisely under these
conditions. The PL band A under consideration may be
due to a quantum-confinement effect, since its behavior
is characteristic of the high-energy emission of low-
dimensional systems such as Si nanocrystals [8]. Let us
consider this question in more detail.

First of all, note that the modified surface is visually
dull as compared with the mirror surface of the initial
substrates. A microprofile study using a Nanoscope IIIa
atomic-force microscope in a periodic contact mode
shows that the surface of the annealed samples is char-
acterized by a grain structure with a lateral grain size of
10–50 nm. These grains can condense into larger ones
(100–300 nm) (Fig. 2). Small grains are in fact nanoc-
rystals that form the PL band A. The peak spread and
the large spectral width can be explained by the size and
shape dispersion of the smaller CdTe nanocrystals.
Note that the A band cannot be attributed to the lumi-
nescence of the CdO film that, in principle, can be
formed after annealing. This statement is confirmed by
several experimental observations. First, the PL spectra
of samples with a specially grown CdO film possessing
a mirror surface show no significant emission in the vis-
ible range. Second, the reflection spectrum of such
samples, measured with wavelength modulation, con-
tains a peak corresponding to the CdO band gap. This
peak is absent in the similar spectra of the modified sur-
face. Finally, the high-energy wing of the A band is cut at
energies that greatly exceed the CdO band gap width [9].
It is quite possible that the CdO film can be involved in
the passivation of surface bonds and the effect of
dielectric amplification; however, this issue requires
additional examination.

In conclusion, note that the proposed model of the
modified surface also adequately explains the observed
specific features of the photoelectric properties of
Au−n-CdTe contacts. The existence of fairly strong
edge emission (the B band in Fig. 1) indicates a consid-
erable decrease in the surface recombination velocity.
In addition, the surface of the annealed samples has a
more developed profile, thus providing a larger effec-
tive photocell area and, as a result, a higher short-circuit
current. Due to multiple reflections, the photon absorp-
tion coefficient also increases (especially for low-
energy photons), which leads to the observed shift of
the photosensitivity edge. This effect, as in a textured
photocell [2], also causes an increase in Jsc, Voc, and
high-energy photosensitivity.

Thus, the results obtained show that the modified
surface layer has a nanocrystalline structure in which
quantum-confinement effects are observed. The forma-
tion of this structure is apparently caused by the pro-
cesses of self-organization, whose manifestation is quite
probable in view of the specific features of the annealing
conditions. First of all, we should note the rather narrow
SEMICONDUCTORS      Vol. 39      No. 7      2005
temperature and time annealing ranges [7]. In addition,
when these parameters are used under different condi-
tions (vacuum or inert atmosphere), the desired result is
not obtained. In this context, the final solution to the
problem of the involvement of self-organization pro-
cesses in the formation of the nanocrystalline structure
can be obtained only by performing additional experi-
mental and theoretical studies, which are beyond the
remit of this paper.
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Abstract—The capacitance–voltage characteristics and external quantum efficiency of electroluminescence in
blue GaN light-emitting diodes (LEDs) with an InGaN quantum well have been investigated in the temperature
range 77–300 K. The results obtained are interpreted taking into account the effect of the InGaN/GaN interface states
of structural defects and impurities on the capacitance of the GaN LEDs. The nonlinearity of the C–2(U) characteris-
tics observed at low forward bias is attributed to an increase in the interface charge resulting from tunneling of
free electrons and their trapping at the interface states. According to estimates, states with a density of about
3 × 1012 cm–2 are present at the interface. A recombination current in the interface region suppresses the injec-
tion of charge carriers into the quantum well and decreases the electroluminescence efficiency at high forward
bias. Degradation of the optical power of the LEDs, accompanied by an increase in the measured capacitance,
is attributed to an increase in the density of charged interface states and changes in their distribution in the band gap.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The capacitance–voltage characteristics of InGaN/GaN
light-emitting diodes (LEDs) based on p–n heterostruc-
tures with quantum wells are usually analyzed within
the Anderson model of an ideal heterojunction [1],
which assumes the absence of localized interface states.
In this case, the shape of the C–2(U) characteristics of
these LEDs is understood as being related to the dopant
profile [2]. However, phases with different lattice con-
stants are matched at the interfaces in InGaN/GaN
LEDs. For example, the lattice mismatch between the
GaN and InxGa1 – xN phases in blue LEDs is about 4% [3].
Such a mismatch should lead to a high density of inter-
face states [4, 5]. The localized states at the interface
between the n and p regions of the LED structure may
also be due to structural defects and impurities segre-
gated at the inner surfaces of the heterostructure, i.e., at
heterointerfaces and grain boundaries in the GaN lay-
ers. Localized states at the phase boundaries in the
InGaN quantum well also serve as interface states. It is
well known that dislocations and grain boundaries in
GaN are negatively charged [6]. It is also known that
oxygen and hydrogen segregate at extended defects in
this material [7, 8]. It has been shown that oxygen,
which forms complexes with gallium vacancies, gives
rise to deep acceptor states at dislocations in GaN [9].
In InGaN/GaN structures, the interfaces also contain
1063-7826/05/3907- $26.00 ©0795
polarization charges [10], whose screening by free
charge carriers should lead to a change in the electric
field distribution as the forward bias increases [11]. The
charged states localized between the n and p regions
may lead to significant band bending. In this case, the
energy band diagram and electrical characteristics of an
n-GaN/InGaN/p-GaN heterostructure depend not only
on the doping level of the n-GaN and p-GaN layers but
also on the magnitude of the charge localized at the
interface [12].

In this paper, we report the results of measure-
ments of the C(U) characteristics of LEDs with an
InGaN/GaN quantum well in the temperature range
77–300 K and temperature measurements of the exter-
nal quantum efficiency of electroluminescence carried
out before and after optical power degradation. The
data are analyzed taking into account the effect of states
localized at the InGaN/GaN interfaces on the LED
capacitance and electroluminescence efficiency. The
shape of the C(U) characteristics is related to the distri-
bution of the density of interface states in the band gap.
Degradation phenomena are explained by an increase
in the density of states at the InGaN/GaN interfaces and
a change in their distribution in the band gap during the
LED degradation.
 2005 Pleiades Publishing, Inc.
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2. EXPERIMENTAL

We investigated blue LEDs based on
n-GaN/InGaN/p-GaN heterostructures (with an area
S = 6 × 10–4 cm2) containing a 30-Å InGaN quantum
well. The heterostructures were prepared by metal–
organic chemical vapor deposition [11, 12] (for a
detailed description of the LED structure, see [11, 12]).
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Fig. 1. Capacitance–voltage C–2(U) characteristics of
(1–6) an operating LED and (7) a LED after operation for a
year. T = (1, 7) 300, (2) 250, (3) 230, (4) 200, (5) 150, and
(6) 90 K.
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Fig. 2. (1, 2) Static J(U) and (3, 4) high-frequency J~(U)
current–voltage characteristics and (5, 6) the capacitance–
voltage characteristic of a LED. T = (1, 3, 5) 300 and (2, 4, 6)
77 K. The inset shows (1) the J(U) and (2) J~(U) charac-
teristics of an operating LED and (3, 4) the change in the
J–U characteristic during degradation.
The capacitance–voltage characteristics were mea-
sured at frequencies ranging from 10 kHz to 1 MHz at
temperatures of 77–300 K using an immittance bridge,
a 232B Unipan lock-in nanovoltmeter, a BCI-280 box-
car integrator, and a 590 Keithley C(U) analyzer. The
electroluminescence efficiency ηEL ≡ L/J (L is the elec-
troluminescence intensity and J is the current through a
LED) was measured using a Si photodiode. In order to
measure the current–voltage J(U) and electrolumines-
cence-intensity–voltage L(U) characteristics, a Kei-
thley 238 source measurement unit and a B7-40/1 volt-
meter were employed.

3. RESULTS

Figure 1 shows the capacitance–voltage characteris-
tics of the LEDs under study in the C–2(U) coordinates
at different temperatures and at low forward bias. The
dependences obtained are nonlinear. At room tempera-
ture, the capacitance sharply increases (by 80–130 pF)
with an increase in the forward bias from ~0.5 to ~1 V.
When approaching the cutoff voltage, the slope of the
C–2(U) curves decreases. With a decrease in tempera-
ture to 150–90 K, the most significant change in the
capacitance is observed near 1.7 V.

In the LEDs under consideration, we also observed
small-signal high-frequency conductance G(U). The
high-frequency active current

calculated from the experimental data on G(U), is
shown in Fig. 2 as a function of bias at 300 and 77 K
(curves 3, 4). Figure 2 also shows the static characteris-
tics J(U) (curves 1, 2). The nonlinearity of the static
J(U) and high-frequency J~(U) characteristics is typical
of charge carrier trapping [11, 12].

Figure 3 shows the bias dependences of the elec-
troluminescence efficiency of the LEDs. The depen-
dences ηEL(U) measured at 300 and 77 K attain a max-
imum at about 3.2 V.

The temperature dependences of the capacitance
C0(T) measured at zero bias are shown in Fig. 4. Let us
first consider curve 1 (measurement before LED degra-
dation). It can be seen that the capacitance changes
stepwise with temperature. The sharpest changes are
observed in the temperature ranges 100–150 and 225–
300 K. A small step in the dependences capacitance
C0(T) is also observed at ~260 K. A sharper increase in
the current and the electroluminescence efficiency is
observed in approximately the same temperature
ranges (Fig. 4, curves 3, 4).

In addition, Fig. 4 shows the temperature depen-
dences of the capacitance and efficiency of a LED
whose electroluminescence intensity decreases by a
factor of more than 100 after degradation. The temper-

J~ U( ) G U( ) U ,d

0

U

∫=
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ature dependences of the capacitance and efficiency
become more monotonic (curves 2, 5). The capacitance
of a low-intensity LED at temperatures above 200 K
(Fig. 4, curve 2) increases (see, also, Fig. 1, curve 7).
The J(U) characteristic of the low-intensity LED shifts
to lower biases and is similar to the dependence J~(U)
of an operating LED (inset in Fig. 2, curves 2, 3). The
LED current only weakly depends on temperature.
With further degradation, the J(U) characteristic shifts
even closer to zero bias (curve 4).

4. DISCUSSION

In the LEDs under study, the n-GaN layers are much
more heavily doped (Nd = 1018 cm–3) than the p-GaN
layers (Na = 2 × 1017 cm–3). With due regard to the large
effective hole mass in GaN, 2.2m0 (m0 is the free elec-
tron mass) [13], we previously proposed [12] a tunnel
recombination model of the current transmission in a
GaN LED. This model takes into consideration the tun-
neling of electrons through the potential barrier in the
n region to the states localized at the InGaN/GaN inter-
faces and the thermal activation of holes above the
potential barrier in the p region. Taking into account
that a change in the charge of the interface states result-
ing from an increase in bias in nonideal p–n heterojunc-
tions generally has the same sign as in the depleted
layer of the more heavily doped junction region [5] and
that dislocations and grain boundaries in GaN are neg-
atively charged [6, 14], we assume that the states local-
ized near the InGaN/GaN interfaces are acceptor-like
ones. To simplify the analysis, we also assume that the
states are localized in the same plane, i.e., at the
InGaN/p-GaN interface.

4.1. Capacitance and Shape of the C(U) Characteristic 
of a p–n Heterostructure with Localized Interface States

In the absence of interface states, the field of contact
potential difference between the n and p regions of the
barrier structure is screened by charges of ionized
impurities (Qn and Qp, respectively). In this case, the
diffusion potentials in the n and p regions of the
p-GaN/InGaN/n-GaN heterostructure are determined
by the level of doping of the n-GaN and p-GaN layers,
and Qn = –Qp. In the presence of interface states, the
field of the contact potential difference is partially
screened by the total charge of these states Qi =

 (Qj is the charge density in the jth band of

the interface states), and Qn = –(Qp + Qi). Taking into
account that Qn = (2qεNdUn)1/2 and Qp = –(2qεNaUp)1/2,
we find that Qi = (2qε)1/2[(NaUp)1/2 – (NdUn)1/2]. Here,
q is the elementary charge; ε is the permittivity; Ubi – U =
Un + Up; Ubi is the built-in voltage in the p–n hetero-
structure; and Un and Up are the parts of the potential
Ubi – U in the n and p regions, respectively. Using these

Q j U( )
j∑
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relations, we can obtain an expression for the differen-
tial capacitance of the heterostructure: C = dQn/dU =
dQn/dUn(dUn/dU), which is similar to the expression
for the capacitance of a nonideal p–n heterojunction [5]
but, in contrast to [5], assumes that the p and n regions
of the heterostructure have the same permittivity. When
Nd @ Na, the expression for the capacitance as a func-
tion of the impurity concentrations in the n-GaN and
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Fig. 3. Dependence of the LED quantum efficiency on bias
at (1) 300 and (2) 77 K.
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p-GaN layers and the charge at the InGaN/GaN inter-
face can be compactly written as

(1)

The effect of the charge of the interface states on the
capacitance of an asymmetric p–n heterostructure is
determined by the dopant concentration in the heavily
doped layer. With an increase in the density of interface
states and the interface charge, the heterostructure
capacitance is determined to an even greater extent by
the interface charge and to a lesser extent by the doping
level. In the presence of interface states, the barrier
capacitance, as well as the slope of the C(U) character-
istic, increases:

(2)

As follows from (1), the density of charged interface
states is normalized to the space charge density in the

depletion region at Un = 1 V: Q0 ≡ /Un = 2εqNd. This
relation makes it possible to estimate the characteristic
density of interface states at Nd = 1018 cm–3, which are
responsible for the significant increase in the hetero-
structure’s capacitance, as Ni = 3 × 1012 cm–2. It follows
from (2) that the change in the slope of the C–2(U) char-
acteristic depends on the distribution of the interface
states in the band gap. Thus, a sharp change in the slope
can be observed for the pinning of the Fermi level at the
interface and dQn/dU @ Q0.

In the case of total filling of the interface state band,
when the quasi-Fermi level crosses the top of this band
and the hole density at the interface is still low, the
increase in the capacitance due to increasing forward
bias slows and the slope of the characteristic begins to
be determined by the doping levels and, hence,
decreases. Thus, the slope of the C(U) characteristic in
the C–2(U) coordinates increases as the charge Qi
increases (with increased bias) and decreases when the
interface state band is completely filled. These con-
siderations suggest that the changes in the slope of
the C–2(U) characteristic observed near 0.5 and at 1.5 V
(Figs. 1, 2) may be related to the filling of two groups
of states.

In the model of tunnel transport of charge carriers
through the space charge region in the presence of
interface states, the dependences logJ(U) and –C–2(U)
are nonlinear:  ∝  U – Ubi + αQi(U) and –C–2 ∝  U –
Ubi + αQi(U), where α = (2qε(Nd + Na))–1. Thus, in the
presence of interface states, the nonlinear dependences
–C–2(U) and logJ(U) should be similar. These curves
are compared at 300 (1, 5) and 77 K (2, 6) in Fig. 2. As
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can be seen, their shape is similar, which confirms the
proposed mechanism of current transmission and for-
mation of the J–U and C–U characteristics.

4.2. High-Frequency Conductance

Capacitance measurements of GaN-based LED het-
erostructures have also revealed the presence of high-
frequency conductance G [2, 11, 12]. Under these cir-
cumstances, large conductance and the specific features
of the temperature and frequency dependences of the
capacitance were attributed to a finite rate of charge
exchange between the energy bands and the states in
the band gap formed by the main dopant [2]. However,
when electrons tunnel to the states localized at the inter-
face, the charge exchange rate of the interface states is
determined by the electron tunnel current. The follow-
ing equivalent scheme of the structure can be consid-
ered: two capacitances, Cn and Cp, connected in series
with parallel connected resistances of depleted layers,
Rn and Rp, in the n and p regions. The characteristic time
required for charge exchange at the interface states can
be written as τ = (RnRp/Rn + Rp)(Cn + Cp). The delay in
the charge exchange at the interface states by the tunnel
current explains the occurrence of the high-frequency
conductance. The charge exchange is nonexponential
in time, since a change in the interface charge is accom-
panied by a change in the barrier height and, respec-
tively, all the resistances and capacitances of the equiv-
alent scheme.

In addition, note that when conducting channels
through the depletion region are formed in the p–n het-
erostructure (for example, when a local p+–n+ junction
is formed), a grain boundary with segregated impurities
can play the role of a channel gate. The capture of elec-
trons at the grain boundary narrows the channel, which
compensates for the initial increase in the conductivity
resulting from an increase in the forward bias. This pro-
cess may increase the measured LED capacitance and
conductivity.

4.3. Electroluminescence Efficiency 
in a Heterostructure with Localized Interface States

As can be seen in Fig. 2, with an increase in bias to
~3 V, the static current gradually approaches the value
of the active component of the high-frequency current.
Figure 3 demonstrates that the maximum electrolumi-
nescence quantum efficiency is observed in this bias
range. This circumstance suggests that the interface
traps are completely filled at the total-filling bias UTFL ≈
3.2 V and the concentration of charge carriers injected
into the quantum well increases.

With an increase in the concentration of holes, their
tunneling and recombination with electrons captured at
the localized interface states controls the forward bias
distribution in the structure, which leads to the suppres-
sion of charge carrier injection into the quantum well
and decreases the electroluminescence efficiency at U >
SEMICONDUCTORS      Vol. 39      No. 7      2005
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UTFL [12]. As a result, the efficiency, which attains its
maximum at relatively low currents (~1–3 mA), signif-
icantly decreases, even at operation currents of 20 mA.

At low temperatures and U = UTFL, the thermally
activated hole current is low. As a result, even at low
currents, the electroluminescence efficiency begins to
decrease as the bias decreases at low temperatures.
When there is a constant current through a LED, its effi-
ciency decreases as the temperature decreases (Fig. 4,
curve 4). The observed correlation between the depen-
dences ηEL(T), C(T), and J(T) suggests that the decrease
in the electroluminescence efficiency upon cooling is
caused by temperature changes in the band bending and
the density of charged interface states.

A degraded LED sample demonstrated an increase
in leakage currents to the value of an active high-fre-
quency current in an operating LED (i.e., the tunnel
current to the interface states) and a decrease in effi-
ciency. A correlation between the temperature depen-
dences of the efficiency and the capacitance was also
observed after degradation. The dependences ηEL(T)
and C(T) are more monotonic in this case (Fig. 4,
curves 5, 2). This fact suggests that the density of
charged interface states increases during degradation
and their distribution in the band gap changes.

5. CONCLUSIONS
Analysis of the capacitance–voltage measurements

of blue GaN LEDs showed that states localized at the
InGaN/GaN interface, formed by structural defects and
impurities, significantly affect the LEDs’ capacitance.
According to estimates, states with a density of about
3 × 1012 cm–2 are present at the interface. The nonlin-
earity of the C–2(U) characteristics observed at low for-
ward bias is attributed to an increase in the density of
charged interface states resulting from the tunneling
and trapping of free electrons. The Fermi level pinning
at the interface leads to a decrease in the electrolumi-
nescence efficiency as the forward bias increases. The
observed correlation between the temperature depen-
SEMICONDUCTORS      Vol. 39      No. 7      2005
dences of the efficiency and the capacitance suggests
that the reason for the decrease in the electrolumines-
cence efficiency upon cooling is temperature changes
in the band bending and the density of charged interface
states. The degradation of optical power, accompanied
by an increase in the measured LED capacitance, is
attributed to an increase in the density of interface
states and a change in their distribution in the band gap.
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Abstract—The effect of illumination and adsorption of polar molecules on the properties of structures based
on oxidized porous silicon has been investigated. The specific features of these structures are fluctuations and
a change in the sign of open-circuit voltage under the influence of long-term photoexcitation, time-related insta-
bilities of the current in media with a high content of hydrogen sulfide, long periods of photocurrent decay after
switching off the illumination, and the occurrence of negative photoconductivity in structures with space-
charge-limited currents. The results obtained are explained by the presence of multiply charged traps of differ-
ent types in oxidized porous silicon, their charge exchange, and the tunneling of charge carriers between silicon
nanocrystallites. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The effect of a gas environment on the electrical and
photoelectrical properties of porous silicon (por-Si)
and structures based it is of interest both for under-
standing the physical processes occurring in these por-
Si structures and for practical application, in particular,
the development of highly sensitive sensors. The effect
of a gas environment on the properties of por-Si has
been investigated in a number of studies [1–6]. How-
ever, the properties of structures with partially oxidized
por-Si layers have not been studied in detail.

Anomalous behavior of the current–voltage (I–V) char-
acteristics of samples with oxidized por-Si layers at low
biases (nonzero current at zero bias) has previously
been observed both by us [7–9] and in other studies
[10, 11]. Our early investigations showed that the spe-
cific features of such structures are the presence of
open-circuit voltage Voc in the initial state, which
changes after adsorption of polar molecules, and high
sensitivity of their electrical properties to hydrogen sul-
fide and acetone [7–9]. The effect of humidity on the
open-circuit voltage in Au–por-Si–n-Si structures was
investigated in [12].

It is of interest to analyze the effect of illumination
and adsorption of polar molecules on the electrical prop-
erties of Pd–(oxidized por-Si)–p+-Si–Al structures.

2. EXPERIMENTAL

Oxidized por-Si layers were prepared by electro-
chemical etching of p-Si single-crystals with ρ =
0.03 Ω cm and subsequent anodic oxidation using the
technique described in [8, 9]. The thickness d of the
por-Si layers and their porosity q were monitored dur-
ing their formation. Samples with d = 2–10 µm and q =
1063-7826/05/3907- $26.00 0800
0.6–0.85 were selected for further investigation.
Pd−(oxidized por-Si)–p+-Si–Al structures were formed
by deposition of an aluminum ohmic contact on a p+-Si
substrate in vacuum (P ≈ 10–5 Torr) at a substrate tem-
perature of 120°C with subsequent alloying. Then, a
palladium electrode was deposited in vacuum onto an oxi-
dized por-Si layer. The thickness of the Pd layers, con-
trolled during the deposition, varied within 50–60 nm.

The effect of illumination on the oxidized por-Si
structures was studied under steady-state conditions.
We used light with an intensity of ~80 mW/cm2 from a
source with a spectrum similar to that of AM-1. Ace-
tone, nitrogen, and nitrogen–hydrogen sulfide mixtures
were used as gaseous media. The samples were placed
in a chamber during a reversible change of a gaseous
medium. Measurements of the I–V characteristics in air
and the above gases were performed in darkness and
under illumination. The current kinetics was measured
with a step of 2–10 s at fixed biases. The open-circuit
voltage Voc was measured by an electrometer millivolt-
meter (with a measurement duration of 1–2 s and a time
of 15–60 s between measurements).

3. RESULTS AND DISCUSSION
In our earlier research, we showed that Pd–(oxi-

dized por-Si)–p+-Si–Al structures have I–V characteris-
tics of two types, which are typical of Schottky barrier
structures and structures with space-charge-limited
currents. The first type of structures have a higher sen-
sitivity to the adsorption of polar molecules (hydrogen
sulfide and acetone).

Further investigations showed that illumination
affects the properties of Schottky barrier structures and
structures with space-charge-limited currents differ-
ently. Figure 1 shows the I–V characteristics of a Schot-
© 2005 Pleiades Publishing, Inc.
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tky barrier structure in its initial state (in air) and in ace-
tone vapor in darkness and under illumination for two
ranges of reverse bias V (positive voltage at Pd): V > Voc
(Fig. 1a) and V < Voc (Fig. 1b). As can be seen in Fig. 1a,
in the range of biases exceeding the open-circuit volt-
age, all the curves tend to constant values. In the pres-
ence of acetone vapor and under illumination, the current
increases by a factor of 1.5–2; in this case, the shape of
the I–V characteristic remains almost the same.

In the bias range V ≤ Voc (Fig. 1b), the current
changes direction. As was noted in [9], this phenome-
non is related to the presence of a positive charge on the
Pd electrode, which gives rise to a current direction
opposite to the current from an external source when
the structure has a reverse bias (positive voltage at Pd).
The adsorption of polar acetone molecules decreases
the current magnitude and expands the bias range of the
negative current. Illumination of the sample in acetone
vapor results in the opposite effect: the I–V characteris-
tic shifts to positive currents.
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Fig. 1. Reverse current–voltage characteristics (positive
voltage at Pd) of a Pd–(oxidized por-Si)–p+-Si–Al structure
at (a) V+ > Voc and (b) V+ ≤ Voc (Voc ≈ 170 mV): (1) in air,
(2) in acetone vapor (C ≈ 1000 ppm), and (3) in acetone
vapor under illumination.
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The characteristic current kinetics in a Schottky bar-
rier structure at fixed biases is shown in Fig. 2a. Mea-
surements were performed in two ranges: V > Voc and
V ≤ Voc. At biases V > Voc, dark current Id and photocur-
rent Iph decrease by 10–30% (curves 2, 3). The higher
the bias, the more stable the current is. Illumination
leads to an increase in the current by a factor of 2–7. At
values of V close to Voc (curve 1), Id and Iph decrease
over time and the current changes only when the illumi-
nation is switched on or switched off. At V < Voc, the
negative values of the current (Fig. 1b) remain, even
when photoexcitation occurs.

In structures with space-charge-limited currents
(Fig. 2b), in the entire range of forward and reverse
biases under consideration (0.2–2.5 V), an increase in
the current is observed only when a light pulse is
switched on. The current increases for t ≤ 10 s. Then,
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Fig. 2. Kinetics of the reverse current through a Pd–(oxi-
dized por-Si)–p+-Si–Al structure upon photoexcitation.
(a) A Schottky barrier structure at V+ = (1) 0.2, (2) 0.4,
(3) 0.5, (4) 1, and (5) 1.6 V; (b) a structure with space-
charge-limited currents at V+ = (1) 2 and (2) 2.5 V. The
instants when the illumination was switched on and
switched off are indicated by arrows.
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under illumination, Iph decreases for 40 s until it reaches
a constant value, which is smaller than the initial cur-
rent Id (Fig. 2b). This effect is similar to the phenome-
non of negative photoconductivity, when the dark con-
ductivity exceeds the photoconductivity.

Measurements of the open-circuit voltage in a
Pd−(oxidized por-Si)–p+-Si–Al structure subjected to
long-term steady-state illumination (Fig. 3) revealed
aperiodic oscillations of the magnitude and sign of Voc
during a gradual change from positive to negative
charge on the Pd electrode. After switching off the illu-

5
–200

10 15 20 25 300

–150

–100

–50

50

100

150

0

t, min

Voc, mV

1

2

Fig. 3. Experimental time dependence of the open-circuit
voltage in a Pd–(oxidized por-Si)–p+-Si–Al structure (1)
under continuous illumination and (2) in darkness after illu-
mination.
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Fig. 4. Oscillations of current through a Pd–(oxidized por-
Si)–Pd structure in the presence of a high content of hydro-
gen sulfide:  ≈ 104 ppm; V+ = 8 V.CH2S
mination, the built-in charge changes sign to become a
positive charge of approximately the same value and Voc
monotonically returns to the initial value for ~30 min.
Measurements of the open-circuit voltage after several
days and even years showed a finite value of Voc, which
changes little for a specific sample stored in darkness
but depends strongly on the adsorption of polar mole-
cules [8, 9]. Thus, Voc is not a residual photovoltage in
the initial state.

As was noted in [9], in structures with oxidized
por-Si layers, the current is unstable over time under
the effect of adsorption of molecules. Further analysis
revealed the occurrence of aperiodic current oscilla-
tions with the ratio Imax/Imin ≈ 102 in a structure with two
Pd–(oxidized por-Si) Schottky barriers formed at the
same side and exposed to a nitrogen–hydrogen-sulfide
mixture with a high content of hydrogen sulfide (C ≈
104 ppm) at reverse biases of 8–10 V (Fig. 4). The time
taken for the current to rise and then drop again was
~15–30 s. Replacement of the gas mixture with nitro-
gen in the chamber containing the sample led to the
recovery of the initial constant value of the current. In
the case of one Pd–(oxidized por-Si) Schottky barrier,
we also observed current instabilities at values of V
close to the breakdown voltage and smaller oscillation
amplitudes (~5–10%). It should be noted that, at low
hydrogen sulfide contents (C ≈ 0.08 ppm), the current
is relatively stable and retains its value within 20–40%
for 6 h of continuous operation. In [13], current self-
oscillations in Pt–por-Si–n(p)-Si structures in an ether
atmosphere at reverse biases in the range of negative
differential conductivity were also observed.

Our study of the effect of illumination and adsorp-
tion of polar molecules on the electrical properties of
structures with oxidized por-Si layers revealed the fol-
lowing features:

(i) structures with space-charge-limited currents in
air show a decrease in photocurrent as compared with
the dark current;

(ii) the period of photocurrent decay after switching
off illumination is rather long (more than 30 s);

(iii) the open-circuit voltage oscillates and changes
sign under the effect of long-term photoexcitation in air;

(iv) the current is unstable over time in a medium
with a high content of hydrogen sulfide;

(v) the effect of acetone adsorption on the I–V char-
acteristics of Schottky barrier structures in the range of
biases lower than the initial value of Voc manifests itself
as an increase in the magnitude of the negative current
and, accordingly, an increase in Voc;

(vi) illumination of structures in a gaseous medium
containing acetone leads to a change in the sign of the
current and a decrease in Voc.

The nature of the positive charge observed near the
metal–(oxidized por-Si) interface in darkness is
unclear. At present, no one mechanism can be sug-
gested to explain this phenomenon. It is difficult to
SEMICONDUCTORS      Vol. 39      No. 7      2005
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explain the existence of Voc only in relation to the pres-
ence of a residual electrolyte and ionic conductivity.
Several cycles of thermal heating of the samples in vac-
uum (P ≈ 10–5 Torr) at T ≈ 150°C barely changed the
value of Voc, although such treatment should affect the
content of the residual electrolyte. In addition, the value
of Voc depends strongly on the electrode material [9].
Ablova et al. [11], who investigated the I–V character-
istics of structures with thermally oxidized por-Si, sug-
gest that the nonzero current observed at zero bias is
related to the presence of shallow quantum wells in oxi-
dized por-Si. The dependence of the open-circuit volt-
age Voc in Au–por-Si–n-Si on humidity (50% and higher)
and the absorption of various hydrogen-containing mol-
ecules was explained in [12] as the effect of dipoles
formed by decomposition of the adsorbed molecules.

Obviously, the noted regular features of the photo-
conductivity and instabilities of the current and Voc indi-
cate the existence of deep multiply charged trapping cen-
ters of an acceptor and donor type near the Fermi level in
oxidized por-Si, their charge exchange under the effect
of photoexcitation and adsorption of polar molecules,
and avalanche ionization of the carriers at deep levels. As
was shown in [9], the concentration of traps Nt in these
structures is about (1017–1018) cm–3 eV–1, while the lev-
els are spaced from the conduction band by 0.5–0.7 eV.

The oxidized por-Si structures under study contain
a Pd–(oxidized por-Si) Schottky barrier and an isotype
(oxidized por-Si)–p+-Si heterojunction. The asymme-
try of these junctions forms an internal field, which
facilitates the accumulation of majority carriers (holes)
at the Pd–(oxidized por-Si) interface. Under long-term
exposure of a sample to light in the intrinsic-absorption
region of por-Si, the relative change in the conductivity
occurs mainly in the oxidized por-Si layer, since the
substrate is heavily doped. The generated nonequilib-
rium electron–hole pairs drift in the internal field, and
the holes are captured in the oxidized por-Si layer by
acceptor-like traps. Since the concentration of traps Nt
significantly exceeds that of the electron–hole pairs
generated by illumination (Nph = 1013–1014 cm–3), in the
course of time, the accumulated charge of excess elec-
trons leads to a change in the sign of Voc and an increase
in its magnitude. When the light is switched off, the
holes return from the traps to the valence band, the non-
equilibrium electron–hole pairs recombine, and some
electrons are captured by donor-like traps. The result-
ing open-circuit voltage Voc changes sign and decreases
in magnitude, gradually (for the time ∆t ≈ 30 min)
returning to the initial state.

The oxidized por-Si layers form a nanocomposite
medium containing segments of c-Si quantum wires
and quantum dots in a SiO2 matrix when the oxide
thickness ranges from 0.1 to 10 nm. Along with the
above-considered photogeneration in a structure with a
thick oxide, charge carriers tunnel from the metal to the
nanocrystallites and between the nanocrystallites
through the oxide interlayers, whose thickness is suffi-
SEMICONDUCTORS      Vol. 39      No. 7      2005
ciently small for free charge carriers to tunnel through.
Under illumination, an excess charge is formed both at
the oxide–nanocrystallite interface ∆qss and in the
space-charge layer ∆qs in a nanocrystallite, which
changes the voltage across the oxide ∆Vi and the space-
charge layer ∆Vdl. As a result, there is open-circuit volt-
age, similar to that observed in [14] in Schottky barrier
solar cells with an oxide thickness of 10–20 Å:

When the barrier permeability is estimated by the

expression , the open-circuit voltage has the

form [14]

(1)

where δ is the oxide layer thickness; W is the width of
the space-charge layer; εs and εi are the permittivities of
the semiconductor and insulator, respectively; Jsc is the
short-circuit current; χn is the height of the potential
barrier for electrons at the semiconductor–oxide inter-
face, Jn0 = qv nn0exp(–qVD/KT); v n is the thermal veloc-
ity of electrons; n0 is the equilibrium electron concen-
tration; and VD is the voltage drop on the space-charge
region in a nanocrystallite.

The excess charge ∆qs in a space-charge layer of
thickness W is determined as

(2)

The experimental values of Voc and Jsc make it possi-
ble to estimate ∆qs and ∆qss for the illuminated samples.

In order to solve this problem, a data processing pro-
gram was developed that allowed us to determine
changes in the built-in charges of the structure under
study in the open-circuit mode using relation (1). The
width of the space-charge layer W was assumed to be
equal to the nanocrystallite size: 50–100 Å. In accor-
dance with the data of [15, 16], the concentration of
charge carriers in oxidized por-Si was taken to be 1011–
1013 cm–3. The oxide thickness δ varied from 8 to 20 Å.

Under long-term illumination (30 min), the ranges
of variation in Voc and the short-circuit current were 14–
370 mV and 1.3–14 nA, respectively. The calculated
values of ∆qss at the oxide thickness δ = 8 Å ranged
from 4.7 × 10–8 to 1.2 × 10–6 C/cm2. In this case, the
space charge in a nanocrystallite hardly changed and
remained several orders of magnitude lower than the
built-in charge at the interface.
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4. CONCLUSIONS
The illumination of structures based on oxidized

por-Si, as well as the adsorption of polar molecules,
lead to a number of unusual changes in current trans-
port. The observed instabilities of the current, photo-
current, and open-circuit voltage are related to the pres-
ence of multiply charged acceptor and donor traps in
oxidized por-Si. The model of charge carrier tunneling
allowed us to estimate the illumination-induced redis-
tribution of excess charges in the oxide and segments of
Si quantum wires. The observed dependence of Voc on
a large number of parameters, related to the both pro-
cess conditions and external effects, calls for further
investigation to reveal the nature of the open-circuit
voltage Voc.

A necessary condition for the application of oxi-
dized por-Si in highly sensitive sensors in a wide range
of gas concentrations is a solution to the problem of sta-
bilizing the properties of oxidized por-Si structures.
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Abstract—Variations in the charge carrier energy spectrum in the presence of a transverse electric field in a
cylindrical semiconductor layer are considered using the one-electron approximation. The explicit dependences
of the Stark shift on an external field and on nanoradial sample dimensions are obtained. The absorption factors
are calculated and the selection rules are obtained for both interband and intraband–intersubband optical tran-
sitions in the presence of an external electric field. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In recent times, in addition to numerous low-dimen-
sional semiconductors, various quasi-one-dimensional
structures in the form of axially symmetric nanocrystal-
line layers (called quantum tubes), cylindrical hetero-
structures with a nanoradial period, superlattices based
on cylindrical quantum dots, etc., have also been inten-
sively studied (see, for example, [1–6]). In this context,
the study of the effect of static fields on the properties
of a confined electronic subsystem in an isolated cylin-
drical layer is of interest. This interest is primarily
related to the fact that this type of layer combines a
number of physical features of both quantum wires and
quantized films; due to the combination of their unique
properties, such a layer can find applications both in its
“pure form” and as a component of more complicated
quantum confined structures, which are very promising
materials with respect to the fabrication of new ele-
ments for modern optoelectronics.

In this study, we theoretically consider reconstruction
of the energy spectrum of one-electron states in the pres-
ence of a homogeneous electric field in a cylindrical layer
with quantum confinement and, accordingly, the optical
transitions in this layer in the presence of the field.
1063-7826/05/3907- $26.00 0805
2. ONE-ELECTRON STATES IN A LAYER

We represent the structure under study as a core–
layer–medium composition and assume a strong con-
finement in the layer; i.e., we assume that the Coulomb
binding energy of a 3D exciton in the layer is much
smaller than the radial confinement energy,

(1)

Here, L is the layer thickness and aL is the Bohr radius
of a 3D exciton in the material of the layer. Further-
more, to ensure technical feasibility, we assume that the
layer lies fairly far from the symmetry axis,

(2)

Here, R1 and R2 are the inner and outer radii of the layer.
We assume that the system is infinite in the direction

of the symmetry axis Z, just as in the case of a “usual”
quantum wire. When choosing the model potential in
the (ρ, ϕ) plane, in addition to conditions (1) and (2),
we also assume that the band gap of the layer material
is small compared to that of the bulk material (medium)
and that the band offset energy at the interface when
materials that are in contact with each other have over-
lapping band gaps is much greater than the energies of
quantized charge-carrier motion in the layer. In this
respect, the CdS/HgS/CdS composition is typical (see
Tables 1, 2).

L2
 ! aL

2 .

L2
 ! R1

2 R2
2.,
Table 1.  Characteristics of CdS and HgS crystals

Material a0, nm ε0 Eg, eV Uc, eV Uv, eV ∆Uc, eV ∆Uv, eV aex, nm

CdS 0.5818 9.1 2.5 0.2 0.7 –3.8 –6.3 – – 3

HgS 0.5851 18.2 0.5 0.036 0.044 –5 –5.5 1.2 –0.8 50

µc

m0
------

µv

m0
------
© 2005 Pleiades Publishing, Inc.
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Table 2.  Energy parameters for transverse carrier motion

R1, nm L, nm , meV , meV , meV , meV

15 5 10–2 1/9 42.4 34.7 4.7 3.9 0.04 0.048

30 10 4 × 10–2 1/9 10.6 8.7 1.2 0.96 0.01 0.012

L2

aex
2

------- L2

R1
2

------ Econf
c Econf

v Erot
c Erot

v Ec
0( )

∆Uc
----------

Ev
0( )

∆Uv
-----------
Then, by analogy with fullerene [7], a model of a
quantum well rolled into a tube is physically quite ade-
quate for the case under consideration:

(3)

Within the framework of this model, using an
approximation of isotropic effective mass µ, we obtain
the following expression for the energy and envelope
wave functions of nonperturbed transverse charge car-
rier motion in the layer:

(4)

(5)

Here, the effective rotational radius R0 is defined by

(6)

3. THE EXTERNAL FIELD AS A PERTURBATION

If an external homogeneous field is directed along
the X axis, F = F(F, 0, 0), then the electrostatic energy
of a particle confined in the layer is given by [8]

(7)

where q is the particle charge. Generally, when the per-
mittivities of the core (ε1), layer (ε2), and medium (ε3)
are different, we may use the boundary conditions for

U ρ( )
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
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  ϕ , R1 ρ R2≤ ≤( ),cos=
the potential and its derivatives and find the constants B
and C:

(8)

(9)

Here, ε2, 3 = , ε2, 1 = .

From the most general arguments, it is clear that the
external field can be considered as a perturbation if the
energy ∆E(F) transferred by the field to the particles is
much smaller than the distance between the neighbor-
ing levels of energy substructure (4):

(10)

As can clearly be seen, the diagonal elements of
operator (7) that are formed from wave functions (5)
vanish; i.e., there is no linear Stark effect in the system
under study. Since (with respect to the azimuthal num-

ber m) only the matrix elements Vm, m ± 1 =  are non-

zero, a second-order correction to the energy of any
state |n, m〉  can generally be written as

(11)

where the matrix elements Vn, n' constructed using radial
functions (5) and taking into account conditions (1) and
(2) are given by

(12)

(13)
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The specific character of spectrum (4) requires spe-
cial analysis of the effect of the field on the levels of
states with m ≠ 0 and m = 0.

1. m ≠ 0. In this case, general condition (10) is
reduced to the condition

; (14)

as a result, the correction to energy (11) is rewritten as

(15)

(16)

(17)

2. m = 0. In this case, the radial motion is perturbed
and inequality (10) is reduced to the condition

(18)

For the energy correction, we now obtain

(19)

where

For the perturbed part of the wave function at m ≠ 0
and m = 0, we have
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and

(21)

respectively.

4. OPTICAL TRANSITIONS IN THE PRESENCE 
OF AN ELECTRIC FIELD

For the perturbation  related to the optical wave,
we have

(22)

where e is the elementary charge, c is the speed of light

in free space,  is the vector potential of a weak wave,

and  is a three-dimensional momentum operator. Fur-
thermore, to be specific, we assume that an incident wave
of frequency ω is linearly polarized along the X axis.

4.1. Interband Transitions

Generally, we can write the matrix element for tran-
sitions from the valence band (v) to the conduction
band (c) in the form

(23)

where Uc, v is the matrix element of operator (22) con-
structed from Bloch amplitudes of the v  and c bands.
After simple calculations we obtain the following
expression for Mc, v at m ≠ 0:

(24)

Here, Iv = mv , Ic = mc , and δi, k is the Kronecker
delta.

It is clear from (24) that, when calculating the
absorption coefficient, there are no “interference” terms

in the expression |Mc, v|2 = |  + |2 and the inter-
band absorption coefficient may also be represented as
the sum

(25)
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--------- Â P̂,( ),=

Â
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For the threshold frequencies of each of the transi-
tions in (24) and (25), we have, respectively,

a) the transitions nc = nv ≡ n and mc = mv ≡ m;

(26)

where  =  + ;

b) the transitions nc = nv ≡ n and mc = mv ± 1 (mv ≡ m);

(27)

Now, using the standard relation between Mc, v and
α(ω) for structures with one degree of freedom (see, for
example, [9]), we obtain, for the interband absorption
band at m ≠ 0,

(28)

(29)

where Θ(x) is the step function.
In the case m = 0, for corresponding quantities, we

obtain

(30)

(31)

(32)

4.2. Intraband and Intersubband Transitions

For the transitions between discrete levels
|ni, mi〉   |nf, mf〉  in the same band with m ≠ 0, we
obtain the following selection rules with respect to the
azimuthal number:

a) ∆m = ±1 for a zeroth-order matrix element;
b) ∆m = 0 for a first-order matrix element.
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Calculations of the matrix elements and the corre-
sponding threshold frequencies now yield the following
results:

a) the transitions mf = mi ± 1 and nf = ni (mi ≡ m);

(33)

(34)

b) the transitions mf = mi ± 1 and nf ≠ ni (mi ≡ m);

(35)

(36)

c) the transitions ∆m = 0 with odd-numbered nf ± ni,

(37)

(38)

For the transitions ∆m = 0 with nf = ni and even-
numbered nf ± ni, the matrix element Mf, i vanishes.

For the matrix element and the threshold frequency
of intraband transitions at m = 0, we obtain

(39)

and

(40)

respectively.
To avoid unnecessary complications, we do not

explicitly write the intraband absorption coefficient,
since expressions (32)–(40) provide a complete repre-
sentation of these transitions.

5. DISCUSSION

Now, we apply the above model approach to a
CdS/HgS/CdS structure. Table 1 gives the physical
characteristics of β modifications to CdS and HgS
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direct-gap semiconductor crystals (the data are taken
from [6, 10, 11]) and Table 2 gives the energy parame-
ters for charge-carrier transverse motion. We use the
following notation: m0 is the free-electron mass; Eg is
the band gap of a bulk semiconductor composed of the
layer material; Uc and Uv are the band energies mea-
sured from a vacuum level for the c and v  bands,
respectively; a0 is the lattice constant; aex is the Bohr
radius of a bulk exciton; and ε0 is the static permittivity.

By comparing the data in Tables 1 and 2, we can
readily see that, for the structure under consideration,
conditions (1) and (2) are satisfied and, in all cases, for
the given composition but for not highly excited states,
the approximations of our model are indeed satisfied
with sufficient accuracy.

Since the radial and rotational motions are sepa-
rated, they are each “separately” perturbed by an exter-
nal field. Furthermore, for m ≠ 0, level splitting is
observed in the 2mth order of perturbation theory;
therefore, the level with |m| = 1 is split into two sublev-
els (16) and (17) and the levels with |m| > 1 are simply
displaced by the field and retain their double degener-
acy in m.

Using the characteristic system dimensions from
Tables 1 and 2, for ε1, 2 = ε2, 3 = 2, we obtain the follow-
ing estimates for the external field when it is considered
as a perturbation.

If the layer thickness varies in the range L = 5–
10 nm and the inner radius varies in the range R1 = 15–
30 nm, an external field in the range F = 10–102 V/cm
may, to a high accuracy, be considered as a perturbation
if the rotational motion is perturbed (condition (14)).

For the same dimensions of the system, the pertur-
bation of the radial motion (condition (18)) can be con-
sidered as weak in the following range of external field
intensities:

F = 102–103 V/cm.

In Tables 3 and 4, the corresponding Stark shifts
determined from (15)–(17) and (19) are listed.

With regard to the dependence of the shift on the
number of an energy level, it can clearly be seen from
expressions (15)–(17) and (19) that the correction

 decreases very rapidly as both the azimuthal and
the radial quantum numbers rise; thus, only the lowest

states are of real physical interest. In the limit   0,

using the example of the ground state, we can easily see
that the correction to the energy of radial motion

(FL, µ) (see (19)) transforms into an expression
similar to that describing the Stark effect for a “conven-
tional” film with quantum confinement [12]:

∆En m,
2( )

L
R1
-----

∆E1 0,
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∆E1 0,
2( ) FL µ,( ) qFL( )2

96E1
0( )----------------- 1 15

π2
------– 

  .≅
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For interband transitions, the absorption band consists
of two nonoverlapping series: a basic one, provided by
(28), and a field “satellite,” as in (29); the latter is mod-
ulated by a field factor that decreases as the azimuthal
quantum number m rises. For m = 0, transitions (30)
have a purely “film” character [12], and the presence of
a field does not affect absorption. However, for each of
series (28), (29), and (32), the presence of a field results

in an effective change in the band gap , which is
determined by the external field and the geometrical
dimensions of the sample, namely, by the effective rota-
tional radius for m ≠ 0 and the layer thickness for m = 0.
The same quantities also determine the threshold fre-
quencies for intraband transitions (33)–(40).

We note that, for intraband transitions that are diag-
onal with respect to the radial number, an external field
produces a relative shift of the frequencies of absorp-

tion and emission by "∆ω = (FR0, µ) +

(FR0, µ), whereas, in the absence of the field,
the resulting absorption should be observed at the fre-

quencies ωm = . Furthermore, for both interband

and intraband transitions, the presence of a field results
in the explicit dependence of the absorption on the
charge-carrier effective mass for each of the bands.

In summary, we conclude that the results of this
study make it possible to change the optical energy
characteristics of the layer by varying the external field
and the sample dimensions in a controlled way; further-
more, the explicit dependence of the absorption param-
eters on the carrier effective mass can be used to exper-
imentally determine the “optical” effective mass.
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Table 3.  Stark shift of the rotational-motion energy

L,
nm

R1,
nm

F,
V/cm

, meV
m = 2

, meV
m = +1

, meV
m = –1

5 15 5 × 102 0.8 × 10–2 10.4 × 10–2 2.08 × 10–2

10 30 5 × 10 0.13 × 10–2 1.7 × 10–2 0.28 × 10–2

∆En m,
2( ) ∆En m,

2( ) ∆En m,
2( )

Table 4.  Stark shift of the energy of radial motion

L, nm R1, nm F, V/cm , meV
n = 1, m = 0

5 15 1.2 × 103 43.2 × 10–2

10 30 1.4 × 102 9.7 × 10–2

∆En m,
2( )
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Abstract—The nonohmic properties of a quasi-2D hopping-conductance channel are studied. The channel is
formed in a p-Si layer by a field effect in the region where the Fermi level crosses the impurity band. It is shown
that the dependence of conductance σ on a longitudinal electric field E has a threshold character and obeys the
law lnσ(E) ∝  E1/2. The dependences of the conductance of the quasi-2D channel on temperature and the electric
field are satisfactorily explained using the concepts of nonlinear screening and of nonohmic properties of dis-
ordered systems with a random Coulomb potential. This mechanism of nonlinearity is confirmed by specific
features of the mesoscopic fluctuations in the off-diagonal component of resistance, which reflect the recon-
struction of a percolation cluster under the action of the longitudinal electric field. A long-term relaxation in
conductance is observed during transition from a nonohmic to ohmic mode, which indicates that the system
exhibits properties corresponding to electronic glass and that the current paths are significantly modified in a
strong electric field. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Nonohmic hopping conductivity via states in the
vicinity of the Fermi level has previously been studied
in amorphous semiconductors, in which the conductiv-
ity σ frequently increases as the electric field E
increases according to the law (see [1] and the refer-
ences therein)

(1)

where e is the elementary charge, rh is the average hop-
ping length, and C is a numerical coefficient. However,
it is worth noting that, for these conditions, the existing
theoretical models predict not only law (1) but also
another type of σ(E) dependence:

Numerical simulation also describes the experimen-
tal situation only qualitatively, which can be accounted
for by the complex and diverse nature of localized
states in amorphous materials (defects, composition
fluctuations, impurities, etc.) and by the insufficient
information available on the density of their distribu-
tion in the band gap of a semiconductor [1].

Nonohmic hopping conductance via states in the
vicinity of the Fermi level can also be observed in thin
films of a doped semiconductor under the conditions of
a field effect [2]. In this case, the position of the Fermi
level near the surface of the semiconductor relative to
the impurity band can be controlled by a voltage Vg
applied to a gate electrode, separated from the semicon-

σ E( ) σ 0( )
CeErh

kT
--------------- 

  ,exp=

σ E( )ln E2 or σ E( )ln E1/2.∝ ∝
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ductor by an insulating layer, under variation of the fill-
ing of the impurity band by charge carriers (Fig. 1). It is
particularly remarkable that, starting from some Vg > Vt,
a quasi-two-dimensional (quasi-2D) hopping-conduc-
tance channel is formed in the region where the Fermi
level crosses the impurity band. In this case conduction
occurs via the band of states near the Fermi level
(Fig. 1, region II), in which the number of empty and
occupied states is approximately the same. In contrast,
filled or empty states dominate in regions situated
nearer to the interface (Fig. 1, region I) or farther from
it (Fig. 1, region III), resulting in the conductance in
these regions being virtually zero. At gate voltages Vg >
Vt ≈ 2 V, when the quasi-2D hopping-conductance
channel has already formed, the conductance in this
channel is virtually independent of the gate voltage,
since, under uniform doping, the effect of Vg is limited
to a shift of the channel into the semiconductor bulk
whereas the density of states and the relative amounts
of filled and empty states remain unchanged. The sta-
bility of σ(Vg) at Vg > 2 V is demonstrated in the inset
in Fig. 1. It has also been shown [3] that a significant
contribution to the formation of the channel in question
is made by fluctuations in the Coulomb potential of ion-
ized impurities in the surface region of the semiconduc-
tor, where the impurity band is completely filled and
does not contribute to conductance (Fig. 1, region I). In
this case, the scatter of states over energy is defined by
a well-known mechanism, namely, the Coulomb fluctu-
ation potential. It is noteworthy that the hopping con-
ductivity in the band of states near the Fermi level has
only been theoretically studied [4] in the context of the
© 2005 Pleiades Publishing, Inc.
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known problem of existence of a constant activation
energy ε3 when the hopping energy, |εi – εj|, is close to
|µ – εj, i|, which is the energy spacing between the Fermi
energy µ and the energies of localized states.1 Calcula-
tions [4] have shown that, in this case, the temperature
dependence of conductivity is governed by a variable-
range hopping mechanism at temperatures below some Tc.
However, the activation energy is constant at T * 2Tc

and is related to the energy scatter of states by a simple
expression [4]:

(2)

(3)

Here, ∆ε is the half-width of the impurity band, N is the
number of states in the unit volume, and rB is the Bohr
radius of these states.

1 In doped semiconductors, usually, |µ – εj, i| @ |εi – εj| and the
activation energy coincides with the Fermi level position with
respect to the density-of-states peak [4].

ε3
5
6
---∆ε,=

Tc 0.29∆ε N1/3rB( )/k.=

0

10–6

2 4 6 8 10
Vg, V

10–4

10–2

10–8

1

2

σ, (MΩ)–1

µ

Vg > 0

M O S

I II III

Ea

µ

Ev

ε3

Fig. 1. Band diagram of a MOSFET structure based on
weakly compensated doped p-Si. (I) a region of negatively
charged acceptors; (II) an intermediate region where the
quasi-2D hopping-conductivity channel in the impurity
band is formed; and (III) the region of the impurity band,
which is almost completely filled by holes and empty for
electrons. Ea, µ, and Ev  are the energy positions of the
acceptor levels, Fermi level, and valence band edge, respec-
tively; ε3 is the activation energy for impurity conductivity
in the electrically neutral region. Inset: the conductance of
the structure as a function of the gate voltage at the temper-
atures (1) 10 and (2) 4.2 K.
In this study, we present the results of our investiga-
tion into nonohmic hopping conductance in the band of
states in the vicinity of the Fermi level using weakly
compensated doped Si:B layers as an example. It is
shown that, in this case, the dependence of conductance
on a longitudinal electric field has a threshold character
and, starting from a certain value of the field, obeys a
law similar to the Frenkel–Poole law: lnσ(E) ∝  E1/2/kT
(in contrast to amorphous semiconductors, where
lnσ(E) ∝  E/kT).

It is found also that, under the effect of a sharp
decrease in the field, a long-term relaxation of conduc-
tance can be observed in the kinetics of the transition
from a nonohmic to ohmic mode. This behavior is typ-
ical of glass systems.

First, we discuss the temperature behavior of the
conductance in the structures under study and show that
it indeed demonstrates all the specific features of hop-
ping conductivity in the band of states near the Fermi
level [4] formed by Coulomb potential fluctuations. It is
necessary to note that the transport properties of these
structures have previously been studied only at rela-
tively high temperatures T > 7 K [2, 3, 5].

2. SAMPLES AND TEMPERATURE 
DEPENDENCE OF CONDUCTANCE 

IN WEAK FIELDS

Under study were thin (0.5 µm) p-Si layers with a
boron concentration Na = 1018 cm–3 and two p+ contacts.
The layers were formed by ion implantation of boron
on a (100) n-Si substrate with Nd = 1015 cm–3. A degen-
erate poly-Si gate contact of 100 × 100 µm in area was
insulated from p-Si by a thermal oxide of 62 nm in
thickness.

The conductance of the p-Si layers in a weak longi-
tudinal electric field (~10 V/cm) was measured as a
function of the gate voltage Vg in the temperature range
4.2–20 K (study of the Hall effect has shown that, at T >
20 K, free holes make a significant contribution to con-
ductivity [5]). The inset in Fig. 1 shows typical σ(Vg)
dependences at different temperatures. These depen-
dences demonstrate the formation, under the effect of
the gate voltage Vg (the field effect), of a surface accu-
mulation layer at Vg < Vmin. In the depletion mode, at
Vmin < Vg < Vin, a quasi-2D channel of hopping transport
via the boron impurities is formed [2]. Here, Vmin is the
flat-band voltage corresponding to the minimum
σ(Vg) = σmin and, thereby, to the contribution of the bulk
conductance in a p-Si layer and Vin is the inversion volt-
age, which is about 10 V in our case. It is necessary to
note that an estimate in the Schottky approximation
shows that, close to inversion, the depletion layer thick-
ness is 0.04 µm, which is far less than the thickness of
a p-Si layer (0.5 µm).

As can be seen in the inset in Fig. 1, the surface hop-
ping conductance first increases, and then, at Vg > Vt ≈
SEMICONDUCTORS      Vol. 39      No. 7      2005
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2 V, remains almost constant right up to the inversion
voltage. In other words, in our samples, the hopping
transport channel is formed at Vg ≈ 2 V. The channel
conductance σc can be determined by subtracting, from
the total conductance, σ(Vg) of the structure in the
region of the plateau of the bulk conductance of a p-Si
layer, i.e., σmin: σc = [σ(Vg) – σmin], where Vg * 2 V
[2, 3]. Figure 2 shows the temperature dependence of
the quasi-2D hopping conductance σc(T) obtained
using this method. For comparison, Fig. 2 also shows
the temperature dependence of the structure conduc-
tance at the minimum σmin(T), that is, in the flat-band
mode. An activation dependence of the conductance

σmin(T) is observed with the activation energy  =
8.1 meV, which coincides with the activation energy ε3

of the hopping conductivity in the p-Si bulk at the same
doping level [6]. In addition, a range of constant activa-
tion energy can be seen in the σc(1/T) plot at relatively

high temperatures, but its value,  = 3.9 meV, is sig-

nificantly (about twice) less than . At T & 6 K, the
dependence σc(1/T) starts to level-off, which indicates
a transition to a variable-range hopping mode. Now, we
can estimate the temperature Tc of the transition to vari-
able-range hopping conductance using Eqs. (2) and (3)

and the experimental value ε3 =  = 3.9 meV. Taking
into account that the localization length of light holes at
boron atoms in Si is rB = 23 Å [6], we obtain Tc = 3.5 K.
According to [4], the transition to conductance with a
constant activation energy must occur at T ≥ 2Tc, that is,
at T ≥ 7 K in our case, which agrees well with the exper-
imental data.

We now discuss the specifics of the energy broaden-
ing of the impurity band. As was mentioned above, this
broadening is caused by a fluctuation potential induced
by ionized boron atoms in the surface region of the
semiconductor, where the impurity band is completely
filled (Fig. 1) [3]. Assuming that the random potential
is screened only by free carriers in the bulk, with a den-
sity equal to the concentration of compensating donors
(Nd = 1015 cm–3), its amplitude, when calculated in
terms of the theory of nonlinear screening [4], should
be V0 ≈ 100 meV. However, the experiment indicates

that the amplitude V0 ≈ 2  must be 8 meV. This con-
tradiction is eliminated under the following natural
assumption. Near the boundary of region I, which sep-
arates the regions of the completely filled and nearly
empty impurity band (see Fig. 1), the electrons at boron
atoms are mobile and, on one hand, form the quasi-2D
channel of hopping transport and, on the other hand,
screen the fluctuation potential. In order to determine
the amplitude of this potential, we can use an analogy
with the problem of screening of the fluctuation poten-
tial of donors, which are uniformly distributed in the

ε3
f

σ3
c

ε3
f

ε3
c

ε3
c
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space surrounding an electron layer, by a 2D electron
gas [7, 8]. In this case,

(4)

where A is a coefficient on the order of unity, Ni is the
concentration of ionized centers, κ is the dielectric con-
stant of the semiconductor, and n is the surface density
of carriers in the 2D channel. In our case, Ni = Na, and
n is also determined by the concentration of acceptors

within a monolayer [2]: n ≈ . Therefore, the ampli-

tude of a random potential is V0 ≈ 2  ≈ Ae2 /κ. It
is necessary to note that the activation energy of hop-
ping conductivity in the bulk of a weakly compensated

p-type semiconductor is ε3 =  = 0.99e2 /κ [4]. As
can be seen from a comparison with the preceding rela-

tion, a linear relation must exist between  and :

2  ≈ A . Taking into account the experimentally

determined values of  and , we obtain A ≈ 1, which
seems reasonable.

Hence, the above analysis of the temperature depen-
dence of quasi-2D hopping conductance σc indicates
that, in our case, the hopping transport occurs in the
band of states in the vicinity of the Fermi level and the
energy scatter of these states is caused by a random
Coulomb potential. Below, we discuss the range of high
electric fields, in which this circumstance is strongly
manifested. In particular, we show that the principal
features of the σc behavior in a longitudinal electric
field can be satisfactorily understood in terms of the
Shklovskiœ model of nonohmic conductivity in percola-
tion systems with a random Coulomb potential [9].

V0 Ae2Ni/κn,=
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Fig. 2. Temperature dependences of (1) quasi-2D hopping
conductance σc and (2) conductance σmin of the structure
under flat-band conditions at a gate voltage corresponding
to the minimum value of σ.
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3. NONOHMIC QUASI-2D HOPPING 
CONDUCTANCE AND THE KINETICS 

OF ITS RELAXATION

As is well known, the nonlinearity of current–volt-
age (I–V) characteristics in classical 2D systems with
an inversion-type or built-in conductivity channel is
usually attributed to carrier density effects [10]. Indeed,
in such systems, an increase in the driving longitudinal
voltage Vd applied to the drain electrode is followed by
a decrease in the carrier density near the drain and
redistribution of an electric field E along the channel,
which results in sublinear behavior of the I–V charac-
teristic [10]. A similar carrier density effect may also
occur in the current situation, but with the difference
being that it must arise in a threshold mode when the
potential difference between the gate and drain of the
structure ∆V = (Vg – Vd) & 2 V, i.e., when the quasi-2D
hopping conductance channel is depleted at the drain.
At the same time, at ∆V * 2 V, the longitudinal field can
be considered as uniform and equal to E = Vd/l, where
l is the distance between the current contacts. In these
structures, this distance is determined by a gate length
of 100 µm. It can be easily shown that, in fact, this fol-
lows from the independence of the conductance σc
from the width of the space charge region at Vg * 2 V.
It is important that this condition allows us to study the
nonohmicity of quasi-2D hopping conductance in a rather
wide range of fields uniformly distributed along the chan-
nel, in particular, at a gate voltage close to the inversion
value (Vg ≈ 10 V) and up to fields E ≈ 800 V/cm.

It is necessary to draw attention to another circum-
stance that facilitates the study of nonohmic hopping
conductivity under the conditions of transport along a
quasi-2D channel. As follows from the data presented
in Fig. 2, the conductance σc of the surface channel sig-
nificantly exceeds that of a p-Si layer in the entire tem-
perature range under study (at T < 8 K, by more than
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Fig. 3. The structure conductance vs. the longitudinal field
at a fixed gate voltage Vg = 9.5 V. Temperature: (1) 4.22,
(2) 4.7, (3) 5.4, (4) 6.0, (5) 6.6, (6) 7.8, and (7) 10 K.
two orders of magnitude). Furthermore, experimental
data [11] show that, in p-Si samples with similar doping
level, the increase in hopping conductivity is not higher
than a factor of several tens at these temperatures.
Therefore, we also disregard the effect of parallel con-
ductance of the p-Si layers on the nonohmic properties
of the structures.

Figure 3 shows dependences of the hopping conduc-
tance on the longitudinal field, which were obtained at
different temperatures and fixed gate voltage Vg = 9.5 V
(below the inversion voltage). The dependences dem-
onstrate a significant nonlinearity. The vertical dashed
line in Fig. 3 (E ≈ 800 V/cm) separates the range corre-
sponding to a uniform electric field. Within this range,
the hopping conductance at T = 4.2 K increases by the
factor of 50. At the drain voltage Vd * 8 V (E *
800 V/cm), the σ(E) dependence first levels off, owing
to depletion of the quasi-2D hopping conductance
channel at the drain, and then increases again, due to
accumulation of holes in the drain region. We draw
attention to the fact that, near liquid-helium tempera-
ture, the σ(E) dependence demonstrates square-root-
type behavior in the range of uniform fields (E &
800 V/cm). This behavior becomes even clearer for
σ(E, T) curves plotted as ln[σ(E)/σ0] vs. E1/2/T, where
σ0 is the conductance in the weak-field limit (Fig. 4a).
In these coordinates, scaling invariance is achieved;
i.e., all the curves show the same run up to the fields
corresponding to accumulation, and, starting from
some value σ0, the curves in Fig. 4a have nearly the
same slope (α ≈ 0.75 (V/cm)–1/2 K). For comparison,
Fig. 4b shows σ(E, T) dependences in the form
ln[σ(E)/σ0] vs. E/T, which, as can be seen, do not
exhibit a satisfactory scaling invariance. Figure 5 shows
temperature dependences of the conductance in strong
fields, specifically, at E = 490 and 750 V/cm. These
curves additionally confirm the fact that, in the situation
under study, conductance obeys the law

The coefficient α obtained from these dependences
varies within the range 0.68–0.73 (V/cm)–1/2 K; i.e. it is
virtually field-independent and coincides with the coef-
ficient determined from the scaling curve in Fig. 4a. It
is noteworthy that, under the conditions of a standard
Frenkel–Poole effect in extrinsic semiconductors, the

exponent also equals α , where α =  =

2.57 (V/cm)–1/2 K, which is significantly higher than in
our case. Furthermore, for the samples under study, the
field effect manifests itself in the threshold mode at
E1/2/T * 2 (V/cm)1/2 K–1, whereas, in accordance with
the standard Frenkel–Poole relation, it should arise at
indefinitely small values of E1/2/T.

Now, we analyze the specific features of the field
dependence of hopping conductance, beginning with a

σ E T,( ) σ0 α E1/2

T
-------- 

  .exp=

E
T

------- 1
k
--- 4e3/κ
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model of the nonlinear properties of percolation sys-
tems with a random Coulomb potential [9]. The effect
of an electric field on the conductance at the percolation
level is discussed in [9], and the role of the field is
shown to be limited to lowering the activation energy,
which can be interpreted as a lowering of percolation
threshold independently of the mean free path for
energy loss by carriers; in other words, the results of [9]
can be extended to include hopping conductivity and, in
particular, as was mentioned in [9], to the case of the
ionic conductivity of glass. In these systems, the non-
linear I–V characteristic has the form

(5)

under the condition that the inequality

(6)

is valid. Here, a is a characteristic spatial scale of the
random potential, ν is the critical index in percolation

J J0
CeEaV0

ν( )
1

1 ν+
------------

kT
----------------------------------exp=

eEa kT
kT
V0
------ 
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>
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Fig. 4. Field dependences of the structure conductance at
different temperatures in the coordinates (a) ln[σ(E)/σ0] vs.

E1/2/T and (b) ln[σ(E)/σ0] vs. E/T. σ0 is the conductance in
the weak-field limit. Temperature: (1) 4.22, (2) 4.7, (3) 5.4,
(4) 6.0, (5) 6.6, (6) 7.8, (7) 8.5, and (8) 10 K.
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theory, and C is a numerical coefficient. If we disregard
the difference between the index ν and unity, we obtain,
from (5), a law similar to the Frenkel–Poole law [9]:

(7)

where

In our case, the amplitude of the random potential

V0 ≈ e2 /κ (see Section 2), and its characteristic spa-
tial scale is determined, according to [7, 8], by the non-

linear screening length Rs = a = Nin–2 ≈ ; therefore,
we obtain aV0 ≈ e2/κ.2 By substituting this product and
the experimentally determined value of α into (7), we
find the coefficient C ≈ 0.3, in agreement with [9], where
C = 0.25. In the situation under study, condition (6) for
the onset of exponential nonohmicity takes the form

(8)

which is also in reasonable agreement with the experi-
mental data (see Fig. 4a).

2 This estimation of the screening length corresponds to the condi-

tion n3 = ; i.e., it is obtained at the applicability limit of the

theory [8] developed for the case n3 < . It is necessary to note,

however, that the model of nonlinear screening describes a num-
ber of experimental facts in the conditions well when there is a
single source of potential fluctuations per electron (for example,
principal specific features of the metal–insulator transition in
compensated InSb [12]).
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It is necessary to note that the substitution of the
critical index ν = 1.33, which corresponds to a 2D situ-
ation [4], into (5) yields an exponent of 0.43 in the field
dependence of the activation energy, which contrasts
with the value of 0.5 used in our calculations. However,
in our case, this exponent leads to poorer scaling than it
does, e.g., in a description of the nonohmic conductiv-
ity of 2D electron gas localized on the fluctuation
potential [13]. The reason for this circumstance
remains unclear, but a possible explanation is that the
discussed hopping-conductance channel formed under
the field effect takes an intermediate position between
the 3D (ν = 0.82–0.94 [4]) and 2D cases. It is also nec-
essary to remember that the relation for J(E) obtained
in [9] is valid for the case of strong nonlinearity, when
the exponent is much higher than unity. In our case this
exponent is only 4, and it seems probable that, in this
case, the field dependence of the preexponential factor,
which was disregarded in [9], must be taken into
account.

In our opinion, an important conclusion to be drawn
from [9] is that, if condition (6) is satisfied, the decrease
in activation energy is accompanied by a decrease in the
correlation length L (cell size) of a percolation cluster.
In particular, at ν = 1, we obtain

(9)L E( ) aV0/CeE( )1/2.=
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Fig. 6. (a) Ratios of transverse to longitudinal resistance
(Rxy/Rxx) vs. the gate voltage Vg in a weak longitudinal field

(E = 8 V cm–1) at the temperatures (1) 18 and (2) 19.6 K.
(3) Rxy/Rxx vs. the drain voltage Vd at a fixed Vg = 8.9 V and
T = 18 K. U = Vg is plotted along the abscissa axis for
Rxy/Rxx recorded with Vg scanning (curves 1, 2) and U = Vg –
Vd is plotted for Rxy/Rxx recorded with (3) Vd scanning.
Inset: the conductance σ = 1/Rxx vs. U = Vg – Vd at Vg = 8.9
V. (b) Rxy/Rxx vs. Vg – Vd at Vg = 8.9 V at the temperatures
(1) 18, and (2) 19.6 K.
This dependence offers a new opportunity to verify the
assumption that the nonohmic behavior of conductivity
in the situation under study occurs according to the
Shklovskiœ mechanism [9] and is related to reconstruc-
tion of a percolation cluster under the action of the elec-
tric field. The existence of an L(E) dependence has been
confirmed in a study of the mesoscopic fluctuations in
voltage arising between the Hall probes in samples
shaped in the form of a double Hall cross (with the
length l = 150 µm and width w = 50 µm). Earlier, such
fluctuations were studied in a weak longitudinal field as
functions of the gate potential Vg [5]. The origin of
these fluctuations is as follows: even in a zero magnetic
field and for a symmetrical position of the Hall probes,
a potential difference can arise between these probes
due to a percolation cluster inhomogeneity of scale ~L.
The corresponding potential difference between the
Hall probes is on the order of δVxy ≈ 2LE, and it changes
randomly as the quasi-2D hopping-conductance chan-
nel is shifted (for its spatial position changes, see
Fig. 1) under the action of Vg due to reconstruction of a
percolation cluster [5].3 In this case, the ratio between
the amplitudes of fluctuations in the voltage across the
Hall probes δVxy and the longitudinal drain voltage Vd

is directly determined by the size L of a percolation
cluster cell [5]:

(10)

Here, Rxy and Rxx are the Hall and longitudinal resis-
tances, respectively. In this context, it is interesting to
compare mesoscopic fluctuations arising in the case of
Vg variation in a weak electric field with fluctuations
measured with Vd varied at a fixed Vg, for which the
effect of the longitudinal field on the value of L should
be manifested.

Figure 6a shows the dependences of Rxy/Rxx on Vg
(solid curves). It can be seen that these dependences
demonstrate fluctuation-type behavior and are repro-
duced well in repeated measurements, which confirms
their above-described mesoscopic nature. Figure 6b
shows the same quantity but as function of Vd. It can be
seen that the fluctuations in Rxy/Rxx vs. Vd are also meso-
scopic. For convenience of comparison, the data in
Fig. 6b are plotted as functions of U = Vg – Vd, with Vd

being varied. The inset in Fig. 6a, which shows the
dependence of Rxy/Rxx on Vd, demonstrates the qualita-
tive similarity of a curve presented in this way to the
σ(Vg) dependence (see the inset in Fig. 1). Here, our
prime interest is in the L(Vd) dependence, which,
according to (10), can be determined from a compari-

3 These voltage fluctuations are a manifestation of noncoherent
mesoscopy and, in contrast to conductivity (current) fluctuations
[14], can be observed in samples of macroscopic dimensions. For
example, recently [15], we observed δVxy fluctuations in nano-
composite Fe/SiO2 samples of millimeter size in which a random
variation in current percolation paths was due to the action of a
magnetic field and the temperature, especially under the condi-
tions of thermally stimulated metal–insulator transition.

δV xy/Vd δRxy/Rxx 2L/l.≈=
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son of the amplitudes of fluctuations as Vd and Vg are
scanned. Along with the solid lines (Vg sweep), Fig. 6a
shows a dotted line (Vd scanning), plotted as a function
of U = Vg – Vd. It can be seen that, as the abscissa tends
to zero, the amplitude of the solid lines increases much
more strongly than that of the dotted line. Real fluctua-
tions of voltage across the Hall probes depend on the
potential difference between the gate and the channel at
the Hall probes. In our case, the Hall probes are situated
at a distance of 0.32l from the source, and, if the driving
field is uniform, the corresponding potential difference
is VH = Vg – 0.32Vd. Figure 7 shows the ratio Rxy/Rxx as
a function of the last quantity for which Vd was scanned
as well as, for comparison, the Rxy/Rxx = f(Vg) curve. It
can be seen that the character of the fluctuations in the
range VH = 7–9 V (Vd = 0–6 V) is the same in both cases,
which confirms their common origin related to shift of
the quasi-2D hopping-conductance channel [5]. How-
ever, at higher driving fields, the amplitude of the fluc-
tuations obtained by Vd scanning shows a tendency to
decrease as compared to Rxy/Rxx = f(Vg).

4 

Under depletion of the quasi-2D hopping-transport
channel (Vg < 2 V), the amplitude of the Rxy fluctuations
strongly increases as Vg decreases (Fig. 6a), which is
related to the increasing size of a percolation cluster
cell due to a decrease in the density of states at the
Fermi level [5]. At the same time, no evident increase
of the fluctuation amplitude is observed in the Rxy/Rxx

dependence on Vd. This observation implies that, in this
case, this increase in the correlation length of a perco-
lation cluster, related to a decrease in the density-of-
states at the Fermi level, is compensated by a decrease
due to the rise in the longitudinal field (see Eqs. (9) and
(10)). A comparison of the relative amplitudes of the
Rxy fluctuations for different scanning modes shows
that, in the range of depletion of the quasi-2D hopping-
conductance channel, at small Vd, the amplitude of
Rxy/Rxx = f(Vg) is about four times larger than the ampli-
tude of Rxy/Rxx = f(Vd). The nonohmicity of quasi-2D
hopping conductance in the temperature range under
study arises at the drain voltage Vd ≈ 1 V (see the inset
in Fig. 6a). Therefore, based on the Shklovskiœ model [9]
(see (9)), we can expect the following:

(i) As Vd increases, the amplitude of the Rxy/Rxx =
f(Vg) fluctuations must exceed that for Rxy/Rxx = f(Vd).
This effect starts from some definite value of Vd (in our
case, Vd ≈ 6 V (see above)) at which the change in the
cluster related to L(E) dependence [9] (see (9))
becomes comparable with its reconstruction resulting
from the shift of the channel position [5].

4 At Vd * 9 V and the chosen Vg = 8.9 V, the resistance of the chan-
nel near the drain decreases owing to formation of a hole accu-
mulation channel, which results in an additional increase in the
field near the Hall probes. Our estimates of the field distribution
in the samples show that, at a driving voltage up to 10 V, the accu-
mulation region may come close to the Hall probes.
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(ii) A decrease in the correlation length of the perco-
lation cluster by a factor of 3–5 at Vd ≈ 9 V (the lower
bound is obtained by assuming a uniform field distribu-
tion in the channel, while the upper bound is obtained
for a nonuniform field).

These conclusions correlate well with the experi-
mental data. A more detailed analysis of the depen-
dence of mesoscopic fluctuations on the longitudinal
field will be presented elsewhere.

The structures under study are systems with a strong
fluctuation potential and, thereby, their phase space
contains multiple local minima of energy. The behavior
of such systems with hopping conductivity is similar to
that of glass systems, and the removal of a system from
a state of thermodynamic equilibrium or a “frozen
pseudo ground state” [16] is accompanied by a long-
term relaxation towards equilibrium or new pseudo
ground state. As the driving electrical field increases,
the correlation length of a percolation cluster decreases
and the sample is homogenized; therefore, when the
longitudinal field decreases sharply, the system tends to
pass from an excited to an equilibrium state. Under
experimental conditions, this process should be mani-
fested as a long-term relaxation of conductivity.

The relaxation current arising upon a sharp decrease
in the field was recorded using an automatic system
based on an HP 3457A nanovoltmeter, which allowed
the sampling of the signal at a 20-Hz frequency. The
signal from the samples was recorded using a current–
voltage converter with the response time of ~0.1 s, a
sensitivity of several picoamperes, and a dynamic range
up to 104 pA. Figure 8a shows the current relaxation
curves obtained at different temperatures and in differ-
ent initial fields (the final field was the same and was
30 V cm–1 in all the measurements). Portions of fast and
slow current decrease are observed in these curves. The
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fast-decrease region is beyond the time resolution limit
of the digital signal-processing system. The slow com-
ponent is resolved well: the ratio of its magnitude to the
steady-state current, (I0 – I∞)/I∞, increases as the field
drop becomes more pronounced and the temperature is
lowered. It is noteworthy that the slow component is not
related to capacitance processes, since the product of
capacitance and channel resistance in our experiments
does not exceed 0.1 s, which is much shorter than the char-
acteristic decay time of the slow component (~100 s).

Several possible mechanisms of hopping conductiv-
ity relaxation have been discussed in the literature.
Similar long-term relaxation was observed under the
injection of free carriers in disordered semiconductors
(in systems with dispersive transport) [17]. In this case,
the current relaxation follows a power law if the energy
distribution of traps is nearly uniform and extends deep
into the band gap from the band edges, i.e., under the
conditions of multiple capture of carriers when the
characteristics times of their thermal escape are distrib-
uted over an exponentially wide range. In our case, the
spectrum of the time distribution of carrier exchange
with traps (dead and/or isolated ends of a percolation
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Fig. 8. (a) Curves of current relaxation after a step reduc-
tion of the longitudinal field recorded at the temperatures
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(b) Relaxation of the slow component of the current on a semi-
log scale. The curve numbers correspond to those in (a).
cluster) is also broad; therefore, it might give rise to
relaxations similar to those observed in systems with
dispersive transport. However, this type of reconstruc-
tion of a percolation cluster, when a number of carriers
are trapped in the dead (isolated) ends of the cluster,
must occur also under variation of the gate voltage.
Nevertheless, no long-term conductivity relaxations
were was observed upon a step change in the gate volt-
age Vg. Another possible mechanism of long-term con-
ductivity relaxation in systems with large-scale fluctua-
tion potential is related to the slow exchange of carriers
between a percolation cluster and the regions isolated
from it. In these regions, the electrons do not contribute
to conductivity but exert influence on it via nonlinear
screening effects [18]. However, even in this case,
relaxation should occur upon a step change in Vg.

The slow relaxation of conductivity that occurs in
the Anderson insulator, which behaves in a similar
manner to electronic glass, is attracting a great deal of
attention at present (see [19] and the references
therein). In this case, a logarithmic decay, followed by
a power-law decay, of conductivity is observed upon a
sharp change in the state of the system in a limited, but
sufficiently wide, time range [19]. In these experiments,
a nonequilibrium state was produced by changing the
gate voltage.

Figure 8b shows the same relaxation curves as
Fig. 8a but plotted on the semi-log scale, with the time
counted off from the onset of the slow decrease in con-
ductivity. It can be seen that the relaxation of the slow
component of the current obeys the logarithmic law,
and its rate only weakly depends on temperature in the
studied range but rather strongly depends on the initial
driving field. It is also necessary to note that long-term
relaxation is observed in the temperature range T & 6 K
(see Fig. 2), which corresponds to the transition to the
variable-range hopping conductivity and indicates that
the glass-type properties of these systems are mani-
fested. All these facts point to the similarity between
the system under study and those studied in [19], in
which similar relaxation was explained in terms of the
many-electron effects responsible for features in the den-
sity of states near the Fermi level. However, the differ-
ence is that, in our case, the strongest deviation from
equilibrium is presumably reached not upon a change in
the gate voltage but due to reduction of the size of a per-
colation cluster under the action of longitudinal field [9],
which leads to natural homogenization of the medium.

At the same time, the possibility of describing the
observed relaxation by the power law does not allow us
to utterly exclude the mechanism discussed in [17].

4. CONCLUSION

The concepts of nonlinear screening [7, 8] and the
nonohmic properties [9] of disordered systems with a
random Coulomb potential make it possible to consis-
tently describe a mechanism of formation of quasi-2D
SEMICONDUCTORS      Vol. 39      No. 7      2005
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hopping conductivity under a field effect in the impu-
rity band of weakly compensated doped silicon and its
observed dependences on the electric field and temper-
ature. Long-term relaxations of hopping conductivity in
the transition from the nonohmic to ohmic mode are
indicative of the glass-type properties of the system
under study and of a significant modification of the cur-
rent paths under the action of the electric field. The last
assertion is confirmed by the specific features observed
in the behavior of mesoscopic fluctuations of the off-
diagonal component of resistance (in the Hall effect con-
figuration), which reflect the reconstruction of a percola-
tion cluster under the action of a longitudinal field.
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Abstract—The results of experimental and theoretical studies of quantum dot formation in an InAs/GaAs(100)
system in the case of a subcritical width of the deposited InAs layer (1.5–1.6 monolayers) are presented. It is
shown that, in the subcritical range of InAs thicknesses (smaller than 1.6 monolayers), regardless of the depo-
sition rate, the density of quantum dots increases and their size decreases in response to an increase in surface
temperature. In the overcritical range of InAs thicknesses (more than 1.8 monolayers), the density of quantum
dots increases and their size decreases in response to a decrease in temperature and an increase in the deposition
rate. The observed behavior of quantum dot morphology is attributed to the transition from a thermodynami-
cally to kinetically controlled regime of quantum dot formation near the critical thickness. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

The unique properties of semiconductor hetero-
structures based on quantum dots (QDs) are related to
the atomic-like spectrum of QD energies and make
these heterostructures very promising for various appli-
cations in modern optoelectronics and microelectronics
[1–3]. One of the major challenges related to the phys-
ics and technology of direct fabrication of QDs by
molecular beam epitaxy (MBE) is the study of their for-
mation mechanisms, which is necessary for controlled
growth of QD arrays with the desired properties. Until
recently, it was universally believed [2] that the forma-
tion of elastically strained QDs in semiconductor sys-
tems with lattice parameter mismatch (for example, in
an InAs/GaAs(100) system with a lattice mismatch of
ε0 = 7%) is only possible if the total thickness H0 of the
material deposited on the surface exceeds some critical
thickness of Hc. This critical thickness decreases as the
lattice mismatch increases, and, in a InAs/GaAs(100)
system, it is approximately equal to 1.7 monolayers
(MLs) at typical growth temperatures [4–7]. However,
in a few earlier studies (for example, in [8]), InAs QDs
were experimentally detected at the subcritical thick-
ness of InAs (less than 1.6 MLs). Understanding the
nature of critical thickness is important, in particular,
for settling the issue of whether the structural properties
of experimentally observed QD arrays are thermody-
namically or kinetically controlled [9–15].

This study is a continuation of our experimental
[11–13] and theoretical [12–15] investigations into the
1063-7826/05/3907- $26.00 0820
potential for and laws of QD formation. In [11, 12], the
formation of subcritical InAs QDs on a GaAs (100) sur-
face was experimentally detected by reflection high-
energy electron diffraction (RHEED) and photolumi-
nescence. In the present study, in order to perform a
systematic analysis of subcritical QDs, we supplement
the previous results with data obtained using transmis-
sion electron microscopy (TEM). Then, the obtained
experimental data are analyzed from the standpoint of
the kinetic theory of formation of coherent islands in
mismatched heteroepitaxial systems [12–15].

2. EXPERIMENTAL

The samples under study were grown by MBE using
an EP1203 installation. Single-crystalline semi-insulat-
ing gallium arsenide wafers with a (100) surface orien-
tation were used as substrates. The samples were grown
in the following way. An InAs layer (with a thickness of
1.6 MLs for the first series of samples and 1.5 MLs for
the second series) was deposited onto a GaAs buffer
layer grown at a temperature of 580°C. The growth
temperatures at which the InAs layer was deposited did
not exceed 485°C. For all the samples under study, the
InAs deposition rate was 0.05 MLs/s. After the deposi-
tion of InAs, the substrate surface was exposed for a
certain period of time to an As4 flux; then, a covering
GaAs layer with a thickness of 5 nm was deposited on
it at the same substrate temperature. Following this
deposition, the substrate temperature was increased to
585°C and a 50-nm GaAs layer was grown. Thus, two
© 2005 Pleiades Publishing, Inc.



        

THE TRANSITION FROM THERMODYNAMICALLY 821

                                          
series of samples were obtained. In the first series, InAs
was deposited on the GaAs surface at the temperatures
485, 450, and 420°C, and the thickness of the InAs
layer was 1.6 MLs. In the second series, InAs was
deposited at the same temperatures, but the layer thick-
ness was 1.5 MLs. We note that, for each sample, the
exposure time of the surface after the InAs deposition
stage was different. The exposure stage was necessary
to produce an elastically strained array of InAs islands
from the initial film, which had a low degree of meta-
stability. The appearance of InAs islands on the surface
of the structure was observed due to characteristic
changes in the RHEED patterns.

Table 1 lists the main parameters and the results of
measurements for the samples under study. Let us use
the following example in our discussion of the features
of formation of InAs QDs at the subcritical thickness of
the deposited material. In situ observations of the
RHEED patterns showed that, immediately after depos-
iting an InAs layer with a thickness of 1.5–1.6 MLs, no
islands are formed on the surface. In this case, the dif-
fraction patterns remained linear and only main (0n)
reflections were visible. The stage following the depo-
sition of InAs, involving exposure in an As4 stream,
resulted (in most cases) in a drastic change in the
RHEED patterns. We observed the appearance of bulk
diffraction reflections characteristic of island growth [4].
After the appearance of these bulk reflections, the sur-
face of the samples was kept for a further period of time
in the As4 flux, which led to the appearance of inclined
linear reflections that originated in the bulk reflections
and corresponded to diffractions of electrons from the
lateral sides of the islands. We assumed that the instant
at which point reflections appear is the typical moment
of QD formation, and, with the instant at which addi-
tional inclined reflections appear, we estimated the time
required for the islands to attain a quasi-stationary size
[12]. The deposition of the covering GaAs layer began
immediately after the appearance of the additional
inclined reflections in the diffraction pattern. An analy-
sis of the data (see Table 1) on the substrate-tempera-
ture dependence of the times of QD formation for the
structures with 1.5 and 1.6 InAs MLs allows us to make
the following conclusions. First, the formation of
islands occurs both for the greater thickness of the
deposited material (1.6 MLs) and for the smaller thick-
ness (1.5 MLs). It was repeatedly noted in earlier pub-
lications [4–7] and in our experimental studies [11, 12]
that both these values are smaller than the critical thick-
ness for QD formation according to the Stranski–Krast-
anov mechanism. Second, for the structures with
1.5 InAs MLs, QDs are formed much later than for the
samples with 1.6 InAs MLs. Furthermore, for the dep-
osition thickness of 1.5 MLs and substrate temperature
of 485°C, no formation of QDs was observed after an
exposure time of 90 s.

The TEM studies were performed using a Philips
EM2420 transmission electron microscope with an
accelerating voltage of 100 kV. The samples (with
SEMICONDUCTORS      Vol. 39      No. 7      2005
regard both to the geometry of the cross section and to
the planar geometry) were prepared using ionic sputter-
ing, which was performed using 4-keV argon ions in a
Gatan DOU Mill 600TM setup. In order to visualize
elastically strained coherent inclusions, bright-field
images were obtained using a (220)-type reflection.

3. RESULTS AND THEIR THEORETICAL 
INTERPRETATION

The electron microscopy studies showed that the
formation of InAs QDs on the GaAs (100) surface
occurs during the deposition of InAs both at a thickness
of 1.6 MLs (Fig. 1) and 1.5 MLs (Fig. 2). Surface con-
trast, characteristic of elastically coherent inclusions, is
clearly seen in the TEM patterns. An analysis of TEM
patterns shows that the density of inclusions is GaAs
~1010 cm–2, which corresponds to typical values of the
InAs QD density in the GaAs matrix. After the deposi-
tion of 1.6 InAs MLs, the InAs QD densities for all the
samples were greater than at 1.5 MLs. Thus, the density
of QDs at a fixed surface temperature increases with the
amount of deposited InAs. The temperature depen-

Table 1.  Parameters of the samples under study

Sample InAs thick-
ness, MLs T, °C Formation 

time, s

1a 1.6 485 13

1b 1.6 450 4

1c 1.6 420 2

2a 1.5 485 >90

2b 1.5 450 20

2c 1.5 420 15

200 nm

Fig. 1. Bright-field TEM image for a sample with 1.6 InAs
MLs deposited at the substrate temperature T = 485°C in
the planar geometry; the image was obtained using (220)
reflection.
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dence of QD density is more complicated, since, after
the deposition of 1.5 InAs MLs at a substrate tempera-
ture of 420°C, the density was lower than at 450°C,
whereas for the effective thickness of 1.6 MLs, the
opposite relation manifested itself (Fig. 3). Figure 3
shows QD surface density plots obtained by processing
the TEM images for the samples with both 1.5 and
1.6 InAs MLs, and supplemented with data [12] on the
dependence of the density of the structure with 2 InAs
MLs on the thickness of InAs deposited at two different
surface temperatures (420 and 450°C). As the surface
temperature increases, we can see that, in the region of

200 nm

Fig. 2. Bright-field TEM image for a sample with 1.5 InAs
MLs deposited at the substrate temperature T = 450°C in
the planar geometry; the image was obtained using (220)
reflection.

1.5

2

1.6 1.7 1.8 1.9 2.0

3

4

5

6

7

Effective thickness of InAs, ML

Density of InAs islands, 1010 cm–2

1

2

Fig. 3. Dependence of the surface density of quantum dots
in the InAs/GaAs(100) system on the thickness of the
deposited InAs layer at the surface temperatures (1) 420 and
(2) 450°C.
InAs thickness above 1.6 MLs, the density of islands at
a given InAs thickness decreases while, at 1.5 MLs, the
density increases. Thus, near the critical thickness,
there exists a “reversal” of the temperature dependence
of the QD density, as illustrated in Fig. 3.

The behavior of the density of islands in relation to
the thickness of the deposited material and surface tem-
perature can be explained using the kinetic theory of
QD formation [11–15]. It was shown in [16] that the
formation of elastically strained QDs is possible only if
the thickness H of the deposited layer exceeds the equi-
librium thickness heq of the wetting layer (WL), H > heq.
This equilibrium thickness corresponds to equality of
the wetting and elastic energies in the WL [17]. For the
parameters corresponding to the InAs/GaAs(100) sys-
tem, estimations yield heq ≈ 1.0–1.1 MLs [12]. In the
case of deposition at a constant temperature T and a
constant deposition rate V, the critical thickness Hc is a
kinetic quantity equal to the maximum WL thickness at
which the island nucleation rate attains a maximum [14].
In the case of a supercritical deposition thickness, the
thickness of the WL h increases until the critical thick-
ness Hc is attained; during this process, the volume of
the islands is small and H ≈ h. After attaining the criti-
cal thickness, the thickness of the WL decreases, the
volume of the islands increases, and the amount of
deposited material H grows until the growth is stopped
at H = H0 = Vt0, where H0 is the thickness of the depos-
ited material at the instant when the source is switched
off and t0 is the switching-off time. In the absence of
desorption, the equation for material balance at the sur-
face is given by

(1)

where H(t) is the amount of deposited material, h(t) is
the average WL thickness (generally, taking into
account adatoms diffusing at the WL surface), G(t) is
the total volume of islands (expressed in MLs) per unit
area of the surface, and t is the deposition time. Accord-
ing to the theory of nucleation [14–16], the function G(t)
is determined by the islands’ nucleation rate I(t) and
growth rate v(t):

(2)

(3)

Here, ρ(t, t') is the “size” of an island, measured in the
units of the lattice constant, when nucleated at instant t'.
The nucleation rate I is normalized so that its dimension
is 1/s. In expression (2) and in what follows, we disre-
gard all constants on the order of unity. To apply for-
mula (2), it is necessary to choose an island size at
which the growth rate v(t) does not depend on ρ. It is
reasonable to assume [12–16] that, in the case of small

H t( ) h t( ) G t( ),+=

G t( ) const t'I t'( )ρ3/2 t' t,( ),d

0

t

∫=

ρ t' t,( ) τv τ( ).d

t'

t

∫=
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surface coverage, the islands absorb atoms from the
surface at a rate proportional to the their perimeters.
Thus, for the growth of three-dimensional islands of
linear size L, we have

(4)

Hence, up to a constant, the size ρ is the area of the base
of an island and the island volume is L3 ∝ ρ 3/2, thus giv-
ing the power of 3/2 in formula (2). Furthermore, it is
known from the theory of nucleation that the islands are
nucleated in a rather narrow time interval near the meta-
stability maximum of the system [18]. In our case, the
metastability maximum corresponds to the maximum
of elastic stress at the point of the maximum WL thick-
ness; therefore, the nucleation rate I(t) can be written as

(5)

Here, I(Hc) is the nucleation rate at h = Hc, F(Hc) is the
activated nucleation barrier at h = Hc, and the nucleation
rate must be proportional to the island growth rate v. The
function f in (5) is a rapidly decreasing function of its
argument and has a sharp maximum at t = tc = Hc/V
(tc is the growth time of the WL of critical thickness) [14].
The quantity ∆t is the duration of the stage of island
nucleation. It is clear from general considerations that
the higher the deposition rate, the faster the island
nucleation, since, in the case of supercritical thickness,
the time scale of change in the surface state is set by the
quantity 1/V. Therefore,

(6)

By differentiating (1) with respect to time and then set-
ting t = tc and taking into account that, by definition,
dh/dt = 0 at t = tc, dH/dt = V, and ρ(t', t) ≈ v (t – t') at tc
(for brevity, we write v  instead of v (tc)), we obtain,
from (2)–(5),

(7)

With allowance for (6), it follows from (7) that

(8)

The quantity on the right-hand side of (8) is much
greater than unity, since it contains the logarithm of a
very large quantity, namely, the ratio v /V of the island
growth rate (microprocess) and the deposition rate
(macroprocess) [14]. In [12–15], this ratio was called
the kinetic control parameter Q ≡ v /V; in the case of
MBE, its typical values are ~102–104. If we assume that
the island growth rate (due to diffusion from the sur-
face) has an Arrhenius temperature dependence, v  ∝
exp(–ED/kBT), then

(9)

d L3( )
dt

------------- L ρ L2.∝⇒∝

I t( ) I Hc( ) f
t tc–
∆t

----------- 
  v F Hc( )–( ) f

t tc–
∆t

----------- 
  .exp∝=

∆t
1
V
---.∝

V v 5/2 ∆t( )3/2 F Hc( )–( ).exp≈

F Hc( ) 5
2
--- v /V( ).ln=

Q v /V 1/V( ) ED/kBT–( ).exp∝≡
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Here, ED is the activation barrier for diffusion from the
surface into an island stimulated by elastic stresses [16].
Taking into account (5), (6), (8), and (9), we obtain the
following expression for the island density in the super-
critical region:

(10)

Hence, in the region of supercritical thickness, the island
density increases in response to an increase in the deposi-
tion rate, decreases as the surface temperature increases,
and weakly depends on the thickness of the deposited
layer (in the absence of secondary nucleation [19]).
Dependence (10) has a purely kinetic nature and is
almost unaffected by the thermodynamic characteris-
tics of the system.

Expression (8) relates the thermodynamics of a het-
eroepitaxial system (the activation barrier for the
islands) to the kinetics of MBE growth (the growth rate
and characteristics of the diffusive flow from the sur-
face into the islands). If the free energy of island forma-
tion is chosen as in [12–15], the activated nucleation
barrier is F(H) ≅  Te[T(H/heq – 1)2]. Then, we use (8) to
obtain the formula for critical thickness:

(11)

Here, Te is a quasi-equilibrium parameter of the dimen-
sion of temperature containing the energy characteris-
tics of the heteroepitaxial system (surface energy and
elastic modulus) and the lattice mismatch ε0 [12]. In
particular, it follows from (11) that, for the materials
under consideration, the critical thickness decreases as
the surface temperature increases and weakly depends
on the deposition rate.

In the case of a subcritical deposition thickness H0 < Hc,
the maximum metastability of the WL corresponds to
H = H0 (the maximum WL thickness under these cir-
cumstances). Thus, the nucleation rate I(H0) is much
less than I(Hc), and observation of subcritical InAs QDs
requires exposure to the As4 flow. The second important
difference is that the structure of the subcritical QDs
must be independent of the deposition rate V, since, for
a long exposure, the deposition rate is not important. In
the subcritical region, the stage of nucleation is a much
longer process than for the supercritical deposition
thickness. Therefore, the time scale of the nucleation
stage is no longer controlled by the deposition rate; i.e.,
it is not possible to use relation (6). In the subcritical
region, the duration of the nucleation stage can be esti-
mated from (2): the nucleation is stopped when the vol-
ume of the islands G(t) reaches unity,

(12)

N tI t( )d

0

∞

∫ Q 3/2– V3/2 3ED

2kBT
------------ 

  .exp≈ ≈ ≈

Hc heq 1
2
5
---

Te

T Qln
------------- 

 
1/2

+ .=

G t( ) v 5/2 ∆t( )5/2 F H0( )–( )exp 1.≈ ≈
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Table 2.  Qualitative behavior of the quantum dot morphology in an InAs/GaAs(100) system at different effective InAs thick-
nesses

InAs deposition thickness
Behavior of the density and size 
of the quantum dots as tempera-

ture increases

Behavior of the density and size 
of the quantum dots as the deposi-

tion rate increases
Regime

Less than 1.6 MLs Density increases
Size decreases

Do not change Thermodynamic

1.6–1.8 MLs – – Transition

1.8–2.5 MLs Density decreases
Size increases

Density increases
Size decreases

Kinetic
Hence, the duration of the nucleation stage is

(13)

The surface density of subcritical QDs is given by

(14)

Expression (14) contains only the thermodynamic char-
acteristics of the system (Te, T, H0, and heq) and does not
depend on the kinetics of MBE growth. The density of
subcritical islands increases as the surface temperature
and amount of deposited material increases.

However, the two limiting cases considered above
cannot be applied to a description of the transition
regime of island formation close to Hc, where both
kinetic and thermodynamic factors are important. Esti-
mation of the thickness range corresponding to the tran-
sition region [12] shows that the transition regime for
the InAs/GaAs(100) system corresponds to H0 = Hc ±
0.1 MLs, i.e., to the approximate InAs thickness range
1.6–1.8 MLs. Thus, this theoretical analysis makes it
possible to explain the observed effect of the “rever-
sion” of the temperature dependence of the island den-
sity near the critical thickness.

On the basis of the obtained experimental data and
their theoretical analysis, we can make some general
conclusions about the character of the dependence of the
morphology of InAs QDs observed on the GaAs (100)
surface on the parameters controlling the MBE growth
(the surface temperature T, deposition rate V, and effective
deposition thickness H0). These conclusions are listed in
Table 2. The quasi-stationary lateral island size LR is
defined as the average size attained by QDs after absorb-
ing all the H0 – heq MLs of the material from the surface.
From the equation of material balance, we obtain

(15)

i.e., the QDs’ size decreases as their density increases
and vice versa. We note that the behavior of the size in

∆t
1
v
----

2F H0( )
5

------------------- .exp∝

N tI t( )d

0

∞

∫ v F H0( )–( )∆texp≈ ≈

≈ 3
5
---

Te

H0/heq 1–( )2
--------------------------------– .exp

LR H0 heq–( )1/3N 1/3– ;≈
the subcritical region of the deposition thickness, as
indicated in Table 2, was predicted theoretically,
whereas the behavior of the density in both the subcrit-
ical and supercritical regions and of the size in the
supercritical region is confirmed by the experimental
results of this study and [11, 12].

In conclusion, we carried out experimental and the-
oretical investigations into the formation of InAs QDs
on a GaAs (100) surface at a subcritical InAs deposition
thickness (1.5–1.6 MLs). We discovered, using experi-
mental methods, and theoretically justified the forma-
tion of QDs in the subcritical region. We showed that,
in the subcritical and supercritical regions, the depen-
dences of the morphology of QDs on the surface tem-
perature are different. As the temperature increases, in
the region of subcritical thickness values, the QD density
increases and, in the region of supercritical thickness, it
decreases. The reversion of the temperature dependence
of the QD density near the critical thickness is related to
the fact that, in the subcritical region, the QD morphol-
ogy is thermodynamically controlled and, in the super-
critical region, it is kinetically controlled.
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Abstract—It is found that a magnetic field turns on intersubband electron relaxation as the Landau levels of
the spatial quantization subbands of a single heterojunction scan the Fermi level. The observed steady decrease
in intersubband relaxation time as the magnetic field increases is attributed to the addition of electron–phonon
interaction to electron–electron interaction. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

It is known [1–3] that Shubnikov–de Haas magne-
toresistance oscillations experience amplitude–fre-
quency modulation in heavily doped nanostructures
under conditions in which electrons fill not only the
ground spatial-quantization subband (with energy cor-
responding to the conduction-band bottom Em) but also
the excited (Ep) subband. The observed features were
attributed to intersubband electron–electron (e–e) inter-
action. Kinks in the magnetic-field dependence of the
oscillation amplitude δ(1/B) directly indicate that there
is competition between the intrasubband and intersub-
band relaxation processes [4–6]. In this study, the phys-
ical conditions for modulation (induced by a magnetic
field) of the oscillation amplitudes for two-dimensional
(2D) and quasi-2D electrons in the Em and Ep spatial-
quantization subbands are analyzed. It is shown that the
characteristic kinks in the δ(1/B) curve correspond to
resonance crossing of the borderline Fermi level EF by
Nm and Np Landau levels, which turns on the intersub-
band e–e interaction. If a level with the number Nm is
found in the gap between the Landau levels Np and
Np + 1, the intersubband e–e interaction is suppressed.
Experiments involving AlxGa1 – xAs(Si)/GaAs samples
(x = 0.28) are analyzed in detail; in addition, the exper-
imental data presented in [1, 3] are processed.

2. EXPERIMENTAL

Oscillations of the magnetoresistance in hetero-
structures with a 2D electron concentration of (8.2–
12.2) × 1011 cm–2 in a magnetic field as high as 7.4 T
and in the temperature range 1.69 K ≤ T ≤ 20.2 K are
analyzed. The filling of two spatial-quantization sub-
bands with energies corresponding to the conduction-
band bottom (Em and Ep) is characteristic of the above
range of electron concentrations.

Figure 1 shows the magnetic-field dependences of
amplitudes of the Shubnikov–de Haas oscillations
1063-7826/05/3907- $26.00 0826
δ(1/B) for 2D electrons in the Em subband and for quasi-
2D electrons in the Ep subband of spatial quantization for
one of the samples; the dependences are normalized by
taking into account the finite temperature of the sample.

Approximations a, c, and e of portions of the δ(1/B)
dependence were obtained using a modified method [7];

as a result, a single pole (focus)  was revealed.
This circumstance indicates that there is a common (for
portions a, c, and e) mechanism of nonthermal broad-
ening that depends parametrically on the magnetic
field. The variation in the slope of the dependences
δa, c, e(1/B) for portions a, c, and e indicates that the Din-

gle temperature increases according to  <  < .
A poorly pronounced tendency towards variation in the

slope δb, d(1/B) is observed for portions b and d (  < ).

3. DISCUSSION

Figure 2 shows a diagram representing scanning of
the Fermi level by Landau levels with the numbers Nm

and Np. The Fermi level is taken as the energy origin;
i.e., EF = 0. The regions of the kinks a–b, b–c, and c–d
in the dependence δ(1/B) are also indicated in Fig. 2.
Qualitative representation of the scanning of the Fermi
level by the Landau energy subbands E(kz) and the den-
sity-of-states functions D(E) and g(E) for 2D electrons
in the Em subband and quasi-2D electrons in the Ep sub-
band of spatial quantization is also given. According to
estimations of the characteristic scales, the electrons in
the Ep subband are quasi-two-dimensional and the
function gp(E) is close to the bulk function for the Lan-
dau levels Np = 0, 1, 2.

Transitional regions a–b and c–d in the dependences
δ(1/B) correspond to resonance magnetic fields at
which the Fermi level is crossed by the Landau levels
Nm = 13 (8) and Np = 2 (1) of the Em and Ep subbands.

Φm
a c e, ,

TD
a TD

c TD
e

TD
b TD

d

© 2005 Pleiades Publishing, Inc.
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The a–b kink is almost of the resonance type; in con-
trast, there is a certain mismatch in the c–d transition:
the Landau level with the number Nm = 8 intersects the
Fermi level earlier (with respect to the magnetic field)
than the Landau level Np = 1.

As can be seen from the energy diagram, regions a–b
and c–d correspond to physical conditions that are con-
ducive to manifestation of intersubband interaction.
Under these conditions, the maxima of the density-of-
states function D(E) for 2D electrons and g(E) for
quasi-2D electrons coincide with the Fermi level in
relation to their energy to within k(T + TD). The mag-
netic field in the b–c region of the δ(1/B) dependence
corresponds to an intermediate situation where the Lan-
dau level Nm = 10, which intersects the Fermi level, is
found in the energy gap between the levels Np = 2 and 1.
The maximum of D(E) is found in the region of the tail
of the density of states g(E) at Np = 2 and in the region
of the upper energy tail of g(E) at Np = 1. It is this cir-
cumstance that causes the reduction (sometimes a com-

2

1
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Φa, c, e
m

1/B, T–1

δ,
 a
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. u

ni
ts

0 0.2 0.3 0.4 0.5 0.6 0.7 0.8

3

4

5

6

7
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Np

3
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1
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e

d

b

c

a

,
,

Nm

Fig. 1. Magnetic-field dependences of the normalized
amplitude of magnetoresistance oscillations for the
(1) ground Em and (1*) excited Ep subbands in sample 39A-III
of AlxGa1 – xAs(Si)/GaAs (x = 0.28). The concentration of

2D electrons nm = 10.6 × 1011 cm–2 and the concentration

of quasi-2D electrons np = 0.88 × 1011 cm–2. T = 4.2 K. The
squares (3) and circles (4) respectively indicate the posi-
tions of maxima and minima in the oscillations.
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plete suppression) of intersubband interaction between
2D and quasi-2D electrons in the Em and Ep subbands.

In order to illustrate the correspondence between the
situation under discussion and the transitional regions
in the dependence δ(1/B), the scales of the Landau level
numbers are shown in Fig. 1. It can be seen that the
transition from portions b and d to steps c and e corre-
sponds to half-integer values of Np whereas the transi-
tion from steps a and c to regions b and d corresponds
to integer values of Np.

It follows from the expression for the Fermi energy

,

that the field Bmp = Bm = Bp corresponds to a simulta-
neous (with respect to the magnetic field) intersection
of the Fermi level by the Landau levels Nm and Np. The
field Bmp = Bm = Bp is given by

(1)

EFm p,

e"Bm p,

m*
----------------- Nm p,

1
2
---+ 

 =

Bmp π"/e( )∆nm p, /∆Nm p, ,=

EF = 0

E, meV

Ep

–10

–20

–30

1 2 3
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a b c d

NmE(kz) Np NmE(kz) Np NmE(kz) Np
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k(T + TD)

13
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Nm = 14
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1
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91213

2

1

7
14

Fig. 2. Diagram illustrating the scanning of the Fermi level
(EF = 0) by the Landau quantum levels Nm and Np; by the
Landau subbands E(kz); and by the density-of-states func-
tions D(E) (for 2D electrons) and g(E) (for quasi-2D elec-
trons) in the subbands Em and Ep, respectively. The regions
corresponding to resonances a–b and c–d and also the
region (b–c) corresponding to the position of the level Nm in
the gap between the levels Np and Np + 1 are shown. Sam-
ple 39A-III, T = 4.2 K.
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where ∆nm, p = nm – np and ∆Nm, p = Nm – Np. Only a
technology-related spread in the value of ∆nm, p can
account for the fact that a broad spectrum is observed
for amplitude–frequency modulation of the shape of the
magnetoresistance oscillation. The modulation factor
can vary from 100% to almost zero.

It was found that the observed special features of the
dependences δ(1/B) could be reasonably and systemat-
ically explained by taking into account the notion [5, 6]
that intrasubband and intersubband e–e interactions
play a role in origination of the collisional broadening
of the Landau levels.

The time τq = "/2πkTD is a combination of the con-
tributions made by the independent intrasubband

(  = ) and intersubband (  = ) channels:

 = , where i = m, p, mp. In the situation

corresponding to segments b and d in the dependence
δ(1/B), the intersubband interaction is suppressed as a
result of the energy gap between D(E) and g(E). The
maxima of D(E) for Nm = 11–9 are found in the g(E) gap
between Np = 2 and 1. The time of nonthermal broaden-
ing depends on the time of intrasubband relaxation for
the 2D and quasi-2D electrons as follows:

(2)

As the magnetic field increases, with the result that the
maximum of g(E) with Np = 2 (1) approaches the max-
imum of D(E) with Nm = 12 (8) and there is an almost
resonance-type situation, intersubband e–e interaction

τee
intra τee

m p, τee
inter τee

mp

τq
1– τee

i( ) 1–

i∑

1

τq
b d,-------- 1

τee
m

------
1

τee
p

------.+=

Table 1.  The time of collisional broadening τq = , , …
corresponding to portions a, b, … in the dependence δ(1/B)

, 10–13 s a b c d e f T, K

Our data 1.37 4.79 1.12 4.60 0.67 – 4.2

[1] 9.8 28.0 8.6 24.7 7.9 20.9 3.9

[3] 7.7 10.2 6.25 10.2 4.59 – 1.2

τq
a τq

b

τq
i

of the 2D and quasi-2D electrons in the Em and Ep sub-
bands comes into effect. In this case,

(3)

The values of the parameter  that appears in (3) are
different in regions a, c, and e. The existence of a single

pole (focus)  testifies to the fact that the mecha-
nism limiting the oscillations in regions a, c, and e is
invariable. However, the variation in the slope of the
corresponding segments indicates that one of the com-
ponents in formula (3) has a parametric magnetic-field
dependence. Therefore, the times of intersubband e–e
interaction and the time of electron–phonon interaction

τe–ph should be included (in addition to ) in  [2, 8].
It is the dependence of τe–ph on the magnetic-field
strength that is the cause of the variation in the slope of
the curve δ(1/B) in portions a, c, and e.

According to (2) and (3), we should expect that

(4)

The slopes of the dependence δ(1/B) in regions a–e
(Fig. 1) and the slope in region f [1] were used to esti-

mate the values of , , and so on, and the results are
listed in Table 1. The estimates of τq obtained by pro-
cessing the experimental data reported in [1, 3] are also
listed. It can be seen that the times obtained experimen-
tally are in good agreement with those expected accord-
ing to relations (4).

The data listed in Table 1 and formulas (2) and (3)

were used to estimate the values of . The results of
the calculations are listed in Table 2. It can clearly be

seen that the estimates for  are almost the same for
transitions from region a irrespective of the compo-
nents (a–b, a–d, or a–f) used to construct expressions (2)
and (3). A similar conclusion is valid concerning the

values of  for regions c and e. Attention should be

drawn to the decrease in the value of  occurring as
the magnetic-field intervals for the corresponding
regions increase; i.e.,

1

τq
a c e, ,----------- 1

τee
m

------ 1

τee
p

------
1

τq
mp

-------.+ +=

τq
mp

Φm
a c e, ,

τee
mp τq

mp

τq
a τq

c τq
e , τq

b τq
d, and τq

d τq
c .> > > >

τq
a τq

b

τq
mp

τq
mp

τq
mp

τq
mp

τq
mp a( ) τq

mp c( ) τq
mp e( ).> >
Table 2.  The intersubband-relaxation time  for portions a, c, and e in the dependence δ(1/B) with respect to portions b,
d, and f

, 10–13 s
a – c – e –

a – b a – d a – f c – b c – d c – f e – b e – d e – f

Our data 1.97 2.0 – 1.4 1.45 – 0.82 0.82 –

[1] 14.4 16.5 18.5 12.4 13.0 14.5 11.0 11.6 12.8

[3] 31 31 – 16.5 16.5 – 8.2 8.2 –

τq
mp

τq
mp
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It was assumed in the calculations that the quantities

 and  are independent of the magnetic field, since
they are related only to e–e interaction. The fact that
segments b and d in the dependence δ(1/B) are almost
parallel to each other (see Fig. 1), as well as the results of
processing the experimental data reported in [1, 3], can
serve as indirect verification of the above assumption.

An analysis of the times of the intersubband e–e

relaxation  (Table 2) shows that these values are
slightly larger than those of the intrasubband e–e relax-

ation  (Table 1). This inference is in agreement with
the results of a comparison of corresponding parame-
ters performed using other independent methods [3, 9].

4. CONCLUSION

Thus, modulation of the time taken for nonthermal
collisional broadening of the Landau levels by a quan-
tizing magnetic field is ascertained. The mechanism of
this modulation is related to a periodic initiation and
suppression of intersubband e–e interaction. A varia-
tion in the magnetic field brings about scanning of the
Fermi level by a system of Nm and Np Landau levels of
the ground Em and excited Ep subbands of spatial quan-
tization. If resonance crossing of the Fermi levels by the
maxima of the density of states D(E) and g(E) for 2D
and quasi-2D electrons occurs, intersubband e–e inter-
action (with an admixed electron–phonon relaxation)
comes into effect. Away from the resonance, in a situa-
tion where the Landau level Nm is found in the gap
between the levels Np and Np + 1, intersubband interac-
tion is suppressed and the nonthermal broadening of the
Landau levels is controlled by intrasubband e–e inter-
action. In addition to the modulation of the collisional-
broadening time for the Landau levels, it is found that
this time decreases nonmonotonically with an increase
in the magnetic field. The cause of this decrease is
related to the magnetic-field dependence of the time of
electron–phonon relaxation.

τee
m τee

p

τq
mp

τq
i
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Nonmonotonic dependences δ(1/B), similar to those
shown in Fig. 1, were observed by Coleridge [1]. How-
ever, the discussion was restricted to comparison of an
averaged approximation of δm(1/B) in the Em subband
with that of δp(1/B) in the Ep subband.

The observed modulation of electron–electron inter-
actions by a magnetic field is accompanied by initiation
or suppression of the intersubband component and is
similar to stimulation of the intervalley transitions
known as 2.5-order phase transitions [10].
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Abstract—X-ray spectroscopy has been used to obtain data on the local electronic and atomic structure of
a-SixC1 – x:H(Er) alloys produced by plasma-enhanced chemical vapor deposition (PECVD) with various rela-
tive amounts of silane and methane in the gas mixture (x = 0.3–0.9). It is shown that the alloys contain silicon
and carbon atoms in different coordination environments. Silicon is observed as elementary amorphous
silicon and silicon carbide, and the relative amounts of these phases in the films depend on the composition
of the gas mixture. Carbon atoms can form bonds with silicon in a coordination close to that found in crys-
talline silicon carbide, with a noticeable amount of C–H bonds also appearing. In addition, carbon can
form an elementary carbon phase with various coordination numbers characteristic of graphite and diamond
in the film. © 2005 Pleiades Publishing, Inc.
Amorphous a-SiC:H alloys are of particular interest
in their role as wide-bandgap materials for electronics
and solar power engineering and as materials for wear-
resistant coatings. In addition, they deserve special
attention from the standpoint of the physics of disor-
dered systems, as various types of compositional disor-
der can be created in them.

The aim of this study was to obtain, using X-ray
spectroscopy methods, data on the local electronic and
atomic structure of a-SixC1 – x:H(Er) alloys prepared by
plasma-enhanced chemical vapor deposition (PECVD)
with various relative amounts of silane and methane in
the gas mixture (x = 0.3–0.9).

Information about the energy distribution of silicon
valence electrons in the films under study was obtained
from Si L2, 3 emission spectra (soft X-ray emission spec-
troscopy (SXES)), which reflect the distribution of the
density of 3s states of Si, recorded with an RSM-500
spectrometer-monochromator. Data on the type of den-
sity-of-states distribution for silicon and carbon near
the bottom of the conduction band were obtained from
spectra of the quantum yield of X-ray photoemission
near the Si L2, 3 and C K edges (provided by X-ray
absorption near-edge structure (XANES) spectroscopy).
These spectra yield information about the near-edge fine
structure of X-ray absorption by a-SixC1 – x:H(Er) and
reflect the distribution of Si 3s states and C 2p states in
the conduction band. The XANES spectra were
recorded on the Russo-German channel of the BESSY-II
synchrotron.
1063-7826/05/3907- $26.00 0830
The energy distribution of the emission intensity
I(E) depends on the number of electrons that have
passed from a certain region of the valence band to a
core level vacancy and is described by the expression

(1)

where M0 f = H'ψfdr is the matrix element for the

transition from an f state in the valence band, character-
ized by the wave function ψf and energy Ef , to a core
level with the wave function ψ0, and H' is the electro-
magnetic field perturbation operator. The total density
of electronic states g(E) is given by the expression

(2)

where V is volume.

Comparison of expressions (1) and (2) suggests that,
because of the strong localization of the core function ψ0
of an emitting atom, the intensity I(E) reflects the den-
sity of electronic states whose wave functions make a
noticeable contribution in the vicinity of this atom, i.e.,
the energy distribution of the local density of electronic
states [1, 2].

Data on the distribution of states in the conduction
band were obtained from the spectral dependence of the
quantum yield of photoemission in the X-ray range,

I E( ) δ E E f–( ) M0 f
2,

f

∑∝

ψ0*∫

g E( ) 1
V
--- δ E E f–( ),

f

∑=
© 2005 Pleiades Publishing, Inc.
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which is proportional to the absorption coefficient µ
near the absorption edges:

(3)

Emission spectra of various samples of a-SixC1 – x:H(Er)
alloys are shown in Fig. 1. The compositions of the ini-
tial gas mixture, normalized to unity, are listed in the
table. It can be seen that the shape of the spectra varies
in response to the composition of the gas mixture. In
order to analyze this variation, which reflects the varia-
tion of the phase composition of the films, these spectra
were compared with typical spectra of a-Si:H and
a-SiC:H, which were used as reference spectra (Fig. 2).

The spectrum of amorphous hydrogenated silicon a-
Si:H has the following characteristic shape: a broad
main peak at 89–92 eV, which corresponds to Si 3s
states, and a rather strong shoulder in the a-Si:H spec-

µ E( ) δ E Ek–( ) Mk0
2.

k

∑∝
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Fig. 1. Si L2, 3 X-ray emission spectra of the samples under
study: (points) experimental data and (solid lines) the result
of modeling.
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trum to the right of the main peak, which is due to
hybridization of the Si 2s state and Si 3p states consti-
tuting the top of the valence band.

The spectrum of amorphous silicon carbide has
three characteristic peaks. The main peak, with the
highest intensity, is associated with Si 3s states and lies
at ~91 eV. A broader and less intense peak correspond-
ing to the 2p states of carbon, hybridized with Si 3s states,
lies at 96 eV. The third feature, a weakly pronounced
peak at 85 eV, corresponds to C 2s states with an admix-
ture of Si 3s states.

Visual analysis of the spectra in Figs. 1 and 2 shows
that, as we would expect, the spectrum of sample EA39,
which had the lowest content of carbon, is close to the
reference spectrum of a-Si:H. As the concentration of
carbon in the gas mixture increases, the shape and posi-
tion of the peaks in the spectra of the samples under
study gradually change, acquiring a number of features
characteristic of the spectra of a-SiC:H. In order to
quantitatively account for the data thus observed, a
phase analysis of the samples was performed using the
procedure described in [3], which consists in mathe-
matical modeling of the spectra of the samples under
study on the basis of the spectra of the reference sam-
ples of a-Si:H and a-SiC:H (Fig. 2).
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Fig. 2. Si L2, 3 emission spectra of the references used in
modeling the spectra of the films.
Phase composition of a-SixC1 – x : H〈Er〉  films in relation to the composition of the gas mixture

Sample
no.

Composition
of the gas mixture

Amount of a refer-
ence phase, % Error,

%

Type of coor-
dination

of C atoms
Phase composition of samples C–H

SiH4 CH4 a-Si:H a-SiC:H

EA39 0.9 0.1 100 – 5 SiC a-Si:H, SiC, C–H +

EA40 0.8 0.2 87 13 2 sp2 + sp3 a-Si:H, a-SiC:H, C(sp2 + sp3) –

EA41 0.7 0.3 79 21 3 SiC a-Si:H, a-SiC:H, SiC, C–H +

EA42 0.6 0.4 83 17 3 sp2 + sp3 a-Si:H, a-SiC:H, C(sp2 + sp3) –

EA43 0.4 0.6 74 26 4 sp2 + sp3 a-Si:H, a-SiC:H, C(sp2 + sp3) –

EA44 0.3 0.7 66 34 6 SiC a-Si:H, a-SiC:H, SiC, C–H +
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The results of this modeling are shown in Fig. 1
(solid line) in comparison with the experimental spectra
(points). It can be seen that the model spectra are in
good agreement with the experimental data. Therefore,
it can be stated that the relative amounts of a-Si:H and
a-SiC:H phases, listed in the table, are close to the true
values. The variation of the phase composition, shown
in Fig. 3, reflects the tendency toward formation of
a-SiC:H in the samples in response to a change in the
composition of the gas mixture.

Thus, the mathematical analysis confirms that, for
all the samples prepared from gas mixtures containing
10 to 70% CH4, the composition of the films is at least
two-phase and the silicon atoms have two different
local environments: one close to that in elementary
amorphous silicon and the other similar to that in sto-
ichiometric silicon carbide. As the content of carbon in
the alloy increases (from sample EA39 to EA44), the
fraction of the carbide phase rises to 35% at a 70% CH4
concentration in the gas phase.

The absorption spectra silicon L2, 3 (XANES) con-
firm that a-Si:H and carbide phases are present in the
samples. Figure 4a shows Si L2, 3 XANES spectra of the
films under study and Fig. 4b shows spectra of the ref-
erence samples of crystalline Si (c-Si), a-Si:H, and
SiO2. The spectra of the X-ray photoemission from SiC
(α and β modifications), used here as reference spectra,
were reported in [4, 5].

A comparative analysis demonstrated the presence
of two types of spectra:

(1) For some of the samples (EA39 and EA44), the
main peak lies at around 107–107.5 eV and weak
shoulders are present at 104.5 and 105.5 eV. These fea-
tures become more pronounced as the concentration of
carbon in the gas mixture is raised. One more shoulder
at 108.5 eV (position of the main peak in SiO2 and com-
mon for surface states of Si) is smoothed out if we con-
sider sample EA44 instead of sample EA39. This
means that the type of local environment of the
Si atoms is close to that characteristic of SiC.
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Fig. 3. Content of a-SiC vs. the amount of CH4 in the gas
mixture for samples EA39–EA44.
(2) For other samples (EA40 and EA42), the shape
of the spectrum and the energy position of the spectral
features, as well as that of the absorption edge
(~100 eV), are similar to those observed for the a-Si:H
reference, which confirms that an amorphous silicon
phase predominates in these films. A weak shoulder at
104.4–105.5 eV reveals the presence of a minor amount
of carbon in the Si environment.

(3) The spectra of samples EA41 and EA43 show
features of both types, which may indicate that a carbon
layer (up to 5 nm thick) is possibly present on the sur-
face of the two-phase films.
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Fig. 4. Si L2, 3 XANES spectra: (a) a-SixC1 – x:H samples
produced from gas mixtures with various relative amounts
of the components and (b) a typical sample (EA42) and ref-
erence samples of c-Si, a-Si:H, and SiO2.
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Analysis of the C K absorption spectra (XANES)
shown in Fig. 5 demonstrates the existence of two types
of spectra, which do not show any gradual variation in
their shape in response to the composition of the gas
phase (nor do the Si L2, 3 XANES spectra of these
films). Comparison of the spectra with the published
data [6–8] suggests the following:

(i) In some of the samples (EA39, EA41, and
EA44), the main absorption edge lies at ~287 eV, which
is close to the position of the main absorption edge of
crystalline SiC (~286 eV), but the spectrum contains an
additional peak at 288 eV, which is associated with
C−H bonds [7]. Therefore, the local environment of
carbon is close to that characteristic of silicon carbide.

(ii) Other samples (EA40, EA42, and EA43) show
two types of carbon coordination: diamond-like sp3

(a broadened absorption edge at about 290 eV) and
graphite-like sp2 (a broad peak at 284–286 eV, charac-
teristic of graphite). The spectra obtained are close to
those of the two-phase films studied in [8].

Thus, the results obtained indicate that carbon may
have different coordination numbers in the films studied.

The data obtained are summarized in the table,
which lists the following: the phase composition of the
films (relative amounts of a-Si:H and a-SiC:H), found
by means of a modeling analysis of the emission spec-
tra of the films in comparison with reference spectra,
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Fig. 5. C K XANES spectra of the a-SixC1 – x:H samples
under study.
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and the accuracy of these determinations (Figs. 1–3);
coordination of carbon atoms, found by analysis of C K
XANES spectra in Figs. 5 and 6; data on the existence
of C–H bonds, indicated by the characteristic peak at
288 eV in the C K XANES spectra (Fig. 5); and phase
composition of the a-SixC1 – x:H(Er) films under study
(in the summarizing eighth column).

Thus, the results obtained in our study of
a-SixC1 – x:H(Er) films PECVD-grown from gas mix-
tures with various relative amounts of the components
SiH4 and CH4 demonstrated that the films incorporate
silicon and carbon atoms with different coordination
numbers. Silicon is observed as elementary amorphous
silicon and silicon carbide, and the relative amounts of
these phases in the films depend on the composition of
the gas mixture. Carbon atoms can form bonds with sil-
icon in a coordination close to that found in crystalline
silicon carbide, with a noticeable amount of C–H bonds
also being formed. In addition, carbon can form a phase
of elementary carbon with different coordinations of
atoms, characteristic of both graphite and diamond, in
the films.
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(EA41 film, diamond, SiC, and graphite) [6]; and two-phase
CVD diamond film [8].
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Abstract—The infrared transmittance spectra and dark conductivity of wafers fabricated from nanocrystalline
silicon powder (nc-Si) have been studied. The initial nc-Si powder is first synthesized by laser-induced silane
dissociation, with the temperature of the surrounding buffer gas varied from 20 to 250°C, and then compacted
at pressures from 108 to 109 Pa. It is found that compaction of the nc-Si powder results in formation of Si–H,
Si–CHx , and Oy–Si–Hx structures (x, y = 1–3). The formed structures break down under annealing, with the
Si−H and Si–CHx complexes disintegrating at the lowest annealing temperature (t = 160°C). The dark conduc-
tivity of the nc-Si wafers is shown to increase along with the buffer gas temperature at which the starting
powder was prepared. Two temperature regions are found in which the dark conductivity behaves in radi-
cally different ways. At wafer temperatures T ≥ 270 K, conductivity is mediated by free carriers, whereas,
at lower temperatures, electron transport is governed by hopping conduction over localized states in the band gap.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Nanocrystalline silicon (nc-Si) is a promising mate-
rial in relation to the production of optoelectronic devices
(such as solar cells and thin-film transistors [1], gas sen-
sors [2, 3], and nanostructured ceramic material [4]).

The structural element most frequently employed in
studies of the properties of nanocrystalline silicon is
thin (10–100 nm) films deposited on various substrates.
The technology used to fabricate such films is based on
deposition of Si clusters onto a substrate. The clusters
are formed in an RF discharge plasma as a result of the
dissociation of silane molecules (plasma-enhanced
chemical vapor deposition (PECVD)).

Silane molecules (SiH4) can also be dissociated by
heating a silane jet with radiation from a CW CO2 laser
(laser-induced chemical vapor deposition (LICVD)).
This heating is made possible by the fact that the most
intense CO2 laser emission lines, for instance, P(18)
and P(20) (which have wave numbers ν18 = 945.98 cm–1

and ν20 = 944.19 cm–1), are found in the absorption
band of SiH4 molecules. This band is related to bending
vibrations and is centered near the wave number  =

970 cm–1 [5]. However, since the center of this band and
the intense laser emission lines are widely spaced, the
absorption in silane is not sufficiently strong, which
reduces the laser-induced heating efficiency. This diffi-
culty can be surmounted by obtaining lasing at other
rotational levels of the 0001–1000 vibrational transition
in CO2 molecules with the use of a diffraction grating

νSiH4
1063-7826/05/3907- $26.00 ©0835
installed in the CO2 laser cavity; however, this proce-
dure would involve unavoidable laser power losses and
a corresponding increase in technological costs.

In order to attain noticeable absorption of CO2 laser
radiation, it is necessary to maintain a sufficiently high
pressure in the silane jet. Since the transverse expan-
sion of the jet characteristic of LICVD is restricted by
the coaxial flow of a buffer gas (argon or helium) that
propagates parallel to the jet and is involved in the for-
mation of silicon particles, it is also necessary to main-
tain a fairly high pressure of the buffer gas in the reactor
chamber. For this reason, the technology involved in the
preparation of nanosized Si particles associated with
CO2-laser-induced decomposition of silane can be real-
ized only at reactor buffer gas pressures of *100 Torr.
At the same time, as has been shown by numerous stud-
ies (see, e.g., [6]), the average particle size, when all the
other conditions are equal, increases with the buffer gas
pressure in the reactor chamber. Therefore, this tech-
nology permits preparation of Si powder with a maxi-
mum in the particle-size distribution in the region
of *10 nm.

In order to reduce the buffer gas pressure but main-
tain the level of laser radiation absorption in the silane
jet, we heated the buffer gas in the area of nanoparticle
formation to a temperature of 200–300°C. This heating
gave rise to an increase in the original silane jet temper-
ature and a substantial rise in the absorption of the CO2
laser radiation in the jet. As a result, we succeeded in
initiating an optical discharge at buffer gas pressures
 2005 Pleiades Publishing, Inc.
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≥50 Torr at a focused laser radiation intensity of
~103 W/cm2.

By increasing the buffer gas temperature in the syn-
thesis zone, we can also control the structure of the
forming Si particles. This effect is primarily due to the
enhanced diffusive mobility of the Si atoms, which
accounts for the formation of nanocrystals with a lower
defect concentration [7]. In addition, at higher buffer
gas temperatures, hydrogen atoms present in the prod-
ucts of the silane dissociation penetrate more inten-
sively into the Si nanoparticle network, as they passi-
vate lattice defects, such as monovacancies and diva-
cancies, that are formed in the course of particle
synthesis.

2. EXPERIMENTAL

The initial powdered samples of nanosized silicon
were obtained in a gas dynamic reactor at SiH4 and Ar
(used as the buffer gas) flow rates of 100 and
1000 cm3/min, respectively. The average particle size
in nc-Si powder samples prepared at a buffer gas tem-
perature tAr = 20°C was ~20 nm [8].

Near the zone where the nanoparticles were pro-
duced, the buffer gas was heated to 300°C by a
Nichrome spiral, which was contained in a high-tem-
perature ceramic material mounted on a vertical cylin-
drical quartz cup. The gas temperature was measured
using a thermocouple fixed on the inner cup wall (see
Fig. 1). The opposite sides of the cup were pierced by

SiH4

Ar

CO2 laser beam

1

2
3

4

Fig. 1. Schematic representation of the chamber used in the
synthesis of the nanocrystalline silicon powder. (1) A quartz
cylinder, (2) a heater for the buffer gas flow, (3) a thermo-
couple, and (4) the synthesized nc-Si powder.
holes to let the focused CO2 laser beam heating the
silane jet pass through.

Powder samples contained in a special hardened-
steel die were compacted at pressures ranging from 108

to 109 Pa, which produced disc-shaped wafers that were
50- to 100-µm thick and 1 cm in diameter.

The nc-Si wafers and initial powder samples were
annealed in an argon atmosphere at temperatures of up
to 400°C and in vacuum at up to 800°C.

The transmittance spectra of the initial nc-Si powder
and of the wafers fabricated from it were measured with
a Specord-800 double-beam spectrophotometer with a
resolution of 4 cm–1.

In order to measure the dark conductivity, the
nanocrystalline silicon wafers were clamped between
two titanium discs with a diameter of 1 cm, which
served as electrodes. The titanium electrodes were cho-
sen, after a series of measurements with electrodes
compossed of different metals, because they exhibited
the lowest contact resistance (0.8 Ω) when brought in
contact with reference wafers of doped crystalline n-Si
with a resistivity of 10 Ω cm.

The dark conductivity measurements were per-
formed during the first three hours after the preparation
of the powder and fabrication of the wafers when the
surface oxide layer was still sufficiently thin. The
ohmic character of the titanium/nc-Si contacts was con-
firmed by the linear run of the I–V curve for each sam-
ple. In order measure the current passing through an nc-
Si wafer, it was connected in series to a precision resis-
tor and the voltage drop across this resistor was then
measured using a Shch-68003 high-resistance voltme-
ter. The sign of the thermopower, when determined in
the same geometry, showed that all the wafers had
n-type conductivity.

3. INFRARED ABSORPTION SPECTRA

The transmittance spectra of the initial nc-Si sam-
ples prepared at different buffer gas temperatures differ
very little from each other and contain very poorly pro-
nounced vibrational bands (Fig. 2, curve 1). Compac-
tion of the powder, however, initiates formation of
intense absorption bands centered at 2070, 2170, 2210,
2850, 2930, 2990, and 3420 cm–1 (identified with arrows).

A characteristic feature of the absorption peak near
2070 cm–1 is the dependence of its height on the buffer
gas temperature tAr in the nanoparticle formation zone.
Figure 2 shows the transmittance spectra of wafers fab-
ricated from nc-Si powders synthesized at different
buffer argon flow temperatures (curves 2, 3). A compar-
ison of these spectra shows that the intensity of the peak
at 2070 cm–1 is noticeably higher than the intensities of
the peaks located near 2170 and 2210 cm–1 if the initial
powder was formed at a higher temperature. Since the
band at 2070 cm–1 is related to vibrational absorption
by Si–H bonds [9], the increase in the peak height sug-
SEMICONDUCTORS      Vol. 39      No. 7      2005
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gests that the hydrogen concentration in the nc-Si pow-
der samples synthesized at higher temperatures is higher.

Annealing the wafers in an argon atmosphere for
30 min results in the disappearance of the peaks cen-
tered at 2070, 2170, 2850, 2930, and 2990 cm–1, with
the annealing temperature needed for the 2070, 2850,
2930, and 2990 cm–1 peaks to vanish being low (t =
160°C) whereas the 2170 cm–1 peak disappears only at
temperatures above 300°C.

At the same time, the absorption intensity in the
peak at 2210 cm–1 hardly changes if the wafer is
annealed in argon up to t = 300°C. Noticeable changes
in the shape of this peak are observed to occur after the
annealing temperature reaches 400°C. Annealing in
vacuum for 30 min at 700°C results in complete disap-
pearance of this peak. At argon annealing temperatures
above 400°C, the broad absorption band centered at
3420 cm–1 noticeably decreases in height; interestingly,
the disappearance of this band is accompanied by for-
mation of a fairly narrow peak at a wave number of
3750 cm–1.

The peak at 2210 cm–1 is related to vibrational
absorption in the O3–Si–H structures [10, 11], and the
absorption band at 2170 cm–1 may be associated with
the existence of both SiH2–SiH3 chain structures [12]
and O2–Si–H2 groups [13]. In order to identify which of
these structural groups accounts for the band, we per-
formed a comparative analysis of the transmittance
spectra of a wafer annealed in argon and of another
wafer fabricated from nc-Si powder that was prean-
nealed in the same conditions (see Fig. 2, curves 5 and 4).
It was found that preannealing the powder barely
affects the intensity of the absorption bands centered at
2210 and 3420 cm–1, whereas the other bands can be
eliminated by this procedure. Hence, the 2210 and
3420 cm–1 bands are thought to originate from the pres-
ence of structural oxygen-containing bonds in the
nanosized-silicon wafers. The change observed in the
intensity of the absorbance peak centered at 2170 cm–1

and associated with the wafer made of preannealed
powder occupies an intermediate place in the dynamics
between the bands at 2210 and 3420 cm–1 and the other
absorption bands. More specifically, the height of the
2170 cm–1 peak associated with the preannealed start-
ing powder decreases relative to that of the 2210 cm–1

peak, but the decrease in the absorption is substantially
smaller than that of the other peaks. We may therefore
safely maintain that the peak at 2170 cm–1 is also
accounted for by the presence of oxygen-containing
bonds, i.e., of O2–Si–H2 groups, in the structural net-
work of nanoparticles in the wafer under study. If the
band centered at 3420 cm–1 is assigned to vibrational
absorption by water molecules [5], the most probable
cause of the appearance of the above peaks is exposure of
the initial powder to a moisture-containing atmosphere.

Water adsorption on the surface of the nanoparticles
may also be responsible for the absorbance peak near
3750 cm–1, which, as has already been mentioned,
SEMICONDUCTORS      Vol. 39      No. 7      2005
appears in the spectra of the wafers annealed at temper-
atures t > 400°C. According to [14, 15], this peak can
be assigned to vibrational absorption by O–H groups in
≡Si–OH bonds. Such bonds form, in this case, in the
reaction H2O + ≡Si–O–Si≡  ≡Si–OH + HO–Si≡.

We attribute the peaks at the wave numbers 2850,
2930, and 2990 cm–1 to vibrational absorption by the
CHx groups (x = 1–3) in the Si–CHx structures [16].
Remarkably, the Si–CHx absorbance peaks in the
wafers increase in intensity as the exposure time of the
initial powder to air increases. This behavior implies
that nc-Si powder intensively adsorbs the carbon
present in air. A similar property has been found in
nanosized particles obtained by ultrasonic comminu-
tion of samples of porous silicon [16].

Thus, strong compaction of the nanocrystalline
powder gives rise to efficient formation of bonds
between silicon, hydrogen, oxygen, and carbon atoms.
We attribute this process primarily to rupture of the Si–
Si structural bonds in the compacted powder. This rup-
ture brings about the creation of a noticeable concentra-
tion of unsaturated silicon atom valence bonds that sub-
sequently become saturated and form Si–H, Oy–Si–Hx ,
and Si–CHx structures.

4. DARK CONDUCTIVITY

Figure 3 shows the dependences of dark conductiv-
ity σ on reciprocal temperature 1/T for two wafers
formed from nc-Si powders that were synthesized at
different temperatures in the buffer argon flow. For
brevity, we henceforth refer to nc-Si powder samples
prepared at temperatures tAr = 20 and 200°C as low- and
high-temperature powders, respectively.
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Fig. 2. Infrared transmittance spectra of (1) the initial pow-
der and (2–5) nc-Si wafers prepared at a pressure of 5 × 108 Pa.
The argon temperature at which the initial nc-Si powder
samples were prepared tAr = (1, 2) 20 and (3–5) 200°C.
Spectrum 4 corresponds to the case where the initial powder
was annealed at 400°C for 30 min, and spectrum 5 was
obtained after the wafer was annealed at 400°C for 30 min.
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The dependences show that the conductivity of the
wafer formed from high-temperature powder exceeds
that of the wafer made of low-temperature powder by
nearly an order of magnitude. Curves 1 and 2 also show
that, for both wafers, there exist two temperature
domains in which the behavior of the dark conductivity
obeys two different laws. In the temperature region T >
270 K, the conductivity can be satisfactorily approxi-
mated by the relation σ = σ0exp(–∆E/kT) (∆E is the
activation energy and k is the Boltzmann constant),
whereas, at lower temperatures, deviation from this law
is observed. Annealing the wafers in argon at tempera-
tures t > 300°C results, however, in the exponential
relation becoming a good approximation for the wafer
dark conductivity practically throughout the entire tem-
perature range under consideration, i.e., within the
range 180 K ≤ T ≤ 400 K (Fig. 3, curve 3).

The values of dark conductivity at room temperature
(T = 290 K), the constant σ0, and the activation energy
∆E for the wafers fabricated from low- and high-tem-
perature nc-Si powder, as well as for a wafer fabricated
from high-temperature powder and subjected for 1 h to
annealing in an argon environment at t = 350°C, are
listed in the table. The conductivity of these wafers is
described by curves 1, 2, and 3 in Fig. 3.
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Fig. 3. Dark conductivity of the wafers vs. the reciprocal
temperature 1/T. The argon temperature at which the start-
ing powder was prepared tAr = (1) 20 and (2, 3) 200°C.
Curve 3 corresponds to a wafer annealed in argon at 350°C
for 1 h.

Conductivity of the wafers

Sample tAr, °C t, °C σ,
Ω–1 cm–1

σ0,
Ω–1 cm–1 ∆E, eV

1 20 – 4 × 10–10 5.5 × 10–1 0.53

2 200 – 2 × 10–9 6.5 × 101 0.6

3 200 350 2 × 10–8 4 × 102 0.6
As can be seen from the table, room-temperature
dark conductivity increases by an order of magnitude if
the wafer was formed from high-temperature nc-Si
powder and increases by another order of magnitude if
the wafer was annealed in argon for an hour at t =
350°C. At this point, it attains σ = 2 × 10–8 Ω–1 cm–1,
which is comparable to the characteristic conductivities
of thin films of undoped amorphous silicon [17, 18].

The exponential temperature dependence of the
conductivity suggests that electron transport at temper-
atures T * 270 K in the samples under study involves
free carriers. The corresponding activation energies ∆E
are close to half of the band gap in crystalline silicon.
The band gap for the low-temperature powder, which
we derived from absorbance spectra in the visible
region [8], is 1.1 eV. Since, for the wafer made of this
powder, ∆E = 0.53 eV, it can be maintained that the
Fermi level in this wafer lies near the midgap.

At temperatures T < 270 K, we observe considerable
deviations from the exponential law in the behavior of
the dark conductivity. At the same time, on constructing

the temperature dependences in the form 
vs. T–1/4 (see Fig. 4), we found that σ = AT–1/2exp(–BT–1/4)
is a good approximation. This relation gives grounds to
assume that, for temperatures T < 270 K, carrier trans-
port in the wafers is dominated by hopping conduction
over localized states in the band gap near the Fermi
level [17]. The origin of these states can be related, first,
to unsaturated silicon valence bonds at the nanoparticle
surfaces and, second, to lattice defects in the amor-
phous silicon component that is present in the initial
powder [8].

The electronic density of states in the band gap near
the Fermi level N(EF) was estimated from a numerical

σT1/2( )log

0.23

σT1/2, Ω–1 cm–1 K1/2

T–1/4, K–1/4

1

2

0.22 0.24 0.25 0.26 0.27
10–12

10–10

10–8

10–6

Fig. 4. Temperature dependences of wafers’ conductivity

plotted on the –T–1/4 scale. The argon tempera-
ture at which the starting powder was prepared tAr = (1) 20
and (2) 200°C (see Fig. 3, curves 1 and 2).

σT
1/2( )log
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analysis of the constants (A and B) that appear in the
approximation relation for hopping conductivity. It was
found that N(EF) for the wafer made of low-temperature
powder is substantially larger than 1018 eV–1 cm–3,
which is characteristic of thin amorphous silicon films
[17]. However, for the wafer fabricated from high-tem-
perature powder, N(EF) ≈ 4 × 1015 eV–1 cm–3, which is
considerably less than the above value and is compara-
ble to the density of states in almost defect-free poly-
morphic silicon [19, 20].

As was mentioned above, as a result of the wafer
fabricated from high-temperature nc-Si powder being
annealed in argon, its low-temperature conductivity
acquires a band pattern (curve 3, Fig. 3). This means
that 1-hr annealing at a temperature *350°C makes it
possible to efficiently reduce the density of defect states
by at least two orders of magnitude.

5. CONCLUSION

We studied the effects produced by compaction of
nanocrystalline silicon powder under pressures of up to
109 Pa. The compacted wafers were up to 100 µm thick,
consisted of nc-Si, and were found to be fairly strong.
The nc-Si powder used in the preparation of these
wafers could be produced at argon flow temperatures
ranging from 20 to 250°C in the zone of synthesis.

The properties of the wafers were determined from
a study of IR transmittance spectra and dark conductiv-
ity. It was found that compaction initiates the formation
of bonds between silicon atoms, which are the basic
constituents of the powder, and the atoms of hydrogen,
oxygen, and carbon present on the surface of the silicon
nanoparticles in these wafers. Wafers prepared from nc-
Si powder synthesized at higher buffer argon tempera-
tures reveal a more clearly pronounced hydrogen
microstructure compared to those fabricated from low-
temperature powder. Annealing a wafer in an argon
environment brings about rupture of most of the bonds
thus formed, with a low annealing temperature being
required for rupture of the Si–H and Si–CHx (x = 1–3)
bonds. Water molecules adsorbed on the surface of
nanoparticles act as a source for the formation of
Si−OH structural groups during the annealing process.

Investigation of the temperature dependence of the
dark conductivity showed that, at temperatures T ≥ 270 K,
charge transport in the nc-Si wafers is effected by free
carriers. For temperatures below 270 K, the carrier
transport is effected by hopping conduction over local-
ized states in the band gap near the Fermi level. A
numerical analysis of the approximation relation char-
acteristic of this type of conduction revealed that nc-Si
powder prepared at higher buffer argon temperatures
can be used to produce a material with a lower density
of states in the band gap than that synthesized at lower
temperatures. It is shown that the density of states in the
band gap decreases substantially when the wafers are
annealed at temperatures above 350°C.
SEMICONDUCTORS      Vol. 39      No. 7      2005
We believe that optimization of the parameters at
which the initial nanosized silicon powder is prepared
and development of a sequence of technological pro-
cesses for its doping will permit fabrication of wafers
with properties meeting the requirements set for the
structural components employed in photovoltaic
devices and thin-film transistors.
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Abstract—The structure and magnetic properties of films of iron-modified amorphous carbon (a-C:Fe) pre-
pared by magnetron cosputtering of iron and graphite targets are studied. X-ray diffraction measurements show
that iron enters the samples in the form of Fe nanocrystals that are typically about 20 nm in size and also forms
nanocrystals of hexagonal iron carbide. The temperature dependences of the magnetization, measured under
cooling in zero and nonzero magnetic fields, are studied. At temperatures T & 8 K, a magnetic transition, which
provides evidence for the onset of magnetic ordering in the material, is observed to occur. The magnetization
isotherms obtained in the 8- to 20-K temperature range are in agreement with this observation. It is shown that
a modified version of Langevin’s formalism adequately describes the observed features of a-C:Fe film magne-
tization. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Introduction of a magnetic metal into carbon in the
form of nanosized clusters, a process frequently called
encapsulation, favors their stabilization and protects
them against corrosive attack from an ambient medium.
Materials containing such embedded clusters have
good prospects for application in systems for ultrahigh-
density magnetic recording [1–5].

In this paper, we report the results of studying the
structure and magnetic properties of films containing
more than 60 at % of iron, which is far above the perco-
lation threshold of exchange interaction between atoms
and their clusters.

2. FILM COMPOSITION AND STRUCTURE

Iron clusters were encapsulated into films of amor-
phous carbon (a-C:Fe) by RF magnetron cosputtering
of graphite and iron targets. The techniques used for
sample preparation and iron concentration determina-
tion are described in detail in [6].

The elemental composition, thickness, and density
of the films were determined by methods customarily
employed in nuclear physics for elemental analysis,
more specifically, by Rutherford backscattering spec-
trometry and nuclear reactions using a beam of deuter-
ons with the energy Ed = 1 MeV [6]. The analysis
showed that the samples have the concentration ratio
[Fe]/[C] = 0.62 when there is a small amount of oxygen
present ([O]/[C] = 0.05), a film thickness of 0.95 µm,
and an average material density ρ = 3.9 g/cm3.
1063-7826/05/3907- $26.00 ©0840
The structure of the a-C:Fe films was studied by
X-ray diffraction with Cu–Kα radiation using a Philips
PW1050/2 diffractometer. The characteristic dimensions
of coherent scattering regions for X-ray radiation were
derived using the well-known Scherrer relation [7, 8]

(1)

where K = 0.94 is Scherrer’s constant, D is the lateral
dimension of the coherent scattering region, λ is the
radiation wavelength (in our case, of Cu–Kα radiation),
2θ is the scattering angle, θ0i is the angle of the ith max-
imum in the diffraction pattern, and ∆(2θ)i is the half-
width of the ith diffraction line.

Figure 1 shows the diffraction pattern of an a-C:Fe
sample. An analysis of the lines in the diffraction pat-
tern indicates that, in addition to the amorphous carbon
matrix, elemental iron and iron carbide nanoclusters are
present in the sample. Note the large number of α-Fe
reflections in comparison with only two reflections due
to hexagonal Fe2C. This observation attests to the high
structural quality of α-Fe nanoclusters and to the pres-
ence of a [100]-oriented texture. The fact that there are
only two iron carbide reflections may indicate the low
concentration, defect-rich state, or low structural
dimensionality of this component. It is also conceivable
that the carbide forms low-dimensional shells around
the metal nanoclusters, similarly to the case of nickel
nanoparticles described in [9].

The size of the clusters can be inferred from esti-
mates of the sizes of the coherent scattering regions,

D
Kλ

∆ 2θ( )i θ0icos
--------------------------------,=
 2005 Pleiades Publishing, Inc.
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which were obtained using expression (1) and are listed
in Table 1 for the main diffraction peaks. As follows
from Table 1, the size of the nanoclusters ranges from a
few nanometers to tens of nanometers.

Following [10], we succeeded in determining the
size distribution functions for the nanoclusters. This
procedure involves an algorithm used widely in analy-
sis of small-angle X-ray scattering. We use the follow-
ing relation for the wave vector si of radiation scattered
within an angle 2θ:

For an ensemble of clusters differing in shape, we can
employ an approximate expression for the size distribu-
tion function:

(2)

Here, Rgi is the gyration radius of the ith ensemble of

clusters (for instance, for a sphere,  = (3/5)R2, where
R is the geometric radius of the cluster [10]), and i0(t) is
the form factor. Since the particle shape is a priori not
known, the expression relating the gyration radius to
the geometric cluster radius is also unknown; therefore,
the maximum cluster size obtained by applying expres-
sion (2) to the experimental data displayed in Fig. 1 was
reduced to the value given in Table 1. The size distribu-
tion function of coherent X-ray scattering regions
reconstructed in this way for the amorphous carbon
matrix is shown in Fig. 2. We can clearly see that this
function has a maximum at D ≈ 2 nm and that the peak
shape deviates markedly from a Gaussian curve, which
implies manifestation of correlation effects during the
formation of the amorphous matrix. The distribution
functions for the iron and iron carbide nanoclusters are
shown in Fig. 3. The size distribution of the iron nano-
clusters attains a maximum at D ≈ 24 nm, with the peak
shape approaching that of a Gaussian curve. This obser-
vation suggests that the iron nanoclusters were formed
under nearly equilibrium conditions. The latter state-
ment correlates with the above observation on the high
structural quality of the iron clusters and the small rel-
ative deviation of iron cluster size from its average
value, as is indicated by the small width of the distribu-
tion function in Fig. 3. As can be seen from Fig. 3, the
distribution for the iron carbide clusters is substantially
wider and peaks at D ≈ 77 nm. The latter estimate
appears to be too large, possibly because of contribu-
tions from X-ray scattering mechanisms other than
those associated with the size. In any case, this esimate
is certainly inconsistent with the observation of a small

si

4π θ θ0i–( )sin
λ

-----------------------------------.=

D si
2

Rgi

-------≈ 
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∫
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number of X-ray reflections from the iron carbide. With
regard to the dimensions of the iron nanoclusters, the
above estimate of 24 nm is close to the value reported
in [11] (20 nm) for the diameter of a single-domain iron
cluster.

20 40 60 80 100 120

4000

3000

2000

1000

0

2θ, deg

Intensity, arb. units

a-C

(Fe2C hex)

α-Fe
(100)

α-Fe
(200)

α-Fe
(211)

α-Fe
(220)

(Fe2C hex)

Fig. 1. Typical X-ray diffraction pattern of a sample of iron-
modified amorphous carbon. The peak at 17.98° is related
to the contribution from regions with coherent X-ray scat-
tering in the amorphous carbon matrix to the total X-ray
scattering; the peaks at 38.15° and 77.74° are contributions
from iron carbide. The peaks at 44.40°, 64.85°, 82.20°, and
98.47° are due to scattering from the (110), (200), (211),
and (220) α-Fe planes, respectively.

Table 1

Peak
in Fig. 1

Peak 2θ posi-
tion (deg)

Peak half-
width ∆(2θ)i 

(deg)

Lateral cluster 
size D, Å

a-C 17.98 3.97 20

(Fe2C hex) 38.15 0.12 800

α-Fe 44.10 0.41 240

2

2

4 6 8 10

4

6

8

0
D, nm

Probability

Fig. 2. Size distribution function for coherent scattering
regions in the amorphous carbon matrix.
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3. MAGNETIC PROPERTIES

The magnetization of the films under study was
measured in a 10- to 300-K temperature range. The
measurements were performed using a Quantum
Design MPMS SQUID magnetometer in two operating
modes. In the first mode (ZFC), the sample was cooled
to 10 K in a zero magnetic field and was then heated to
300 K in a magnetic field B = 0.01 T. In the second
mode (FC), the sample was both cooled and heated in a
magnetic field B = 0.01 T. Magnetization isotherms
were obtained using an Oxford Vibrating Sample Mag-
netometer.

50
0

100

5 × 10–3

10–2

Probability

D, nm

1
2

0

Fig. 3. Size distribution function for the (1) α-Fe and
(2) Fe2C nanocrystals.
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Fig. 4. Temperature dependences of the magnetic moment
M measured in the ZFC mode. The open triangles represent
experimental points; the dashed curve represents the contri-
bution made to the magnetic moment by a magnetic cluster
subsystem with a Curie temperature TC2 ≈ 330 K calculated
from Eq. (4); the crosses (2) show differences between the
experimental points and calculated (dashed) curve; the thin
solid line represents the fitting of the difference with Eq. (4);
the bold solid line is sum of the dashed and thin solid lines;
and the arrows identify the Curie temperatures of the two
magnetic subsystems.
The temperature dependence of magnetization M
for the ZFC mode is shown in Fig. 4. An increase in
temperature from 4 to 8 K brings about a slight increase
in magnetization, which is then replaced by a faster rise
at the inflection point (TC1 ≈ 8 K). This point can be
identified with the temperature of a phase transition or,
in other words, the blocking temperature for the
moment of interaction. In the temperature region 8 K <
T < 30 K, the magnetization rises faster and attains a
maximum at ≈30 K. As the temperature is increased
still further to T > 30 K, the magnetization falls off lin-
early with reciprocal temperature. By extrapolating the
experimental data to a zero magnetization on the recip-
rocal temperature axis, we can determine the tempera-
ture of yet another magnetic phase transition at TC2 =
330 K, which corresponds to complete magnetic disor-
der and is usually called the Curie temperature. The
proportionality of magnetization to reciprocal tempera-
ture observed in this region suggests that a modified
version of Langevin’s formalism is most suitable for
interpretation of the experimental data. The modifica-
tion consists in taking into account the activation-type
dependence of the concentration of free magnetic
moments on temperature. We write the temperature
dependence of this concentration as

(3)

Here, ∆Ej is the activation energy that characterizes
interaction among the magnetic moments; k is the Bolt-
zmann constant; and n0j is the concentration of free
magnetic moments at the limit of T  ∞, with index j
labeling the given magnetic moment subsystem.

In order to discriminate between the two contribu-
tions to the experimental temperature dependence of
the magnetization corresponding to the two cluster sub-
systems (j = 1, 2) with characteristic average sizes of 20
and 70 nm, which were revealed in X-ray diffraction
measurements, we use Langevin’s formalism for the
magnetization of a unit volume:

(4)

Here, L(Aj) is the Langevin function

εj is the magnetization energy in a given magnetic field;
m0j is the component of spontaneous magnetic
moments along the field direction; and TCj is the tem-
perature of the jth magnetic phase transition.

Figure 4 presents, in addition to the experimental
data, their fitting with Eqs. (3) and (4) (dashed line)
using a previously determined Curie temperature TC2 ≈

n j n0 j

∆E j

kT
---------– 
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330 K. We can clearly see that, at high temperatures, the
experimental data are described adequately by the clas-
sical theory of paramagnetism. A noticeable difference
appears below the temperature of the magnetization
maximum. The deviation of the experimental magneti-
zation from the calculations performed in terms of Lan-
gevin’s formalism for the temperature TC2 is shown in
Fig. 4 with crosses (2). This discrepancy indicates that
spontaneous magnetization appears at temperatures
below TC1 ≈ 8 K, which can be identified with a second
Curie point. By substituting this temperature into Eq.
(4), we can adequately describe the low-temperature
behavior of this contribution to the spontaneous magne-
tization, as is seen from the thin solid line in Fig. 4.
Finally, inclusion of the contributions to the magnetiza-
tion corresponding to the two magnetic moment sub-
systems (with the characteristic temperatures TC1 and
TC2) in Langevin’s formalism completes the description
of the temperature dependence of magnetization in the
ZFC mode (the bold solid line in Fig. 4). The parameters
obtained by least-squares fitting are listed in Table 2.

Let us now analyze the results of magnetization
measurements performed in the FC mode (cooling in a
magnetic field B = 0.01 T) and presented graphically in
Fig. 5. As can be seen, when heated in a magnetic field
B = 0.01 T, the FC magnetization of a sample is inde-
pendent of temperature up to ≈27 K. As the temperature
is further increased, the magnetization falls off (after a
slight bend) in inverse proportion to the temperature
and vanishes, as in the ZFC case, at TC2 = 330 K. The
fitting of the experimental data to Eq. (4), with the
parameters listed in Table 2 (j = 3), is shown in Fig. 5
by a solid line. This case corresponds to the paramag-
netic state of a system of magnetic moments. The
crosses in Fig. 5 represent deviation of the approxima-
tion from the experimental data. Note the similarity of
this difference to the temperature behavior of the ZFC
magnetization in Fig. 4, which can be attributed to a
manifestation of spontaneous magnetization that can-
not be suppressed by the magnetic field B = 0.01 T. The
approximation of the difference values using Eq. (4),
performed with the parameters from Table 2 for j = 2, is
represented by the dashed line. The closeness of the
parameters obtained in the two cooling modes for j = 2
indicates that the same subsystem of magnetic
moments manifests itself in both experiments; more-
over, interaction between these moments accounts for
the spontaneous magnetization of the samples under
study at low temperatures.

Thus, the experimental temperature dependence of
the magnetization can be adequately fitted using Lan-
gevin’s formalism for three magnetic-moment sub-
systems with different types of exchange coupling,
which brings about the formation of two subsystems
with spontaneous magnetization at the Curie tempera-
tures TC1 ≈ 8 K and TC2 ≈ 330 K.

Figure 6 shows magnetization isotherms for one of
the samples under study. At temperatures T ≈ TC1, we
SEMICONDUCTORS      Vol. 39      No. 7      2005
observe a clearly pronounced hysteresis with a feature
near a zero magnetic field. This feature reflects the con-
tribution to the magnetization at T ≈ TC1 due to two sub-
systems with spontaneous magnetization, which differ
in a coercive field. At temperatures above TC1, it is a
subsystem that exhibits a weak coercive force and most
probably consists of single-domain α-Fe clusters that
contributes to the magnetization. The small size of
these clusters does not provide magnetic-moment pin-
ning strong enough to produce a measurable coercive
force. At temperatures T ≈ TC1, exchange coupling
among the clusters becomes strong enough for a hyster-
esis loop to be formed. Now, the coercive force corre-
sponding to the low-temperature phase of spontaneous
magnetization is ~125 Oe, whereas the remanent mag-
netization is the sum of the magnetizations of single-
domain clusters, which are magnetically coupled to dif-
ferent extents depending on their separation. Only
some of the clusters, located at distances close enough
for exchange coupling to manifest itself, contribute to

Table 2

Cooling 
mode

Sub-
system 
index

m0jn0j, 
emu εj, eV ∆Ej, eV TCj, K

ZFC 1 3.9 × 10–4 1.9 × 10–3 2.4 × 10–4 8

2 1.4 × 10–3 9 × 10–3 1.3 × 10–3 330

FC 2 2.3 × 10–4 9 × 10–3 1.3 × 10–3 330

3 5.8 × 10–4 2.1 × 10–2 0 330

Note: The ZFC mode corresponds to cooling under at B = 0
regime; the FC mode corresponds to cooling at B = 0.01 T
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Fig. 5. Temperature dependences of the magnetic moment
M measured in the FC mode. Squares 1 represent the exper-
imental data, and the solid line represents the results of the
calculation using Eq. (4) with the parameters from Table 2.
The crosses (2) indicate differences between the experimen-
tal points and the calculated curve. The dashed line is an
approximation of the differences using expression (4) and
the parameters from Table 2.
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Fig. 6. Magnetization isotherms measured at two temperatures: T = (a) 10 and (b) 20 K.
the coercive force; the other clusters form a magnetic
phase with a weak, almost zero, coercive force. As can
be seen from Fig. 6a, remanent magnetization J1 ≈
6.54 × 10–4 emu corresponds to a phase with a higher
coercive force, whereas remanence J2 ≈ 3.1 × 10–4 emu
corresponds to a phase with suppressed exchange inter-
action among the clusters. The ratio of these values is
the ratio of the iron atom concentrations in these two
phases, which is found to be on the order of unity.
A comparison of the remanent magnetization J2 at a
temperature of 10 K (Fig. 6a) with that at 20 K (Fig. 6b)
reveals a slight increase in the magnetization from 1.8 ×
10–4 to 3 × 10–4 emu. This increase may, however, be
caused by inaccuracy in separation of the contributions
from the two magnetic subsystems. Nevertheless, the
magnetization isotherms confirm the existence of two
magnetic subsystems in the samples under study, which
correlates with measurements of the temperature
dependences of the magnetization.

4. CONCLUSIONS

In summary, magnetron cosputtering of graphite and
iron brings about formation of encapsulated iron nanoc-
rystals (~20 nm in size) in the amorphous carbon matrix
and, also, nanocrystals of hexagonal iron carbide.

The temperature dependences of magnetization and
its isotherms indicate that magnetic subsystems differ-
ing in their coercive force and magnetic ordering tem-
perature are formed in the films immediately after their
preparation.

Transition between the subsystems is observed to
occur at a temperature of about 8 K and can be attrib-
uted to the onset of exchange coupling among the clus-
ters at low temperatures. It is shown that a modified ver-
sion Langevin’s formalism adequately describes the
features observed in the magnetization of the a-C:Fe
films under study.
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Abstract—New polyamide acids (prepolymers of polybenzoxazinimides) containing 2,2-biquinolyl units in
their main chain are synthesized. It is shown that these polymers form stable complexes with acids derived from
the transition and rare-earth metals. The results of photophysical studies support the assumption that the process
of generation of free charge carriers via a state of a pair bound by a Coulomb interaction includes two stages
and that metal–polymer complexes are involved in this process. The quantum yield of photogeneration amounts
to 0.007–0.05. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Polymeric organometallic complexes [1] belong to
one of the most promising classes of materials in rela-
tion to the formation of media for optoelectronics.
These materials exhibit pronounced semiconducting
properties. Since it is possible to obtain thin transparent
layers of optical quality, the materials under consider-
ation apparently have the potential to form detecting
media. Organic complexes of a number of transition
metals with various ligands are of most interest among
this class of polymeric media [2–5]. These complexes
have already been used with good results in lumines-
cent sensors of oxygen concentration [5, 6], electrolu-
minescent devices [7, 8], and photovoltaic cells [9, 10].
The presence of efficient charge transfer between the
metal atoms and organic aromatic ligands in these com-
plexes makes it possible to hope that they can be used for
the formation of not only light-sensitive detecting media
but also photorefractive media for holography [11]. At
the same time, the efficient luminescence of these com-
plexes, whose spectral region can be varied according
to the choice of metal atom [2–4, 7, 8], means that poly-
meric organometallic complexes undoubtedly show
potential with respect to optoelectronic applications.

In this paper, we report the results of studying the
photosensitive properties of polymeric films that con-
tain organometallic complexes and the mechanism of
charge-carrier generation in these complexes; in addi-
tion, we intend to clarify the role of a metal atom in the
primary photophysical processes.
1063-7826/05/3907- $26.00 0845
2. EXPERIMENTAL

We studied polyamide acids (PAAs) that contained
bis-trimethyllithiomidodiphenyloxide and biquinolyl
(co-PAA) or only biquinolyl (homo-PAA) units. In Fig. 1,
we illustrate PAA synthesis by low-temperature polycon-
densation. The ratio between m and n is m : n = 80 : 20%
for co-PAA, with n = 100% for homo-PAA.

We poured 0.002 mol of methylene-bis-anthranylic
acid and 6.5 ml of N-methylpyrrolidine into a two-neck
circular-bottom flask equipped with a stirrer; the solu-
tion was then stirred until the acid was completely dis-
solved; and, finally, the solution was cooled to –15°C.
We then added 0.0004 mol of dichloranhydryde of
2,2'-biquinolyl–4,4'-dicarboxylic acid and 0.0016 mol
of dichloranhydryde of N,N '-diphenyloxide-bis-(trim-
ellithimido) acid. The suspension was stirred for 50 min
at –15°C, 0.05 ml of propylene oxide was then added to
the suspension outside the cooling bath, and the sus-
pension was again stirred for 4–5 h at room tempera-
ture. The obtained polymeric solution was used to
mould films on a glass substrate. These films were then
dried at a temperature of 100°C until a constant mass
was attained. The film thickness was 1–3 µm.

Synthesis of metal–polymer complexes of the
biquinolyl-containing (BQ) co-PAA with copper
(PAA–Cu+), terbium (PAA–Tb3+), and lanthanum
(PAA–La3+) was carried out at the prepolymer stage.
Figure 2 illustrates the structure of the complex of this
polymer with a chloride of monovalent copper.

The obtained complexes are easily dissolved in
N-methylpyrrolidine (up to 15%), whereas the products
© 2005 Pleiades Publishing, Inc.
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formed during their cyclization are insoluble in organic
solvents. As was mentioned above, the complexes are
formed at room temperature as a result of mixing solu-
tions of co-PAA and CuCl (or TbCl3 and LaCl3) in
N-methylpyrrolidine (N-MP).

In order to form complexes of homo-PAA and ruthe-
nium (PAA–Ru2+), we applied the method of so-called
molecular assembly. Using this method, we first syn-
thesized a low-molecular [Ru(bPy)2]Cl2 complex with
the following structure:
We then synthesized the PAA–Ru2+ complex using
the interaction of the above low-molecular complex
with a homo-PAA

N N

Ru2+

N N

2Cl–.
at 190°C in an N-MP. The obtained metal–polymer complex had the following structure:

N O N

OC
O

O O

O
R

N N

R

m n

N O N

OC
O

O O

O
R

N N

R

m n

Ru2+

N N

NN

.

Films containing fullerene were prepared by mixing
solutions of a corresponding polymer with fullerene
(C60 : C70 = 87 : 13) in N-MP. The content of fullerene
in the polymer amounted to 1 mol %.

The photosensitive characteristics and quantum
yield of charge-carrier photogeneration η were mea-
sured in a photographic mode (see [12]) in the spectral
range 400–800 nm and at the electric-field strength E =
(0.1–1.0)E0, where E0 is the limiting electric-field
strength for a specific material. We used the Onsager
model and the field dependences η(E) to determine the
quantum yield of coupled pairs η0 and the thermaliza-
tion radius rT. The absorption coefficient α was mea-
sured using a Perkin-Elmer spectrophotometer. The
photosensitivity S0.1 was determined from the falloff of
a layer’s surface potential V to 10% of its initial value
(∆V/V = 0.1) when the layer was exposed to either
monochromatic light or light from a KGM-300 halogen
lamp (integrated S0.1).

3. RESULTS AND DISCUSSION

The absorption α(λ) and photosensitivity S0.1(λ)
spectra of the films containing polymeric complexes of
various metals and of the initial polymers are shown in
Figs. 3a and 3b.

It can be seen that the formation of a complex with
a metal (Me) is accompanied by the appearance of a
new absorption band (curves 1–4 in Fig. 3a) that is not
present in the spectra of the initial polymers (curves 5, 6
in Fig. 3a). The position of the peak of the absorption
band related to the complexes (Fig. 3a) depends on the
valence of the metal. The energy corresponding to this
peak decreases as the metal’s valence decreases, which
correlates with the previously observed effect [13] of a
shift in the absorption-band peak to longer wavelengths
as Me+ is replaced by Me2+ and also as the ionization
potential for the metal atom decreases. This behavior
indicates that an electron is transferred from the metal
atom to the ligand.

It can be seen from the spectra of photosensitivity
(Fig. 3b) and the quantum yield of photogeneration
(Fig. 3c) that the complexes of monovalent copper
(curve 1) exhibit the highest sensitivity to light. Exam-
ination of the quantum-yield spectra for the complexes
under consideration shows that this yield first decreases
in the spectral region of 400–500 nm, which corre-
sponds to the copolymer’s intrinsic photosensitivity,
SEMICONDUCTORS      Vol. 39      No. 7      2005
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Fig. 1. Synthesis of polyamide acids (PAAs).
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Fig. 2. The structure of the complex consisting of a co-PAA polymer and a chloride of monovalent copper.
and then increases again by a factor of 1.5–2 in the
absorption band of the complex (550–700 nm) (Fig. 3c,
curve 1).

The charge-carrier quantum yield for the PAA–Cu+

complex is constant in the absorption band and
amounts to 0.03 for the metal–polymer complex and to
0.045 for the samples with the added sensitizer
ICONDUCTORS      Vol. 39      No. 7      2005
(fullerene). The thermalization radius rT determined
from the field dependences of the quantum yield η(E)
is equal to 2.2–2.5 nm for the complexes studied, while
the quantum yield for the formation of coupled pairs
η0 = 0.08 for the complexes with copper, which are
most sensitive to light, and η0 = 0.005 for the com-
plexes with lanthanum, which are least sensitive to
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(c) quantum yield of photogeneration: (1) PAA–Cu+,
(2) PAA–Ru2+, (3) PAA–Tb3+, (4) PAA-La3+, (5) PAA, and
(6) homo-PAA.
light. The quantum yield η for charge-carrier photoge-
neration is 0.025 for the complexes based on ruthe-
nium. The value of η is a factor of 1.5 larger for the
complexes with fullerene than for the complexes with-
out fullerene.

A comparison of the luminescence spectra of the
complexes studied in [14, 15], which were excited with
nitrogen laser radiation at a wavelength of 337 nm and
pulse duration of 6–8 ns (the spectra were measured
during the 1-µs period of persistent luminescence after
the excitation pulse at a temperature T = 300 K)
(Fig. 4a, curves 1–3), with the spectra of the initial
co-PAA (Fig. 4a, curve 4) shows that the peaks of the
corresponding bands coincide. This circumstance indi-
cates that photoexcitation energy is not transferred
from a polymer molecule after absorbing a photon to
the organometallic complex. If excitation with radia-
tion possessing a longer wavelength is used, bands
peaked at 605 and 615 nm appear in the luminescence
spectra of the complexes that involve copper and ruthe-
nium, respectively (Fig. 4b, curves 1, 3). The introduc-

400 500450 550 600 650 700 750

400

320

280

240

200

160

360

350
λ, nm

IPL, arb. units

1

3

2

4

(a)

500 600 700 800

105

5 × 104

0

1

3

4

5

λ, nm

IPL, arb. units

(b)

Fig. 4. Luminescence spectra obtained using excitation with
light at a wavelength in the vicinity of (a) 337 and (b) 585 nm:
(1) PAA–Cu+, (2) PAA–Tb3+, (3) PAA–Ru2+, (4) PAA, and
(5) PAA–Cu+ + fullerene.
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tion of an efficient acceptor (fullerene) into a film con-
taining an organometallic complex brings about a
quenching of the absorption band related to the metal
complex (Fig. 4b, curve 5).

The photosensitivity spectra (Fig. 3b) correlate with
the absorption spectra (Fig. 3a). The photosensitivity of
the films including the Cu+ complex is 3 × 104 cm2/J
and the quantum yield η ≈ 0.03–0.05. For the Ru2+

complex, the photosensitivity S0.1 is 8 × 103 cm2/J in the
spectral range 400–550 nm and the quantum yield η ≈
0.02 ± 0.01; η ≈ 0.004–0.007 for the terbium and lan-
thanum complexes. The photosensitivity of the metal–
polymer complexes based on terbium and lanthanum is
nearly equal to that of PAA (S0.1 & 2 × 103 cm2/J),
which is lower by almost an order of magnitude than
the photosensitivity for the Cu+ complex. The quantum
yield for the terbium- and lanthanum-based complexes
is comparable to the value of η for PAA (0.01 ± 0.003).

The quantum yield for the formation of coupled
pairs is also at its highest for the copper-based complex.
This yield equals η0 = 0.08 ± 0.03 and is constant
within the absorption band. Taking into account the
concentration CC of the metal complex formed by the
BQ units of neighboring chains in the case where, as
can be seen from Fig. 2, there are approximately ten
elementary copolymer units to each complex molecule
(i.e., CC = 0.1), we find that the quantum yield of pho-
togeneration in the PAA–Me complex (the probability
of generation of free charge carriers by a single mole-
cule of the complex) is equal to 0.3 for the copper-
based complex. The thermalization radius, determined
from the field dependences of the quantum yield η(E),
is equal to 2.5 ± 0.3 nm.

The observed variation in the absorption spectra and
drastic decrease in the photosensitivity of a polymer as
a result of its cylclization show that the polymeric
chains themselves, which contain photoactive nitrogen-
containing biquinolyl and bipyridyl groups and also
carboxyl groups, play a dominant role in the primary
photophysical processes. In contrast, the effect of a
metal is observed only in the absorption region of the
organometallic complex.

Apparently, the photogeneration mechanism is in
accordance with the Onsager mechanism (as is typical of
organic semiconductors, including polyimides [16–19])
both in the absorption region of nitrogen-containing
photoactive groups (this region corresponds to a long-
wavelength luminescence band that is located at 510–
530 nm and shifts somewhat depending on the metal
type; see Fig. 4a, curves 1–3) and in the absorption
region of the complex in which charge transfer brings
about the formation of a coupled pair. The thermaliza-
tion radius is equal to ~2 nm (which is typical of poly-
imides [16–19]) in the region of absorption in a PAA
(400–500 nm) and equals 3.0–3.5 nm in the region of
absorption in the copper-containing complex. A com-
SEMICONDUCTORS      Vol. 39      No. 7      2005
parison of the thermalization radii shows that they
increase. This increase is evidently caused by an
increase in the size of the absorbing center, which ver-
ifies our assumption that complex formation has a pro-
nounced effect on charge-carrier generation.

Excess photon energy is lost (thermalization of a
charge carrier bound by the Coulomb interaction
occurs) in the same unit of the polymeric chain that con-
tains an organometallic complex. A further separation of
charges is accomplished as a result of thermal–field dis-
sociation in an external electric field. The charge carriers
become free at distances of about 15 nm.

4. CONCLUSION

Thus, the results obtained in this study show that
polymer layers containing organometallic complexes
may have the potential to be important components in
the fabrication of photosensitive materials and elec-
troluminescent devices.
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Abstract—The design and fabrication of a high-power light-emitting diode chip that has an active-region area
of 1 mm2 and emits at a wavelength of 460 nm are described. The chip structure is developed on the basis of
numerical simulation and is intended for flip–chip assembly. The use of two-level interconnections for an n-type
contact made it possible to obtain an unprecedentedly low series resistance (0.65 Ω) and a high uniformity of
pump-current distribution. Light-emitting diodes based on the developed design operate in the continuous-wave
mode in a current range of 0–2 A, and their highest emission power is 430 mW. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The recent significant progress achieved in the field
of epitaxial growth of high-quality heterostructures
based on AlGaInN has made it possible to obtain large
values of external quantum efficiency for light-emitting
diodes that emit in the visible and near-ultraviolet
regions of the spectrum. For example, a quantum effi-
ciency in excess of 50% (in excess of 35%) was
obtained at low pump-current densities for light-emit-
ting diodes (LEDs) that emit at a wavelength of 460 nm
(400 nm) [1]. Such high efficiencies make it possible to
use these LEDs in white-light sources, with the result
that they can compete with traditional incandescent,
fluorescent, and even halogen lamps.

However, in addition to high quantum efficiency,
LEDs should also exhibit a high emission power if they
are to be used as light sources. At the same time, a
rather rapid decrease in efficiency as the pump-current
density increases is characteristic of all the currently
available heterostructures that are based on nitrides
belonging to the Group III elements. This decrease
necessitates the use of LED crystals with a large active
region. In this situation, the problem of maintaining an
acceptable level of uniformity of the pump-current den-
sity over the area of an emitting p–n junction becomes
of primary importance. The reason is that LED hetero-
structures are grown, as a rule, on an insulating sap-
phire substrate, and the conductance of a thin (4–5 µm)
n-GaN layer is not high enough to ensure uniform dis-
tribution of the pump current over the active region if
the linear dimensions of a crystal exceed 300–400 µm.
The efforts of numerous research teams are now being
directed towards finding a solution to this problem. For
1063-7826/05/3907- $26.00 0851
example, the Lumileds Co. developed the so-called inter-
digital structure for their high-power LED chips [2],
while the OSRAM Co. employs laser-induced separa-
tion of an insulating substrate [3], which makes it pos-
sible to use the vertical structure of the chip.

In addition to ensuring uniform distribution of the
pump current in high-power LEDs, there are also a
number of other important problems to be solved. For
example, the internal reflection of generated optical
radiation at the interfaces of a semiconductor with air
and/or the sapphire substrate is a serious obstacle to a
further increasing the external quantum efficiency of
LEDs. Numerous studies have attempted to find a way
to increase the efficiency of extraction of radiation from
a LED chip. The most effective solutions appear to be
the formation of light-scattering surfaces [4], formation
of a microcavity within the active region [5], and the
use of a photonic crystal [6]. A further important chal-
lenge is to minimize the series resistance of a LED and
satisfy the conditions for efficient heat removal from
the active region, since the operating currents can be as
high as several amperes.

The so-called flip–chip structure of an emitting
crystal [2, 7] appears to show the most promise in rela-
tion to finding solutions to the above problems and to
the fabrication of high-power LEDs. In this design,
both areas making contact with n- and p-type materials
are located at the same (front) surface and the crystal is
mounted on a heat sink on its front surface. In addition,
a combination of metals with high reflectivity (typically
based on Ag) is used as the contact for p-GaN, while
light is extracted through the transparent sapphire sub-
strate. This design makes it possible to increase the effi-
© 2005 Pleiades Publishing, Inc.
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ciency of emission extraction from the crystal by a fac-
tor of 1.6–2 compared with the conventional variant, in
which a thin transparent p-type contact is used [8]. In
addition, thermal resistance between the LED’s active
region and the heat sink is minimized in the flip–chip
design since the heat from the p–n junction is removed
through a thin (0.1–0.3 µm) GaN layer rather than
through the sapphire substrate, which has a low thermal
conductivity.

2. NUMERICAL SIMULATION 
OF THE CURRENT FLOW

Thus, the objective of this study was to design and
fabricate a LED crystal that has an active-region area of
~1 mm2 and can be used in flip–chip assembly. We also
aimed to solve the above-mentioned problems of mini-
mizing the series resistance and attuning a high unifor-
mity in the distribution of the pump-current density.
Furthermore, we intended to minimize the portion of
the crystal’s passive region occupied by n-type contact
areas and to increase the efficiency of light extraction.
When designing the structure, we used a numerical
simulation of the three-dimensional (3D) pattern of the
current distribution in the crystal.

The numerical model used in the computations is
based on calculation of the potentials and currents in a
3D linear grid of resistances by solving a system of
Kirchhoff linear equations. The grid included three
types of resistances that corresponded to the volume
resistivity of the n-GaN material used and to the spe-
cific contact resistances of the n- and p-type contacts.
The volume resistivity of p-GaN was not considered
separately (this resistivity was included in the contact
resistance of the p-type contact), since the thickness of
the p-type layer in LED heterostructures based on
AlGaInN is very small and the lateral spread of the cur-
rent over this layer can be disregarded. In addition, the
current–voltage characteristic of the p–n junction itself
was not introduced into the model, since the junction
does not make a noticeable contribution to the total
LED differential resistance under the conditions of high
current densities (in which case, the p–n junction is
completely on).

The use of special algorithms for the numerical
solution of a system of linear equations (the multifron-
tal method of LU factorization for sparse matrices [9])
made it possible to perform calculations for grids that
contained as many as 105 nodes. In turn, this circum-
stance allowed us to correctly describe the 3D distribu-
tion of the pump-current density in LED chips with a
complex configuration of contact areas. The calculated
distributions of the current density over the active-
region area of the chip were compared with the experi-
mental data obtained by scanning the near-field emis-
sion of the LED chip [10].
3. FABRICATION OF THE SAMPLES

In order to determine the parameters of the LED het-
erostructure, we fabricated medium-power LED chips
that had a simple rectangular p-type contact with an
area of 350 × 450 µm2. The chips also had a fork-
shaped n-type contact that enclosed the p-type contact
on three sides. When fabricating these LEDs, we used
a commercial structure that was based on AlGaInN and
emitted at a wavelength of 460 nm. The fabrication pro-
cess included the etching-assisted formation of a two-
level mesa structure using reactive ion etching in an
atmosphere of Cl2 : BCl3 : Ar. The first etching (to a
depth of 0.5 µm) was carried out so as to expose areas
for deposition of the n-type contact. The second etch-
ing, to a depth of 5–6 µm (i.e., to the sapphire sub-
strate), was performed over the entire perimeter of a
LED chip and was intended to increase the efficiency of
light extraction from the chip by introducing additional
light reflection from the side walls of the mesa struc-
ture; these walls had an inclination of 45° with respect
to the vertical plane [8].

In order to form the patterns of all the contact areas,
we used explosive photolithography. When forming the
contacts, we thoroughly treated the gallium nitride sur-
face in order to remove the surface oxide before deposit-
ing the metals. The chemical treatment of the GaN sur-
face before depositing the p-type contact included two
stages. The samples were first boiled in an HCl : HNO3
(3 : 1) solution for 10 min prior to formation of a pho-
tolithographic mask and were then treated in a solution
of buffer etchant for 5 min. The reflecting p-type con-
tact consisted of a thin (4 nm) Ni layer and a thick
(200 nm) Ag layer, both of which were formed using
the thermal-evaporation method. The reflectivity of this
contact amounted to ~85% at a normal incidence of
light and a wavelength of 460 nm. A conventional Ti/Al
metal combination, deposited using magnetron sputter-
ing in an Ar atmosphere, was employed for the n-type
contact. In order to obtain a low-resistivity ohmic con-
tact, we etched the n-type GaN surface using argon ions
immediately prior to the deposition of the metals. After
being annealed in a nitrogen atmosphere, both contact
areas were reinforced with a Au layer.

Then, the n- and p-type contact areas intended for
flip–chip assembly were reinforced with a galvanic
3-µm-thick Au layer, and the sapphire substrate was
first thinned to a thickness of 150–200 µm and then cut
into separate chips using laser cutting. The chips were
mounted on subchip plates that consisted of chips of
oxidized silicon with a deposited corresponding inter-
connection of the contact areas. Finally, the obtained
chips were soldered to a copper heat sink and covered
with a lens made of epoxy resin [11].

In Fig. 1, we show the dependences of the emission
power and external quantum efficiency of emission for
the LEDs on the pump current (these dependences were
measured in a continuous-wave mode). As can be seen
from Fig. 1, the highest optical-emission power exceeds
SEMICONDUCTORS      Vol. 39      No. 7      2005
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150 mW at a pump current of 800 mA, while the high-
est external quantum efficiency is ~21% at a pump cur-
rent of 10 mA. The differential series resistance of the
LEDs is 1.8 Ω in a pump-current range from 400 to
800 mA. We also studied the distribution of the optical-
emission power over the chip area at various pump cur-
rents. Experimental data indicate that the emission
power is fairly uniform at pump currents as high as
800 mA: deviation of the emission power from the
mean value does not exceed 20%, which is in good
agreement with the results of calculations. However,
the calculations show that the uniformity of distribution
of the pump-current density over the active region of
the chips is appreciably impaired as the linear dimen-
sions of the active region are increased. Consequently,
a more complex topology of the contact areas is
required for LED chips with a large area.

The chip we designed on the basis of a numerical
simulation, with an active-region area of ~1 mm2, is
shown in Fig. 2. In this chip, the n-type contact (1) con-
sists of a “fork” that envelops the p-type contact (2) and
has four fragments incorporated into the region of the
p-type contact. These fragments have an angular shape
and are connected electrically using special bridges (3)
that are formed above the p-type contact and are insu-
lated from the contact with an insulating layer (4). This
structure makes it possible to attain very high unifor-
mity in the distribution of the pump-current density in
the active region and also minimize the passive-region
area occupied by the n-type contact, since the conduc-
tors that deliver the current to the middle of a chip are
located at the second level of the metallic coating. The
main technological difficulty in implementing the sug-
gested structure is related to ensuring reliable electrical
isolation of the metal layers. In this study, we chose
SiO2, deposited onto a rotating substrate using a mag-
netron-sputtering method in an H2 : Ar atmosphere, as
the isolating insulator. It is well known that an insulator
deposited using this method exhibits a higher density
and that the probability of its electrical breakdown is
much lower than for SiO2 deposited in an atmosphere
of pure Ar [12]. The thickness of the insulating layer
was 0.25 µm. With respect to electrical breakdown, the
most critical spot is where the insulating layer overlaps
the edge of the p-type contact area. Since the thickness
of the metal layer for the p-type contact is comparable
with that of the insulator, the metal edge formed using
explosive photolithography should have a gentle slope.
This requirement is satisfied by using a reverse photo-
lithographic mask, i.e., a mask whose wall has a nega-
tive inclination with respect to the surface. Apart from
deposition of the intermediate insulator, all the other
technological operations involved in fabricating the
LED chips (including the etching of the mesa structure)
were identical to those used for a medium-area chip. As
before, the chips were mounted on a chip holder and
were then encapsulated.
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4. DISCUSSION

Figure 3 (on the left) illustrates the calculated distri-
bution of the pump-current density over the active
region of a chip. The darker regions correspond to a
higher current density. The experimental distribution of
the optical-emission power at a pump current of 1 A is
also shown In Fig. 3 (on the right). Both the results of
the calculations and the experimental data are indica-
tive of very high uniformity of the pump-current distri-
bution. Regions where the current density (and, corre-
spondingly, the emission power) is somewhat higher
than the average value are observed only in the imme-
diate vicinity of the n-type contact. The calculated root-
mean-square deviation of the pump-current density
from the average value is no larger than 20%. It is worth
noting that this deviation is larger for the interdigital
structure used by Lumileds because this structure
includes regions where the current density noticeably
exceeds its average value. Such regions are inevitably
formed close to the bases of the pins and are surrounded
on three sides by the n-type contact. In addition, in this
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structure, the ratio between the areas of the passive and
active regions of the chips is appreciably larger than in
the variant with two-level connections to the n-type
contact that we suggested.

4.54.03.53.02.52.0
0

0.4

0.8

1.2

1.6

2.0 (a)

Voltage, V

Current, A

1.00.5 1.5 2.00

2
4

6

8
10

12
14

16
18

400

300

200

100

0

Current, A

E
xt

er
na

l q
ua

nt
um

 e
ff

ic
ie

nc
y,

 %

O
ut

pu
t p

ow
er

, m
W

(b)

W
al

l-
pl

ug
 e

ff
ic

ie
nc

y,
 %

Fig. 4. (a) The current–voltage characteristic and (b) the
dependences of the emission power, external quantum effi-
ciency (the solid curve), and wall-plug efficiency (dashed
curve) on the pump current for a high-power light-emitting
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The main characteristics of the fabricated high-
power LEDs are shown in Fig. 4. In Fig. 4a, we show
the current–voltage LED characteristic measured in the
continuous mode. The dynamic series resistance is
equal to 0.65 Ω in the current range 0.5 to 2 A. It is
noteworthy that the above value of the series resistance
is smaller than that claimed by Lumiled for their
Luxeon LEDs (0.8 Ω) [13]. In Fig. 4b, we show the
luminance–current characteristics of the LEDs and,
also, the dependences of the external quantum and
wall-plug efficiencies of the LEDs on the pump current.
The obtained external quantum and wall-plug efficien-
cies of the LEDs are equal to 17.5% and are attained at a
pump current of ~50 mA. The highest optical-emission
power of the LEDs in the continuous-wave mode of
operation is equal to 430 mW at a pump current of 2 A.
It is worth noting that the commercial AlGaInN-based
heterostructure used in this study does not feature
unprecedentedly high internal quantum efficiency; as a
result, the obtained LEDs do not exhibit an unprece-
dentedly high efficiency either. However, our chip and
heat sink structure allows the LEDs to operate in the
current range 0–2 A and yields unprecedentedly small
values for the series electrical resistance.

It is noteworthy that the largest values of the exter-
nal quantum efficiency for the chips with high-power
LEDs (17.5%) are somewhat smaller than those for the
chips with medium-power LEDs (21%), in spite of the
fact that these LEDs were fabricated on the basis of the
same epitaxial heterostructure. This difference between
quantum efficiencies indicates that the efficiency of
light extraction decreases as the chip size increases,
since the specific contribution of the light reflected
from the inclined side walls of the mesa structure to the
total optical flux is smaller for the larger chips [8]. This
means that, for chips with a large area, the problem of
increasing the efficiency of emission extraction by
forming scattering surfaces at the interfaces between
SEMICONDUCTORS      Vol. 39      No. 7      2005
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the semiconductor and the substrate and/or between the
semiconductor and the metal is of primary importance,
since optimization of the inclination of the mesa-struc-
ture side walls does not yield an appreciable effect in
this case.

5. CONCLUSION

Thus, in this paper, we reported the results of study-
ing a new light-emitting diode (LED) based on an
AlGaInN heterostructure formed on a sapphire sub-
strate. This LED features an unprecedentedly low series
resistance and a high uniformity of distribution of the
pump-current density over its active-region area. The
active-region area of the chip is 1 mm2. Two-level con-
nections to the n-type contacts are used, with interme-
diate electrical isolation supplied by an insulating layer.
The fabricated LEDs emit at a wavelength of 460 nm
and operate in the pump-current range 0–2 A (in the
continuous-wave mode). In this case, the highest emis-
sion power equals 430 mW and the highest external
quantum and wall-plug efficiencies are equal to 17.5%.
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Abstract—The possibility of fabricating a ferroelectric FET based on a Pb(ZrxTi1 – x)O3/SnO2 (PZT/SnO2) het-
erostructure is investigated. Sb-doped epitaxial SnO2/Al2O3 thin film deposited by YAG laser ablation from a
metal target is used as the FET channel. The highest obtained electron mobility in the channel is 25 cm2/(V s)
at an electron density of 8 × 1019 cm–3. The possibility of growing PZT film directly on SnO2 film using two
different techniques, laser ablation and magnetron sputtering, is demonstrated. Both methods have been used
in the fabrication of Au/PZT/SnO2 capacitor heterostructures, whose top Au electrode is 250 × 250 µm2 in size.
These cells demonstrate a capacitance of 1000 pF at a 10-V bias and remnant polarization up to 16 µC/cm2.
A Au/PZT/SnO2/Al2O3 transistor structure with 94% modulation of the channel current is fabricated. The dif-
ference in the channel current under the effect of positive and negative remnant polarization of the undergate
ferroelectric is 37%. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In principle, ferroelectric (FE) random access mem-
ory based on an FE field-effect transistor (FFET) has a
number of advantages over other types of memories: it
is nonvolatile, nondestructively readable, demonstrates
low power consumption, and has a fast access time [1–4].
A variety of circuit designs for FFET-based memory
systems have been proposed [5].

As early as 1995, Nakamura et al. [2] proposed pro-
ducing FFETs by simple replacement of the subgate
insulator in a Si MOSFET. However, no reliable device
corresponding to modern requirements yet exists due to
problems with the direct growing of FE films on an Si
substrate [2, 3]. The insertion of a buffer layer between
Si and the FE leads to a significant degradation of the
device parameters and complicates the technology.

Another approach to solving this problem is the forma-
tion of FFETs based on materials with a perovskite struc-
ture, which was proposed in 1995 by Watanabe [6]. We
also showed that it is possible to produce such a device
based on a perovskite PZT/LaxSr1 – xCuO4/NdGaO3 het-
erostructure [7, 8] (PZT is Pb(ZrxTi1 – x)O3). A signifi-
cant drawback of this structure is the low mobility of
carriers in the LaxSr1 – xCuO4 channel, which is below
1 cm2/(V s) at room temperature. This property
imposes fundamental restrictions on transistor opera-
tion speed.

In this study, we investigate the possibility of pro-
ducing an FFET based on a PZT/SnO2/Al2O3 hetero-
structure. This structure seems promising because the
electron mobility in laser-deposited SnO2/Al2O3 epitax-
1063-7826/05/3907- $26.000856
ial films is high [9, 10] and the FE PZT layer can be
grown directly on SnO2 [11]. An additional important
advantage of the PZT/SnO2/Al2O3 heterostructure is its
high (about 96%) transparency in the visual spectral
range [11], which opens up the prospect of its applica-
tion in logic and memory units in liquid-crystal dis-
plays and transistors.

Similar FFET structures were studied in [12, 13], but
the maximum electron mobility reached in an SnO2 chan-
nel grown on the PZT film did not exceed 8 cm2/(V s).

As was shown in [10, 14, 15], the mobility in laser-
deposited single-crystal SnO2 films can reach 37–
40 cm2/(V s) at doping above 1019 cm–3. In polycrystal-
line films, this value is obtained only when the chemi-
cal potential level lies below that at the charged faces of
the crystallites. For SnO2:Sb, this condition is reached
at a Sb concentration below 1018 cm–3, but, in this case,
the FET channel resistance becomes too high. More-
over, the conductivity of such films is highly tempera-
ture- and gas-sensitive [14]. Prins et al. [12] calculated
the optimal range of channel parameters providing the
best transistor operation. The thickness (20 nm) and
doping level (1019 cm–3) of our structures fall within
this range.

2. FABRICATION OF SnO2:Sb EPITAXIAL FILMS

In order to obtain high electron mobility, the
SnO2:Sb films were deposited onto an optically pol-
ished surface of a single-crystal α-Al2O3 substrate at a
temperature of 670°C in an oxygen atmosphere at
 © 2005 Pleiades Publishing, Inc.
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0.15 Torr. Two types of sapphire substrates were used:

(0001) c-cut and ( ) r-cut. Two rotating ceramic
(SnO2 + Sb2O3) or metallic (Sn:Sb) targets were syn-
chronously ablated by two Q-switched YAG lasers (λ =
1064 nm).1 The pulse energy of these lasers was
200 mJ, and they had a width of 15 ns and a repetition
rate of 25 Hz. The distance between the target and the
substrate 35 mm. For the ceramic targets, it was neces-
sary to install an additional screen to protect the sub-
strate from direct hits by solid fragments of the target,
which were several micrometers in size. However, this
screen nearly halved the growth rate. Without a screen,
the growth rate of an SnO2 film was 70 Å/min.

Films deposited by laser ablation of a ceramic target
onto an r-cut surface demonstrated a clearly pro-
nounced (101) texture, but, in contrast to the films
obtained in [10], they were polycrystalline (Figs. 1a, 2a).
The average size of the SnO2 crystallites can be esti-

1 Synchronous ablation of targets by two crossed beams gives rise
to a vertical plasma torch with a reduced concentration of coarse
fragments. This method significantly improves the surface mor-
phology of a deposited film.

1012

z

y

x

14

12

10

8

6

4

2

0

nm

z

y x

(a)

(b)

Fig. 1. AFM images (semicontact scanning mode) of the
surface profile of SnO2 films deposited by laser ablation
of (a) a ceramic target (for a film thickness of 40 nm and
scale factors of 100 nm for x, y and 5 nm for z) and (b) a
metal target (for a film thickness of 30 nm and scale factors
of 100 nm for x, y and 10 nm for z).
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mated as 400 nm (Fig. 1a). The Hall mobility of elec-
trons in the SnO2 films did not exceed 5 cm2/(V s) at
room temperature. Au/PZT/SnO2 capacitors based on
these structures had a low (<1 V) breakdown voltage or
were short-circuited. We attribute these properties to
the high density of through defects in an FE film. Since
the thermal expansion coefficient of the used PZT com-
position nearly coincides with that of SnO2, the high
number of defects in the PZT films can be attributed to
the coarse-grain structure of the SnO2 surface.

Most of the films deposited by laser ablation of a
metal Sn:Sb target onto a c-cut surface were single-
crystal in form and had a finer surface profile than the
films obtained from ceramic targets (Figs. 1b, 2b). The
rocking curves (see the inset in Fig. 2b) indicate the
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Fig. 2. XRD (CuKα) spectra of the PZT/SnO2/Al2O3 struc-
tures: (a) a 40-nm-thick SnO2 film deposited by laser abla-

tion of a ceramic target onto a ( ) Al2O3 substrate, and
a 210-nm-thick PbZr0.52Ti0.48O3 film deposited at T =
375°C; (b) a 30-nm SnO2 film deposited by laser ablation of
a metallic target onto a (0001) Al2O3 substrate, and
250-nm-thick PZT film deposited by laser ablation from a
Pb0.95La0.05Zr0.2Ti0.8O3 target at T = 670°C. Inset: X-ray
rocking curve measured for the SnO2 film near the (002)
Bragg reflection.
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domination of the single-crystal phase along with a
(001) texture. At thicknesses above 60 nm, a polycrys-
talline phase and a diffraction peak from the (101) plane
appears, which confirms the experimental data of [9],
where a physical substantiation of the effect was also
presented.

The deposition conditions, such as the oxygen pres-
sure in the chamber and the distance between the target
and the substrate, were optimized under experimental
conditions so as to exclude the presence of unoxidized
tin metal in the films.

The Hall mobility reached 25 cm2/(V s) at room
temperature. The Au/PZT/SnO2 capacitor cells based
on these films, which had a top contact of 250 ×
250 µm2 in area, demonstrated reproducible diode-type
current–voltage (I–V) characteristics, with forward and
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Fig. 3. (1) Channel current in a FFET vs. the gate voltage.
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Fig. 4. Structure of a model FFET. The channel thickness is
20 nm, the FE thickness is 300 nm, and the subgate region
is 230 × 320 µm2. g Stands for gate.
reverse breakdown voltages of no lower than 2 V.
Figure 3 shows an I–V characteristic typical of thick
(250–300 nm) PZT films.

3. FABRICATION OF PZT FILMS

3.1. Laser Ablation

PbZrxTi1 – xO3 films were deposited from ceramic
targets possessing two different compositions, Zr/Ti =
20/80 and 52/48, with excess Pb. The lasers were oper-
ated in the same mode as for the SnO2 films. The films
were deposited in an oxygen atmosphere at a pressure
of 0.15 Torr. The substrate temperature was varied
between 375 and 670°C. The samples were cooled in a
furnace in oxygen at atmospheric pressure.

As can be seen from the X-ray diffraction (XRD)
spectra shown in Figs. 2a and 2b, PZT predominantly
grows with a [111] texture on (001) SnO2, and [101]
texture on (101) the SnO2 films.

X-ray fluorescence microanalysis using a Cameca
machine showed that the composition of the films is
fairly homogeneous over the film area, but it does not
always correspond to stoichiometry. If targets without
an excess of Pb are used, a Pb deficiency is observed in
the grown films, which usually hinders the formation of
the perovskite phase.

3.2. Magnetron Sputtering

PbZr0.54Ti0.46O3 films doped with 3% Nb were
deposited at a substrate temperature of 130°C. Anneal-
ing was performed at 570°C for 3 h (the samples were
heated at the rate of 300 K/h and cooled over the course
of 12 h with a furnace).

XRD spectra revealed that the PZT films had a poly-
crystalline structure, as reflections from all the crystal
planes were present. A weak (111) texture was
observed.

4. Au/PZT/SnO2/Al2O3 HETEROSTRUCTURES

In the search for optimal deposition technology and
to perform quick testing of electrical properties, we fab-
ricated Au/PZT/SnO2/Al2O3 capacitor structures. The
contacts were deposited by thermal sputtering of Au
onto a cold substrate through Si masks. The area of the
top electrode was 250 × 250 µm2. As a result of the suf-
ficiently high doping level for this type of film, the bot-
tom common contact to the SnO2:Sb film was ohmic.

A model transistor structure was also fabricated
(Fig. 4). It differed from the structures studied in [12, 13]
in that its SnO2:Sb channel was grown on a single-crys-
tal α-Al2O3 substrate. Under these circumstances, the
electron mobility in the channel can reach ~40 cm2/(V s)
[9–15], which is a high value for this material, even at
a high doping level ~1019 cm–3.
SEMICONDUCTORS      Vol. 39      No. 7      2005
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5. EXPERIMENTAL RESULTS AND DISCUSSION

The highest measured capacitance of the laser-
deposited Au/PZT/SnO2/Al2O3 structures, where PZT
represents Pb0.95La0.05Zr0.2Ti0.8O3, was 1000 pF at a
limiting voltage of ±10 V, the remnant polarization was
10 µC/cm2, and the dielectric constant of PZT ε = 450.

In the transistor structure, the modulation of channel
current, I–V characteristics, and hysteresis gate loops
P(Vgate), were measured; here P is the FE polarization.
FE hysteresis loops (Fig. 5) were measured using the
Sawyer–Tower method at a frequency of 100 Hz.

At a donor concentration of 4 × 1019 cm–3, the mod-
ulation of the channel conduction reached 94% (Fig. 3).
The difference between the channel current at negative
and positive remnant polarizations of the subgate FE
was ~37%. The hysteresis loops of the gate P(Vgate) were
similar to those for the capacitor structures (Fig. 5b).
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Fig. 5. FE hysteresis loops of Au/PZT/SnO2/Al2O3 capac-
itor structures measured by the Sawyer–Tower method.
(a) A PbZr0.54Ti0.46O3:Nb film with a of thickness 300 nm,
which was deposited by magnetron sputtering and annealed
at T = 570°C. (b) A Pb0.95La0.05Zr0.2Ti0.8O3 film with a
thickness of 250 nm, with was deposited by a laser at T =
670°C.
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It is noteworthy that, as can be ascertained from the
“diode-type” shape of the I–V characteristic, PZT film
behaves like a p-type semiconductor, which is usually
related to the presence of Pb vacancies.

6. CONCLUSION

The possibility of fabricating FFETs based on a
PZT/SnO2 heterostructure has been demonstrated.

The highest quality SnO2 films were obtained from
laser ablation of a metallic target onto a c-cut sapphire
at a substrate temperature of 670°C. The mobility in
these films reached 25 cm2/(V s) at the electron density
8 × 1019 cm–3, and the Au/PZT/SnO2 heterostructures
demonstrated reproducible I–V characteristics that had
a breakdown voltage of no less than 2 V.

The possibility of directly growing PZT/SnO2 per-
ovskite structures using magnetron and laser deposition
was also studied. Under laser deposition onto a (001)
SnO2 film, PZT film predominantly grows in the [111]
orientation, while, for deposition onto a (101) SnO2
film, the PZT orientation is [101].

A model Au/PZT/SnO2/Al2O3 FFET with 94%
modulation of the channel conduction has been fabri-
cated. The difference between the channel currents at
positive and negative remnant polarizations of the sub-
gate FE was 37%.

It is worth noting that, in contrast to [13], the
obtained modulation of the channel current exhibits the
so-called anomalous hysteresis loop: at the ascending
branch of the gate bias Vgate, the current is higher than
at the descending branch (Fig. 3, curve 1). This behav-
ior of the modulation curve can be related to the electric
field of charges that migrate in the ferroelectric, which
induces a slow (in the range from several seconds to
tens of minutes) charge variation at the SnO2/PZT inter-
face in an external electric field. The inversion of C–V
characteristics from the normal to anomalous hysteresis
at different rates of the bias application was observed in
[16]; this behavior was attributed to a slow relaxation of
charged states at the semiconductor–ferroelectric inter-
face. A high concentration of migrating charges related
to a deviation of the PZT composition from stoichiom-
etry impairs the information storage when the transistor
is used as a memory element. Nevertheless, we believe
that this is not a fundamental problem and it can be
resolved by improving the technology of the PZT film
deposition. 
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