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Abstract—High-voltage 4H-SiC bipolar devices, including rectifier diodes, bipolar junction transistors, and
thyristors are discussed. The results of experimental and theoretical studies of the steady-state and transient
characteristics of these devices are presented. Specific features of device operation, related to the specific elec-
tronic properties of silicon carbide and SiC-based p–n structures, are analyzed. © 2005 Pleiades Publishing,
Inc.
1. INTRODUCTION
One of the main directions currently being pursued in

modern semiconductor electronics is the development
and application of new wide-bandgap semiconductor
materials: silicon carbide SiC and Group III nitrides.
Due to its unique properties, such as a wide band gap
(3−3.3 eV for different polytypes); extremely high criti-
cal field of avalanche breakdown (2–5 MV cm–1); and
thermal conductivity (3–5 W cm–1 K–1), which exceeds
that of copper at room temperature, SiC is considered a
highly promising material for high-temperature, radia-
tion-resistant, high-power, and high-speed electronics.
In spite of technological problems related to the
extremely high thermal stability, mechanical strength,
and chemical inertness of SiC, in the early 1990s, a real
breakthrough was achieved in relation to the technol-
ogy required. This breakthrough has led stable progress
in this area until the present time. Undoubtedly, one of
the main achievements has been the development of the
CVD technique for SiC [1, 2]. CVD material is used in
the fabrication of virtually all the classical semiconduc-
tor devices: Schottky diodes, junction diodes, junction
field-effect transistors, MOSFETs, bipolar junction
transistors, gate turn-off thyristors, and microwave
devices such as MESFET and IMPAT diodes. All over
the world, a large number of companies are entering
the industry of SiC electronics. Now, the first commer-
cial SiC devices, high-power Schottky diode switches
and high-temperature MESFETs for microwaves, are
available.

In the last five years, considerable progress has been
made in the fabrication, at the laboratory level, of high-
power injection devices based on SiC. The principal
element of any bipolar semiconductor device is a
p−n junction capable of modulating the blocking base
region using injected nonequilibrium carriers. For a
long period, there was no success in the fabrication of
1063-7826/05/3908- $26.00 0861
p–n-SiC structures with a high density of nonequilib-
rium carriers because of their short lifetime (on the
order of 1 ns). For a time, it was even thought that a
long lifetime for nonequilibrium carriers was in princi-
ple impossible due to the high (at the level of 1020 cm–3

and even higher) concentration of stoichiometric
defects in the form of excess Si. However, these misgiv-
ings proved groundless, and the problem of extending
the lifetime of these structures was successfully
resolved by means of CVD epitaxy. By the late 1990s,
high-power 4H-SiC diodes, thyristors, and bipolar tran-
sistors had been produced that could block a voltage of
several kilovolts and withstand a forward-current den-
sity of up to 104–105 A/cm2. These high-voltage bipo-
lar SiC devices demonstrated significant advantages
over their Si and GaAs counterparts; specifically, they
exhibited lower forward voltage drop at high current
densities, higher working temperatures, and faster
speeds [3–6]. These advances lead to systematic inves-
tigation of the electronic processes occurring in high-
voltage bipolar 4H-SiC devices. In this Review, we
summarize results of these studies and discuss certain
features of the operation of these devices related to the
specific properties of silicon carbide: a wide band gap,
high critical field of avalanche breakdown and saturated
velocity of electrons, strong temperature dependence of
nonequilibrium carrier lifetime, incomplete ionization
of acceptor impurities at room temperature, large dif-
ference between the electron and hole mobilities, effec-
tive electron–hole scattering at high forward current
densities, etc. The majority of studies under discussion
are related to devices developed by Cree Inc. (USA),
the world leader in SiC electronics. The technologies
derived by Cree allow the production of high-quality
multilayer mesa-epitaxial p–n structures. The concen-
tration of donor (nitrogen) and acceptor (aluminum)
impurities in the epitaxial layers can be varied in a wide
© 2005 Pleiades Publishing, Inc.
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range, from 1013 to 1019 cm–3, and the layer thickness,
from 0.1 to 200 µm. For the most part, the 4H-polytype
of SiC is used in the production of bipolar devices,
since it demonstrates several advantages over other
polytypes: high and nearly isotropic mobility of major-
ity carriers and relatively low dopant activation energy.
Furthermore, at present, the technology related to this
polytype is better developed than for the other SiC
polytypes.

2. DIODES

In this section, we present the results of investiga-
tion of the steady-state and dynamic characteristics of
4H-SiC p+–n0–n+ rectifier diodes rated at reverse volt-
ages of 6, 10, and 20 kV [7–13] (denoted below as
6-kV, 10-kV, and 20-kV diodes). The impurity concen-
tration in heavily doped emitter regions is ~1019 cm–3,
the doping level and thickness of the n-type base are
determined by the maximum reverse blocking voltage
(see Table 1).

Table 1.  Structural parameters of 6-kV, 10-kV, and 20-kV
4H-SiC p+–n0–n+ diodes

Donor concentration 
in the base, cm–3 Base thickness, µm

6-kV 1 × 1015 50

10-kV 3 × 1014 150

20-kV 3 × 1014 200

3.22.82.42.01.61.2
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Fig. 1. Forward I–V characteristics of a 6-kV diode at a low
current density. At T = 297 K, jor = 2.3 × 10–24 A/cm2,

jod = 1.5 × 10–45 A/cm2, and rb = 7.4 × 10–2 Ω cm2. At

T = 537 K, jor = 1 × 10–11 A/cm2, jod = 3 × 10–21 A/cm2,

and rb = 1.7 × 10–1 Ω cm2.
2.1. Current–Voltage Characteristics
at Low Current Density

At a low current density, the principal processes in
the 4H-SiC diodes under study are generation and
recombination of carriers in the space-charge region
(SCR) of the p–n junction and diffusion transport of
carriers across the base. Similar results were obtained
in [14, 15]. “Excess” currents related to various struc-
tural inhomogeneities and to mechanisms of, e.g., field-
assisted and field-assisted thermally activated tunnel-
ing, are virtually absent. Figure 1 shows an example of
the forward current–voltage (I–V) characteristics of a
6-kV diode recorded at 297 and 537 K and forward cur-
rent densities jf = 10–7–1 A/cm2. In this range of current
densities, the I–V characteristics are well approximated
by the sum of the recombination (jrec) and diffusion
(jdiff) currents, with regard to the ohmic voltage drop
across the diode base (jfrb, where rb is the base resistiv-
ity):

(1)

At room temperature, the reverse current in the 4H-SiC
diodes under study is so small that it is below the detec-
tion limit of our equipment. A considerable reverse cur-
rent appears only at temperatures over 600 K. Figure 2
shows a reverse I–V characteristic of a 6-kV diode
recorded at 685 K. It can be seen that jr ∝  (Vbi + V)1/2,
where Vbi is the contact potential of the p–n junction.
Thus, the reverse current is due to thermal generation of
carriers in the SCR of the p–n junction.

jf jrec jdiff+=

=  jor qV pn/2kT( )exp jod qV pn/kT( ),exp+

V V pn jfrb.+=
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Jr ∝ (Vbi + V)1/2

Fig. 2. Reverse I–V characteristic of a 6-kV diode at T =
685 K.
SEMICONDUCTORS      Vol. 39      No. 8      2005



POWER BIPOLAR DEVICES BASED ON SILICON CARBIDE 863
2.2. Base Modulation at High Injection Levels

Figure 3 shows the pulsed quasi-steady-state I–V
characteristics of 6-kV, 10-kV, and 20-kV diodes
recorded at medium and high forward current densities.
As can easily be seen, a rather deep base modulation
resulting from injected carriers occurs in the 6-kV and
10-kV diodes. For example, at a forward current den-
sity of 180 A cm–2, the differential resistivity of a 10-kV
diode rd = dV/djf = 1.6 × 10–2 Ω cm–2, whereas the
ohmic resistivity of an unmodulated base rb = W/qµnn0 =
0.39 Ω cm2 (µn = 800 cm2 V–1 s–1 and n0 = 3 × 1014 cm–3),
i.e., 24 times the measured differential resistivity.
For a 6-kV diode, the ohmic resistivity of an unmod-
ulated base, rb = 6.5 × 10–2 Ω cm2, is 16 times rd = 4.1 ×
10–3 Ω cm2. This situation is indicative of a rather high
emitter injection coefficient and long lifetime of non-
equilibrium carriers in the diode base.

In order to determine the lifetime of nonequilibrium
carriers, the transient processes occurring in the diodes
were studied: attainment of a steady-state forward volt-
age drop when subjected to a steplike forward current,
post-injection voltage decay after a current break (Gos-
sik, [16]), and recovery of the blocking properties of the
diodes after switching from a forward to reverse bias
(Lax, [17]).

2.3. Lifetime of Nonequilibrium Carriers: Diode
Turn-on and Decay of Post-Injection Voltage

Figure 4 shows an oscillogram of the voltage across
a 6-kV diode when subjected to a forward current that
steeply increases from zero to 5 A. The diode demon-
strates an “inductive” response to the current step,
which indicates that a high density of nonequilibrium
carriers is stored in the base. The V(t) dependence
exhibits an initial voltage spike, whose amplitude is
determined by the resistivity of the base in an unmodu-
lated state; furthermore, as nonequilibrium carriers are

30252015105
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Fig. 3. Pulsed quasi-steady-state forward I–V characteris-
tics of 6-kV, 10-kV, and 20-kV diodes. T = 293 K.
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accumulated in the base, the voltage decreases to a
steady-state value defined by the resistivity of the base
in its modulated form. The characteristic time in which
the steady state is attained (comparable with the non-
equilibrium carrier lifetime [18]) is about 0.6 µs.

Figure 5 shows oscillograms of decay of the voltage
across a 10-kV diode, recorded at temperatures of 293
and 514 K, after breaking the forward current. The
oscillograms demonstrate three phases in the voltage
decay: (i) a sharp drop in voltage, equal in magnitude to
the steady-state voltage drop across the base under a
forward current; (ii) a linear decrease in the post-injec-
tion voltage with time, which is related to recombina-
tion of excess carriers in the base; and (iii) a nonlinear
voltage decrease after the disappearance of nonequilib-
rium carriers in the base, i.e., a discharge of the barrier
capacitance of the p–n junction.

The linear portion of the rate of voltage decay
(∆V/∆t) is inversely proportional to the lifetime τ of
nonequilibrium carriers injected into the base [19]:

(2)

Here, kT is the thermal energy. Thus, at room tempera-
ture, the calculated value of τ is 0.6 µs for the 6-kV
diodes and 1.55 µs for the 10-kV and 20-kV diodes.
Assuming that the hole and electron mobilities in the
base µp = 117 and µn = 880 cm2 V–1 s–1, respectively, we
obtain the ambipolar diffusion coefficient Da =
2(kT/q)[µnµp/(µn + µp)] = 5.3 cm2 s–1. The ambipolar
diffusion length of nonequilibrium carriers in the base,
La = (Daτ)1/2, is 17.9 µm for the 6-kV diodes and 28.7 µm
for the 10- and 20-kV diodes. These diffusion lengths
can indeed provide sufficiently deep modulation of the
bases in 6-kV and 10-kV diodes (the ratio of the base
thickness to the diffusion length of nonequilibrium car-
riers is W/La = 2.8 and 5.2, respectively). Nevertheless,
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Fig. 4. Oscillograms of the current and voltage for the turn-
on of a 6-kV diode. T = 293 K. The dotted line shows the
results of calculations using the Issledovanie software.
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these lengths are evidently insufficient for deep mod-
ulation of the 200-µm-thick base of a 20-kV diode
(W/La = 7.0). It should be noted, however, that, as tem-
perature increases, the lifetime of the nonequilibrium
carriers in all the diodes increases several times (see
Fig. 5), which leads to a decrease in the voltage drop, in
spite of the carrier mobility decrease.

2.4. Lifetime of Nonequilibrium Carriers: Recovery
of the Blocking Ability of Diodes after Switching

from a Forward to Reverse Bias

As a rule, measurements using the Lax technique
yield significantly shorter lifetimes of nonequilibrium
carriers in 4H-SiC diodes than those obtained by apply-
ing Gossik’s method [20–22]. Figure 6 shows oscillo-
grams of 6-kV and 10-kV diodes after switching the
current from the forward to the reverse direction. In
the 6-kV diode, the Lax “plateau,” the phase of con-
stant reverse current, is virtually absent, while, in the
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Fig. 5. Oscillograms of the post-injection voltage decay for
a 10-kV diode after sharply breaking the current. The dotted
line shows the results of calculations using the Issledovanie
software.
10-kV diode, it is observed but its length is less than
would be expected if we consider the lifetime of the
nonequilibrium carriers (1.55 µs). The common and
most probable reason for this “anomalous” behavior of
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Fig. 6. Oscillograms of the current when (a) 6-kV and
(b, c) 10-kV diodes are switched from the forward to
reverse direction. The dotted lines show the results of calcu-
lations using the Issledovanie software.
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the diodes is that nonequilibrium carriers have a very
short lifetime in a heavily doped p+-emitter, i.e., a com-
paratively low emitter injection coefficient.

The observed difference in the behavior of the 6-kV
and 10-kV diodes can be explained as follows. We
assume that the lifetime in a thin layer of base, adjacent
to the junction of a 6-kV diode, is as small as in the
emitter. The formation of this layer may be caused by
the fact that high-temperature epitaxial growth of a
heavily doped p-layer raises the total amount of defects
near the interface because of the lattice mismatch
between the heavily doped and undoped layers, the
related thermally induced stresses, the diffusion of
Al impurity atoms, and self-diffusion. Due to presence
of this “damaged” region in the part of the base that is
adjacent to the p–n junction, the SCR starts to quickly
recover after the diode has been switched from the for-
ward to the reverse direction (the recovery time of the
blocking properties is defined by the lifetime of non-
equilibrium carriers in the damaged region); therefore,
the phase of constant reverse current is virtually absent.

We believe that, in 10-kV diodes, the region exhib-
iting a short lifetime is somewhat remote from the
p−n junction interface, presumably, due to a slightly
extended doping profile in the emitter. In this case, the
Lax plateau appears, but its duration depends on the
distance between the p–n junction and the short-life-
time region.

The presence of a damaged layer in the base exerts
no significant effect on the character of decay of the
post-injection voltage in the diodes (in contrast to the
Lax measuring mode). The fact is that, in high-voltage
diodes, this layer is significantly thinner than the SCR
width at a zero bias. Therefore, after the recovery of the
SCR, the disrupted layer appears to be within the SCR.
After breaking the forward current and recovery of the
SCR, the emission of carriers from the quasi-neutral
modulated base into the emitter is virtually zero. The
rate of voltage decay is defined by the lifetime in the
bulk of the base. These considerations define the advan-
tages of the Gossik method, as compared to that of Lax,
for determination of the nonequilibrium carrier lifetime
in SiC diodes.

2.5. Simulation of the Steady-State
and Transient Characteristics of Diodes

Numerical simulation of characteristics of bipolar
4H-Si devices was performed using the Issledovanie
(Investigation) software [23], which was adapted for
the purposes of studying 4H-SiC. This software is
based on recent equations describing the carrier trans-
port in semiconductors [24, 25], which correctly
account for the whole set of nonlinear effects at high
injection levels and under heavy doping: the Auger
recombination, band-gap narrowing, dependence of
kinetic coefficients and carrier lifetime on the doping
level in heavily doped layers of the structure, etc. Using
SEMICONDUCTORS      Vol. 39      No. 8      2005
this software, we successfully simulated both the
steady-state and the dynamic characteristics of 4H-SiC
diodes and thyristors.

Figure 7 shows the results of a computer simulation
of the I–V characteristics of a 10-kV diode. In the first
calculations, an “ideal” emitter was considered. In this
case, it was assumed that the local lifetime of electrons
at any point within the emitter is governed by the Auger
and Shockley–Read recombinations (which were
described by known relations from previous publica-
tions). As can be seen from Fig. 7, this simulation yields
a much smaller forward voltage drop as compared to
the experimental data. Such a result means that the real
emitter injection coefficient is indeed smaller than that
of the “ideal” emitter. Namely, the effective lifetime of
electrons in the emitter is significantly shorter than the
value that might be expected starting from the known
values of the Auger recombination coefficient in 4H-
SiC and the generally accepted Shockley–Read recom-
bination model for heavily doped layers. The simula-
tion showed that the I–V characteristics and Lax and
Gossik’s transient processes can be adequately
described for a 10-kV diode under the assumption that
the lifetime in the heavily doped region of the emitter is
0.43 ns at 297 K, 4.27 ns at 390 K, and 23.7 ns at 514 K,
and the short-lifetime region lies at a distance of 0.5 µm
from the metallurgical boundary of the p–n junction
(see Figs. 5–7).

2.6. Specific Features of the Transient Characteristics 
of Diodes with a p-Type Base

As was first shown in [26, 27], the recovery of
blocking properties in diodes with an n-type base is dif-
ferent from that in diodes with a p-type base: the former
demonstrate rather “soft” recovery, whereas the latter
may recover in a “sharp” mode. At the same forward
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Fig. 7. Forward I–V characteristics of a 10-kV diode. The
points show the experimental data; the dashed lines, calcu-
lation on the assumption of an “ideal” emitter; and the solid
lines, calculation taking into account the damaged layer in
the emitter.
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currents and reverse biases, the maximum reverse cur-
rent in p-type base diodes is significantly larger, and
this current terminates very sharply; specifically, within
less than one nanosecond (cf. Figs. 6 and 8).

The recovery processes in 4H-SiC diodes with n-
and p-type bases were analyzed in [28] by numerical
simulation of the dynamics of nonequilibrium elec-
tron–hole plasma using the Issledovanie software. The
calculated time of current breaking in the p-base diodes
was 0.5 ± 0.05 ns (in agreement with the experimental
data), whereas, in the diodes with an n-type base, it was
3 ns. It was shown that the principal factor responsible
for the different types of recovery behavior is the large
ratio between the electron and hole mobilities in
4H-SiC (b = µn/µp).

It is known that a reverse field withdraws plasma
from the near-anode region much faster than from the
near-cathode one (these rates differ by a factor of b2

before and b after the recovery of the emitter junctions
[29]). In SiC, where b = 7.5, this process is even more
pronounced than in Si (b = 3), and it dominates in all
types of diodes, independently of the asymmetry of the
emitter efficiency and the related initial inhomogeneity
of the plasma distribution in a high-resistivity base. In
a diode with a p-type base, a plasma-free region
appears at the anode, expands quickly, and reaches the
cathode before the cathode emitter junction recovers.
Consequently, virtually all the nonequilibrium carriers
are extracted from the base by the reverse current by the
beginning of SCR recovery. In this case, the boundary
of the recovering SCR moves in the absence of non-
equilibrium carriers, i.e., with a saturation velocity.
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Fig. 8. Oscillogram of the current when a 4H-SiC diode
with a p-type base is switched from the forward to reverse
direction.
2.7. I–V Characteristics at a High Forward Current 
Density: the Effect of Electron–Hole Scattering

Figure 9 shows the I–V characteristics of a 6-kV
diode recorded at temperatures of 293–553 K and cur-
rent densities up to j = 104 A cm–2. As can be seen, at
sufficiently high current densities, the temperature
dependence of the I–V characteristics is inverted. The
inversion point lies between current densities of 2000–
3000 A cm–2, which is at least an order of magnitude
higher than the inversion current density for similar sil-
icon structures. In order to explain this result, it is nec-
essary to analyze the contributions of various nonlinear
effects defining the run of the I–V characteristics at high
current densities. The effects in question are related to
heavy doping of the emitters: the narrowing of the band
gap, decrease in the mobility of majority carriers, and
bimolecular and Auger recombination. In addition,
electron–hole scattering (EHS) must be taken into
account. It should be noted that the effects related to
EHS are also very important in such well-studied mate-
rials as Ge [30], Si [31, 32], and GaAs [33, 34], since
they strongly reduce the carrier mobility in bipolar
devices at high current densities.

To determine the parameters of EHS in 4H-SiC, we
previously proposed a method based on analysis of the
I–V characteristics of diode structures at high current
densities [35]. The EHS-related component of the volt-
age drop across the base Veh is usually written as

(3)

where µnp = Gp0/p is the mobility due to EHS. Analysis
of the experimental I–V characteristics of diodes at a
high current density and computer simulation using the
Issledovanie software showed that, at T = 293 K, the
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Fig. 9. Forward I–V characteristics of 6-kV diodes. The
points show the experimental data and the solid lines, calcu-
lation taking into account electron–hole scattering.
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constant Gp0, which defines the mobility µnp, equals
5.8 × 1019  V–1 cm–1 s–1 and the quantity qGp0, which
defines the contribution of EHS to I–V characteristics,
is equal to 9.3 Ω–1 cm–1. It is noteworthy that, as com-
pared to other materials, the obtained values of the EHS
parameters for SiC are smaller than those for Si by a
factor of 2 [36], for Ge by 4 [30], and for GaAs by
60 [37]. This circumstance means that the effect of
EHS is the corresponding number of times stronger in
SiC than in Si, Ge or GaAs.

3. BIPOLAR JUNCTION TRANSISTORS

High-voltage mesa-epitaxial 4H-SiC bipolar junction
transistors (BJTs) are currently produced in the form of
n–p–n structures. In the transistors produced by Cree
(1.8 kV, 10 A), a 20-µm-thick n0-collector layer is doped
with nitrogen to a concentration of 2.5 × 1015 cm–3 [38].
The base p-type layer, of 1 µm in thickness, is doped
with Al to a concentration of about 2.5 × 1017 cm–3. The
emitter n+-type layer, which is 0.75 µm thick, is doped
with nitrogen at a concentration of 1019 cm–3. The area
of a discrete transistor is 1 × 1.4 mm2. The emitter and
base electrodes are formed as an interdigitated structure
with an overlayer configuration. The width of the emit-
ter fingers is 12 µm and their total length is 6 cm (the
area of the emitter is 7.2 × 10–3 cm2). In this section, we
present the results of studies of the gain characteristics
[39, 40] and on–off switching properties [41, 42] of
these transistors.

3.1. Current Gain

One of the most important parameters of BJTs is the
base current gain in the common-emitter circuit. In
modern high-voltage 4H-SiC n–p–n BJTs, this gain
reaches several tens at room temperature [43]. Figure 10
shows the dependence of a 1.8-kV transistor gain on the
collector current B(IC) measured at fixed collector volt-
age of 100 V. As can be seen, under the effect of a small
current, B increases as the collector current increases,
reaches its maximum (Bmax = 20) at IC = 6 A, and then
decreases rather sharply as the current further
increases.

The BJT gain is affected by multiple processes [44]:
carrier recombination in the bulk of the transistor base,
recombination in the SCR of the emitter junction, sur-
face recombination, “parasitic” injection of carriers
from the base into the emitter (this process is enhanced
as the emitter current density increases, which lowers
the emitter efficiency), and base “broadening” at high
current densities (this process starts to play a significant
role when the average density of the carriers injected
into the base becomes equal to the dopant concentration
in the collector region).

The gain of relatively low-voltage SiC transistors
was analyzed in [45]. However, among all the factors
that can limit the gain, only carrier recombination in the
bulk of the base and the emitter efficiency was consid-
SEMICONDUCTORS      Vol. 39      No. 8      2005
ered in detail. We have performed a deeper analysis that
took into account the carrier recombination in the SCR
of the emitter junction, surface recombination, and
recombination in the emitter bulk. We also took into
account the effect of current crowding at the emitter
edge, which must play an important role in p-base SiC
transistors because of the comparatively high resistivity
of the p-type material. To aid in the analysis, we pro-
posed the following differential equation for the current
density in the base:

(4)

This equation differs from the known Hauser equation
[46] in relation to the presence of the third term. This
term accounts for the fact that, under the conditions of
current crowding, the local gain β, which is dependent
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Fig. 10. Dependences of the common-emitter current gain
of a 1.8-kV 4H-SiC transistor on the collector current. T =
293 K. The points represent the experimental data (VCB =
100 V) and the solid lines, the calculated data. (a) The
dashed lines show the contributions of individual recombi-
nation mechanisms (1) in the SCR, (2) at the surface, and
(3) in the emitter. (b) The dashed line shows the calculated
data for a hypothetical case pB = NA.
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on the emitter current density, decreases in a direction
going from the emitter edge toward its center:

(5)

Here βrB is the gain limited by recombination in the
bulk of the base, βrE is the gain limited by the decrease
in the emitter injection coefficient at high injection lev-
els, NE is the donor concentration in the emitter layer,
DpE is the hole diffusion coefficient in the emitter, LpE is
the hole diffusion length in the emitter, wB is the base
thickness, Da is the coefficient of ambipolar carrier dif-
fusion in the base, and βrSCR is the gain limited by car-
rier recombination in the SCR of the emitter junction.

The surface recombination current, which is depen-
dent on the current density at the emitter edge, was cal-
culated from the relation

(6)

where s is the surface recombination rate and ZE is the
width of an emitter finger. The Runge–Kutta method
was applied to numerically integrate Eq. (4), and Eqs. (5)
were solved using the dichotomy method at each inte-
gration step. One of the boundary conditions is quite
obvious: the density of the base current is zero at the
middle of an emitter finger (jB(LE/2) = 0). By varying

the magnitude of  (serving as the second boundary

condition), we can obtain a number of values of (xi)

β 1– βrB
1– βrE
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1– ,+ +≈
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2La
2

---------, βrE
1– DpE jEwB

2

qDa
2NELpE

--------------------------,≈ ≈=

βrSCR
1– jor

jE jod

----------------.=

Isr

jE 0( )swB
2 ZE

2Da

-----------------------------,=

jB'

jB'

Table 2.  Parameters of the BJT structure (used in the calcu-
lations)

Fixed parameters Value

Electron mobility in the base, µnB, cm2 V–1 s–1 700

Mobility of holes in the base, µpB, cm2 V–1 s–1 150

Mobility of holes in the emitter, µpE, cm2 V–1 s–1 50

Concentration of holes in the base, pB, cm–3 4 × 1016

Adjustable parameters Value

Ambipolar diffusion length in the base, La, µm 5.7

Preexponential factor of the recombination cur-
rent in the SCR, jor, A cm–2

1.61 × 10–24

Diffusion length of holes in the emitter, Lp, µm 0.2

Surface recombination rate, s, cm s–1 4000
and jE(xi). Then, the total base and emitter currents can
be calculated:

(7)

Here, h is the integration step over the coordinate.
Finally, the current gain is calculated as B = IE/IB for
each value of the collector current IC ≈ IE. The parame-
ters used in the calculation are listed in Table 2.

The carrier mobilities µnB, µpE, and µpB from [47]
were used. The value of pB was calculated from the neu-
trality equation

(8)

where ∆EF is the Fermi level position in the neutral bulk
with respect to the valence band, Nv is the effective den-
sity of states in the valence band, and ∆EA is the accep-
tor ionization energy. For NA = 2.5 × 1017 cm–3, Nv =
2.5 × 1019 cm–3, ∆EA = 0.19 eV, the calculated value of
pB was 4 × 1016 cm–3 at 300 K. All the other parameters
were chosen so as to obtain the best fit to the experi-
mental B(IC) dependence. As can be seen from Fig. 10a,
which shows the calculated data, the experimental
results are well approximated in terms of the proposed
model in the entire range of collector current under con-
sideration. The maximum experimentally obtained
transistor gain appeared to be nearly three times less
than the “internal” gain, which is limited only by

recombination in the bulk of the base: Bin ≈ 2 /  =
65. Three curves in Fig. 10a demonstrate individual
contributions to the B(IC) dependence: those showing
recombination in the SCR, surface recombination, and
recombination in the emitter region. As can be seen, at
a high current density, the principal contribution to the
decrease in B at high currents is made by the decrease
in the emitter injection coefficient, which is signifi-
cantly enhanced by the effect of emitter current crowd-
ing. The role of crowding is illustrated by Fig. 10b,
where the result calculated for the hypothetical limit of
complete ionization of acceptors in the base, pB = NA, is
shown.

3.2. Dynamic Characteristics

The turn-on time of a 1.8-kV transistor (about
130 ns for turn-on in the active mode in the common-
emitter circuit) is defined by the recharging of its col-
lector capacitance, which can be found by taking into
account the Miller effect. When the transistor saturation
mode is turned on, the characteristic time taken for the

IB ZEwB jB' xi( )h
i

∑– Isr,+=

IE ZE jE xi( )h.
i
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collector current to rise slightly increases due to the
increase in both the initial (because of the decrease in
the collector voltage) and the final (because the collec-
tor junction is under a forward bias after turn-on) col-
lector capacitance.

As a rule, the slowest process limiting the operation
frequency of bipolar devices is the turnoff. This prob-
lem is especially important for high-power switching
BJTs because, as the degree of BJT saturation in the on-
state increases, the turn-on time decreases whereas the
turn-off time, in contrast, increases. The turn-off time
of the transistors under study significantly decreased if
a reverse current pulse was applied to the base–emitter
junction (Fig. 11). Prior to turnoff, the transistor was in
a deeply saturated state: the saturation parameter was
N = (βIb – ICsat)/ICsat = 3. Curves 1 in Fig. 11 illustrate a
conventional turn-off process stimulated by breaking
the base current (in our experiment, the time taken for
the base current to decay, set by the external control cir-
cuit, was 35 ns). The total turn-off time, which includes
the delay and decay of the collector current, was about

1.2
Base current, A

(a)
0.8

0.4

0

–0.4

–0.8

1

2

6
Collector current, A

(b)

4

2

0

0

1

2

0.1 0.2 0.3 0.4 0.5
Time, µs

Fig. 11. Oscillograms of the (a) base and (b) collector current
under the condition of turn-off of a 4H-SiC BJT (1) in the
conventional mode and (2) by reversal of the base voltage.
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250 ns; at N = 3, the turn-on time of the transistor in the
common-emitter circuit was about 50 ns, i.e., five times
less than the turn-off time. However, if the sign of the
gate voltage was reversed (as is done in Lax diode
tests), the transistor turn-off time decreased to 25 ns
(see Fig. 11, curves 2). In this case, a 0.7-A reverse cur-
rent pulse passed through the gate junction, which is
similar to the current pulse at the switching of the diode
from a forward to reverse bias: the minority carriers
(electrons) are extracted from the transistor base by the
reverse current of the emitter junction. It is interesting
that the collector current completely terminates at a
time when a considerable amount of nonequilibrium
carriers still remain in the base. The reverse current of
the emitter junction flows for 120 ns after the breaking
of the collector current.

4. GATE TURN-OFF (GTO) THYRISTORS

The studied 2.6-kV thyristors have a p-type block-
ing base. The impurity (acceptor) concentration in this
blocking base is 7 × 1014 cm–3, and the base layer
thickness is 50 µm. The emitter layers are doped to
~1 × 1019 cm–3. The electron density in their thin n-type
base is about 1018 cm–3. The anode and gate electrodes
are formed in an interdigitated structure. The total area
of the anode is 3.7 × 10–3 cm–2. As well as 2.6-kV thy-
ristors, relatively low-voltage (400–700 V) thyristors
were studied; these devices have the simplest configu-
ration, involving a side gate electrode.

The I–V characteristics of the studied 2.6-kV thyris-
tors when they are in the on-state are similar to the for-
ward I–V characteristics of 6-kV diodes (cf Figs. 9 and
12). This circumstance implies that the lifetime of non-
equilibrium carriers in the blocking base of the thyris-
tors must be close to that in the diode base. In this
review, we do not discuss the thyristor I–V characteris-

25100

100

1000

Voltage, V

Current density, A/cm2

506 K

5 15 20 30

422 K
351 K
293 K

Fig. 12. I–V characteristics of a 2.6-kV thyristor in the on-
state.
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tics in detail; instead, we focus on their turn-on and
turn-off characteristics [48–54].

4.1. Gate-Controlled Turn-on

Figure 13 shows the temperature dependence of the
minimum gate current IGmin necessary to turn on a
2.6-kV thyristor. As can be seen, this current steadily
decreases when heated from 300 to 500 K. The duration
of the thyristor current rise τr also decreases steadily as
the temperature increases (see Fig. 14, which shows the
time dependences of the current for the thyristor turn-
on). The observed temperature dependence of τr (a sim-
ilar one was observed in [55]) seems “anomalous” as
compared to Si and GaAs thyristors. In Si and GaAs
thyristors, τr increases at higher temperatures, due to

500400300

10

20

30
Gate current ig min, mA

0

Temperature, K

Fig. 13. Temperature dependence of the minimum gate cur-
rent necessary for turn-on of a 2.6-kV thyristor.
the decrease in carrier mobility, diffusion coefficient,
and saturated velocity of the carriers (it is necessary to
note that, in SiC, these quantities also decrease under
the effect of heating).

The faster turn-on of 4H-SiC thyristors at elevated
temperatures can be qualitatively accounted for by an
additional ionization of the acceptors (due to their
higher ionization energy, only 1–2% of the Al atoms in
the emitter are ionized at room temperature), increase
in the injection coefficient of the emitter junction, and
increase in the gain of the p–n–p transistor section. A
detailed analysis of this effect with the use of the charg-
ing method [56–58] leads to the following relation for
the characteristic time taken for the current to increase:

0.2
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8

12
Cathode current, A

0
Time, µs

10
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2

0.4 0.6 0.8 1.0 1.2

422 K 351 K

293 K506 K

Fig. 14. The rise in the cathode current for gate-controlled
turn-on of a 2.6-kV thyristor.
(9)
τ r

1
2
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1 γ1αT1–( )τ2 1 γ2αT2–( )τ1+[ ] 2 4 γ1αT1 γ2αT2 1–+( )τ1τ2+
γ1αT1 γ2αT2 1–+

------------------------------------------------------------------------------------------------------------------------------------------------------=

+
1 γ1αT1–( )τ2 1 γ2αT2–( )τ1+

γ1αT1 γ2αT2 1–+
-----------------------------------------------------------------------.
Here, γi, αTi, and τi (i = 1, 2) are the injection coefficient
of the emitter junction, transport coefficient, and the
time taken for diffusion transit of carriers across the
base in the corresponding transistor section, respec-
tively. The difference from the well-known relation
describing the characteristic time taken for the current
to rise in Si thyristors [59] is that, in our case, the injec-
tion coefficients of the emitter junctions are assumed to
differ from unity (for Si thyristors, γi = 1). As can
clearly be seen from Eq. (9), in the limit of small injec-
tion coefficients of the emitter junctions, when
(α1 + α2) = (γ1αT1 + γ2αT2) = 1 + δ (δ ! 1), the charac-
teristic time taken for the current to rise τr decreases as
the injection coefficient increases:

(10)

A computer analysis using the Issledovanie software
confirms the assumption that a high energy of acceptor
ionization in 4H-SiC is the principal factor causing the
faster turn-on of 4H-SiC thyristors at elevated tempera-
tures.

The decrease in the minimum gate current observed
when heating is applied is related mainly to an increase

τ r

1 γ1αT1–( )τ2 1 γ2αT2–( )τ1+
γ1αT1 γ2αT2 1–+

-----------------------------------------------------------------------.=
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in the lifetime of nonequilibrium carriers, with a corre-
sponding decrease in the critical charge Qcr of the thy-
ristor turn-on. For a gate-controlled turn-on, the critical
carrier density ncr in a “thin” base of thickness Wn can
be estimated as [60]

(11)

Figure 15 shows the temperature dependence of the
critical carrier density calculated from (11) using the
experimental data (see Figs. 13 and 14). At room tem-
perature, ncr ≈ 2.7 × 1016 cm–3. As will be shown below,
this value is close to ncr observed when thyristor turn-
on is effected by pulses of light. As the device is heated
to 500 K, ncr decreases to 4.3 × 1014 cm–3, i.e., by nearly
two orders of magnitude.

Regarding the homogeneity of the turn-on process
in the thyristors under study, it can be estimated from
the homogeneity of the recombination emission pro-
duced by the turned-on section of the device. It was
found that, in the 2.6-kV thyristors under study, this
emission was homogeneously distributed over the
entire area, even at the minimum current, which is close
to the hold-on current (IC ≈ Ih). In the 400-V thyristors,
only about 1/8 of the total area of the device was in the
on state at IC ≈ Ih [61].

The homogeneity of recombination emission in the
steady state does not guarantee that the turn-on is
homogeneous during the process of current increase. A
general idea of the homogeneity present in the turn-on
process can be obtained from studies of the time depen-
dences of the current through a thyristor and voltage
drop across it at different gate currents [62]. At a high
gate current, the critical charge necessary for turn-on is
introduced along the entire emitter–base boundary line
with a significant safety margin, and the turn-on is
homogeneous. At the minimum gate current possible

ncr

Qcr

qWn

----------
jgminτ r

qWn

---------------.≈ ≈

500400300

1015

Critical charge density, cm–3

0

Temperature, K

1016

Fig. 15. Temperature dependence of the critical carrier den-
sity for gate-controlled turn-on of a 2.6-kV thyristor.
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for turn-on, the critical density of carriers is reached at
the “weakest” point. If the critical density at the other
points of structure is significantly higher, the turn-on
occurs only in a narrow current filament around the
weak point. The current density in this filament is many
times higher than the density exhibited under homoge-
neous turn-on. Accordingly, the electric field in the
turn-on channel is proportionally higher. The rate of
current increase in this situation is considerably higher
(at the same current and voltage).

Figure 16 shows the time dependences of the current
for when a 2.6-kV thyristor is turned on at different
cathode voltages VC and the maximum gate current IG.
As can be seen, the turn-on time decreases as VC
increases. Figure 17 shows the turn-on pattern at maxi-
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Fig. 16. Current increase during the turn-on of a 2.6-kV thy-
ristor at different cathode voltages VC and the maximum
gate current.
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Fig. 17. Oscillograms of the current during the turn-on of a
2.6-kV thyristor at (1) IG = 0.02 A and (2) IG = 0.16 A. VC =
270 V and T = 293 K.
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mum (curve 1) and minimum (curve 2) IG and fixed
VC = 270 V. As can be seen, the period of turn-on delay
differs by more than a factor of 10 (in Si thyristors, this
time increases as the gate current decreases [63]). How-
ever, at the turn-on front, the time dependences of the
current are nearly identical, which implies homogene-
ity of the turn-on of the thyristors studied over virtually
over the entire area.

It is necessary to note that the conditions for homo-
geneous turn-on are satisfied more easily in SiC thyris-
tors than in Si thyristors. The reason is that the duration
of phases of fast current increase (τf), diffusion redistri-
bution of nonequilibrium carriers in the thyristor bases
(τd), and spreading of the on-state (τsp) can be of the
same order of magnitude (fractions of a microsecond),
whereas, for Si thyristors, the relation τf < τd ! τsp is
typical (in high-power Si thyristors, τsp can be as long
as several tens or hundreds of microseconds, due to
their relatively large lateral size).

4.2. Turn-on using UV Laser Pulses

The possibility of ultrafast homogeneous turn-on of
Si thyristors using light pulses of a sufficiently high
power was demonstrated in [64, 65]. It was shown that,
for a fast turn-on, the density of nonequilibrium carriers
photogenerated in the structure has to be comparable
with their density in the steady on-state at the given cur-
rent.

Figure 18 shows time diagrams of the turn-on of a
2.6-kV 4H-SiC thyristor under illumination by pulses
from a UV nitrogen laser LG-21 (with a wavelength of
337 nm and pulse width of 7 ns) at different intensities.
The “threshold” energy necessary for turn-on was
about 40 nJ. In these conditions, the process was similar
to gate-controlled turn-on: the total turn-on time was
about 1 µs. However, when the thyristor was illumi-

0.60.4

Cathode current, A

Time, µs
0.80.20
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Fig. 18. Time diagrams of the turn-on of a 2.6-kV 4H-SiC
thyristor under illumination by light pulses with different
intensities. I1 < I2 < I3.
nated by unattenuated light pulses with an energy of
about 0.8 µJ, the turn-on time decreased to 10 ns, which
was close to the duration of the laser pulse itself.

From the point of view of the dynamics of nonequi-
librium carrier accumulation in the thyristor structure,
the obtained data can be explained as follows. Taking
into account that the lifetime of nonequilibrium carriers
in the blocking base is several tenths of a microsecond
(see below), a laser pulse of 7-ns width can be regarded
as a δ-type impact. The light pulse excites a high pho-
tocurrent, which is proportional to the rate of photoge-
neration of carriers. It is noteworthy that the external
current in this situation is maintained by the carrier
emission from the emitters. The time dependence of
current after the termination of the light pulse depends
on the charge of the nonequilibrium carriers formed in
bases during the illumination. If this charge is less than
the “critical” value, recombination of nonequilibrium
carriers dominates, and the thyristor is not turned on. If
the charge produced under illumination slightly
exceeds the critical value, it is further accumulated due
to positive feedback in the thyristor, and the thyristor
turns on spontaneously. In this case, the turn-on process
is controlled by the diffusion of nonequilibrium carri-
ers, similarly to the case of gate-controlled turn-on. If
the light absorption coefficient is known, the critical
density of nonequilibrium carries can easily be esti-
mated. For the 4H-SiC thyristors under study, it is about
2 × 1016 cm–3, which is close to critical density of
nonequilibrium carriers in high-power Si and GaAs
thyristors.

For a pulse energy of 0.8 µJ, the possible photocur-
rent can be estimated as ~30 A. At the same time, in our
case, the external current was limited to 9 A by the for-
ward bias and external load. This means that the block-
ing junction is saturated during the light pulse; i.e., it is
“flooded” by nonequilibrium carriers, and the thyristor
is similar to a p–i–n diode with inhomogeneously dis-
tributed electron–hole plasma. In this case, the transi-
tion to the final on-state after the termination of the
laser pulse is maintained by the fast drift mechanism.
Moreover, it is important that the transition to the
steady state occurs at an invariable thyristor current;
only the voltage drop across the thyristor changes
slightly during this process. Therefore, the turn-on
time of the thyristor, defined as the time taken for the
current to increase, is determined by the duration of
the laser pulse.

4.3. Critical Charge of SiC-Thyristor Turn-on

The concept of a critical charge for thyristor turn-on
is very convenient when analyzing various steady-state
and dynamic processes in thyristor structures. In partic-
ular, the critical charge determines the maximum per-
missible dV/dt ramp [60], the minimum gate current
necessary for thyristor turn-on [66], the propagation
velocity of the on-state [67], and the hold-on current
and parameters of the current filaments [68].
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As was stated above, in the 2.6-kV 4H-SiC thyris-
tors under study, the critical turn-on charge is close to
that in Si and GaAs thyristors. Following from
Uvarov’s classical theory of critical charge [60], in the
studied 4H-SiC thyristors, this charge must be 2–3 orders
of magnitude smaller, since these devices have no tech-
nological shunting of the emitter. This circumstance
implies that the physical mechanism of formation of the
critical charge in 4H-SiC thyristors differs somehow
from that in Si and GaAs thyristors.

This new mechanism was discovered in [69] by
modeling. It is well known that the S-shaped I–V char-
acteristic of a thyristor is formed due to positive feed-
back, which arises under the condition

(12)

Here, jco is the reverse current of the collector junction,
and γi and αTi (i = 1, 2) are the injection coefficient of
the emitter junction and the transport coefficient for the
corresponding transistor section. Uvarov’s theory
assumes that γ2, αT1, and αT2 are constants, and only the
injection coefficient γ1 of the emitter junction, which
usually has technological shunting, depends on the den-
sity of current flowing through the structure. The turn-
on of Si thyristors usually occurs at low injection levels
in the blocking base; therefore, the transport factors αT1
and αT2 may be considered constant. The dependence
of γ1 on j is very sharp near the turn-on point, so the
dependence γ2(j) can be disregarded. Under these con-
ditions, the critical turn-on charge of a thyristor is cal-
culated from the relation [70]

(13)

where jRo is the density of the leakage current in the
shunted emitter junction. In contrast to Si thyristors, the
studied 2.6-kV 4H-SiC devices are turned on at a gate
current corresponding to transition from a low to
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j
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Fig. 19. The dependence of the relative magnitude of the
gate turn-off pulse current IG/IGst on the pulse width.
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medium injection level in the blocking base of the
structure. For this situation, a different relation from (13)
was obtained in [69]:

(14)

This relation differs from (13), first, by the presence of
the injection coefficient γ1 and, second, by some “addi-
tional leakage” in the emitter (jReff). This “shunting”
reflects the contribution of a new mechanism, related to
transition to a medium injection level in the blocking
base, to the formation of the critical charge.

4.4. Thyristor Turn-off Using
a Reverse Gate Current Pulse

In this section, we present the results of studies of
thyristor turn-off using a reverse gate current pulse at
temperatures of 293–500 K.

At the given cathode current and fixed temperature,
the turn-off gain equal to the ratio between the turned-
off cathode current and turning-off gate current, K =
IC/IG, depended on the duration of the reverse current
pulse ∆tG: as the pulse width increased, the gain
increased and then leveled off at some “quasi-steady-
state” value ∆tGst. Figure 19 shows the dependence of
the relative magnitude of the gate-turnoff pulse current
IG/IGst on ∆tGst for different temperatures. At each tem-
perature, the turned-off cathode current was set at
nearly two times the thyristor hold-on current, which
decreased as temperature increased. As can be seen
from Fig. 19, the value of ∆tGst, which corresponds to
the quasi-steady-state turn-off mode, increased as the
temperature increased. At T = 293 K, it was about
2.5 µs; after being heated to 500 K, it was over 10 µs.
Evidently, the rise in ∆tGst at elevated temperatures is
related to an increase in the lifetime of nonequilibrium
carriers in the blocking base of the thyristor. A semiem-
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Fig. 20. Temperature dependence of the characteristic
time τ*.
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pirical relation for the IG/IGst dependence on ∆tG was
suggested in [71]:

(15)

Here, the parameter τ* is the estimated carrier lifetime
in the blocking base. The solid lines in Fig. 19 show the
results of fitting the experimental data with the use of
Eq. (13). As can be seen, the dependence of IG/IGst on
∆tG is very well approximated by Eq. (13) at each tem-
perature. Figure 20 shows the temperature dependence
of the parameter τ*. The lifetime of the carriers in the
blocking p0 base increases exponentially from about
0.6 µs at room temperature to 3.6 µs at 500 K. Both the
lifetimes of the nonequilibrium carriers in the blocking
p0 base of high-voltage 4H-SiC thyristors and the tem-
perature dependences of these lifetimes appeared to be
close to those measured in the 6-kV diodes with an
n0 base. In both types of devices, the room-temperature
lifetime is several tenths of a microsecond; as tempera-
ture increases, the lifetime increases exponentially with
an activation energy of 0.11–0.13 eV, which leads to the
conclusion that the lifetime of the nonequilibrium car-
riers in both p- and n-type 4H-SiC with a doping level
of 1014–1015 cm–3 is controlled by the same recombina-
tion centers.

4.5. Thyristor Turn-off by Pulsed Shorting
of the Gate Junction

The maximum current that can be turned off by the
reverse gate current is limited by leakage and break-
down of the low-voltage gate junction. At room temper-
ature, the maximum turned-off current was about 3.3 A,
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Fig. 21. Oscillograms of the cathode current during turn-on
by gate shorting in (1) a quasi-steady-state and (2, 3) pulsed
modes. The shorting pulse width ∆toff : (1) 20, (2) 0.2, and
(3) 0.8 µs.
 which corresponds to a current density of about

1000 A cm–2.
Another turn-off mode of 4H-SiC thyristors, pulsed

ohmic shorting of the gate junction, was demonstrated
in [72]. In our study, we used a Si MOSFET, whose
channel resistance in the on-state was about 1 Ω , for
this purpose. The maximum cathode current that could
be turned off in this way in the quasi-steady-state mode
decreased after heating. At room temperature it was not
less than 10 A and decreased to 2.3 A at T = 496 K.

It was found that, to attain complete turn-off of a
thyristor, the off pulse must be not shorter than a certain
value ∆ . In the opposite case, a thyristor spontane-
ously turned on after the termination of the pulse. An
example of repeated turn-on at room temperature is
presented in Fig. 21, which shows time dependences of
the thyristor current in the quasi-steady-state (the short-
ing off-pulse width ∆toff = 20 µs (curve 1)) and pulsed
(∆toff = 0.2 and 0.8 µs (curves 2 and 3)) modes. It is
understandable from general considerations that ∆
is the time interval during which the charge of the car-
riers injected into the base decreases to a value close to
the critical charge of thyristor turn-on. Figure 22 shows
the temperature dependence of ∆  plotted on the
semilog scale. As can be seen, this time increases from
0.8 to 4.3 µs as the temperature increases from 293 to
404 K. The activation energy of ∆  is close to the
activation energy of the lifetime of nonequilibrium car-
riers. This circumstance indicates that the temperature
dependence of the lifetime makes the major contribu-
tion to the temperature dependence of ∆ .

5. CONCLUSION

Based on the results of studies of power bipolar SiC
devices, we can reach several important conclusions.

toff*

toff*

toff*

toff*

toff*

3.52.5

1

10
∆t*off, µs

1000/T, K–1
3.0

Fig. 22. Temperature dependence of ∆t*.
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At room temperature, the lifetime of nonequilibrium
carriers in both n- and p-type 4H-SiC with a concentra-
tion of donor or acceptor impurities of 1014–1015 cm–3

can be as long as 1 µs. Such lifetimes allow deep mod-
ulation of the bases of the rectifier diodes at a reverse
voltage of up to 10 kV.

As the temperature increases, the lifetime of the
nonequilibrium carriers increases exponentially and
has an activation energy of 0.11–0.13 eV; at 550–600 K
it can be as long as several microseconds. This strong
temperature dependence of the lifetime leads to a num-
ber of consequences. For example, the critical charge of
thyristor turn-on decreases from ~1016 to ~1014 cm–3,
i.e., by two orders of magnitude.

It is important to note that bipolar 4H-SiC devices
can have thinner and more heavily doped blocking
bases than Si and GaAs devices with the same blocking
voltage, which makes it possible to have a shorter life-
time for nonequilibrium carriers in 4H-SiC devices at
the same W/La ratio. Thus, SiC devices demonstrate a
higher operation speed and lower forward loss at high
current densities. In particular, at temperatures of about
500 K, 700-V thyristors have a characteristic turn-on
time of about 1 ns [73] while, for 2.6-kV thyristors, this
time is about 30 ns. Record-breaking switching fre-
quencies have been obtained in 400-V 4H-SiC thyris-
tors: 500 kHz for a switching current density of
14 kA cm–2 and 1 MHz for 2.7 kA cm–2 [74]. Therefore,
power converters based on power SiC thyristors can
provide a 5–10 times higher conversion frequency than
their Si analogues.

Nevertheless, specific problems still remain with
respect to 4H-SiC. For example, the electron–hole scat-
tering in SiC is about 2, 4, and 60 times more effective
than in Si, Ge, GaAs, respectively. At room tempera-
ture, heavily doped p+-type emitters demonstrate a rel-
atively low injection efficiency because of the short
lifetime of the nonequilibrium carriers and relatively
high ionization energy of the acceptor impurities in 4H-
SiC. These factors lead to a higher forward voltage drop
in diodes, an anomalous temperature dependence of the
turn-on time in thyristors, and significant increase in
the turn-on critical charge as compared to that esti-
mated from Uvarov’s classical theory. A possible way
to solve the problem of the low injection efficiency of
p-type emitters is the use of heteropolytype junctions
and emitters fabricated from GaN, which has a wider
band gap than SiC.

In bipolar junction transistors with p-type bases, the
effect of current crowding at the emitter edge is strong
at room temperature. At large collector currents, this
enhances the surface recombination and recombination
within the emitter and reduces the transistor gain by a
factor of 3 as compared with that expected from the
lifetime of nonequilibrium carriers in the base. In spite
of this circumstance, a high output power in a high-fre-
quency range is expected from 4H-SiC BJTs [75]. The
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same can be said of SHF p–i–n diodes when they are
used as microwave switches [76].

There are still a number of other fundamental prob-
lems yet to be resolved. It is necessary to obtain, from
electric measurements, information concerning the
Auger recombination, which determines the injection
coefficients of p+–n0 and n+–p0 junctions and their
dependences on the current density (until now, only
optical studies have been carried out). The pulsed
breakdown of diodes and the impact of deep levels on
this effect are waiting to be studied. The dependence of
the drift velocity of holes on the electric field should
also be investigated (at present, this dependence is
known only for electrons). It is also necessary to study
the degradation of I–V characteristics at high current
densities (see, e.g. [77]), etc.

To conclude, it must be stated that, as well as obtain-
ing results that have practical importance for technical
applications, the study of 4H-SiC devices improved
understanding of general problems in the physics of
semiconductor devices. In fact, virtually all the theoret-
ical models derived for describing the operation of Si
devices had to be revised for 4H-SiC. The new informa-
tion obtained in these studies should expand the appli-
cation field of wide-bandgap semiconductor devices.
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The IV International Conference on Amorphous and
Microcrystalline Semiconductors was held in St.
Petersburg on July 5–7, 2004. This conference was
organized by the Ioffe Physicotechnical Institute of the
Russian Academy of Sciences and the Center for Scien-
tists (at Lesnoe, near St. Petersburg) at St. Petersburg
State Polytechnical University. The chairperson of the
organizing committee was E.I. Terukov; the members
of the organizing committee were K.D. Tséndin,
Yu.A. Nikolaev, and I.N. Trapeznikova.

There were 198 papers presented at the conference.
The participants included scientists from France, Bul-
garia, Canada, Great Britain, India, Mexico, Japan,
Latvia, and a number of scientists from the Common-
wealth of Independent States (Ukraine, Belarus, Kaza-
khstan, Moldova, Azerbaijan, and Uzbekistan).

The traditional “Kolomiets lecture,” entitled “Laser-
Induced Structural Changes in Te-based Chalco-
genides: Physics and Applications,” was delivered by
A.V. Kolobov (Center for Applied Near-Field Optics,
National Institute of Advanced Industrial Science and
Technology, Tsukuba, Japan). In this lecture, extremely
interesting and detailed data on the processes of writing
information onto carriers composed of vitreous chalco-
genide semiconductors were reported. During the ple-
nary session, the lectures were delivered by leading sci-
entists in the field of unordered semiconductors and
included reviews of the latest achievements in the phys-
ics of the vitreous chalcogenide, amorphous, and
organic semiconductors. The lecture delivered by
N.V. Bodyagin (Ryazan State Academy of Radio Engi-
neering) dealt with the development of alternative
approaches to controlling the growth parameters of
amorphous semiconductors taking into account the
internal dynamic processes in the material. The lecture
by A.S. Komolov (the Fock Research Institute of Phys-
ics at St. Petersburg State University) was concerned
with analysis of the photovoltaic properties of films of
copper phthalocyanine and certain organic semicon-
ductors. The lecture by K.D. Tséndin (Ioffe Physicote-
chnical Institute, Russian Academy of Sciences,
St. Petersburg) focused on the superconductivity effect
and the role of defects in chalcogenide vitreous semi-
1063-7826/05/3908- $26.00 0878
conductors. The lecture by É.N. Voronkov (Moscow
Power Engineering Institute) was dealt with simulation
of the breakdown dynamics in vitreous semiconduc-
tors. The lecture by Jean-Paul Kleider (L.G.E.P.–
SUPERLEC, CNRS, France) was concerned with study
of the energy-band states in amorphous or microcrys-
talline silicon and its alloys using a modulated photo-
current. Finally, the lecture by P.P. Seregin (St. Peters-
burg State Polytechnical University) was concerned
with study of the order–disorder transition in the elec-
tronic subsystem of a semiconductor.

The scope of the conference encompassed the fol-
lowing seven topics, which were considered in special
sessions:

(1) amorphous hydrogenated silicon and its alloys;
(2) amorphous and diamond-like carbon and other

wide-gap semiconductors;
(3) microcrystalline and nanocrystalline semicon-

ductors;
(4) organic semiconductors;
(5) chalcogenide and vitreous semiconductors;
(6) technical applications;
(7) accompanying materials.
In the papers devoted to amorphous silicon (a-Si), a

great deal of attention was given to various technolo-
gies for fabricating amorphous films and to the interre-
lation between methods of fabricating the films and
characteristics of the impurity- and defect-related states
that affect physical properties such as electrical con-
ductivity, luminescence, and optical absorption. Spe-
cial attention was given to the papers delivered by
A.G. Kazanskiœ (Moscow State University), A.I. Kosa-
rev (Institute Nacional for Astrophysics, Optics, and
Electronics; Puebla; Mexico), M.V. Stepikhova (Insti-
tute of the Physics of Microstructures, Russian Acad-
emy of Sciences, Nizhni Novgorod), V.Yu. Timoshenko
(Moscow State University), and A.V. Medvedev (Ioffe
Physicotechnical Institute, Russian Academy of Sci-
ences, St. Petersburg).

The paper delivered by A.G. Kazanskiœ focused on
theoretical and experimental studies of photoconduc-
tivity in microcrystalline silicon (µc-Si). The results of
© 2005 Pleiades Publishing, Inc.
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experimental studies on the photoconductivity in µc-
Si:H films were considered. The magnitude of the pho-
toconductivity was studied in relation to the material’s
structure (the ratio between the crystalline and amor-
phous phases), the photon energy of the excitation radi-
ation, temperature, the level of doping with donor and
acceptor impurities, and the defect concentration. The
experimental data were analyzed taking into account
the existing models for recombination of nonequilib-
rium charge carriers in µc-Si:H and the multiphase
structure of the material. It was shown that it is possible
to use the formalism developed for a-Si:H to interpret
data on the photoconductivity in µc-Si:H.

The paper delivered by S.M. Manakov (Al’-Farabi
Kazakhstan National University, Almaty) was of great
interest. This paper was concerned with the search for
unconventional and ecologically harmless sources of
gaseous silicon hydrides that can be used in semicon-
ductor electronics for obtaining doped layers of crystal-
line and amorphous silicon.

Studies related to the development of a material for
electroluminescent and laser structures that emit at a
wavelength of 1.54 µm retained their importance.
Among the papers devoted to this field, a great deal
of attention was given to the paper delivered by
A.V. Medvedev, concerned with the tenfold increase in
the intensity of erbium-related spontaneous emission
with energy close to the edge of the optical band gap in
a one-dimensional periodic structure based on amor-
phous silicon, grown by plasma-assisted chemical dep-
osition, and doped with erbium during growth.

The paper delivered by M.V. Stepikhova was also of
much interest. This paper was concerned with studies
of the luminescent properties of low-dimensional sili-
con structures. It was shown that the most intense lumi-
nescence, whose intensity exceeds the intensity charac-
teristic of crystalline silicon by a factor of 2, is observed
for structures with the lowest degree of crystallinity and
nanocrystal sizes of 1–3 nm.

Similar problems were solved in the paper delivered
by B.Yu. Timoshenko, which was concerned with study-
ing the effect of inhomogeneity in the dielectric constant
of a solid-state matrix on the width of the spectrum of
erbium-related photoluminescence for structures with
nc-Si/SiO2. The established, and extremely efficient,
enhancement of erbium-related photoluminescence (PL)
and the possibility of controlling the PL characteristics
by varying the sizes of the nanocrystals provides fresh
opportunities for the use of erbium-doped nc-Si/SiO2
structures in silicon-based optoelectronics.

The participants of the conference gave a lot of
attention to problems related to the technology involved
in obtaining microcrystalline and nanocrystalline semi-
conductors and alloys and to the study of their proper-
ties. The interest in these materials is caused, on the one
hand, by their high optical stability and, on the other
hand, by new dimensional effects. In the corresponding
session, keen interest was manifested in the paper
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delivered by M.D. Efremov (Institute of Semiconductor
Physics, Siberian Division, Russian Academy of Sci-
ences, Novosibirsk). This paper dealt with the Coulomb
blockade in the case of single-electron charging of a sil-
icon quantum dot in the structure of single-electron
states using, as an example, silicon oxide films with
incorporated silicon nanocrystals. This composite
material is now considered to be promising in relation
to the fabrication of single-electron transistors and
memory elements in which a floating gate is replaced
by nanocrystalline silicon inclusions. The size of the
nanocrystals (several nanometers) and their high den-
sity make it possible to achieve terabit memory, which
has generated a particular interest in this object. The
above properties, in addition to the photoluminescence
observed in these films, can be extremely important for
the development of next-generation devices in single-
electron and single-photon nanoelectronics.

In the papers concerned with amorphous carbon and
other wide-gap semiconductors, methods for obtaining
and studying these materials were considered; in addi-
tion, attention was given to theoretical simulation of the
properties of the materials under consideration. The
attention of the participants was particularly attracted to
the paper delivered by A.L. Talis (All-Russia Research
Institute of Synthesis of Mineral Raw Materials, Ale-
ksandrov, Russia), which was concerned with new
studies on the structure of diamond-like carbon and a
local approach to adequate description of the symmetry
of four-coordinated structures in a condensed state
(from nanostructures to quasi-crystals and crystals). A
number of papers were devoted to the search for prom-
ising new materials based on the carbon matrix for var-
ious applications. These papers included that delivered
by B.P. Popov (St. Petersburg State Polytechnical Uni-
versity), which was concerned with studies of the elec-
tron spin resonance in copper–carbon systems with
intercalated metals and metallic clusters; the paper
delivered by É.A. Smorgonskaya (Ioffe Physicotechni-
cal Institute, Russian Academy of Sciences, St. Peters-
burg), focused on modification of a-Si:H with metals
(Co, Cu, Mo, Ni) with the aim of forming new solid-
state structures possessing a high density of metallic
nanoclusters; and the paper delivered by É.I. Tochitskiœ
(Plasmotekh Engineering Center of the Belarussian
Academy of Sciences), which was concerned with the
development of methods for fabricating nanosized
high-strength thin-film materials with controllable
electrical properties and a high adhesion to substrates
formed from various materials at a low condensation
surface temperature. Much interest was aroused by the
paper delivered by V.I. Berezkin (Research Center of
Ecological Safety, Russian Academy of Sciences,
St. Petersburg), which was concerned with studying the
mechanisms of adsorption of organic compounds at
crystalline fullerenes, and by that delivered by
V.V. Sobolev (Izhevsk State University, Russia), which
was on the electronic structure of fullerites.
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In the session devoted to organic semiconductors,
most of the discussion was on polymeric semiconduc-
tors that can find application in solar power engineering
and microelectronics. The participants of the confer-
ence displayed keen interest in the review paper deliv-
ered by V.V. Shamanin (Institute of Macromolecular
Compounds, Russian Academy of Sciences, St. Peters-
burg), which dealt with the preparation and systematic
physicochemical study of a new class of organic com-
pounds, i.e., homoconjugated organometallic polymers
that exhibit clearly pronounced semiconductor proper-
ties, namely, photoconductivity, photoluminescence,
and relatively high charge-carrier mobility. These poly-
mers are also of interest for the development of thin-
film organic light-emitting diodes, field-effect transis-
tors, and solar cells with new mechanisms of charge
and electronic-excitation transport.

Among the papers on chalcogenide and vitreous
semiconductors, the attention of the participants was
attracted to the paper delivered by V.Yu. Kolosov (Ural
State University of Economics, Yekaterinburg, Russia),
devoted to rotational distortions during the growth of
crystalline grains in a vitreous matrix; the paper deliv-
ered by A.A. Babaev (Institute of Physics, Dagestan
Scientific Center, Russian Academy of Sciences,
Makhachkala), which was on special features of the
photoluminescence in chalcogenide vitreous semicon-
ductors; a series of the studies carried out by the team
headed by V.V. Sobolev (Izhevsk State University, Rus-
sia), which were concerned with electronic structure
and calculations of the fundamental optical functions of
selenides, sulfides, and chalcogenides consisting of
various elements; and a series of studies on the electri-
cal properties of chalcogenide vitreous semiconductors
that were carried out at the Uzhgorod National Univer-
sity, Ukraine (the corresponding paper was delivered by
I.V. Fekeshgazi).

Many papers dealing with the technical applications
of amorphous, microcrystalline, and vitreous semi-
conductors were presented at the conference. I would
like to mention the paper delivered by I.M. Kotina
(St. Petersburg Institute of Nuclear Physics, Gatchina),
which was concerned with the use of a heterocontact
between amorphous silicon and crystalline silicon in
nuclear-radiation detectors; the paper delivered by
M.D. Efremov (Institute of Semiconductor Physics,
Novosibirsk), which focused on simulation of the char-
acteristics of thin-film field-effect transistors based on
films of hydrogenated amorphous silicon; and a series
of studies related to the effect of the electrical proper-
ties of a-Si:H films on the current–voltage characteris-
tics of thin-film field-effect transistors (these studies
were carried out by a team of researchers, headed by
S.P. Vikhrov, from Ryazan State Radio-Engineering
Academy). Studies on the holographic writing of infor-
mation have been continued with good results by a
team headed by Ya. Teteris (Institute of Physics, Uni-
versity of Latvia, Riga, Latvia); the corresponding
paper was presented by I. Kuzmina.
The topical issues of the conference were discussed at
seven poster sessions, where 158 papers were presented.

It was noted at the closing round-table discussion
that the presented papers were of high scientific quality
and corresponded to the current state of world science.
This inference is confirmed by the participation of sci-
entists from Russia and the Commonwealth of Inde-
pendent States in international conferences possessing
the same scope as this conference and, also, by the large
number of studies carried out by the authors in cooper-
ation with scientists from prominent world scientific
centers. A number of studies conducted by the partici-
pants of the conference were innovative and of great
importance; moreover, the results of these studies were
often being reported for the first time. In particular,
these studies were concerned with the development and
implementation of new approaches to the writing of
information on carriers made of chalcogenide vitreous
semiconductors and the development of a new class of
polyhomoconjugated organometallic compounds that
exhibit clearly pronounced semiconductor properties
and demonstrate potential (as was mentioned above) in
relation to the development and fabrication of a number
of microelectronic devices.

The number of scientific personnel working in the
field under consideration corresponds to the current
state of Russian Science; in particular, this circum-
stance manifests itself in the fact that a large number of
the studies reported at the conference were supported
by international agencies (INTAS, NATO, and CRDF).
According to the data mentioned in the abstracts of the
papers presented at the conference, 32 participants of
the conference were supported in their studies by the
Russian Foundation for Basic Research; 25, by the
Ministry of Education; 4, by the Ministry of Industry
and Science; 2, by the International Science & Technol-
ogy Centre; 17, by grants received from various Rus-
sian programs for the support of scientists and scientific
schools; and 8, by INTAS. Fifteen of the participants
were involved in other foreign programs. However, it
was noted by the participants of the conference that the
funding of studies carried out in the majority of
research institutes is inadequate, especially in the case
of providing the institutes with modern equipment for
technology and research.

The scientific level of all the presented papers was
fairly high. The proceedings of the conference have
been published. In addition, the Program Committee
recommended publishing the most interesting papers in
this issue of “Fizika i tekhnika poluprovodnikov”
(“Semiconductors”).

The conference was made possible thanks to the
support of the Russian Foundation for Basic Research
(project no. 04-02-26090-g) and the help of the Ioffe
Physicotechnical Institute, Russian Academy of Sci-
ences.

Translated by A. Spitsyn
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Abstract—It is found that rapid oxidation of porous Si (por-Si) layers in air may occur in the form of combus-
tion or explosion. Combustion occurs in por-Si layers thinner than 60 µm and impregnated with potassium
nitrate, while explosion is observed in thicker porous layers. It is suggested that explosion develops by a thermal
mechanism resulting from an exponential increase in the reaction rate with temperature. © 2005 Pleiades Pub-
lishing, Inc.
1. INTRODUCTION

Porous Si, which is obtained by electrochemical
anodization of single-crystal Si in HF solutions, is a
unique nanostructured material. Indeed, the size of its
pores can be varied from several nanometers to several
micrometers by selecting an appropriate anodization
mode [1, 2]. The unusual properties of this material
result from its developed internal surface and the pres-
ence of nanoscale structures. One of these properties is
the recently found catalytic sustention of oxidation
reactions leading to combustion and even explosion of
reagents located in the pores [3–5]. The rules governing
these unusual phenomena remain unknown.

The purpose of this study is to examine the fast exo-
thermic processes of combustion and explosion in por-
Si, find the necessary conditions for these reactions,
and analyze the possible mechanisms involved in their
development.

2. EXPERIMENTAL

As experimental substrates, we used p-Si single-
crystal wafers doped with boron to a concentration of
1016 cm–3. The porous Si layers were obtained by elec-
trochemical anodization of the Si substrates in 48%
aqueous HF. Anodization was carried out at current
densities ranging from 10 to 100 mA/cm2. The anodiza-
tion time was correlated with combustion, while the
processes with a time response of less than 1 ms were
classified as explosion.

3. RESULTS AND DISCUSSION

Thermally initiated combustion of por-Si was
observed for porous layers thicker than 15 µm. This
process is caused by rapid oxidation of the nanoscale Si
structures inside a porous layer [6]. Figure 1 shows the
kinetics of the rise and decay of light intensity during
combustion of 40-µm porous layers (1) free of filler and
(2) impregnated with KNO3. Pure por-Si burned for
1063-7826/05/3908- $26.00 0881
longer than 10 s. When it was impregnated with KNO3
(40–50% Si and 30–40% KNO3), it burned only for
several tenths of a second. Rapid combustion was
accompanied by a bright red-white flash. The flash size
increased over time to reach its maximum value and
then decreased as the porous material burned. It is note-
worthy that rapid combustion was accompanied by
spatter of the reaction products. The samples were stud-
ied after combustion using an optical microscope. It
was found that, in the case of slow combustion, a larger
part of the porous layer remains on the Si substrate,
while, after rapid combustion, the porous layer is virtu-
ally absent from the substrate. This observation is
indicative of the destruction and spatter of a porous
layer during the reaction. The presence of microparti-
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Fig. 1. Time dependence of the light intensity during com-
bustion of (1) pure por-Si and (2) por-Si impregnated with
KNO3. The porous layer was 40 µm thick in both cases, and
thermal initiation was applied.
© 2005 Pleiades Publishing, Inc.
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cles of reaction products around the experimental sam-
ples after combustion confirms this conclusion. The
filler KNO3 plays the particular role of a solid oxidizer
in the processes under study. During oxidation of dis-
persed materials, solid oxidizers are more efficient than
gaseous ones because they limit the rate of transit of a
gaseous agent through a porous nanostructure. This cir-
cumstance is precisely the cause of the distinction in the
combustion rates of the impregnated and unimpreg-
nated samples under consideration.

Study of the effect of the initiation methods on the
combustion of the por-Si layers showed no significant
distinction. The reactions under study were most
intense for fresh samples. The combustion capability of
the material was retained after storage at room temper-
ature for 1–2 days. However, prolonged storage hin-
dered combustion because of the passivation of the Si
surface with a dense protective oxide.

As the thickness of a por-Si layer was increased
from 50 to 60 µm or more, the behavior of the porous
layers impregnated with KNO3 changed. These
changes are shown in Fig. 2. In addition to the increase
in the flash size resulting from increasing the porous
layer thickness, some new specific features of the reac-
tions under study should be noted. For porous layers
thicker than 50 µm, the reaction started with a certain
delay with respect to the electric firing pulse, and the
leading edge of the flash corresponded to the millisec-
ond range. For the 60-µm porous layers, oxidation reac-
tions developed without any delay with respect to the
firing pulse, while the leading edge of the anodization
flash was selected within 10–60 min to form porous
layers from 5 to 100 µm thick.

1
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Fig. 2. Time dependence of the light intensity during rapid
oxidation of por-Si layers impregnated with KNO3. The
thickness of the porous layer was (1) 50 and (2) 100 µm, and
electrical initiation was applied.
The structure and thickness of the porous layers
formed were studied by transmission electron micros-
copy. Porous layers in some of the experimental sam-
ples were impregnated in a 10% aqueous solution of
KNO3 and underwent subsequent rotary drying at room
temperature. The porosity of the initial structures and
the weight content of KNO3 in the por-Si layers were
determined gravimetrically by weighing the Si sub-
strates.

Combustion and explosion in por-Si were initiated
thermally, mechanically, or electrically. Thermal initia-
tion was performed via the contact of experimental
samples with an object heated to 900°C. Mechanical
initiation was performed by scratching or pricking the
por-Si surface with a metal needle. Electrical initiation
was performed by passing a current pulse through the
structure under study.

The kinetics of combustion and explosion was mon-
itored by detecting optical emission from the por-Si
regions in which these processes were initiated. For
optical detection, we used a Si photodiode and subse-
quent signal processing in a digital oscilloscope. A
video camera, recording the processes under study at a
rate of 60 frames per second, was also used. Taking into
account that the fundamental distinctions between
combustion and explosion are the different develop-
ment times of these processes and the presence of a
shock wave [7], the processes for which the leading
edge of the light pulse exceeded 1 ms corresponded to
the microsecond range in our experiments. Similar spe-
cific features were also observed for the thicker porous
layers.

It is well known that the fundamental distinctions
between combustion and explosion are the value of the
time response and the presence of a shock wave [7].
Thus, the combustion time response is in the millisec-
ond and second ranges, while the time taken for explo-
sion development is within nanosecond and microsec-
ond ranges. On the basis of this fact, we may conclude

(a) (b)
Q–

Q– Q–

Q+

Q–

Si

d1

Q–

Q– Q–

Q+

Q–

Si

d2
porous
Si

Fig. 3. Heat release and heat removal in por-Si during rapid
oxidation: (a) combustion in thin porous layers with d1 less
than 60 µm and (b) explosion in thick porous layers with d2
exceeding 60 µm.
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that, in the 60-µm and thicker porous layers, explosion
occurs when a por-Si layer impregnated by KNO3 is
oxidized. This suggestion is confirmed by the differ-
ence in the acoustic accompaniment of the processes
under study. For the por-Si layers thinner than 60 µm,
the acoustic accompaniment is similar to a muted pop-
ping. In contrast, for the thicker layers, the sound
becomes shriller and resembles a pistol shot, which
indicates the formation of a shock wave. In addition, in
the case of combustion, the flash color is red-white,
while, during explosion, the flash can even be white-
blue [3], which is indicative of the higher temperatures
in the explosion zone.

Rapid oxidation can occur according to two main
mechanisms [7, 8]. The first of these, the thermal mech-
anism, which imposes no special requirements on the
chemical properties of reagents, is the most general.
The essence of this mechanism lies in the fact that,
when the amount of heat generated in a certain region
exceeds the maximum amount that can be removed
from this region, it is locally heated. This effect causes
an increase in the exothermic reaction rate, which, gen-
erally, exponentially depends on temperature, and a fur-
ther increase in heat generation. These factors cause an
explosion in such systems. The heat generation in an
explosion-like process can be described as

Here, Q+ is the released heat, Vq is the reaction heat, A
is the preexponential factor, E is the activation energy
of the reaction, R is the universal gas constant, and T is
temperature.

Taking into account that the heat conductivity of
bulk single-crystal Si is higher than that of por-Si by
more than 2 orders of magnitude [1], the heat Q– will
mainly be removed towards the Si substrate. Therefore,
the removed heat can be calculated by the formula

Here, λ is the thermal conductivity, d is the thickness of
the por-Si layer, S is the reaction area, T is the temper-
ature in the reaction zone, and Ts is the environmental
temperature.

The results of this study suggest that, in the case of
rapid oxidation of por-Si layers thinner than 60 µm, the
heat released (Q+) and heat removed (Q–) are balanced
due to effective heat removal through the Si substrate,
which leads to relatively slow combustion processes
(Fig. 3a). As the thickness of the por-Si layer increases,
the efficiency of heat removal via the substrate
decreases sharply. Oxidation in such layers occurs

Q+ VqA E/RT–( ).exp=

Q– λ /d( ) T Ts–( )S.=
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when there is a significant misbalance between the heat
released and the heat removed, which leads to local
overheating and, as a consequence, to explosion of the
porous layer (see Fig. 3b).

4. CONCLUSIONS

The conditions under which explosion and combus-
tion of por-Si layers occurs have been determined.
Impregnation of a porous layer with KNO3 leads to
considerable enhancement of combustion, which can
acquire an explosive character under certain conditions.
Similar behavior has also been observed for other dis-
persed materials such as coal dust or aluminum powder.
However, only in the case of por-Si is it possible to
obtain explosion in a film with a thickness of several
tens of micrometers and a mass of explosive material
smaller than one milligram. Therefore, we can state that
an explosion at a microscale level (i.e., microexplosion)
was obtained. Both of the processes under study (com-
bustion and explosion of por-Si) can find practical
application in the fabrication of certain devices. Specif-
ically, combustion of por-Si can be used as an energy
source for Si microactuators. Microexplosion can be
used both in self-destructive Si chips and in the fabrica-
tion of Si integrated circuits to divide Si wafers into
chips.
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Abstract—Silicon nanoparticles obtained by laser-assisted dissociation of molecules of gaseous silane have
been immersed in ethanol. If a cell filled with such a medium is exposed to radiation from an argon laser, the
luminescent trace of the laser beam propagating through the cell is observed in the visible region of the spec-
trum. A model based on the Lorentz classical harmonic oscillator and a multiphoton scheme of interaction
between laser radiation and a nearly resonant medium is used to derive a model of luminescence in a medium
with suspended nanoparticles. The reported experimental data are discussed and compared with the predictions
of the suggested model. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

One can consider two mechanisms when analyzing
the decay of emission from fluorescent substances such
as organic compounds, atomic media, or (recently)
nanostructures. It is assumed that the situation is con-
ventional if luminescent emission is related to one-pho-
ton absorption of incident radiation and involves an
electron transition in the medium, and a delay in the
emission of new photons is related to another electron
transition. In this case, the decay of short-lived lumi-
nescent emission after the cessation of excitation is
adequately described by an exponential time depen-
dence and has already been considered in detail [1].
However, the assumption about one-photon excitation
of a medium does not fully correspond to the pattern of
interaction between the radiation and the medium. For
example, the one-photon approach cannot account for
the appearance of the occasionally observed anti-
Stokes luminescence or the symmetry in the shape of
the absorption and luminescence spectra [1]. In this
context, it is reasonable to use another approach to the
problem of luminescent emission. This alternative
approach is based on a model of multiphoton-related
increase in the transmittance of a medium [2].

The other mechanism that can cause the duration of
luminescent emission from a medium to lengthen is
suggested in this study and is based on the effect of a
decrease in the speed of light. When considering this
effect, we use effective values of the nonsaturated
refractive index of a medium n(νi) for the luminescent
emission photons (νi is one of the multitude of frequen-
cies in the spectrum of luminescent emission). It should
initially be noted that the value of the nonsaturated
refractive index of a medium n(νi) can be unexpectedly
large for some of the photons in the luminescent emis-
sion. If we manage to show that the above approach is
1063-7826/05/3908- $26.00 ©0884
of value, then the results of measurements of the dura-
tion of luminescent-emission decay can evidently be
used to numerically estimate the refractive index of the
medium under study. In this case, in order to conven-
tionally determine the refractive index from the expres-
sion

,

it is necessary to possess experimental data on the
decay of luminescent emission t and the sizes s of the
used cells or samples (V(νi)) is the speed of light in the
medium in relation to the frequency νi).

According to the law of conservation of energy,
absorption of two photons with an excitation radiation
of 2hν and creation of two new photons (a lumines-
cence photon hνi and a photon absorbed in the medium
hν0j) occur in an elementary event of multiphoton-
induced increase in the transmittance of the medium.
This increase is typically observed in a situation where
the excitation-radiation frequency ν and resonant
eigenfrequency ν0j of elementary oscillators in the
medium (or, for example, the frequency of an interlevel
transition ν0j [3]) are not exactly in resonance. In this
case, some of these nearly resonant dipoles (oscillators)
can be found in an excited (inverse) state, which pro-
vides an exact increase in the transmittance of the
medium. The return of these dipoles to the initial (unex-
cited) state can be accomplished either by a nonradia-
tive transition due to the transfer of the stored energy to
the medium in the form of heat or by a cascade steplike
process (with the involvement of metastable states) of
de-excitation emission, which is characteristic of phos-
phorescent crystals [1] (these crystals are not consid-
ered in this paper).

n ν i( ) c
V ν i( )
------------- ct

s
----= =
 2005 Pleiades Publishing, Inc.
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The aim of this study was to discuss and interpret
the phenomenon of transient luminescence (fluores-
cence) characteristic of atomic, molecular, or nano-
sized structures; according to [4], this luminescence
exhibits a finite duration that exceeds the period of opti-
cal oscillations. The model considered in this paper is
primarily compared with the results of experimental
studies of the luminescence of silicon nanoparticles
suspended in ethanol; however, in the author’s opinion,
this model could also be applied to other media.

2. A MODEL OF MULTIPHONON-RELATED 
INCREASE IN THE TRASNITTANCE

OF A MEDIUM.
OBSERVATION OF LUMINESCENCE

IN A MEDIUM CONSISTING OF AN ENSEMBLE 
OF CLASSICAL LORENTZ OSCILLATORS

WITH DIFFERING FREQUENCIES.
A RETARDATION OF THE PROPAGATION
OF LUMINESCENT-EMISSION PHOTONS

IN AN INHOMOGENEOUSELY
BROADENED MEDIUM

The suggested model is based on the assumption
that the medium under study can be considered as an
ensemble of classical nanosized oscillators with differ-
ent sizes and frequencies (in fact, these oscillators are
optical electrons that are surrounded by a certain num-
ber of positive ions in a molecule or the medium’s
nanoparticles in a certain energy state). In spectros-
copy, media in which the resonance frequencies of the
medium particles do not coincide with each other and
which are distributed within a wide spectral region are
referred to as inhomogeneously broadened media.

As a rule, the frequency of the excitation radiation ν
when observing luminescence is equal to or lower than
the resonance eigenfrequency ν0j of the oscillators
(modes) in the medium. It should initially be noted (this
will be shown below) that, otherwise, we would expect
(if ν > hν0j), according to the model of multiphoton-
related increase in the transmittance of a medium, the
appearance of luminescent emission in the spectral
region on the anti-Stokes side relative to the pump fre-
quency.

This model was recently suggested in [2, 5] when
discussing the luminescence of silicon nanoparticles
suspended in ethanol [6, 7]. We now briefly consider
the model of multiphonon-related increase in the trans-
mittance of a medium. Taking into account the law of
conservation of energy, we can represent the scheme of
an elementary process of interaction between the radi-
ation and luminescent medium and the process of gen-
eration of luminescence photons at the frequencies νi as

(1)

where ν is the frequency of the excitation radiation, νi
is the frequency of one of the components of the lumi-
nescent-emission spectrum detected as it exits the
medium (i = 1, 2, 3, ...), and ν0j is the eigenfrequency of

hν i 2hν hν0 j,–=
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the oscillators in the medium that are transferred to an
excited state as a result of process (1) (j = 1, 2, 3, ...).
The indices 0j characterize a set of resonance eigenfre-
quencies of the absorbing oscillators in the medium.
The subscripts j correspond to a set of frequencies in
the spectrum of the secondary radiation (luminescent
emission) excited according to process (1).

It should be realized that the spectrum of eigenfre-
quencies of the oscillators in an inhomogeneously
broadened medium ν0j is, as a rule, broad and corre-
sponds to spectral regions where one-photon absorp-
tion of optical radiation occurs (for example, according
to results obtained using a spectrometer to measure the
transmittance of optical radiation for this medium in an
optical field with a low intensity).

We are now going to clarify the fate of the lumines-
cent-emission photons with a frequency νi . As a rule,
the peak in the luminescence spectrum is shifted with
respect to the excitation-radiation frequency ν towards
the Stokes region of the spectrum. The luminescent-
emission spectrum is, as a rule [1], recorded when the
direction of propagation of the luminescent emission
does not coincide with that of the pump radiation; in
addition, the medium under study should be located
between the axis of the excitation-radiation beam and
the window of the photodetector. A part of this medium
at this axis is found to be in a condition of resonance (or
almost resonance) saturation. However, as the distance
from the axis of the excitation-radiation beam increases
(for example, in the vicinity of the photodetector win-
dow), the conditions of radiation propagation can
change, e.g., owing to a variation in the degree of satu-
ration of the medium. According to expression (1), pho-
tons from the excitation radiation ν that propagates pre-
dominantly along the beam axis and luminescent-emis-
sion photons νi scattered within the solid angle 4π are
present simultaneously in the medium. As a result of
radiation reflection from the cell windows and walls,
excitation-radiation photons and photons related to
Raman scattering can be also found within the angle 4π
[6, 7].

The rule of mirror symmetry for the spectra of lumi-
nescent emission and those of one-photon absorption in
the medium [8] follows from relation (1); indeed, this
relation can be rewritten as

The rule of the mirror symmetry amounts to the follow-
ing statement: the difference between the frequency of
the oscillators located within the medium and absorb
radiation and the excitation-radiation frequency is
equal to the difference between the excitation-radiation
frequency and the frequency of luminescent emission
(of one of its spectral components).

In addition, if the excitation-radiation frequency is
higher than the eigenfrequency of the oscillators in the
medium (ν > ν0j), it follows from relation (1) that it is
possible to observe luminescent emission whose fre-

ν0 j ν– ν ν i.–=
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quency is shifted to the anti-Stokes region with respect
to the excitation-radiation frequency provided that the
experimental conditions are optimized so that the
absorption of this radiation by the medium is mini-
mized. This optimization implies that the secondary
luminescent-emission absorption by the medium is
taken into account [1].

Before considering the issue of retardation of light
and its relation to the luminescence phenomenon, we
should recall a number of special features of the inter-
action between radiation and a medium that is com-
posed of a set of harmonic noninteracting oscillators
with different sizes and, consequently, different fre-
quencies.

The suggested model is based on the following
assumption. The major processes of scattering of opti-
cal emission from electrons in a separate molecule (or
nanoparticle) suspended in a medium should be gov-
erned by laws that follow from the Lorentz model of a
classical harmonic oscillator [9, 10].

An electron with a mass m is kept in equilibrium
conditions at x = 0. When displaced, the electron is sub-
jected to the restoring force Gx, where G is the elastic
force per unit length of displacement. In the case under
consideration, the quantity G should depend on the
number of positive ions N in an individual molecule or
nanoparticle; therefore, in general, Gk = f(N), where N
is the aforementioned number of ions in whose com-
bined field the electrons oscillate (N = 1, 2, 3, ...) and
the subscript k is related to the stereometry of the
arrangement of these ions (k = 1, 2, 3, ...). The simplest
equation of motion for the electron under consideration
is written as [9, 10]

(2)

The well-known solution to this equation is a har-
monic oscillation (mode) with the following resonance
eigenfrequency:

(3)

Thus, we managed to determine the set of eigenfre-
quencies ν0j characteristic of a medium of the type
under consideration. In the case of a medium composed
of identical atoms that each have a single electron,
spectral characteristics are controlled by this specific
electron, which features the frequency ν0j (a single opti-
cal mode). In contrast, in the case of an ensemble of
inequisized oscillators in a medium (molecules and
nanoparticles), we have a broad spectrum, i.e., a super-
position of resonance eigenfrequencies ν0j. These fre-
quencies represent modes that are shifted relative to
each other but are independent of each other. Therefore,
optical effects (including those of nonlinear optics)
should be represented, as a rule, by broad spectral lines
or bands, which reflect the contribution of a multitude
of modes (resonance eigenfrequencies of the harmonic
oscillators in the medium). These oscillators feature

mx Gkx+ 0.=

ν0 j

Gk/m
2π

-----------------.=
different elasticity Gk and different geometric orienta-
tion of their particles. According to formula (3), the res-
onance eigenfrequencies ν0j should vary as the elastic-
ity varies.

According to the Lorentz model of a classical har-
monic oscillator, the refractive index of a medium
n(ν) > 1 if the excitation-radiation frequency ν is lower
than the resonance eigenfrequency, ν < ν0j , whereas
n(ν) < 1 if the excitation-radiation frequency is higher
than the resonance frequency, ν > ν0j [9–11]. The fact
that the refractive index differs from unity indicates
there is a singularity for nearly resonant photons in the
laser-radiation beam at the boundary of the medium [12];
i.e., only part of the incident radiation can penetrate
beyond the surface that confines the medium with
n(ν) ≠ 1 (in problems of linear classical optics). Prima-
rily, this circumstance concerns photons whose fre-
quency ν > ν0j. In this case, destructive interference [10]
should result in quenching of the emission. In the case
of ν < ν0j, the velocity of the emission propagation
V(ν) = c/n(ν) should slow down, since n(ν) > 1. Data
indicating that the refractive index in this region can be
found much in excess of unity were provided, for exam-
ple, in [11]. With regard to laser radiation, this difficulty
is easily surmounted by a nonlinear-optical process that
results in dynamic compensation of the dispersion. The
problem of retardation of the luminescent (secondary)
emission is related to the above circumstance and will
be considered in Section 3.

3. A CONSEQUENCE FOLLOWING
FROM THE MODEL.

CONSIDERATION OF THE FACT THAT 
LUMINESCENT EMISSION HAS A LOW 

INTENSITY AND CANNOT DYNAMICALLY 
COMPENSATE THE DISPERSION

OF INDIVIDUAL OSCILLATORS IN THE MEDIUM. 
FEASIBILITY OF OBSERVING RETARDATION 
OF THE OPTICAL LUMINESCENT EMISSION

IF THE REQUIREMENTS OF THE MODEL ARE 
SATISFIED

We are not going to consider the case in which the
frequency of the excitation (pump) radiation ν corre-
sponds exactly to the resonance eigenfrequencies ν0j of
the optical electrons in the medium under study, as it
has already been studied in detail [10, 11, 13] and is of
interest in this study only due to the fact that the pro-
cesses of one-photon absorption and emission compen-
sate each other whereas the transmittance of the
medium in the pump-radiation field increases, which
brings about dynamic compensation of the dispersion
in the spectral region that is located closest to the pump
frequency. If there is a small difference between the fre-
quency of the pump radiation and the resonance fre-
quency of the medium ν0j, dynamic compensation of
the dispersion can be attained by six-photon parametric
scattering [3, 14].
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There remain two spectral regions that are of inter-
est to us. The first region corresponds to the portion of
the spectrum that is shifted to the anti-Stokes region in
relation to the pump frequency and corresponds to spe-
cific oscillators in the medium. These oscillators,
according to expression (1), absorb photons with the
frequencies ν0j in the course of the increase in transmit-
tance, play the role of a heat exchanger, and transform
the excess energy transferred to the medium into heat.
There is also a second spectral region of interest corre-
sponding to luminescent-emission frequencies νi where
the absorption and the saturation processes are not as
important. As a rule, this spectral region is located on
the Stokes side in respect to the pump frequency (we
denote the resonance eigenfrequencies in this spectral
region as ). The absorption and the saturation pro-
cesses can be disregarded, since luminescent emission
at the frequencies νi propagates within the solid angle 4π,
which limits and reduces the optical-field strength.

We now clarify the fate of the luminescent-emission
photons with frequencies of νi. It is established that,
when a state of resonance interaction of the laser-radi-
ation beams with a medium is almost attained, photons
with identical frequencies can propagate through the
same medium at different velocities, depending on the
radiation intensity (or the degree of saturation of the
medium). This circumstance has made it possible to
experimentally show that there exist photons that travel
faster than light and can give rise to Cherenkov radia-
tion [14].

This study has the opposite aim: finding the condi-
tions for propagation of ultraslow emission. We pro-
ceed by defining the absolute refractive index as n(νi) =
c/V(νi) [11]; in addition, we operate under the reason-
able assumption that saturation effects can be disre-
garded if the strength of the luminescent-emission field Ei
is low.

The following circumstance deserves attention. Two
frequencies of oscillations of an optical electron in an
atom (molecule or nanoparticle) are important [9–11].
According to [11], the resonance electron frequency is
controlled by the frequency of the field of the excitation
optical radiation. At the same time, it is very important
that [9–11] the initial resonance frequency of the opti-
cal electrons in a medium is governed only by elasticity
(by the force that affects the electrons and is divided by
the displacement length; see relation (3)).

In this context, let us conditionally separate the
oscillators into two types: active and passive oscilla-
tors. Active oscillators oscillate in phase with the fre-
quency of the excitation-radiation field, and the disper-
sion curve of these oscillators can shift as the excita-
tion-radiation frequency varies. The passive oscillators
in the medium are rigidly related to a single frequency

 governed only by the interaction of the optical elec-
trons with their environment (i.e., with the constituents
of an atom, molecule, or nanoparticle that surround the

ν0 j'

ν0 j'
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optical electron). However, the initial presence of pas-
sive oscillators in the medium governs the initial value
of the refractive index n(νi) of the luminescent emission
at a frequency νi and the velocity of the propagation of
this emission.

According to [11], in the case of gaseous media
(and, also, substances with a higher density, i.e., liquids
or solids), an inverse-proportionality relationship
between the quantity n(νi) – 1 and the frequency differ-
ence  – νi in the Sellmeier formula implies that the

refractive index can be arbitrarily large if νi <  and

νi  .

Therefore, taking into account the result reported in
[11], we recognize that the value of the refractive index
can increase without limit if the difference between the
frequencies νi and  becomes arbitrarily small.

In order to illustrate the model, we can use experi-
mental data on the lifetime of the fluorescent state in
standard media [15] to approximately estimate the
value of the refractive index n(νi) (the accuracy of this
estimation is limited by the accuracy of determining the
distance traveled by the luminescent emission in the
medium along the axis of the excitation-radiation beam
towards the photodetector window (see table)).

It is large values of the refractive index that bring
about the retardation of propagation of the luminescent
emission in the medium. The value of the refractive
index was estimated under the assumption that the dis-
tance traveled by the luminescent emission in the
medium is equal to 1 cm. Unfortunately, Tibilov and
Shakhverdov [15] did not report any data on this dis-
tance. Evidently, the value of the refractive index
should be reduced by a factor of 10 for a cell with a
length of 10 cm.

4. EXPERIMENTAL

After having discussed the suggested model and its
consequences, such as the retardation of propagation of
the luminescent emission in the medium, we now con-
sider some provisional experimental data.

The method of laser-induced dissociation of
monosilane SiH4 in a gas stream makes it possible to
obtain microdisperse silicon powders with ultrasmall Si

ν0 j'

ν0 j'

ν0 j'

ν0 j'

Table

Compound Solvent
Lifetime of 
fluorescent 

state, ns

Refractive 
index (approxi-
mate estimate)

Anthracene Hexane 5 ~150

Benzene Cyclohexane 23 ~690

Naphthalene Cyclohexane 110 ~3300

Pyrene Petrolatum 520 ~15600
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particles. The high chemical purity of silicon nanopar-
ticles obtained in the course of condensation is charac-
teristic of this method. Khokhlov et al. [16] used elec-
tron microscopy and X-ray diffraction to study the
composition and sizes of Si particles as well as the vari-
ance in size in relation to the synthesis parameters. Ref-
erences to pioneering publications in this field can be
also found in [16]. It was established that the powders
obtained consist of crystalline and amorphous Si com-
ponents. The size of a particle is determined, to a great
extent, by the rate of flow of the SiH4 gas stream across
the focused beam of a CO2 laser. It follows from the
published data that the size of the particles can vary
from 3 to 150 nm.

The unique characteristics of the obtained material
stimulated studies on not only the morphology of the
nanoparticles but also the physical properties of the
powders. In this study, silane dissociation and the syn-
thesis of nanosized powders were performed in a flow-
through reactor using a silane stream surrounded by an
argon flow. The schematic diagram of our experimental
setup is similar to that used in [16]. The diameter of the
silane stream at the exit from the gas-supplying nozzle
was equal to 1 mm. The diameter of the nozzle that
formed the enclosing argon flow was 3 mm. The gas
was let in into the reactor under the conditions of con-
tinuous pumping down of the reactor using an evacua-
tion system. In our experiments synthesizing the nano-
sized powder, the power was radiated by a CO2 laser at
a wavelength of 10.6 µm and was equal to 5–8 W. The
laser radiation was focused so that the waist of the opti-
cal beam coincided with the silane stream. After the
onset of the reaction, the irradiation could be accom-
plished under visual control. As a result of the silane
dissociation brought about by the above procedure, a
grayish-brown powder was found deposited on the
reactor walls and in the vacuum trap. This powder con-
sisted (according to the results of Raman scattering
spectroscopy [6, 7]) of particles of crystalline and
amorphous silicon that greatly varied in size. In the
general case, mixing these powders with ethanol, ace-
tone, and glycerol yields an almost unsettled turbid sus-
pension. However, in a number of cases, the sedimenta-
tion process can be stimulated by consecutively dilut-
ing an alcoholic suspension; as a result, a sediment and
a colloidal solution that has a light-yellow coloring, is
transparent and stable, and scatters very little light are
formed. In contrast to the initial suspension, the colloi-
dal solution obtained exhibits a pronounced capability
for photoluminescence (PL) when exposed to the radi-
ation of the blue–green lines of an argon laser.

The studies were conducted using the Raman
microscopy method. A DFS-24 automated spectrome-
ter was employed in studies of the Raman and PL spec-
tra. The spectra were excited using an emission line of
an argon laser (488.0 nm and 100 mW). The laser radi-
ation was focused to a spot with a diameter of 1 mm at
the sample surface. A low-intensity band peaked at
600 nm was observed in the PL spectra of the initial
powder. The PL intensity was appreciably higher for a
colloidal solution of nanoparticles in ethanol; simulta-
neously, the peak of the giant luminescent emission
shifted to the green region of the spectrum [6, 7].

4.1. Experimental Verification of the Suggested Model

In relation to our experiment, it is reasonable to first
study the nature of the luminescent emission of the
technical ethanol used (FSP 42-0053-1437-01) and
investigate how this emission relates to rule of mirror
symmetry (1).

A low-intensity luminescence signal with peaks in
the range of 2.16–2.26 eV (575–548 nm) was detected
in the Stokes (relative to the pump frequency) region of
the spectrum if an argon laser (λ = 488.0 nm, ν =
20492 cm–1) was used to excite the luminescence in
commercial-grade ethanol without the addition of Si
powder. If this weak signal at a frequency νi stems from
process (1), then, according to the rule of mirror sym-
metry, we should look for a spectral feature in the
region of a frequency ν0j shifted to the anti-Stokes
region.

An increase in the absorption of optical radiation in
the wavelength range 424.0–439.0 nm (the ν0j fre-
quency) was found to represent the above feature. This
circumstance was established using spectrophotometric
measurements in a low optical field. It is in this spectral
region that the transmittance T of a cell with ethanol
begins to decrease as the wavelength becomes shorter.
A decrease in the transmittance of low-intensity radia-
tion by ethanol in the region of a frequency ν0j is indic-
ative of one-photon absorption of radiation and transfer
of portions of the energy hν0j to dipoles in the medium.

At the same time, no significant absorption of radi-
ation at the argon laser frequency ν = 20492 cm–1

(2.54 eV) was not observed according to the results of
the spectrophotometric measurements in ethanol.

Thus, in our studies of the luminescence present in
ethanol (with the amount of impurities specified in the
certificate) using argon-laser radiation for pumping, the
absorption of two pump photons hν and generation of a
single photon of luminescent emission at a frequency νi
shifted to the anti-Stokes region of the spectrum occur
in each elementary event (1). The medium’s impurity
dipoles whose eigenfrequency ν0j is shifted to the anti-
Stokes region of the spectrum are transferred to an
excited state. The energy absorbed in this process is
spent on the heating of the medium as a result of
thermal relaxation of the excited dipoles. On the
basis of this experiment, it is possible to tentatively
conclude that process (1) is responsible for the etha-
nol luminescence.
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4.2. Luminescence of a Medium Consisting
of Ethanol and Si Nanoparticles

The spectrum of giant luminescence of the prepared
colloidal solution of Si nanoparticles in ethanol was
measured under the same conditions as described in
Subsection 4.1. The luminescence spectrum of this
medium occupies a range between ~1.85 eV (670 nm)
and ~2.67 eV (464 nm) and has wings if an argon laser
(488.0 nm) is used for excitation. Apparently, the posi-
tion of the luminescence peak can change from mea-
surement to measurement owing to either aging of the
mixture or the method used for preparation of this mix-
ture. The following position of the luminescent-emis-
sion peak was recorded: 2.25–2.28 eV (~543 nm).

According to the rule of mirror symmetry, it follows
from relation (1) that the elementary dipoles absorbing
excess energy and responsible for the luminescence in
the vicinity of its peak (shifted to the Stokes region of
the spectrum relative to the pump frequency) should
have a wavelength at about 438.5–442.0 nm (i.e.,
should have a wavelength characteristic of the anti-
Stokes (with respect to the pump frequency) region of
the spectrum). A much wider spectral region corre-
sponds to the dipoles that give rise to the broad lumi-
nescence spectrum. According to the rule of mirror
symmetry and relation (1), the Stokes edge of the lumi-
nescence spectrum at 1.85 eV (670 nm) corresponds to
dipoles with a frequency ν0j and wavelength of about
383.2 nm, while the anti-Stokes edge at 2.67 eV
(464 nm) corresponds to dipoles with a frequency ν0j
such that the wavelength is in the region of 514.2 nm.

The spectral range from 2.41 eV (514.2 nm) to
3.23 eV (383 nm) corresponds to the luminescence pro-
cess; in this range, the elementary dipoles (i.e., the har-
monic oscillators in the medium that absorb excess
energy) are excited. This spectral region, corresponding
to an ensemble of harmonic oscillators with a wide
range of eigenfrequencies, was discussed in Section 2,
devoted to consideration of the suggested model of the
luminescence process as a whole. It is worth noting that
the boundaries of this spectral region are controlled, to
a large extent, by the sensitivity of the detecting system
used and spectral characteristics of the photodetectors.
According to the results of spectrophotometer-based
study of the process of one-photon absorption in the
above spectral range, 65% (at 383.2 nm) to 90%
(at 514.2 nm) of incident radiation can pass through a
cell containing the colloidal solution.

Thus, using the Lorentz model of a classical har-
monic oscillator, a scheme of the multiphonon interac-
tion of radiation with a medium close to a state of reso-
nance, and the rule of mirror symmetry, we managed to
explain the origin of luminescence in an artificially
formed nanocomposite medium composed of silicon
particles that had different sizes and were suspended in
ethanol.
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4.3. Tentative Conclusions Based on the Results

The model suggested in this study and the experi-
mental data obtained do not contradict the main mech-
anisms and laws of the luminescence process [1, 17]
and can be used to interpret fast luminescence [4].

Indeed, the broad emission band observed when
luminescence is excited in a colloidal solution com-
posed of ethanol and Si nanoparticles can be attributed
to a classical size effect (this interpretation is confirmed
by the fact that there is a large number of frequencies
ν0j corresponding to nanosized oscillators). This state-
ment pertains to both the suspension of silicon inequi-
sized nanoparticles in ethanol used in this study and
porous silicon [18–20]. In our opinion, the method used
to prepare the samples of porous silicon affects the pore
sizes and, thus, the spread in the eigenfrequencies of the
oscillators that are responsible for luminescence in this
material.

If the excitation-radiation frequency ν is outside the
region in which the absorption and luminescence spec-
tra overlap (ν < ν0j), then, according to the Stokes rule,
only the luminescence-spectrum portion that is shifted
to the Stokes (relative to the excitation frequency)
region of the spectrum should be observed.

However, in the case under consideration, the exci-
tation-radiation frequency ν is found to be within the
region where the absorption and luminescence spectra
overlap; i.e.,

It is clear from relation (1) that one can observe
luminescent emission at frequencies shifted to the anti-
Stokes spectral region. This emission manifests itself as
a wing of the luminescence line broadened on the side
of the anti-Stokes spectral region with respect to the
pump-radiation frequency. This observation does not
contradict the Stokes rule: the luminescence spectrum
and its peak should be always shifted to lower frequen-
cies compared to the absorption spectrum [1, 17].

We can use the suggested model to interpret the rule
of mirror symmetry. According to this rule, absorption
and luminescence spectra exhibit mirror symmetry on
the frequency scale [1, 17]. As can easily be verified,
this rule follows from relation (1),

and accounts for the essence of the size effect: the fre-
quencies of natural oscillations of elementary dipoles ν0j
depend on the size of the nanoparticles, and a specific
spectral component of the luminescent emission νi
corresponds to each set of electric dipoles with a fre-
quency ν0j .

In our opinion, the nature of the anti-Stokes wing in
the luminescence line and the shift of the luminescence
spectrum to the green spectral region indicate that small
particles (electric dipoles in the medium) with a

ν0 j ν ν i, ν0 j' .> >

ν i 2ν ν0 j or
ν i ν0 j+

2
-----------------– ν= =
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reduced elasticity Gi are excited. Apparently, the Stokes
edge of the luminescence spectrum is set by the largest
nanoparticles. For large nanoparticles with a higher
elasticity G, the energy of an excited electron in a nano-
particle is ~3.23 eV. An increase in the size of the nano-
particles (for example, due to their coalescence) can
bring about a further shift of the luminescence-spec-
trum wing to the Stokes region. In this context, it is
worth noting that the presence of impurities in the form
of light atoms of extraneous elements in silicon-con-
taining samples should induce a shift of the lumines-
cence spectrum to the anti-Stokes region whereas the
presence of heavier impurity atoms should result in a
shift to the Stokes region. As has previously been noted
[18–20], molecular silicon compounds with oxygen,
hydrogen, and nitrogen (as well as impurities) can
affect the position of the peak in the luminescence
spectrum.

The model suggested in this study and based on the
use of a multiphoton process is consistent with the non-
linear dependence Iem = f(Iexc) reported by Savin et al.
[18] as well as with the assumption [18] that multipho-
ton processes affect luminescence. Here, Iem is the
luminescent-emission intensity and Iexc is the excita-
tion-radiation intensity.

5. CONCLUSION

In this study, a model of the luminescence process
based on the effect of a multiphoton-related increase in
the transmittance of a medium is considered. A simple
method for determining the unsaturated refractive
index of a luminescent medium is suggested. This
method is based on direct measurement of the lumines-
cent-emission duration after cessation of the exposure
to excitation radiation. The measurement takes into
account the dimensions of the cell with the medium
under study. It is suggested that a lag in the lumines-
cent-emission signal is a consequence of retardation of
the radiation propagation.
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Abstract—Erbium-doped aluminum oxide films with embedded Si nanoparticles have been obtained by mag-
netron sputtering of a composite (Al + Er2O3 + Si) target and subsequent electrochemical anodization at room
temperature. The photoluminescence (PL) spectra of these films are measured in the temperature range 4.2–
300 K. Efficient PL is observed at a wavelength of 1.54 µm without preliminary annealing of the samples,
which indicates the possibility of activating Er3+ ions without any high-temperature treatment. The aluminum
oxide films with embedded Si nanoparticles were observed to show stronger PL at a wavelength of 1.54 µm
than similar films without Si nanoparticles. This effect can be explained by additional pumping of Er-based
luminescence centers and energy transfer from the Si nanoparticles. © 2005 Pleiades Publishing, Inc.
Erbium-doped materials are of great interest
because the luminescence peak of Er3+ ions coincides
with the optical absorption minimum in standard Si
waveguides [1]. Aluminum oxide is an useful host
material for Er ions since the processes involved in its
fabrication are well developed, inexpensive, and highly
compatible with Si technology. In this study, we exam-
ined the luminescent properties of Er-containing Al2O3
films with embedded Si nanoparticles. The lumines-
cence spectra of the films under study were compared
with the results earlier reported in [2], where similar
Al2O3 films without Si nanoparticles were examined.

The samples under study were obtained by deposi-
tion of Al films on Si (100) wafers using magnetron
sputtering of a specially prepared Al target. The areas of
the Er2O3 and Si inserts were about 1 and 4% of the
total sputtering area, respectively. Deposition was car-
ried out at an anodic bias of 400 V and a current of
0.7 A in argon at a pressure of 0.1 Pa. The film thick-
ness was 0.7 µm. The as-deposited films were anodized
in a 2% aqueous solution of H2SO4 at a current density
of 20 mA/cm2 for 10 min, washed with deionized water,
and dried at room temperature. As a result, we obtained
1-µm porous Al2O3 films. The elemental composition
of the films was determined by depth profiling using
secondary-ion mass spectroscopy (SIMS) (Cameca
IMS-4f) and Auger spectroscopy (PHI-660 Perkin-
Elmer). The obtained samples were divided into three
groups. The samples in the first and second groups were
annealed in the temperature range 100–1200°C for
15 min in vacuum and in air, respectively. The samples
in the third group were not annealed.
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Photoluminescence (PL) of the samples in all three
groups was measured at 300, 78, and 4.2 K. The sam-
ples were pumped by a Xe lamp. The other details of
the PL measurements can be found in [3].

Auger depth profiling of the prepared anodic films
showed a uniform distribution of Si atoms over the film
thickness (Fig. 1). The Si content was 2 at %. We have
previously shown [4] that, during anodization of an
Al−Si alloy, most of the Si atoms remain unoxidized
because of the different anodization rates of Al
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Fig. 1. Auger depth profiles of Al, Si, and O in an Al2O3 film
with embedded Si nanoparticles.
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(1 nm/V) and Si (0.2 nm/V). It is this difference that is
responsible for the formation of Si nanoparticles in the
Al2O3 host. The distribution of Er atoms is not shown in
Fig. 1 due to the limited resolution of the Auger analy-
sis. Therefore, the Er content, 0.2 at %, was determined
from the SIMS data.

Erbium-doped Al2O3 films with embedded Si nano-
particles show strong PL at a wavelength of 1.54 µm
immediately after anodization. This fact means that
high-temperature annealing is not necessary for optical
activation of the Er atoms. The PL spectra of the films
in the vicinity of 1.54 µm measured at 4.2, 78, and
300 K and the PL spectrum of a similar film without Si
nanoparticles from [2] are shown in Fig. 2a. The shape
and position of the peak are characteristic of internal 4f
electron transitions in Er3+, which were discussed in
detail in [2]. The integrated intensity of the lumines-
cence of the Er-doped Al2O3 films with embedded Si
nanoparticles was found to be higher than that of the
film without Si nanoparticles by a factor of 2–3. Fig-
ure 2b shows the PL spectrum of the Si nanoparticles in
the Al2O3 host. The spectrum peaks in the yellow-
orange range.
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Fig. 2. (a) IR and (b) visible photoluminescence spectra
of Er-doped Al2O3 films measured at (1) 4.2, (2) 78, and
(3–5) 300 K. (1–3, 5) Films with embedded Si nanoparticles
and (4, data from [2]) without Si nanoparticles.
Anodic aluminum oxide consists of a polycrystal-
line γ'-Al2O3 phase [5] with a highly nonideal lattice.
This circumstance leads to the formation of impurity
levels, which are related to the compositional inhomo-
geneity and structural defects of the material. An Al2O3
insulator host with defects in its anion sublattice con-
tains so-called color centers (F centers). These centers
consist of two oxygen vacancies that capture two elec-
trons [6].

F centers are optically excited by UV photons. An
excited F center relaxes into a steady state and emits a
visible photon [7]. The PL measurements of the
Er-doped anodic Al2O3 samples with embedded Si
nanoparticles showed the presence of a wide strong
luminescence band peaked at an energy corresponding
to the transition of an F center from the first excited
state to a steady state. The energy released during the
relaxation of an F center is sufficient to transfer the
inner 4f electron of the Er3+ ion to an excited state.

The spectra of silicon nanoparticles embedded into
Al2O3 films contain a broad absorption band [8], which
facilitates stronger optical absorption and generation of
excitons in these films. The energy of the excitons
depends on the nanocrystal size. The energy released
during electron–hole recombination in a Si nanoparti-
cle is sufficient to transfer an Er3+ ion to an excited state
[9]. Excitons can recombine radiatively or, when an
Er3+ ion is in immediate proximity to a nanocrystal,
nonradiatively, thereby transferring the Er3+ ion to one
of the possible excited states. The excess energy
released during the Auger recombination is absorbed
by free electrons and phonons [10]. In this process, the
effective absorption cross section for Er3+ ions
increases by several orders of magnitude as compared
with the direct absorption of Er3+ ions in the insulator
host. A schematic diagram of the excitation of an Er3+

ion is shown in Fig. 3.
Figure 4 shows PL intensity versus annealing tem-

perature in the case of 15-min annealing in vacuum and
in air. The PL intensity decreases in the temperature
range 200–500°C, with subsequent recovery within
500–800°C.

It is well known that Er luminescence is observed at
a wavelength of 1.54 µm when trivalent Er3+ ions pos-
sess an oxygen environment [1]. Therefore, the PL of
materials implanted with Er and O ions can be observed
only after high-temperature annealing, which leads to
recrystallization of the amorphous layer and ordering
of the Er atoms’ oxygen environment [11]. We detected
characteristic Er luminescence in the unannealed
Er-doped Al2O3 films. This observation suggests that an
oxygen environment is formed around the Er atoms
during electrochemical anodization, as in the case of
high-temperature processes.

A structural feature of the as-prepared Al2O3 films,
in comparison with the annealed samples, is a higher
content of OH groups [5]. It is these groups that are
responsible for the optical activity of the Er atoms,
SEMICONDUCTORS      Vol. 39      No. 8      2005
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which is confirmed by the observation of erbium PL at
annealing temperatures as high as 200°C. Further
annealing of Al2O3 in the temperature range 200–
500°C changes the structure of this material. In this
case, hydrogen diffuses from the Al2O3 films [5] and
destroys the oxygen environment possessed by the Er
atoms, which leads to a decrease in the PL intensity. At
annealing temperatures of 500°C and higher, optically
active Er–O clusters start to be formed and there is a
corresponding recovery of the PL intensity.

Al2O3Al2O3Al2O3

Al2O3Al2O3Al2O3

SiSiSi

SiSiSi

Er

F-center
P3

3 eV

S1
0.8 eV

Fig. 3. Schematic diagram of the excitation of an Er3+ ion
in an Al2O3 host with embedded Si nanoparticles.
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Fig. 4. Dependences of the room temperature PL intensity
of the films under study on the annealing temperature:
(1) peak at a wavelength of 1.54 µm, annealing in air;
(2) peak at a wavelength of 1.54 µm, annealing in vacuum;
and (3) peak at a wavelength of 580 nm, annealing in air.
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The films annealed in air at temperatures above
800°C showed stronger PL than those annealed in vac-
uum due to the formation of a large number of optically
active Er–O clusters. In this case, the decrease in the PL
intensity in the samples annealed above 1000°C can be
attributed to breaking of the Er–O bonds. Silicon nano-
particles demonstrate stable visible PL at annealing
temperatures as high as 1000°C. However, at annealing
temperatures above 1000°C, the PL intensity decreases,
which can be attributed to the thermal oxidation of Si
and decrease in the number of Si nanoparticles.

We showed that embedding of Si nanoparticles into
Er-doped anodic aluminum oxide films enhances PL at
a wavelength of 1.54 µm. Luminescence of optically
active Er centers was observed in the as-prepared sam-
ples. The method developed can be used to fabricate
waveguide amplifiers operating at 1.54 µm.
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Abstract—Crystalline grains of type IIa natural diamond (the average grain mass is ~1 mg) are studied after
their irradiation with neutrons in a nuclear reactor at a neutron fluence of ~1021 cm–2. The irradiation is found
to bring about a decrease in the macroscopic density of the grains by 40%. A quadrature signal of electron spin
resonance (ESR) with a g factor equal to 2.00006 and a paramagnetic-relaxation time > 10–5 s is detected for
the first time. Metastable uncompensated electron spins residing at the inner surface of the nanovoids may be
the cause of the appearance of this signal. A similar signal is also observed for C60 fullerite powder. The results
of an ESR spectroscopy study of the irradiated diamonds are consistent with data obtained from Raman scat-
tering spectroscopy (the appearance of an anomalously broad band peaked at 950 cm–1 instead of a narrow sin-
gle line at 1332 cm–1 in the initial sample) and electron microscopy (the appearance of nanostructuring). It is
established that nanostructuring of diamond under the effect of ionizing radiation brings about the appearance
of dc electrical conductivity with an activation energy of 0.17 eV in the temperature range 30 to 300°C. © 2005
Pleiades Publishing, Inc.
1. INTRODUCTION

Diamond is a promising material for electronics;
however, the uses of diamond are limited by the lack of
acceptable doping technologies applicable to it in rela-
tion to the formation of n-type layers (see, for example,
[1, 2]). Therefore, it is important to search for methods
for controlling the electrical properties of diamond
without affecting its chemical composition. According
to Malinovskiœ [3], spatial nanostructuring (inhomoge-
neity on a nanometer scale) is characteristic of various
amorphous materials; i.e., periodicity in the arrange-
ment of atoms, which is inherent in crystals, is retained
only within several coordination shells. Nanoinhomo-
geneities are not separate formations; rather, they rep-
resent fragments (building blocks) of amorphous mate-
rials and glasses. This circumstance makes it possible
to consider ionizing radiation, which gives rise to disor-
dering of crystals (and, under some conditions, to
ordering [4]), as a method for producing new nano-
structured materials and device structures based on dia-
mond. The aim of this study was to gain insight into the
properties of crystalline grains of diamond exposed to
high fluences of ionizing radiation in a nuclear reactor.

2. RESULTS AND DISCUSSION

1. We studied single-crystal grains of type IIa natu-
ral diamond (the average grain mass was 1 mg). The
samples were irradiated in the nuclear reactor at the
Russian Research Center, Kurchatov Institute. The neu-
1063-7826/05/3908- $26.00 0894
tron fluence was measured using activation detectors
made of 54Fe [5]. The temperature during irradiation
was measured using isochronous annealing of diamond
or silicon carbide [6]. The temperature of the samples
in the course of irradiation was maintained at about
100°C.

Expansion of the diamond samples was evaluated
from the radiation-induced variation in its density
|∆ρ/ρ0|, where ρ0 = 3.55 g/cm3 is the density of unirra-
diated diamond and ∆ρ = ρ – ρ0 < 0 is the decrease in
the density (expansion) as a result of irradiation. In
order to measure |∆ρ/ρ0|, we used the thermogradient
tube method [7]; the error in determination of |∆ρ/ρ0|
amounted to 1%. We studied the initial diamond grains
and those irradiated with a neutron fluence of ~1021 cm–2

and found the radiation-induced expansion to be
|∆ρ/ρ0| ≈ 40%.

2. An electron microscopy (EM) image of the
cleaved surface of the irradiated diamond was obtained
using an LEO 1455 VP scanning electron microscope
(the electron energy was 20 keV and the current
through the sample was 20 pA) and is shown in Fig. 1.
The EM image of the cleaved surface of the unirradi-
ated diamond is shown in the inset (in the middle of the
panel). The change in the morphology of the cleaved
diamond surface (appearance of a flawed surface) is
indicative of radiation-stimulated change in the dia-
mond structure on a nanometer scale.
© 2005 Pleiades Publishing, Inc.
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3. Measurements of the electron spin resonance
(ESR) were carried out in an H102 resonator at a fre-
quency of 9.3 GHz of microwave radiation with a
power as high as 70 mW. The polarizing magnetic field
was modulated with a frequency of 100 kHz. The ESR
spectra of the samples were measured at room temper-
ature. ESR signals were not observed for the initial
(unirradiated) diamond grains. In the ESR spectrum of
the irradiated samples (Fig. 2a), both an in-phase signal
(the reference-voltage phase and ESR signal phase at
the synchronous detector input coincide, ϕ = 0°) and a
quadrature signal (the reference-voltage and the ESR-
signal phase differ by ϕ = 90°) were observed. This
observation is indicative (according to [8]) of the pres-
ence of paramagnetic centers that have comparatively
long (>10–5 s) relaxation times. It is worth noting that
signal 3 (Fig. 2a), which had a g factor of 2.00006 and
width ∆B3 = 0.06 mT, was detected for the first time in
the ESR spectrum of the irradiated diamond samples at
ϕ = 90°.

Under the same conditions of measuring the ESR
spectra, we studied high-purity (>99%) C60 fullerite
powders extracted from carbon black using toluene.
The carbon black was obtained by evaporating graphite
in an electric arc [9]. According to Shpilevskiœ [10], C60
fullerite powder obtained using this method consists of
crystalline grains with sizes of ~1–5 µm. We detected
two types of lines in the ESR spectra of the fullerite
powders in air (Fig. 2b): line 1 was in phase (ϕ = 0°)
with the field of high-frequency (100 kHz) modulation
of the polarizing magnetic field and line 2 in quadrature
(ϕ = 90°). The width of the line for the in-phase (1) sig-
nal was equal to ∆B1 = 0.125 mT with g1 = 2.00236.
Simultaneously with line 2, we observed another sig-
nal (3) with a g factor g3 = 2.00002 and linewidth ∆B3 =
0.06 mT (Fig. 2b). It is noteworthy that the ESR lines
(with g1 = 2.0023 and g3 = 2.000) were related to
fullerene C60 (see, for example, [11]).

1 µm

Fig. 1. Electron microscopy image of the cleaved surface of
diamond irradiated in a nuclear reactor with a ~1021 cm–2

fluence of neutrons. The image of the cleaved surface of the
initial (unirradiated) diamond is shown in the inset (in the
center of the panel).
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Fig. 2. (a) The ESR spectra of a sample (|∆ρ/ρ0| ≈ 40%) of
type IIa natural diamond with a mass of 1 mg; (b) the ESR spec-
trum of a C60 fullerite powder with a mass of 2 mg for (1) ϕ = 0°
and (2, 3) ϕ = 90° (measurements at a temperature of T ≈ 300 K
and at H1/H1m = 0.5); and (c, d) dependences of amplitudes A1
and A3 (normalized to maximum values A1m and A3m) of sig-
nals 1 and 3 for the diamond (Dia) and C60 fullerite powder on
the strength H1 of the microwave-field magnetic component
with measurements at (c) ϕ = 0° and (d) ϕ = 90°. The value of
H1m corresponds to a microwave power of 70 mW.
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We studied the dependences of the ESR signal
amplitudes on the microwave-radiation power for the
irradiated diamond grains and for the fullerite C60 pow-
der. We preliminarily established that the width, inten-
sity, and g factor of the ESR signals were not affected
by exposure of the samples to vacuum with a pressure
as low as 10–2 Torr or by annealing for 30 min at 200°C
in air. In Figs. 2c and 2d, we show the dependences of
amplitudes A1 and A3 of signals 1 and 3 for the irradi-
ated diamond (Fig. 2a) and C60 fullerite powder
(Fig. 2b) on the strength H1 of the microwave-field
magnetic component in an H102 resonator. It can be seen
that the characteristics of saturation of the paramag-
netic centers responsible for the lines with g factors
g3 = 2.00006 (for a grain of natural diamond irradiated
in a reactor) and g3 = 2.00002 (for fullerite C60 powder)
coincide only for the quadrature ESR signal (cf. Figs. 2c
and 2d).

Thus, both in the irradiated diamond and C60 fuller-
ite powder, we observe paramagnetic centers with rela-
tively long (>10–5 s) relaxation times [12], nearly coin-
ciding g factors and linewidths, and similar characteris-
tics for the dependences of the signal 3 amplitudes on
the strength H1 of the magnetic component of the
microwave field. A possible cause of the appearance of
line 3, related to paramagnetic centers with relatively
long relaxation times (>10–5 s), both in the irradiated
diamond and C60 fullerite powder may be uncompen-
sated electron spins that reside at the inner surface of
nananovoids [13] in the irradiated diamond and inside
the carbon cage in separate C60 molecules (or in voids
in the fullerite powder grains).

The hypothesis that there are uncompensated elec-
tron spins at the surface of nanovoids in irradiated dia-
mond grains is confirmed by the fact that only the para-
magnetic centers responsible for line 3 in Fig. 2a are
metastable. After the resonance was repeatedly (about
30 times) attained, line 3 was no longer observed in the
ESR spectra of either the irradiated diamond or the C60
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Fig. 3. The Raman spectra (measured at a temperature of
80 K) for (1) the initial diamond, (2) diamond after irradia-
tion, and (3) schungite (the carbon content 98 wt %; the
Raman signal intensity is increased by a factor of 10).
fullerite powder. This circumstance could be caused by
a rearrangement of the spin system that forms line 3,
which results from relaxation (stimulated by ESR mea-
surements) of the elastic-stress fields [14] in the irradi-
ated diamond. Poklonskiœ et al. [15] reported an
increase (by several hundred times) in the rate of this
rearrangement of the spin system when ESR was mea-
sured in porous structures.

4. Raman scattering in the diamond grains was
excited by a Nd:YAG laser (the wavelength was λ =
1064 nm and the radiation power was varied from 30 to
500 mW). The Raman spectra were detected in the
backscattering geometry at 80 K.

In Fig. 3, we show the Raman spectra of the (1) ini-
tial and (2) irradiated diamond samples and, also, for
comparison, (3) the spectra of a natural nanostructured
material (schungite). As follows from Fig. 3, the change
in the diamond structure as a result of irradiation man-
ifests itself in the appearance of an anomalously broad
band with a peak at 950 cm–1 and the disappearance of
a narrow separate line at 1332 cm–1 in the Raman spec-
trum. The presence of the D and G bands in the Raman
spectra is characteristic of carbon-containing nano-
structured materials with clusters of graphene layers
and sp2-hybridized bonds (see, for example, [16–18]).
These materials include schungite (Fig. 3, spectrum 3)
and ultradisperse diamond samples. It is worth noting
that traces of natural C60 fullerenes have been found in
schungite [19]. The G and D bands in the Raman spec-
tra of nanoporous carbon and in the spectra of amor-
phous hydrogenated carbon are typically not separated;
a single broad band has a peak in the range of 1300–
1600 cm–1. As far as we know, the peaks of the broad
Raman bands for the above materials are not located in
the vicinity of 950 cm–1. However, a number of bands
[11, 20] have been observed in the range 300 to
1000 cm–1 in the Raman spectra of fullerites and carbon
nanotubes. Therefore, the shift of the peak in spectrum 2
to the vicinity of 950 cm–1 is probably caused by the
presence of nanostructures (or nanovoids) with dis-
torted graphene planes in the bulk of the irradiated dia-
mond. Novgorodova [21] showed that defects with dis-
torted graphene planes could be formed.

5. The dc electrical conductivity was measured
using the conventional method. Electrical contacts to
the diamond grains were formed by depositing a silver
paste. The diamond grains became conducting only
after irradiation in the reactor. The electrical-conductiv-
ity activation energy for diamond (with expansion
|∆ρ/ρ0| ≈ 40%) was equal to 0.17 eV in the temperature
range 30–300°C. Apparently, this thermal activation
energy is caused by manifestation of hopping transport
of electrons via intrinsic radiation defects [22] as a
result of pinning of the Fermi level at these defects [23].
SEMICONDUCTORS      Vol. 39      No. 8      2005
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3. CONCLUSIONS
Irradiation of grains of type IIa natural diamond in a

nuclear reactor with a neutron fluence of ~1021 cm–2

brings about not only a decrease in the density by 40%
but also a change in the morphology of the cleaved sur-
face (appearance of inhomogeneities on a nanometer
scale). Radiation-induced rearrangement of the dia-
mond-grain structure is accompanied by (i) the appear-
ance of a quadrature ESR signal (g3 = 2.00006) that can
be attributed to metastable paramagnetic centers with
paramagnetic relaxation times > 10–5 s; (ii) the appear-
ance of an anomalously broad band peaked at 950 cm–1

in the Raman spectrum and the disappearance of a sin-
gle narrow line at 1332 cm–1; and (iii) the transition of
the diamond grains to a conducting state with an activa-
tion energy of 0.17 eV for dc electrical conductivity in
the temperature range 30 to 300°C.
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Abstract—For the first time, full sets of fundamental optical functions have been obtained for zinc oxide in the
range 0–30 eV at 100 K for E ⊥  c and E || c polarizations. Spectra of the transverse and longitudinal components
of transitions and their basic parameters (peak energies Ei, half-widths Hi of transition bands, band areas Si, and
oscillator strengths fi) have also been determined for the first time. The calculations are performed using syn-
chrotron experimental reflectance spectra. The main features of spectra of the optical functions and components
of transitions are established. These features are compared to the results of known theoretical calculations of
the bands and spectra of optical functions. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Zinc oxide exhibits unique piezo- and pyroeffects,
high fusion temperature and heat conductivity, and high
direct-transition energy (Egd ≈ 3.3 eV) [1]. It crystallizes

in a wurtzite structure ( , z = 2), with a polar axis c
parallel to the [0001] direction. The Zn3d valence
bands are located close to the uppermost valence bands.
This circumstance leads to an appreciable hybridization
of the O2p and Zn3d states and to a more complex
structure of bands than is known for other II–VI com-
pounds [1–3].

The purpose of this study was to obtain and theoret-
ically analyze new information on the spectra of optical
functions and the structure of elementary transitions in
ZnO crystals in a wide energy range of fundamental
absorption.

2. CALCULATION METHODS

In order to carry out this task, we first obtained the
spectra of full sets of fundamental optical functions: the
absorption coefficient (µ), indices of refraction (n) and
absorption (k), imaginary (ε2) and real (ε1) parts of the
permittivity (ε), functions for the characteristic volume
(–Imε–1) and surface (–Im(1 + ε)–1) energy losses of
electrons, etc. [4]. They were calculated using integral
Kramers–Kronig relations and analytical formulas
based on experimental reflectance spectra R(E).

The calculated permittivity spectra (ε1 and ε2) and
energy losses (–Imε–1 of electrons and Reε–1) were then
decomposed into elementary transverse and longitudi-
nal components using integral Argand diagrams, for
which we determined the following basic parameters:
peak energies Ei, band half-widths Hi, band areas Si

C6V
4
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proportional to the transition probabilities, and oscilla-
tor strengths fi.

The methods used to calculate the set of optical
functions and the decomposition of the integral spectra
of optical functions into components have previously
been described in detail and frequently applied [4–7].

For ZnO, the polarization reflectance spectra R(E)
are known for the orientations of the wave electric vec-
tor E ⊥  c and E || c at 100 K in the energy range E =
0−25 eV [8]. From these spectra, we calculated the
spectra of the complete set of optical functions for the
polarizations E ⊥  c and E || c. For brevity, we show only
the spectra of ε1, ε2, µ, –Imε–1, and –Im(1 + ε)–1 in the
figure.

The experimental spectra R(E) contain narrow
peaks at 3.24 eV (E ⊥  c) and 3.35 eV (E || c), broad
peaks of almost nonpolarized radiation at 8.7 eV
(E ⊥ c) and 8.8 eV (E || c), and a peak of strongly polar-
ized radiation at 11.15 eV (E || c), which is observed in
the E ⊥  c polarization as a step. Furthermore, in the
range 12–18 eV, there is a very broad band that has its
most intense almost nonpolarized peak at 15.2 eV, a
peak at 12.65 eV (E ⊥  c), and steps at ~13.7 and
16.8 eV (E ⊥  c); in addition, a weak broad peak is
observed at ~21.0 eV (E || c).

3. CALCULATION OF THE SETS
OF OPTICAL FUNCTIONS AND DISCUSSION

In the calculated (experimental–calculated) spectra
of the remaining optical functions, analogues of peaks
and steps are also observed in R(E) but with different
distributions of the relative intensity and with various
shifts in energy. The R(E) peaks in the ε2(E) spectrum
located at the longest wavelengths shifted to higher
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Spectra of (a) ε1, (b) ε2, (c) µ, (d) –Imε–1, and (e) –Im(1 + ε)–1 calculated for ZnO crystals on the basis of (1, 2) experimental
[8] and (1', 2') theoretical [11] R(E) spectra (1, 1') for E ⊥  c and (2, 2') for E || c.
energies by ~0.04 (E ⊥  c) and 0.05 eV (E || c). The R(E)
peaks at ~8.7 eV shifted by ~0.07 (E ⊥  c) and 0.2 eV
(E || c), the step at ~11.10 eV (E ⊥  c) in the ε2(E) spec-
trum was barely observable, and the energy of the R(E)
peak at ~11.15 eV (E || c) increased only by ~0.05 eV.
The peak at 12.65 eV (E ⊥  c) shifted to lower energies
by ~0.1 eV, the peaks at ~13.7 eV shifted by ~0.1 eV,
and the peak energy at ~15.2 eV decreased by ~0.5 eV.
Almost all the absorption peaks shifted to higher ener-
gies by ~(0.1–0.5) eV.

In the ε1(E) spectra, the R(E) peaks at the longest
wavelengths were observed at ~3.3 eV almost without
any shift, while the energies of all the other peaks
increased by ~(0.5–1) eV.
SEMICONDUCTORS      Vol. 39      No. 8      2005
All the peaks in the spectra of characteristic energy
losses of electrons shifted, with respect to the ε2(E)
peaks, to higher energies by ~0.1 eV (for 3.3 eV) and
by 0.2–0.5 eV (in the range 9–15 eV). None of the high-
energy peaks observed in the loss spectra at ~18.3,
19.0, 21.3, and 23.4 eV were observed in the permittiv-
ity spectra. This circumstance is due to certain charac-
teristic features of the ε2 and –Imε–1 spectra: the ε2(E)
intensity in the range of E > 15 eV decreases drasti-
cally; in contrast, the –Imε–1 function is most intense in
this energy range.

According to the generally accepted models, all the
peaks and steps of the fundamental optical functions of
ZnO crystals result from direct band-to-band transi-
tions or metastable excitons. The peaks at the longest
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wavelengths are related to free excitons. A high spectral
resolution enables us to observe the triplet structure of
these peaks, which can be attributed to the triplet struc-
ture of the upper valence band [1–3].

The ZnO bands were theoretically considered in
[9−14]. The results of these studies, which concerned
the structure of the bands, are generally in agreement
but significantly differ in relation to the width of the
upper valence band, the Zn3d-band position, the Egd
value, and the band dispersion. Therefore, it is natural
that there is a dramatic difference in the data on the
intensity and energy of the transition bands.

In certain studies, a semiquantitative explanation of
the nature of the R(E) or ε2(E) peaks was suggested,
according to which the entire energy range should be
divided into 5–6 regions. The long-wavelength spectral
peaks at ~3.3 eV are caused by free excitons. The other
peaks (at ~8.8, 11.0, 12.5, 13.8, 14.7, and 16.0–
22.0 eV) are associated with transitions in the direc-
tions U (U1  U1 and U4 at ~9 eV), in the Brillouin-
zone volume (12–13 eV), from the Zn3d bands to the
second group of conduction bands (14–15.5 eV), and
from bonding valence p bands to the antibonding con-
duction p bands (17–21 eV) [9]; with the transitions
M2  M1, H3  H3 (9.2 eV), Γ5  Γ6 (11.9 eV),
M3  M4, and Γ5  Γ5 (13.0–13.7 eV) [10]; and
with transitions near the points M (~8.0, 15.5 eV) and
in the directions U (10.5 eV) and M–Γ (12 eV) [11].

The polarization reflectance spectra of ZnO in the
range 0–18 eV were calculated theoretically in [10, 11].
The data presented in [10] dramatically differ from the
experimental spectra [8], while the results of the other
calculation [11] are very close to the experimental data
[8]. Therefore, on the basis of the theoretical R(E) spec-
tra from [11], we calculated the polarization spectra of
all the remaining optical functions, some of which are
shown in Fig. 1.

The peak at the longest wavelength in the experi-
mental reflectance curves for E ⊥  c and E || c and the
spectra of the other functions calculated (experimental–
calculated) from them are caused by free excitons.
Therefore, this peak should be absent in the theoretical
spectra of optical functions obtained using the bands.

It follows from direct comparison of the ε2 spectra
that the theoretical calculations reproduce the experi-
mental–calculated curves well only for the peaks at 8.8
and 14.7 eV. However, the most intense peak, at 3 eV,
for E ⊥  c is not observed in them, and the theoretical
peak at ~10 eV takes the minimum position in the
experimental–calculated spectra. Similar features are
also observed in the spectra of the other optical func-
tions.

The noted considerable distinctions between the the-
oretical and experimental–calculated spectra of the opti-
cal functions of ZnO crystals in a wide energy range of
fundamental absorption are caused mainly by errors in
the theoretical calculations of the bands in [11].
4. RESULTS OF DECOMPOSITION
OF THE ε2 AND –Imε–1 SPECTRA

INTO TRANSVERSE AND LONGITUDINAL 
COMPONENTS

The fundamental problem of determining a com-
plete set of the most intense bands and their basic
parameters is known in all fields of spectroscopy (opti-
cal, nuclear, etc.) [4, 15]. In the general case, when
there is a spectral curve for only one arbitrary function,
this problem is considered as mathematically incorrect
(i.e., it has many solutions). In optical spectroscopy, the
methods used to reproduce the spectrum of the integral
reflectance curve R(E) or the imaginary part ε2(E) of the
permittivity with sets of N Lorentz oscillators with a
very large number (3N) of adjustable parameters are
widely employed. Sometimes, the spectrum of the real
part ε1(E) of the permittivity is known in addition to
ε2(E). In this case, combined use of the ε2(E) and ε1(E)
spectra enables us to apply the method of integral
Argand diagrams and to unambiguously decompose
(not reproduce!), without adjustable parameters, the
ε2(E) spectrum into transverse components and to
determine their parameters [4, 15]. The longitudinal
components of transitions manifest themselves in the –
Imε–1 and Reε–1 spectra of characteristic losses [16].
The method for determining their parameters is similar
to that used in the case of transverse components of
transition bands.

The main results of the decomposition of ε2(E) and
Imε–1 into components are listed in Tables 1 and 2. In
total, we found 24 components in the range 2–30 eV.
The most intense and broad components (16') of vol-
ume characteristic losses are caused by the excitation of
plasmons. The energy of the band peak is independent
of the polarization, but the intensity is more than ~1.33
times higher for E ⊥  c than for E || c. Naturally, plas-
mons do not manifest themselves in the ε2(E) spectra.

15 different components are primarily observed in
the remaining 23 components in the polarization spec-
tra of ε2 and Imε–1. Only for one polarization did we
find 12 components: 1, 3′, 4, 6, and 19 (ε2, E ⊥  c); 4, 6,
9, 19, and 17′ (Imε–1, E ⊥  c); 2, 3, 5, 7, 8, 15′, and
20 (ε2, E || c); and 3, 5, 7, 8, 15′, and 20 (Imε–1, E || c).
The other seven components are strongly polarized:
Si(E ⊥  c)/Si(E || c) = 3.0 (9), 3.1 (11), 1.7 (15), 0.4 (10),
0.26 (12), 0.54 (16), and 0.30 (18). From this analysis,
it follows that almost all the components of the transi-
tions are strongly polarized. The relations between the
component-band areas (we denote their ratio as S⊥ /S||)
are as follows: the areas under the bands of the transverse
components can exceed those of the longitudinal ana-
logues by ~7–34 times (1, 3–13) for both polarizations,
can be ~2–10 times smaller (17, 18), or are almost iden-
tical S⊥  ≈ S|| (15, 16, 20). This observation indicates that
the probability of excitation of the transverse compo-
nents essentially exceeds that of their longitudinal ana-
logues in a wide range of transition energies.
SEMICONDUCTORS      Vol. 39      No. 8      2005
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Table 1.  Peak energies Ei, half-widths Hi, and band amplitudes Ii of the transverse (ε2) and longitudinal (–Imε–1) components
of the transitions in ZnO crystals

No.

Ei Hi Ii

E ⊥  c E || c E ⊥  c E || c E ⊥  c E || c

ε2 –Imε–1 ε2 –Imε–1 ε2 –Imε–1 ε2 –Imε–1 ε2 –Imε–1 ε2 –Imε–1

1 3.28 3.57 – – 0.25 0.45 – – 1.44 0.08 – –

2 – – 3.40 – – – 0.20 – – – 1.30 –

3' 3.58 0.72 – – 0.86 – – –

3 3.70 3.70 0.80 0.66 – – 1.05 0.08

4 4.34 4.42 – 1.4 1.20 – – 0.80 0.09 – –

5 – – 4.70 4.90 – – 1.7 1.20 – – 0.65 0.09

6 6.20 6.10 – – 3.1 1.60 – – 0.85 0.09 – –

7 – – 6.70 6.70 – – 3.2 1.60 – – 0.75 0.08

8 – – 8.40 8.0 – – 1.5 0.80 – – 0.38 0.04

9 8.80 9.3 9.00 9.3 2.3 1.2 1.0 1.3 1.84 0.16 1.40 0.15

10 11.1 11.4 11.2 11.4 1.2 1.1 1.6 1.3 0.56 0.10 1.04 0.10

11 12.5 12.7 12.9 12.9 1.8 1.0 1.6 1.2 3.80 0.13 1.42 0.09

12 13.7 13.7 13.7 13.8 1.4 1.2 2.0 1.2 1.24 0.18 3.33 0.11

13 14.7 14.7 15.0 15.0 1.6 1.3 1.8 1.3 2.43 0.17 1.95 0.19

14 16.0 16.0 15.5 – 1.9 1.3 1.9 – 0.97 0.31 0.90 –

15' – – 16.4 16.3 – – 1.2 1.3 – – 0.84 0.27

15 17.2 17.3 17.5 17.5 2.0 1.4 1.0 1.4 0.39 0.50 0.47 0.31

16 18.7 18.4 18.7 18.3 1.7 1.3 1.7 1.7 0.28 0.47 0.52 0.33

16' – 19.1 – 19.1 – 1.6 – 1.6 – 0.60 – 0.44

17' – 20.1 – 19.7 – 1.1 – 1.6 – 0.40 – 0.20

17 20.7 21.5 20.9 20.9 2.9 1.8 3.2 1.6 0.51 0.66 0.60 0.43

18 22.9 23.4 23.4 23.7 2.0 2.9 2.9 2.8 0.17 0.57 0.37 0.45

19 25.1 25.1 – – 4.9 2.0 – – 0.50 0.45 – –

20 – – 26.8 26.8 – – 4.2 3.6 – – 0.55 0.39

Note: Energies are given in eV.
The established components produced by decompo-
sition of the ε2 and Imε–1 spectra result from direct
interband transitions or metastable excitons, except for
the case of the long-wavelength components related to
free excitons.

Theoretical calculations of the ZnO bands [9–14]
yield results that dramatically differ with regard to the
dispersion and mutual disposition of the bands. This
SEMICONDUCTORS      Vol. 39      No. 8      2005
fact complicates the choice of schematic diagram for
the specific and unambiguous relation between the
found components and the transitions between band
pairs. It is generally accepted that the most intense tran-
sitions are expected between band pairs that are covari-
ant in the largest area of the Brillouin zone [4]. We used
this simplified model for estimating the energies of
such transitions in the vicinity of the point Γ and at the
points of intersection of the directions ∆, U, and S for



902 SOBOLEV et al.
Table 2.  Band areas Si, oscillator strengths fi, and ratios Si(ε2)/Si(–Imε–1) for E ⊥  c (S⊥ ) and E || c (S||) in ZnO crystals,
and theoretical energies Ei of the transitions and their localization

No.

Si fi

S⊥ S|| EiE ⊥  c E || c
E ⊥  c E || c

ε2 –Imε–1 ε2 –Imε–1

1 0.36 0.05 – – 1.59 – 7 – –

2 – – 0.26 – – 2.56 – – –

3' 0.62 – – – 1.01 – – – –

3 – – 0.84 0.08 – 1.90 – 10 –

4 1.11 0.15 – – 0.90 – 7 – 3.8(G)

5 – – 1.11 0.15 – 1.01 – 8 5.0(G)

6 2.67 0.21 – – 1.21 – 13 –
7.5 (∆)

7 – – 2.36 0.19 – 1.20 – 12

8 – – 0.57 0.05 – 0.21 – 12 9.5 (∆, Σ)

9 4.22 0.29 1.39 0.29 1.05 0.20 14 5 10(U)

10 0.67 0.17 1.66 0.20 0.12 0.35 4 8 11.0(S)

11 6.85 0.20 2.20 0.16 0.84 0.32 34 13 12.6(U)

12 1.78 0.33 6.83 0.20 0.17 0.77 5 34 14.0(S)

13 3.80 0.33 3.51 0.38 0.31 0.30 13 9 14.6(U)

14 1.87 0.63 1.69 – 0.14 0.13 3 –
16.7(∆)

15' – – 1.00 0.55 – 0.07 – –

15 0.77 1.05 0.45 0.66 0.06 0.03 0.7 0.7
17.8(U)

16 0.48 0.94 0.89 0.86 0.03 0.06 0.5 1

16' – 1.44 – 1.08 – – – – –

17' – 0.68 – 0.49 – – – –
20.3(U)

17 1.47 1.82 1.89 1.06 0.11 0.28 0.8 1.7

18 0.34 2.50 1.08 1.91 0.03 0.08 0.1 0.5 22.0(U)

19 2.46 1.38 – – 0.19 – 2 – –

20 – – 2.31 2.12 – 0.17 – 1.1 –

Note: Energies are given in eV.
the bands from [11] (the last column in Table 2). These
results do not contradict our calculations of the energies
of the components.

5. CONCLUSION

Thus, complete sets of polarized spectra of optical
functions are obtained for the first time for a zinc-oxide
hexagonal crystal in the range 0–30 eV. The parameters
of the transverse and longitudinal components of the
transitions are determined, and the main features of the
spectra of the optical functions and the parameters of
the transitions are established. These results enable us
to consider, for the first time, the electronic structure
and optical properties of ZnO crystals on the basis of
deeper and more detailed information on integral
reflectance spectra than that available until now and to
SEMICONDUCTORS      Vol. 39      No. 8      2005
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create new grounds for theoretical calculations of zinc-
oxide properties.
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Abstract—The capabilities of admittance spectroscopy for the investigation of a-Si:H/c-Si heterojunctions are
presented. The simulation and experimental results, which compare very well, show that the admittance tech-
nique is sensitive to the parameters of both the a-Si:H layer and the a-Si:H/c-Si interface quality. In particular,
the curves showing capacitance versus temperature have two steps, accompanied by two bumps in the temper-
ature dependence of the conductance. The first step, occurring in the low temperature range (100–200 K), is
related to the transport and response of gap states in the a-Si:H layer. The second step, occurring at higher tem-
peratures (>200 K), is caused by a carrier exchange with interface states and appears when the interface defect
density exceeds 5 × 1012 cm–2. Then, the interface defects affect band bending, and, thus, the activation energy
of de-trapping, which favors exchange with electrons from a-Si:H and holes from c-Si, respectively, for an
increasing defect density. © 2005 Pleiades Publishing, Inc.
1 1. INTRODUCTION

(Hydrogenated amorphous silicon)–(crystalline sili-
con) heterojunctions, a-Si:H/c-Si, are of great interest
for practical applications and theoretical studies. One
attractive practical usage of such heterostructures is
high efficiency solar cells (up to 21%) fabricated
entirely at low temperatures, thus reducing the cost [1].
The theoretical interest is due to the fact that a-Si:H/c-
Si heterojunctions can be used as a modeling structure
for amorphous–crystalline semiconductor heterojunc-
tions, since c-Si is a well-known material and the prop-
erties of a-Si:H have also received sufficient study to be
used as an amorphous modeling material. However, in
both cases, the properties of the a-Si:H/c-Si interface
are critical for photovoltaic application as well as for
modeling. For photovoltaic applications, recombina-
tion at the interface states may significantly decrease
solar cell efficiency, and uncertainty at the interface
causes a lot of difficulties for modeling. Thus, efficient
methods of interface characterization are needed to
study the interface properties and to optimize the fabri-
cation process.

It is known that the frequency and temperature
dependence of junction admittance is very sensitive to
exchanges with trap levels, and its variations with
applied dc bias are strongly dependent on interface
properties [2, 3]. Recently, admittance spectroscopy
has been successfully applied to studying the interface

1  This article was submitted by the authors in English.
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properties of a-Si:H/c-Si heterostructures [4–6]. It was
shown that, generally, in the experimental temperature
dependence of the capacitance C(T), two steps may be
observed that are shifted to higher temperatures when
the measurement frequency is increased. The first step,
occurring in the low temperature range (100–200 K),
was attributed to the activation of transport in the
a-Si:H layer, and the second step, occurring at higher
temperatures (>200 K), was ascribed to the response of
the interface states. However, in order to assess admit-
tance spectroscopy as a method of characterization of
silicon heterostructures, it is important to gain more
insight into these two capacitance steps by studying
the influence of different heterojunction parameters.
We have presented both the results of simulations of
admittance spectra and the results of experimental
measurements for different a-Si:H/c-Si heterojunc-
tions. Comparison of the modeling results with the
experimental data allows us to determine and verify
the effect of the a-Si:H and c-Si parameters, as well as
the defect density at the a-Si:H/c-Si interface, on
admittance properties.

2. SIMULATION DETAILS AND EXPERIMENT

The modeling of the heterostructure admittance and
its dependence on temperature, frequency, and bias was
carried out using a numerical PC program, AFORS–
HET, developed at the Hahn-Meitner-Institut (HMI) in
Berlin [7]. We considered a single heterojunction
between n-type a-Si:H and p-type c-Si that had two
© 2005 Pleiades Publishing, Inc.
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front and back ohmic contacts. The band diagram of the
simulated structures is presented in Fig. 1. The material
parameters used in calculations for the c-Si and a-Si:H
layers are given in the table. The value of the conduc-
tion band offset, equal to 0.15 eV, and the distribution
of the density of states (DOS) in a-Si:H were taken
from UV-excited photoemission experiments [8]. In
particular, the DOS in a-Si:H was assumed to consist of
two exponential band tails with characteristic energies,
kTv  and kTc, of 0.106 and 0.068 eV for the valence and
conduction bands, respectively, with a pre-exponential
factor of 2 × 1021 cm–3 eV–1, and two Gaussian deep
defect distributions of a donor and acceptor type at
0.46 and 0.66 eV above the valence band maximum,
respectively, with a pre-exponential factor of 1.8 ×
1020 cm–3 eV–1. The interface was described by intro-
ducing an additional interface layer with a thickness of
1 nm between c-Si and a-Si:H. The defect distribution
in this interface layer was assumed to be constant
within the band gap, with donor (acceptor)-like defects
in the lower (upper) part of the band gap. In the follow-
ing, Nss (in cm–2) denotes the interface defect density,
which is determined as the product dintNit , where dint is
the thickness of the interface layer (1 nm) and Nit
(in cm–3) is the defect density in this layer, which is the
integral over the band gap of the DOS, git (in cm–3 eV–1).

Two series of numerical calculations of the admit-
tance as a function of temperature and frequency were
performed:

1. To study the admittance features in the low tem-
perature range (100–200 K), we varied the a-Si:H layer
thickness, da-Si : H; characteristic energy of the exponen-
tial conduction band tail in a-Si:H, kTc; and c-Si doping
density, Na. Nss was set at 1011 cm–2.

2. To investigate the admittance behavior in the
“high” temperature range (200–350 K) we varied the
interface defect density, Nss, and the capture cross sec-
tion for electrons and holes in the interface states, σn
and σp, respectively. The parameters of the c-Si and
a-Si:H layers were kept constant.

The results of the simulations are supplied by exper-
imental measurements obtained from various a-Si:H/c-
Si heterostructures. Samples with different a-Si:H layer
thicknesses and c-Si doping densities were provided by
the Hahn-Meitner-Institut, Berlin, while another series
of samples with various c-Si surface treatments was
provided within the framework of the French national
project SiNERGIES. The admittance measurements as
a function of temperature and frequency, C(T, ω) and
G(T, ω), were performed in a liquid nitrogen cryostat in
the temperature range 93–333 K using an HP4284A
impedance meter at frequencies in the range 20–1 MHz
at a reverse bias of 0.1 V.
SEMICONDUCTORS      Vol. 39      No. 8      2005
3. RESULTS

3.1. Low Temperature Region

The simulated C(T, ω) and G(T, ω) curves for het-
erojunctions with a-Si:H layer thicknesses of 10, 40,
and 80 nm and a c-Si doping density of 1016 cm–3 are
shown in Fig. 2a. The experimental curves for two
structures with a-Si:H thicknesses da-Si : H < 10 nm and
da-Si : H = 40 nm and the same c-Si doping density are
shown in Fig. 2b. It can be seen that the simulated and
measured results have similar tendencies and similar
absolute values. The small monotonic increase in the
capacitance as the temperature rises is due to the statis-
tical shift of the Fermi level in both c-Si and a-Si:H,
reducing the built-in potential and, thus, the width of
the space-charge region as the temperature increases.
The characteristic feature of the curves is the presence
of a step in the capacitance in a temperature range of
100–200 K. This step is accompanied by a maximum in
the conductance, and both the capacitance step and the
conductance maximum are shifted to higher tempera-
tures as the frequency increases [5]. This shift in the
temperature versus frequency can be used to obtain the
activation energy of the underlying process. For the
simulated curves, the activation energy is equal to
0.28 eV, and, for the experimental curves, this parame-
ter is approximately equal to 0.2 eV. The amplitude of
the capacitance step increases as the a-Si:H layer thick-
ness increases.

In order to study the influence of the c-Si substrate
doping density Na on the capacitance properties in this

Ec – EF = 0.28 eV

Eg = 1.74 eV

∆Ec = 0.15 eV

Interface layer

∆Ev

Ev

EF

Eg = 1.12 eV

Ec

(n)a-Si:H (p)c-Si

Fig. 1. Band diagram used in the simulation.

Main parameters of the heterojunction layers used in calcu-
lations

Parameter c-Si Interface layer a-Si : H

Band gap, eV 1.12 1.12 1.74

Doping density, 
cm–3

1015–2 × 1018 1015–2 × 1018 1020

Electron affinity, 
eV

4.05 4.05 3.9

Thickness, nm 300000 1 10–80
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temperature region, we simulated and measured
C(T, ω) curves at different values of Na: 1.8 × 1015, 1016,
7 × 1016 and 2 × 1018 cm–3. The curves are shown in
Fig. 3. Again, there is a very good correlation between
the calculated and measured curves. The amplitude of
the capacitance step increases as doping density is
increased.

Finally, the effect of the DOS in a-Si:H was simu-
lated by varying kTc while keeping the same position,
0.28 eV below the conduction band minimum, of the
Fermi level in a-Si:H. This simulation was carried out
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Fig. 2. (a) Calculated and (b) experimental C(T) and G(T)
curves for different thickness of the a-Si:H layer (da-Si : H)
measured at frequencies of (1) 100 Hz, (2) 1 kHz, and
(3) 10 kHz, and at a reverse bias of 0.1V; (4) c-Si.
for Na = 2 × 1018 cm–3 because the effect at this doping
density is more pronounced. Three calculated curves
for kTc, equal to 0.068, 0.1, and 0.15 eV, are shown in
Fig. 4. The amplitude of the step changes in different
ways: the top limit of the step significantly rises as kTc
increases, while the bottom limit slightly decreases.

3.2. High Temperature Region

In the second series of simulations, the interface
parameters were varied. The influence of the interface
defect density Nss on the behavior of the C(T, ω) curves
is shown in Fig. 5a, where Nss shifted from 1010 to
1014 cm–2 for Na equal to 1015 cm–3. When Nss varied
from 0 to 1010 cm–2, no difference in the C(T, ω) and
G(T, ω) curves was observed. When Nss increased to
1012 cm–2, a slight rise in the capacitance value was
observed but without any visible deviation of the
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50 100 150 200 250 300 350
Temperature, K

Fig. 3. (a) Calculated and (b) experimental C(T) curves for
different values of c-Si doping density Na measured at fre-
quencies of (1) 100 Hz, (2) 1 kHz, and (3) 10 kHz, and at a
reverse bias of 0.1 V. Na, cm–3: (1') 1.8 × 1015, (2') 1016,

(3') 1 × 1016, and (4') 2 × 1018.
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dependence on temperature and frequency. As Nss

reaches 5 × 1012 cm–2, the capacitance value signifi-
cantly increases and the character of the curves
changes. The second capacitance step appears at higher
temperatures (200–250 K) and is accompanied by a
second conductance peak, which is not shown in the
figure for reasons of clarity. An activation energy of
0.43 eV can be deduced from this step. At Nss equal to
5 × 1013 cm–2, the capacitance level further increases
and the second step is shifted to higher temperatures
(250–300 K), with a significantly larger amplitude and
activation energy of 0.48 eV. Finally, when Nss equals
1014 cm–2, the absolute value of the capacitance further
increases and the amplitude of the second step drasti-
cally rises, with a slight decrease of the activation
energy to 0.47 eV. The position of this step is shifted to
higher temperatures when the capture cross section for
interface states, σ = σn = σp, decreases, as is shown in
Fig. 6, where C(T) curves calculated for three different
values of σ are presented; Nss is set at 5 × 1013 cm–2. It
should be noted that, from a practical point of view, the
appearance of the second capacitance step is a well-
defined feature for a rough estimation of the interface
quality.

In Fig. 5b, we present experimental C(T, ω) curves
for two structures that underwent different interface
treatments. Sample 1, which has an efficiency of
9−10%, exhibits a step at high temperatures, while the
second sample, with an efficiency of 12–14%, does not
have any step in this temperature region. Thus, the low
efficiency of sample 1 is caused by the poor interface
quality, and an estimation of Nss gives a value in the
order of 5 × 1013 cm–2. In contrast, Nss for sample 2 is
less than 1012 cm–2.

2.0

1.5

1
2
3

50 100 150 200 250 300 350
Temperature, K

2.5

3.0

3.5

4.0
Capacitance, 10–7 F/cm2

Fig. 4. Calculated C(T) curves for different values of char-
acteristic energy of the conduction band tail in a-Si:H (kTc)
at a frequency of 1 kHz and at a reverse bias of 0.1 V. kTc,
eV: (1) 0.68, (2) 0.1, and (3) 0.15.
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Analysis of the sensitivity of the C(T, ω) curves to
Nss shows that the limit of the sensitivity, i.e., the mini-
mum value of Nss for the second capacitance step to
appear does not depend significantly on the doping den-
sity of c-Si.

4. DISCUSSION

The presence of the step in the C(T) curves at low
temperatures is attributed to the onset of transport or the
response of gap states at the Fermi level in the a-Si:H
emitter [5]. At very low temperatures, below the step,
the capacitance is given by εA/(da-Si : H + Wc-Si), where ε
is the dielectric permittivity, A is the diode area, da-Si : H
is the a-Si:H thickness, and Wc-Si is the width of the
depletion layer in c-Si. Above the onset, the capaci-
tance changes to εA/(leff + Wc-Si), as determined by the
sum of the depletion region Wc-Si in c-Si and the effec-
tive depletion length leff in a-Si:H. This effective deple-
tion length is a kind of Debye length related to the den-
sity of gap states responsible for the change in capaci-
tance. From the step in the capacitance, we can thus
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Sample 1
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2

3

Fig. 5. C(T) curves (a) calculated for the following values of
interface defect density Nss, cm–2: (1') 1010–1011, (2') 1012,

(3') 5 × 1012, (4') 1013, (5') 5 × 1013, and (6') 1014; (b) mea-
sured for two samples with different interface treatments at
frequencies of (1) 100 Hz, (2) 1 kHz, and (3) 10 kHz, and at
a reverse bias of 0.1 V.
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determine the difference between the entire a-Si:H
layer thickness and the effective depletion length,
da-Si : H – leff. Therefore, for the structure with an a-Si:H
thickness of 40 nm shown in Fig. 2b, we obtain
da-Si : H − leff = 36 nm. This value approximately corre-
sponds to the total thickness of the a-Si:H layer. The
activation energy of this process corresponds to the dif-
ference between the conduction band and Fermi level in

a-Si:H (  – ).

Increasing the doping density of c-Si (Na) leads to a
decrease in Wc-Si, and, therefore, the capacitance
becomes more sensitive to variation of effective thick-
ness from da-Si : H + Wc-Si to leff + Wc-Si; furthermore, the
absolute value of the capacitance increases. For high
values of Na ≈ 1018 cm–3, which are comparable with the
a-Si:H effective doping density, the depletion length leff
in a-Si:H is no longer negligible when compared with
Wc-Si. Thus, the capacitance is more sensitive to the
DOS in a-Si:H. This circumstance is illustrated by the
simulations in Fig. 3, where the increase of the conduc-
tion tail characteristic energy, which corresponds to an
increase in the DOS, leads to a decrease in leff that
results in an increase in the capacitance value above the
step. In contrast, the decrease in the capacitance below
the step as kTc increases is caused by an increase in
Wc-Si, which, in turn, is due to the more pronounced
band bending in c-Si when the DOS in a-Si:H is
increased.

The second step, at high temperatures, is caused by
trapping and emission of charge carriers at the interface
states. Before analysis of the simulation results, we
should recall that the calculation was performed under
the assumption of a constant distribution of interface

Ec
a-Si : H EF

a-Si : H

1.5

1.0

1
2
3

200 250 300 350
Temperature, K

2.0

2.5

3.0
Capacitance, 10– 8 F/cm2

Fig. 6. Calculated C(T) curves for different values of the
capture cross section σ measured at a frequency of 1 kHz
and reverse bias of 0.1 V. σ, cm–2: (1) 10–13, (2) 10–14, and
(3) 10–15.
defect density and with the capture cross sections for
those interface states equal for electron and holes (σ =
σn = σp).

Firstly, increasing Nss to 1012 cm–2 leads to a slight
decrease in the band bending in c-Si and, therefore, the
depletion region width Wc-Si . Thus, in the C(T, ω)
curves, one can observe a slight increase in the capaci-
tance level but with no step, since the contribution of
the interface states to the capacitance is negligible.
When Nss is in the range 5 × 1012–1013 cm–2 the step at
higher temperatures occurs due to the exchange of elec-
trons between interface states near the Fermi level and
the conduction band of a-Si:H. The activation energy of
this process corresponds to the difference between the
conduction band in a-Si:H and the quasi Fermi level for

electrons EFn at the interface (  – EFn)it. The value
of the activation energy increases as Nss increases
because of the rise in band bending in a-Si:H, and the
step is shifted towards higher temperatures. Further
increasing Nss (Nss ≥ 5 × 1013 cm–2) leads to a case

where ( –EFn)it is greater than the difference
between the quasi Fermi level for the holes EFp and the

valence band in c-Si at the interface (EFp – )it. In
this case, the exchange of holes between the interface
states and valence band in c-Si prevails. The amplitude
of the step becomes larger, and the activation energy

corresponds to (EFp – )it. Increasing Nss to
1014 cm−2 leads to a slight decrease in the activation
energy and, therefore, to a shift of the step to lower tem-
peratures.

5. CONCLUSIONS

The low-temperature step in the C(T) curves (and
the corresponding bump in the G(T) curves) is related
to the transport and response of gap states in the a-Si:H
layer. From the activation energy of this step, one can
determine the position of the Fermi level in a-Si:H, and,
from the absolute values of the capacitance below and
above the step, the difference da-Si : H – leff can be
obtained. If one knows the thickness of the a-Si:H layer
da-Si : H, the effective depletion length leff in a-Si:H can
be found, which is related to the band bending in
a-Si:H.

The high-temperature step in the C(T) curves is
caused by a carrier exchange with interface states and
appears when Nss exceeds 5 × 1012 cm–2. This step can
be used for a rapid estimation of the interface quality.
We have shown that, when Nss is increased above 5 ×
1012 cm–2, first, an exchange of electrons with a-Si:H
takes place, which leads to only a limited step in the
capacitance as a function of temperature; then, for
higher values of Nss, an exchange of holes with c-Si pre-
vails and the step in the C(T) curves is much more pro-
nounced.

Ec
a-Si : H

Ec
a-Si : H

Ev
c-Si

Ev
c-Si
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Abstract—The electrical characteristics of metal–oxide–semiconductor (MOS) structures with silicon nano-
particles embedded in silicon oxide have been studied. The nanocrystals are formed by decomposition of an
oversaturated solid solution of implanted silicon during thermal annealing at a temperature of ~1000°C. At liq-
uid-nitrogen temperature, a stepped current–voltage characteristic is observed in a MOS structure consisting of
Si nanocrystals in a SiO2 film. The stepped current–voltage characteristic is, for the first time, quantitatively
described using a model in which charge transport occurs via a chain of local states containing a silicon nanoc-
rystal. The presence of steps is found to be associated with one-electron charging of the silicon nanocrystal and
Coulomb blockade of the probability of a hop from the nearest local state to the conducting chain. The local
states in silicon dioxide are assumed to be related to an excess of silicon atoms. The presence of such states is
confirmed by measurements of the differential conductance and capacitance. For MOS structures implanted
with silicon, the differential capacitance and conductance are found to be higher, compared to the reference
structures, in the range of biases exceeding 0.2 V. In the same bias range, the conductance is observed to
decrease under ultraviolet irradiation due to a change in the population of the states in the conductivity chains.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Silicon dioxide films with silicon nanocrystals are
now considered as a prospective material for the fabri-
cation of single-electron transistors and memory cells,
in which the floating gate is replaced by nanocrystalline
silicon inclusions. Silicon nanocrystals in silicon oxide
are “deep” quantum dots that luminesce at room tem-
perature due to the effect of quantum confinement of
charge carriers [1, 2]. Both the electrical and the optical
properties of silicon nanocrystals are of great scientific
interest [3]. To a large extent, these properties are deter-
mined by the spectrum of electronic states in the nanoc-
rystals. Numerous studies have focused on theoretical
description of the electron spectrum [4–7]. Direct quan-
tum-mechanical methods of calculation are applied to
small-sized silicon nanocrystals (less than 1 nm). For
larger sized crystals, the application of these methods is
limited by modern computation facilities; therefore, a
method of calculation based on the effective-mass
approximation is used. It should also be noted that
direct quantum-mechanical methods imply the passiva-
tion of nanocrystals with hydrogen in the case of iso-
lated silicon nanocrystals. However, the solution to the
problem involving the use of the effective-mass method
implies the presence of an interface with a wider gap
material. This case corresponds to a silicon nanocrystal
in a dielectric environment. Comparison of the results
1063-7826/05/3908- $26.00 0910
of these and other versions of the calculation is of inter-
est and, in principle, makes it possible to find the phe-
nomenological parameters of the effective-mass
approximation, which can describe the structure of the
electronic levels of silicon nanocrystals in various
dielectric environments with sufficient accuracy.

A small nanocrystal size can ensure low capacitance
for transitions in a two-barrier system, which is suffi-
cient for observation of the “Coulomb blockade” effect.
In some experiments, effects have been discovered that
can be described on the basis of the features of charge
transport through quantum states localized in silicon
nanocrystals [8].

Due to the existence of high potential barriers at the
silicon–silicon dioxide interface (3.2 eV and 4.34 eV
for electrons and holes, respectively), the quantum con-
finement properties of silicon nanocrystals can be
observed even at room temperature. However, if the
barrier height increases, the probability of tunneling
through a thin silicon oxide layer decreases exponen-
tially. This circumstance complicates the formation of
thin transparent walls for tunneling transitions. At the
same time, observation of the Coulomb blockade of the
conductance for practically accessible barrier thick-
nesses becomes, in principle, possible if the electron
transport through a quantum dot is due to multiple elas-
tic-tunneling events involving surface or localized
© 2005 Pleiades Publishing, Inc.
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states. In this case, the charge transport mechanism via
the states in silicon dioxide is of fundamental impor-
tance.

Here, we present the results of an experimental
study of the electrical properties of silicon dioxide films
containing nanocrystalline silicon inclusions.

2. EXPERIMENTAL

We conducted an experimental study of MOS
(metal–oxide–semiconductor) structures with silicon
nanocrystals buried in silicon oxide. Samples with dif-
ferent substrate conductivity types and varying insula-
tor thicknesses were used. The silicon nanocrystals
were introduced into the silicon dioxide layer using
implantation of Si+ ions with an energy of 25 keV at a
dose of 3 × 1016 cm–2 (for an n-type substrate with an
oxide thickness of 75 nm) and with an energy 150 keV
at a dose of 7 × 1017 cm–2 (for a p-type substrate with an
oxide thickness of 300 nm). Postimplantation anneal-
ing of the structures was performed at 1000°C for two
hours in an N2 atmosphere. Earlier, it was shown that
such annealing of structures implanted with silicon
results in the formation of nanocrystalline inclusions
with an average size of ~5 nm and in the appearance of
a photoluminescence line with a wavelength of about
750 nm [9]. The MOS structures were formed by ther-
mal evaporation of aluminum in vacuum through a
mask on a cold substrate. On the back side of the struc-
tures, an ohmic contact was formed by depositing a
eutectic In–Ga mixture. The reference MOS structures
were also fabricated on the part of the sample surface
covered by a metal mask during implantation, and the
rest of the fabrication process was the same as for the
structures under study.

For the obtained MOS structures, we measured the
differential capacitance and conductance as functions
the applied voltage in the frequency range 1–145 kHz
and the static current–voltage characteristics. Differen-
tial characteristics were measured by applying ac and
dc voltage; the ac voltage was equal to 20 mV and the
dc voltage continuously varied from –10 to +10 V. The
ac signal from the load resistance was measured in a
synchronous detection mode. The values of the differ-
ential capacitance and conductance were recorded
simultaneously using two synchronous detectors with a
phase shift of 90°.

We also studied the capacitance–voltage character-
istics and the voltage dependence of the conductance of
the MOS structures containing nanocrystals in the
oxide layer after exposure to ultraviolet radiation. The
samples were irradiated for 1 h in the absence of bias
voltage at the electrodes and during the measurement of
the characteristics. A high-pressure DDS-30 deuterium
lamp with a continuous spectrum in the wavelength
range of 200–400 nm was used as the radiation source.
In order to study the effect of ultraviolet radiation, we
also performed measurements for structures without
nanocrystals in their oxide layer.
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3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Differential Current–Voltage
and Capacitance–Voltage Characteristics

The capacitance–voltage (C–V) characteristics of
the reference MOS structures had a rather conventional
shape corresponding to the usual high-frequency C–V
characteristics of MOS structures, with a capacitance
saturation of ~185 pF (at a positive bias), which corre-
sponds to the capacitance of an insulator of specified
thickness (see Fig. 1a, curve 4).

The differential capacitance and conductance char-
acteristics appeared to be different for the MOS struc-
tures without and with silicon nanocrystals in silicon
oxide (see Fig. 1). Compared to the reference sample,
the flat-band voltage was shifted by –1 to 1.5 V to the
region of negative bias, indicating the presence of an
additional positive charge in the oxide with an excess
silicon concentration. Furthermore, at frequencies of
1.12 and 10 kHz, a sharp increase in capacitance and, at
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Fig. 1. Differential (a) capacitance and (b) conductance of a
MOS structure (1–3) containing silicon nanocrystals in its
insulator layer and (4) without nanocrystals. Measurement
frequency: (1) 1.12, (2) 10, and (3, 4) 145 kHz. The inset
shows the spatial distribution of Si in a SiO2 film with a

thickness of 75 nm after implantation of Si+ ions with an
energy of 25 keV at a dose of 5 × 1016 cm–2.
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a frequency of 145 kHz, some decrease in capacitance
at voltages exceeding 0.2 V were observed. It should be
noted that the experimental differential conductance of
the MOS structures also increased substantially under
positive biases exceeding 0.2 V. In addition, the differ-
ential conductance at the frequency 145 kHz was much
smaller than at lower frequencies (see Fig. 1b). For the
reference sample, no appreciable increase in differen-
tial conductance with bias was observed. The region of
voltages where differences in the capacitance and con-
ductance were observed is the same, and, therefore, at
these voltages, the recharging of electronic states in sil-
icon oxide, which makes a substantial contribution to
both the measured quantities, occurs. These electronic
states are probably related to the presence of excess sil-
icon in the oxide. They may be also associated with sil-
icon clusters appearing in the oxide after irradiation and
thermal annealing. The increase in the measurement
frequency to 145 kHz reduces the observed effect, as
there is not enough time for some of the states to be
recharged. Since, at a given applied voltage, the space-
charge region in the semiconductor is in the accumula-
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Fig. 2. Differential (a) capacitance and (b) conductance of a
MOS structure containing silicon nanocrystals in its insula-
tor layer at frequency 145 kHz. The measurements where
carried out (1) in the dark and (2, 3) under ultraviolet illu-
mination.
tion mode and the capacitance of the MOS structure is
entirely determined by the capacitance of the insulator,
all the changes in the total capacitance of the structure
are due to recharging of the states in the insulator. Thus,
the silicon implantation and formation of silicon nanoc-
rystals in the silicon oxide during subsequent annealing
result in the appearance of electronic states in the oxide,
which, after recharging, change the differential capaci-
tance and conductance of the MOS structures.

We may assume that, at room temperature, the main
mechanism of charge transport in the oxide is hopping.
In silicon oxide, the probability of charge carrier hops
from one state to another depends on their charge state.
This state can be changed by ultraviolet radiation,
which was accomplished experimentally. Figure 2
shows the differential capacitance and conductivity of a
MOS structure under ultraviolet radiation. The mea-
surements were performed at a frequency of 145 kHz.
In the region of voltages exceeding 0.2 V, the capaci-
tance and conductance of the MOS structures with sili-
con nanocrystals in their oxide layer decrease. Further-
more, a hysteresis of the characteristics is observed in
this range of voltages. In the range of voltages from –2
to 0 V, illumination increases the differential conduc-
tance of the MOS structures. The effect of illumination
on the differential conductance can be associated with
two mechanisms. The first one is related to conven-
tional photoconductivity and occurs when the conduc-
tance of a sample grows with the intensity of incident
light due to the appearance of additional charge carriers
in the bands of delocalized states. The second mecha-
nism, which is more complicated, can decrease the con-
ductance of a sample, since the charge carriers gener-
ated by light occupy the empty states in the conducting
chains entirely responsible for the conductance of the
structure. The filling of empty states can result in block-
ing of the conducting chain, thus decreasing the total
conductance of the oxide layer. In our case, both these
mechanisms are, apparently, effective in the voltage
ranges –2 V to 0 V and above 0.2 V, respectively. The
presence of a hysteresis is naturally explained, since the
charge state in the conducting chains also depends on
the applied bias and the charge states of the conducting
chains may be different depending on whether the scan-
ning bias is increased or decreased.

The shape of the C–V characteristics did not change
under ultraviolet irradiation of the structures without
nanocrystals; however, these characteristics were
shifted to the region of negative bias, indicating accu-
mulation of a positive built-in charge inside the insula-
tor. Charging of the insulator by ultraviolet irradiation
can be attributed to the fact that there are two types of
traps in the band gap of SiO2. The first type of traps are
shallow electron traps and the second type are deep
hole traps. Under ultraviolet irradiation, electron–hole
pairs are formed inside SiO2, photoexcited electrons are
captured by the electron traps, and holes are captured
by the hole traps. Since the electron traps are shallow
and the mobility of the electrons captured by these traps
SEMICONDUCTORS      Vol. 39      No. 8      2005
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is higher, electrons rapidly flow to the metal or to the
conduction band of the semiconductor. The hole traps
are deep states that provide a long lifetime for the cap-
tured holes. As a result, holes stay on the traps and the
insulator acquires a positive charge, changing the flat-
band voltage and shifting the C–V characteristic to the
region of negative voltages. In order to remove this pos-
itive charge, it was necessary to anneal the insulator at
temperatures as high as 350°C for 15–20 min. 

Figure 3 shows the results of the measurement of the
C–V characteristics for a MOS structure containing sil-
icon nanocrystals in its oxide. In this case, the thickness
of the oxide was equal to 300 nm and the substrate had
p-type conductivity. Analysis of the C–V characteristics
revealed the presence of a peak at a bias of ~(–12) V,
corresponding to recharging of the local electronic
states in the insulator. The amplitude of the peak
decreased as the measurement frequency was
increased, since there is no time for some of the states
to be recharged at high frequencies. The observation of
a relatively narrow peak in the C–V characteristic cor-
responds to a narrow energy distribution of local states
in the oxide.

3.2. Static Current–Voltage Characteristics

We measured the static current–voltage (I–V) char-
acteristics of the MOS structures with silicon nanocrys-
tals in their oxide layer at room temperature. For most
of the experimental samples, I–V characteristics of a
diode type were observed. The excess silicon intro-
duced by implantation creates electronic states in the
bulk of the insulator, and the insulator becomes con-
ducting. Since the current easily flows across the insu-
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Fig. 3. Capacitance–voltage characteristics of a MOS struc-
ture containing silicon nanocrystals in its insulator layer.
Measurement frequency: (1) 1, (2) 10, and (3) 145 kHz. The
inset shows the spatial distribution of Si in an SiO2 film with

a thickness of 300 nm after implantation of Si+ ions with an
energy of 150 keV at a dose of 7 × 1017 cm–2.
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lator from the semiconductor to the metal contact, we
may assume that such a structure has a I–V characteris-
tic similar to that of Schottky diodes. An I–V character-
istic asymmetric with respect to the sign of the voltage
was experimentally observed.

However, for approximately 10% of the studied
structures, no sharp increase in the current was
observed when a bias was applied. In these cases, the
forward I–V characteristic was flatter. In Fig. 4a, a typ-
ical I–V characteristic of such a structure is shown. In
the region of voltages from 7 to 9 V, a poorly pro-
nounced structure, reproduced for a given sample, is
seen. For bias voltages exceeding 9 V, instability of the
current in the sample was observed. Apparently, for
structures of this type, the current increase is not fast
and monotonic, in contrast to that observed for most of
the structures at 0.7 V. Furthermore, the voltage depen-
dence of the current above approximately 7 V contains
sharp kinks and small plateaus, which are marked by
arrows on the plot. Numerous authors [10–13] relate
the appearance of such kinks and plateaus in the I–V
characteristics to resonant tunneling via localized states
in the insulator layer. The reproducibility of poorly pro-
nounced features in the dc I–V characteristics makes it
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Fig. 4. Current–voltage characteristics of a MOS structure
containing silicon nanocrystals in its silicon dioxide layer.
(a) Experiment at T = 300 K; (b) experiment at T = 77 K and
calculation for a two-barrier structure.
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possible to assume that these features may be due to the
charging of states in the silicon nanocrystals. If the tem-
perature was lowered to 77 K, the reproducible features
assumed the stepped shape shown in Fig. 4b. Step-
shaped dc I–V characteristics were observed in the
region of voltages from 8.5 to 9.5 V. For voltages of
~9.5 V at room temperature, instability of the measured
current was observed. Such current fluctuations have
also been observed in many studies of the resonant cur-
rent over quantum confinement levels or impurity lev-
els in the insulator [11, 14].

It should be noted that the steps in the I–V character-
istic (Fig. 4b) are not equidistant and the current pla-
teaus are of different extent. For a qualitative explana-
tion of the stepped shape of the I–V curve, a model was
used in which the current through the oxide layer of a
MOS structure flowed along the chains of electronic
states. The chains may contain states corresponding to
the quantum confinement energy levels of an electron
localized in a silicon nanocrystal. The model also takes
into account single-electron charging of the nanocrystal
by the current flowing through it.

The main benefit of the model consists in the follow-
ing. We assumed that the conductance of the oxide is
determined by the hopping mechanism of charge trans-
port. Charge carriers hop via the states in the oxide,
which form a system of chains and make a substantial
contribution to the total oxide conductance. The pres-
ence of a silicon nanocrystal in a chain increases this
contribution, since the localization radius of the elec-
tron wave function for a nanocrystal is much greater
than the corresponding radius for a local center. A local
center in the chain of states from which the electron
hops to the silicon nanocrystal plays the role of the
emitter, and the center accepting an electron hopping
from the nanocrystal plays the role of the collector. We
may expect that, as the temperature decreases, the con-
tribution of the chains of states without silicon nanoc-
rystals to the conductance decreases more rapidly because
of greater localization of the wave functions of the states.
At low temperatures, the contribution of the conductance
of one or several chains can become dominant.

A nanocrystal, being a multiple-charge center, can
block the conductance of such a chain when charged by
several electrons or holes. In experiments, this circum-
stance can manifest itself as a stepped I–V characteris-
tic against a background of the current determined by
the other conducting chains. Thus, the Coulomb block-
ade is observed only for chains for which the probabil-
ity of electron transition from the emitter in the nanoc-
rystal is much higher than the probability of tunneling
from the nanocrystal to the collector. The other chains
make a contribution that smoothly depends on voltage
and does not contain the features discussed above.

In order to estimate the consistency of the model,
we performed a theoretical analysis of the I–V charac-
teristics of a MOS structure using the approach
described in [15].
3.3. Simulation of dc I–V Characteristics
for MOS Structures with Silicon Nanocrystals

In [15], an expression for the tunneling current
through the states in a quantum well in a two-barrier
structure was obtained. A silicon substrate with n-type
conductivity played the role of one electrode and the
other electrode was an aluminum contact. The quantum
well was formed by a silicon nanocrystal in the SiO2
layer. The expression for the tunneling current describ-
ing a stepped I–V characteristic is given by [15]

In this expression, Γc is the probability of tunneling
from the nanocrystal to the collector, n is the number of
electrons in the quantum well, p is the degeneracy of an
unoccupied level, q is number of electrons at an unoc-
cupied level, η is the part of the voltage that drops
between the emitter and the quantum well, Vb is the
voltage applied to the structure,  is the threshold
voltage necessary for transition of an electron from the
emitter to the quantum level with energy εn, T is tem-
perature, k is the Boltzmann constant, and e is the ele-
mentary charge.

The threshold voltage is determined both by the
energy spectrum of the nanocrystal εl(n) and by the
characteristic electrostatic one-electron charging
energy δ of a nanocrystal with the capacitance C,

here, Vt is the threshold voltage required for the transi-
tion of an electron to the ground state of the silicon
nanocrystal. The probability Γe of the electron finding
itself in the Ge nanocrystal is determined by electron
hopping along the conducting chain and by the position
of the nanocrystal in the chain.

The energy spectrum of a silicon nanocrystal
located in a wider gap SiO2 matrix was calculated using
the solution to a spherically symmetric Schrödinger
equation in the effective-mass approximation. The fol-
lowing parameters were used in the calculations: the
hole effective mass mh = 0.19m0; the electron effective
mass me = 0.26m0; the barrier heights were 4.34 eV and
3.2 eV for holes and electrons, respectively [16]. The
change in the masses at the heterointerface was taken
into account and the effective mass of charge carriers in
SiO2 was assumed to be mb = m0.
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The Schrödinger equation was solved for a spheri-
cally symmetric case [17]:

The electron wave function in a spherically symmet-
ric case can be presented as the product of the radial
wave function and the spherical function in each of the
regions where the mass is constant:

In our case, the potential is spherically symmetric,
and, for all such potentials, the angular dependence of
wave function is universal and is determined by the
spherical functions. For the radial part of the wave
function, we have the equation

After the change of variables Φ(r) = χ(r)/r, the equation
assumes the form

For the orbital moment L equal to zero, we can use
the solution to the problem relating to a one-dimen-
sional potential well:

Here, χ(r)/r determines the radial part of the wave func-
tion. The condition χ(r = 0) = 0 must be satisfied if the
wave function is to be finite at the origin. This condition
can be satisfied if the wall of the potential at r = 0 is
assumed to be infinitely high. The role of the well width
is played by the nanocrystal radius R and the potential
has the following form:

Calculation of the energy states for the silicon
nanocrystals made it possible to find the I–V character-
istic that is shown in Fig. 4b, where it is compared to the
experimental results. The calculated I–V characteristic
is in good agreement with the experimental data. There-
fore, we may assume that the observed features in the
I–V curves are related to the Coulomb blockade, where
single-electron charging of the nanocrystal built into a
conducting chain blocks the hop of the next electron
into the nanocrystal due to the increased electrostatic
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potential. This effect can be observed provided that the
following relation is satisfied:

This relation implies that the electrostatic charging
energy for the nanocrystal must be substantially higher
than the thermal energy. Estimations show that, for a
nanocrystal 2–5 nm in size, with regard to the depen-
dence of the permittivity on the nanocrystal size, the
electrostatic energy is about 60–32 meV; i.e., it is an
order of magnitude higher than kT at liquid- nitrogen
temperature (6.63 meV). One further condition for the
observation of the Coulomb blockade is that the proba-
bility of an electron entering the nanocrystal located in
the main conducting chain must be higher than the
probability of it leaving the nanocrystal. In our case,
this condition was satisfied by statistical selection of
the experimental samples. The probability of one-step
electron tunneling from the metal into the nanocrystal
across the oxide layer is very low, and, in our case, the
electron, presumably, reaches the nanocrystal by
repeated tunneling hops via the states in SiOx We
believe that the presence of these states in SiOx is
caused by those excess silicon atoms that are intro-
duced by ion implantation and are not concentrated in
the nanocrystals.

The theoretical I–V characteristic has a stepped
shape and contains two groups of steps separated by a
wide plateau. The first stepped increase in the current
arises when the emitter level coincides with the ground
single-electron quantum confinement level E0 in the
nanocrystal. When the condition Γe @ Γc is satisfied, a
single electron is accumulated in the potential well,
thus increasing the energy of the system by e2/C [15].
The following stepped increase in the current occurs
when the emitter level coincides with the two-electron
ground state possessing the energy E1 = E0 + e2/C. After
filling of the ground quantum confinement level, the
number of electrons in the nanocrystal is equal to two
and the energy of the entire system is increased by
2e2/C. Therefore, the next step in the I–V characteristic
appears when the emitter level coincides with the next
one-electron level, whose energy is now E1 + 2e2/C, and
the number of electrons in the well after that becomes
equal to three. Further filling of the levels occurs in a
similar way. Thus, one-electron charging of the nanoc-
rystal removes the degeneracy of the quantum-confine-
ment levels. Such an approach disregards the interac-
tion of electrons in the well. The levels E0 and E1 were
calculated using the one-electron approximation. It is
quite possible that, when a silicon nanocrystal is occu-
pied by four or more electrons, this interaction becomes
important, and this fact can explain the current instabil-
ity observed at voltages exceeding 9.5 V.

It should be noted that both the theoretical and the
experimental I–V characteristics in Fig. 4b are normal-
ized by the quantity eΓc, where, from comparison with

e2

2C
-------  @ kT .
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the experimental data, the value of the probability Γc of
tunneling to the collector was taken to be 7 × 109 s–1.
Then, the levels of the steps observed in the experiment
become equal to the series of natural numbers 1, 2, 3,
and 4. They correspond to the number of electrons in
the nanocrystal for an applied bias and reflect the fact
that the current in the Coulomb blockade mode is deter-
mined by the product of the number of electrons in the
quantum dot and the probability of transition to the col-
lector. 

In the case of a silicon nanocrystal ~5 nm in diame-
ter, the separation between quantum-confinement lev-
els is greater than the characteristic electrostatic
energy e2/C, and, therefore, the narrow plateaus in the
I–V characteristic correspond to the energy differences
between one- and two-electron states and the wide pla-
teaus correspond to the energy differences between the
quantum-confinement levels. Thus, we may conclude
that we have observed resonant tunneling through the
ground and first excited quantum-confinement levels of
the nanocrystal and a fine structure related to the split-
ting of confinement levels due to one-electron charging
of the nanocrystal.

4. CONCLUSIONS
Thus, we observed a stepped I–V characteristic of a

MOS structure with silicon nanocrystals in its oxide
layer at liquid-nitrogen temperature. The stepped I–V
characteristic was quantitatively described in the con-
text of a model that implies the existence of charge
transport along a chain of local states containing a sili-
con nanocrystal. The presence of the steps was attrib-
uted to one-electron charging of the silicon nanocrystal
and to the Coulomb blockade of the probability of elec-
tron hopping from the nearest local state in the conduct-
ing chain. We assumed that the local states in silicon
oxide correspond to small-sized clusters of excess sili-
con atoms, formed as a direct result of ion implantation
of silicon. The presence of such states in silicon oxide
is confirmed by the measurements of differential con-
ductance and capacitance. For the MOS structures
implanted with silicon, we observed an increase in dif-
ferential capacitance and conductance with respect to
the reference structures for bias voltages exceeding
0.2 V. In same region of voltages, the conductance of
the structures decreases under ultraviolet irradiation,
which changes the filling of the chains.
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Abstract—The possibility of applying the concepts and methods of self-organization theory to the growth of
disordered semiconductors is justified. A basic method for analyzing the dynamics of complex systems is
described. The invariants of random dynamics are considered in the context of the processes involved in mate-
rial growth. New principles for the construction of technological systems are stated. © 2005 Pleiades Publish-
ing, Inc.
1. INTRODUCTION

The development of ever more complicated devices
for micro- and nanoelectronics as well as the necessity
of a substantial increase in the rate of film growth with-
out deterioration of the films’ device characteristics
requires deeper insight into the laws of structure forma-
tion and the properties of disordered materials and their
evolution. A number of problems related to material
technology need to be solved, particularly, the irrepro-
ducibility of a structure and its properties, the thermo-
dynamic metastability of a structure, and the imperfec-
tion of the algorithms of technology optimization.

These problems are interrelated and arise because
the processes of solid-state formation are usually con-
sidered in the context of equilibrium thermodynamics.
This approach does not correspond to complex internal
dynamic processes occurring in matter during synthe-
sis, which are essentially nothing else but complex
behavior, i.e., self-organization [1–4]. The processes in
these materials are characterized by the following basic
attributes of self-organizing systems: thermodynamic
openness, pronounced nonequilibrium, symmetry
breaking, and a discontinuous change in physical char-
acteristics. Therefore, a different approach to the pro-
cesses of growth of disordered materials, which would
make it possible to simulate the structure of amorphous
semiconductors and control the technologies required
for micro- and nanostructures, is necessary.

In our opinion, such an approach should be based on
the concepts and methods of complex systems’ theory
(self-organization and nonlinear processes) and on
related concepts of deterministic chaos that can be con-
sidered as the supercomplex ordered behavior of
dynamic systems whose structure cannot be established
by “classical” methods of the study of order (for exam-
ple, by the Fourier method).

It should be noted that complex systems’ theory
itself is still being developed and its methods are far
1063-7826/05/3908- $26.00 0917
from perfect. However, even using only the philosophy
and methodology of this theory makes it possible to
critically reanalyze many widely accepted statements
on solid state physics and to substantially advance our
understanding and control of complex processes during
the formation of a solid state structure.

2. METHODOLOGICAL APPROACH
TO THE STUDY OF PROCESSES INVOLVED

IN THE FORMATION OF DISORDERED 
SEMICONDUCTORS IN THE CONTEXT

OF SELF-ORGANIZATION THEORY

The idea of self-organization has emerged as an
alternative explanation to the appearance of ordered
structures in disordered media. The appearance of
coherence in an originally chaotic medium is consid-
ered as the main attribute of self-organization. A system
is called self-organizing if it acquires some spatial, tem-
poral, or functional structure without exposure to exter-
nal factors, i.e., spontaneously [1]. A self-organized
system acquires new collective properties not initially
possessed by its elements. These properties are seen as
correlations; i.e., reproducible mutual relations
between distant parts of the system are created and
maintained. In crystals, the correlations correspond to
medium- and long-range order, structures described by
systems of equations with fractal dimensionality, etc. In
disordered materials, the correlations exist as a small
(with respect to the number of atoms) set of modes, i.e.,
harmonics forming chaotic dynamics.

From the point of view of complex systems’ theory,
a self-organized system still has a small number of
order parameters that determine its behavior. This cir-
cumstance underlies the main idea in experimental
studies of these systems: it is not necessary to investi-
gate the dynamics of the entire original infinite-dimen-
sional phase space. Rather, it suffices to observe the
© 2005 Pleiades Publishing, Inc.
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attractor of a system; in many cases, in the mathemati-
cal description, the dimensionality of the attractor
appears to be rather low, e.g., 3, 5, or something similiar
[5]. The attractor in the theory of nonlinear systems
characterizes a system’s state when determined by a
small number of parameters and attained as the evolu-
tion time tends to infinity [6].

The main method applied to analysis of complex
systems dynamics is the Tackens embedding method.
In this method, the behavior of a system can be decoded
from any dynamic or spatial characteristic; indeed, any
signal from a system contains information about all the
processes inside it, since all the parts of a dynamic sys-
tem are interrelated and can be considered as a whole.
Thus, it is possible to study the dynamics of a system
by measuring any of the dynamic variables at one point
at regular intervals. The obtained sequence of data is
usually processed using the Grassberger–Procaccia
algorithm. Thus the form and dimensionality of the
attractor, number of degrees of freedom, Lyapunov
exponents, and other dynamics parameters are deter-
mined. This method was originally developed for study
of the behavior of systems whose state varied over time;
later, it was adapted to studying spatially distributed
systems, e.g., material surfaces [7, 8].

In order to prove the fact that the structure of non-
crystalline materials represents “frozen” deterministic
chaos [4, 8–10], i.e., cannot actually be represented as
a random atomic network, the structure of the surface
of amorphous hydrogenated silicon (a-Si:H) was stud-
ied using scanning tunneling microscopy and atomic-
force microscopy (AFM) [11]. The surface structures of
different materials were experimentally studied using
the Tackens embedding method. It was assumed that
the surface provided a “frozen” image of the dynamic
pattern of the processes included in material growth
from the gas phase, for example, a-Si:H (disregarding
the relaxation processes), and, hence, the distribution of
a substance over the surface contained information on
the space–time growth dynamics. The height of the sur-
face profile of a structure was chosen as the variable to
be measured (with reference to some level taken as
zero), since it uniquely describes the distribution of the
substance on the growth surface and represents the pro-
cesses of space–time evolution.

3. TOPOLOGICAL INVARIANTS
OF THE CHAOTIC DYNAMICS

OF MATERIAL GROWTH

It is convenient to introduce different categories for
the behavior of the systems by using, as a label, the
fractal dimensionality D of the corresponding attractor,
which is determined according to the Grassberger–Pro-
caccia algorithm [6, 12]. It allows us to distinguish
between systems described by extremely complicated
chaotic, but, at the same time, deterministic, behavior
and systems exhibiting purely random behavior. Using
the dimensionality of the attractor, we can estimate the
number n of order parameters, such that all the other
degrees of freedom of the system are adjusted to these
parameters:

(1)

As was noted above, the trajectory in a p-dimen-
sional phase space can be reconstructed starting from
the one time (position)-dependent variable X(t) and by
choosing, as coordinates, the quantities X(t), X(t + T),
X(t + 2T), …, X(t + (p – 1)T), where T is a properly
defined delay time. Since the time t is discretized, we
obtain a series of p-dimensional vectors (N) represent-
ing the phase diagram of a dynamic system. Thus, we
set the reference point Xi for all the available data and
can calculate the distances from this point to the
remaining N – 1 points: |Xi – Xj|. We can now calculate
the number of points in the phase space that are located
at a distance from Xi not exceeding some given quantity r.
By repeating this process for all the values of i, we can
calculate the quantity C(r), known as the correlation
integral:

(2)

Here, Θ(x) is a unit-step function equal, by definition,
to unity at positive x and zero at other values of x.

We fix some small number ξ and use it as a measure
for probing the attractor structure. If the attractor is lin-
ear, then, obviously, the number of probing points, from
which the distance to a given point does not exceed r, is
proportional to r/ξ. If the attractor is a surface, then the
number of such points is proportional to (r/ξ)2. In a
more general case, where the attractor represents a
D-dimensional manifold, the number of points is pro-
portional to (r/ξ)D. Therefore, we can expect that, at rel-
atively small r, the function C(r) varies in the form

(3)

Thus, we can determine the correlation dimensionality
from the slope of the dependence of lnC(r) on lnr:

(4)

The algorithm for calculating D can be summarized as
follows.

(i) Starting from a given temporal (spatial)
sequence, we construct correlation function (2) for suc-
cessively increasing values of the dimensionality n of
the phase space.

(ii) Using (4), we determine the slope D near the ori-
gin and its dependence on the increasing value of n.

(iii) If D, as a function of n, attains a plateau above
some value n, then the system represented by this tem-
poral (spatial) sequence must have an attractor. The
quantity D determined by the instant of saturation
should be considered as the dimensionality of the
attractor. Finite nonintegral values of D signify that

n 2D 1.+>

C r( ) 1/N2[ ]
N ∞→
lim Θ

i j≠
r Xi X j––( ).

i j, 1=

N

∑=

C r( ) rD.=

D d C r N,( )/d rlnln[ ] .
N ∞→
lim

r 0→
lim=
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dynamic chaos is observed in the system. The value of
n after which saturation is attained determines the min-
imum number of variables necessary for simulating the
behavior that corresponds to a given attractor. It should
be noted that, for a random-noise sequence, the ten-
dency towards saturation is not observed and the quan-
tity D is not defined [6].

In most of the experimental and numerical studies of
chaotic systems, the slope of the C(r) curve in the log–
log plot, i.e., D = d[lnC(r)]/d(lnr), has been studied as
a function of lnr. A typical shape for this plot is shown
in Fig. 1, where we can see that there are four regions.

Region I. In this region, the cell size is too small.
Each cell contains only a few points and one cannot
estimate the true probabilities pi of, at some instant, a
point on the phase trajectory being in cell i.

Region II. In this region, the sample is insufficient to
represent the Cantor structure of the attractor. In addi-
tion, the experimental error or the accuracy attained
when finding the points of the attractor are usually
important.

Region III. The points of the curve in this interval
characterize the fractal dimensionality of the attractor.
To expand region III, we can increase the size of the
sample, improve the experimental accuracy, or choose
the best way of selecting the variables to be analyzed.

1

–1.0

D

lnr

3

0
–0.5 0 0.5–1.5

2

I II III IV

Fig. 1. A typical D = f(lnr) dependence.
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Region IV. The cell size tends to the attractor size
and does not characterize its Cantor structure.

The characteristic attributes of the deterministic
chaos in distributed systems are [11] as follows:

(I) The presence of a linear section on the depen-
dence D on lnr and, therefore, the presence of a plateau
in the dependence of d[D(r, n)]/d(lnr) on lnr in a certain
interval of r;

(II) saturation of the quantity ∆D = D(n) – D(n – 1)
at large n.

By measuring the height of the profile of the a-Si:H
samples across the surface in discrete intervals, we
obtained a three-dimensional image of square areas of
the surface. The height of the profile was measured at
(12–15) × 103 points. As was shown in [11, 12], this
number of points is sufficient for revealing the topology
of the attractor.

The a-Si:H samples were prepared by low-fre-
quency glow discharge from 100% SiH4 at a discharge
power of 50 mW cm–2, pressure of 70 Pa, silane feed
rate of 200 cm3/s, and substrate temperatures of 100,
225, and 325°C [13]. Figures 2, 3, and 4 show AFM
images of the surfaces of these samples (Fig. 2), the dis-
tribution function of the profile height h (ρ is the prob-
ability density) (Fig. 3), and the dependence of D and
dD/dlnr on n and lnr (Fig. 4, curves 1 and 2, respec-
tively).

When studying the image of the surface visually, we
can clearly see that its roughness decreases as the sub-
strate temperature increases. The convexity regions
increase and the rest of the surface becomes smoother.
The distribution function changes accordingly: the
variance decreases and the maximum is shifted to the
region of lower values of the profile height.

The dependence of D = f(n, lnr) on the substrate
temperature is complicated. In all cases, three different
segments are observed in the ranges: from 0 to –0.6,
from –0.6 to –1.4, and from –1.4 to –1.8. In these seg-
ments, there are regions with a linear slope that satu-
rates at the embedding dimensionality of n = 8. Such
behavior indicates that the required distribution has a
deterministic chaotic character. As the substrate tem-
1 µm 1 µm 1 µm(a) (b) (c)

Fig. 2. Surfaces of a-Si:H samples grown at substrate temperatures of (a) 100, (b) 225, and (c) 325°C [11].
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Fig. 3. Distribution functions of the height of the profile for a-Si:H samples grown at substrate temperatures of (a) 100, (b) 225, and
(c) 325°C [11].
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Fig. 4. Dependences of (1) D and (2) dD/dlnr on lnr for a-Si:H samples grown at substrate temperatures of (a) 100, (b) 225, and
(c) 325°C [11].
perature increases, these segments become more pro-
nounced. Apparently, their existence indicates that
growth is determined by three different mechanisms.

By analyzing the results of the experimental studies,
we can make the following conclusions. The landscape
of the a-Si:H surface represents an image of a “frozen”
instant of the growth processes, and the structure of the
surface of the material can be described as “frozen”
dynamic chaos [8, 14]. This chaos manifests itself as a
very complicated irregular behavior that is superficially
similar to the usual thermal chaos but, in fact, is funda-
mentally different from it. In the mode of dynamic
chaos, the amplitude of deviation from the mean is
comparable to the mean itself but the number of space–
time scales is so large that the behavior of the system
seems chaotic. For thermal chaos, all the characteristic
scales are microscopic and fluctuations around the
mean are extremely small.

Thus, fractal dimensionality allows us to define the
dimensionality and the form of the growth dynamics. It
is a convenient measure for the identification of sys-
tems. However, it is not as useful for practical applica-
tions (simulation and control). Physicists and technolo-
gists studying the processes involved in the growth of
different materials and the control of these processes
are very interested in other topological invariants
reflecting the geometrical properties of the dynamics-
characterizing vector field, namely, the Lyapunov expo-
nents.

The Lyapunov exponents are the most informative
dynamic invariants. We now consider their physical
meaning and the calculation procedure in more detail.
We choose two close points, x'(0) and x''(0), located on
the attractor and find the time variation in the distance
d(t) = |x'(t) – x''(t)| between them. Here, x'(t) and x''(t)
are solutions to an nth-order differential equation
describing the space–time evolution of a system with
the initial parameters x'(0) and x''(0). If the attractor is a
singular point, then d(t) = 0. If the attractor is a limiting
cycle, then d(t) is a periodic function of time. For a
strange attractor, we have d(t) ∝  exp(λtt), λt > 0 (of
course, as long as x'(t) and x''(t) are sufficiently close)
[15].

The quantity λt is called the Lyapunov exponent:

(5)

Here, ω is the vector from the point x'(0) to the
point x''(0). We can say that the Lyapunov exponent, if
it is positive, characterizes the average rate at which
two infinitely close trajectories diverge (or converge if
it is negative).

Lyapunov exponents determine the correlation time
τc in a system. After this time, the correlation between

λ t x' 0( ) w,( ) 1/t( ) d t( )/d 0( )ln{ } .
d 0( ) 0→

lim
t ∞→
lim=
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the characteristics of a process at close instants is weak-
ened and multidimensional distribution functions fac-
torize into the product of one-dimensional functions.

In [11], we suggested estimating λt on the basis of
the following reasoning. Let two points, initially sepa-
rated by an infinitesimal distance ε, appear, after a cer-
tain period of time, at a distance of ~εexp(λtt). The cor-
relation time is exactly the time after which the infini-
tesimal difference in the initial conditions becomes
comparable to the characteristic attractor size R. Using
this reasoning, we can write the expression for τc as
follows:

(6)

As regards the growth processes, the presence of posi-
tive temporal Lyapunov exponents means that, after a
time proportional to the correlation time, the structure
of the overlying layers does not copy the structure of
the underlying layers. If we consider two different, but
simultaneous, technological processes, after the time
τc, the correlation between the structures of the growing
materials vanishes. If we estimate τc using formula (6),
then ε is determined by the error (fluctuations) ∆p in the
control parameters of the technological process or by
fluctuations in the surrounding medium f:

(7)

By generalizing formulas (4)–(6), we can write the
following expression for τc:

(8)

Here, A is a constant whose value depends on the
choice of criterion for the degree of correlations.

By analogy with systems evolving over time, to
obtain instant images of our space–time system, we can
introduce the concept of spatial Lyapunov exponents
λr, whose number is equal to the dimensionality of the
space containing the spatial attractor.

The Lyapunov spatial and temporal exponents λr
and λt characterize the stability of a space–time system
from different sides. We can assume that λr character-
izes the instability of spatial distribution or, in other
words, its sensitivity to the difference in initial spatial
positions. We consider a cross section of the surface of
the material when formed under certain conditions. We
fix a point with the coordinate x0, where the height of
the profile is h1. We assume that another surface has
been formed under the same conditions. Its difference
from the first surface consists only in the difference of
the height of the profile at the point x0, and this differ-
ence is infinitesimal. Provided that even one of the spa-
tial Lyapunov exponents is positive, the difference δ in
the heights of the surface profile becomes comparable
to the average height P of the profile at a distance lc
from the point x0. At such distances, the profiles are

τc
1
λ t

---- R/ε( ).ln
ε 0→
lim=

ε ∆p f .+=

τc A/λ t.=
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completely different. By analogy with τc, we call the
quantity lc the correlation length,

(9)

By analogy with formulas (5)–(8), expression (9)
can be written in the following form:

(10)

The presence of positive Lyapunov exponents for the
system of equations describing the structure of the
material signifies that this structure has no spatial trans-
lational symmetry, i.e., the structures of two regions of
the material, located at a distance l > lc from each other,
are not correlated. If lc ! L (L is the size of the system),
there is no long-range order in the system and we can
assert that the structure of the material is noncrystal-
line. The structure and the properties of the regions of
the material located at a distance from each other
exceeding the correlation length do not coincide.

From the standpoint of thermodynamics, λr charac-
terizes a nonequilibrium state of the system; i.e., it mea-
sures its deviation from the globally stable state of ther-
modynamic equilibrium. Thus, if the structure of the
material corresponds to the equilibrium state, it means
that the substance is distributed in space randomly or,
ideally, periodically. For such a distribution, there are
no positive Lyapunov exponents. The presence of expo-
nents λr > 0 means that the distribution differs from
equilibrium. Therefore, after growth, relaxation pro-
cesses occur in the structure of the material that trans-
form it to the equilibrium (crystalline) state. This state
can exist for quite a long time, since the external condi-
tions do not permit attainment of the equilibrium. It is
technologically important that the Lyapunov exponents
make it possible to determine the limits of predictable
(controlled) growth of the structure on different space–
time scales, i.e., to actually determine the limits of
reproducibility of the material characteristics.

The fact that irreproducibility is determined by the
instability of chaotic dynamics makes us rather skepti-
cally assess the possibility of using the traditional
method of increasing reproducibility by increasing the
accuracy attained when specifying the control parame-
ters. Therefore, other approaches to improving repro-
ducibility, based on understanding the dynamic pro-
cesses occurring in the material during solidification,
are necessary. We believe that the principles of control
applied to existing technologies should also be
changed, since they aim to control the chaotic dynamics
of the material by linear methods and these methods do
not correspond to the material properties arising upon
solidification. In relation to new technologies, it must be
recognized that the control parameters should be consis-
tent with the internal dynamic processes in the material.
Below, we consider principles of the construction of
technological systems based on this approach [16].

lc 1/λ r( ) P/δ( ).ln
δ 0→
lim=

lc B/λ r.=
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4. PRINCIPLES OF THE CONSTRUCTION
OF TECHNOLOGICAL SYSTEMS

The compatibility principle reflects the require-
ment for consistency of the control parameters with the
internal properties of the material upon solidification.
The control system must understand and reproduce the
language of the system we wish to control. In this way,
the highest control efficiency is realized. The consis-
tency between the external factors and the properties of
the material is more important than the intensity and
duration of the action of these factors. It should be
borne in mind that it is impossible to attain 100% effi-
ciency, since uncertainty about the behavior of a com-
plex system is always present. This factor is a funda-
mental property. On the basis of experimental data, cor-
responding changes in the control parameters are
determined so that two substantially different problems
can be solved:

(i) stabilization of periodic orbits in the chaotic
mode, i.e., the destruction of chaos;

(ii) stochastization of the system by connecting it to
another chaotic system.

The choice of method is determined by the aims of
the technology in question. For example, if the growth
of a perfect crystalline structure or reproduction of
some structural inhomogeneity is required, then it is
necessary to pass quickly the stage of chaos and to sta-
bilize the periodic dynamics of the system, for exam-
ple, by applying the Grebogi–Otto–Yorke method,
which is used for stabilizing the unstable orbits of a
chaotic attractor. In contrast, to synthesize amorphous
materials, a chaotic drive is useful. If the problem is to
eliminate macroinhomogeneities, then it is necessary
to destroy the nonlinear superposition of a limited
number of modes. In all cases, the characteristics of
the control factors should be formed on the basis of
exact knowledge of the dynamics of the material upon
solidification.
The hierarchy principle. Nature has a hierarchical
structure. This hierarchical structure grants relative
autonomy to the different levels of the system subordi-
nated to the main controller, but, at the same time, it
introduces a forced abandonment of control over all the
changes that occur in the system. This structure implies
that control should also be constructed according to the
hierarchical principle. Therefore, when stating a con-
trol problem, it is necessary to divide the system into
levels and choose a level to be responsible for the
required properties.

For technologies related to noncrystalline materials,
this procedure means that a certain level must be cho-
sen for control purposes: nano-, micro-, structure–
chemical inhomogeneities, etc. Then, the dynamics at
this level should be studied and the corresponding
control factors should be determined. In this case, the
problem of incomplete control arises; i.e., the control
is possible only at some levels responsible for certain
properties.

The adequacy principle. The control systems
should, apparently, have the same order of complexity
as the systems to be controlled; i.e., the set of possible
modes of behavior of the control system must not be
less informative. Generally speaking, it is necessary to
have a control device of such complexity that it can
independently and continuously search for constraints
and statistical correlations and optimize the states of
certain parts of the controlled system.

It is quite probable that the dynamics of formation
of a noncrystalline structure is so complicated that it
cannot be investigated and simulated. In this case, a
previously grown material, considered as a black box,
can be used as a certain reference element for the tech-
nology. Using the corresponding excitations, we can
transfer the eigenvibrations of this element to the struc-
ture that is formed. A general diagram of this method is
as follows:
Radiation
(vibration)

source

Reference element 
(previously grown

material with prescribed
properties)

Material
being grown

Input
signal

Transformed
signal

⇒ ⇒
The principle of time synchronization. The time
scales of the controls must coincide with those for the
corresponding processes in the controlled system.

The locality principle. Self-organization is one of
the processes during which the system can be con-
trolled. It has restricted space–time scales and occurs in
a local region of space. The processes involved in for-
mation of an amorphous structure are localized in a
quite definite region, namely, in the intermediate layer
between the gas or liquid phase from which the solid
state structure grows and the already grown structure.
The controls must be localized in space–time, i.e., they
must be finally oriented to the surface states.

The uncertainty principle. Generally, it should be
borne in mind that efforts directed at increasing the
control efficiency or reproducibility cannot change the
probabilistic random character of the formation of the
structures [15].
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5. CONCLUSIONS

By applying complex systems theory (self-organiza-
tion) to the description of disordered materials and the
laws of their formation, we can not only simulate the
synthesis of a disordered material from a new stand-
point but, first and foremost, gain insight into the phys-
ical nature of some of the fundamental problems related
to these materials. Thus, it becomes clear that the
growth process corresponds to a self-organization
mode that can be described by a limited number of
degrees of freedom; moreover, the distribution of a sub-
stance on the surface, representing a picture of a frozen
instant of the growth process, has a deterministic cha-
otic character. Thus, the presence of correlations, i.e.,
reproducible ratios between the atoms (molecules) in
different parts of the system, is a deterministic factor
during synthesis. The correlation scales allow us to esti-
mate the reproducibility of the grown structure.

Our main conclusion is that a new approach to the
process of formation of noncrystalline structures, self-
organization, allows us to consider the principles of the
technologies related to these materials in new terms and
means that there are real prospects for a substantial
increase in the efficiency of these technologies. The
development of this line of research will, quite proba-
bly, not only result in improvement of the reproducibil-
ity of the material characteristics and make the process
of technology optimization much faster but, first and
foremost, will make it possible to intentionally synthe-
size materials with substantially new properties.
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Abstract—The kinetics of thermal relaxation of an ensemble of photoinduced metastable electrically active B
atoms in (a-Si:H):B films is studied after partial relaxation of the ensemble in the dark and under illumination
of various intensities and duration. The parameters of a stretched exponential function that describes the ensem-
ble kinetics are determined. It is found that photoinduced relaxation of metastable states manifests itself under
conditions in which its rate exceeds the rate of the states’ photoinduced generation. It is shown that the varia-
tions in the relaxation-time distribution function of metastable states caused by thermal and photoinduced relax-
ation are similar. © 2005 Pleiades Publishing, Inc.
Photoinduced relaxation of metastable dangling
bonds in amorphous hydrogenated Si was originally
predicted theoretically [1] and then experimentally
observed in undoped a-Si:H films [2, 3]. We have pre-
viously observed photoinduced relaxation of metasta-
ble electrically active impurity atoms (MEAIs) in
lightly B-doped a-Si:H films [4, 5]. The aim of this
study was to examine the photoinduced relaxation of
these atoms in lightly B-doped a-Si:H films in more
detail, specifically, to examine the kinetics of variation
in their relaxation-time distribution function under illu-
mination.

We studied B-doped a-Si:H films obtained by depo-
sition in RF glow discharge plasma. The films were
doped from the gas phase. According to SIMS data, the
total B concentration was NB = 3 × 1017 cm–3.

The experimental procedure and its justification
were described in detail in [4, 5]. The procedure is
based on determination and comparison of the parame-
ters of the thermal relaxation kinetics of MEAI ensem-
bles obtained by partial relaxation of an ensemble,
which was preliminarily generated by intense illumina-
tion, in the dark and under illumination. A stretched
exponential function with parameters characterizing
the ensembles describes the kinetics of thermal relax-
ation of these ensembles:

Here, N(0) is the total initial MEAI concentration in an
ensemble; τ0 is the effective relaxation time of an
ensemble, which is close to the value of τ at the peak of
the distribution function f(τ) for MEAIs; and β–1 char-
acterizes the half-width of the function f(τ). It was also
shown that, for the (a-Si:H):B films studied, the kinet-
ics of variation in the dark conductivity of a film σd(t)
at a given temperature reflects the kinetics of variation

N t( ) N 0( ) t/τ0( )β–( ).exp=
1063-7826/05/3908- $26.00 ©0924
in the concentration of atoms in the ensemble at this
temperature according to the relation

Here, σd0 is the equilibrium dark conductivity at this
temperature and A depends primarily on the tempera-
ture and constant density of states in the region of the
shift of the Fermi level during the relaxation of the
MEAIs.

In this study, we measured the kinetics of variation
in the conductivity of an (a-Si:H):B film with different
ensembles of photoinduced MEAIs at 410 K. It is note-
worthy that the formation of photoinduced MEAIs
increased the film conductivity, while their relaxation
decreased the film conductivity. Figure 1 shows the
experimental time dependences of ,
which are described by stretched exponential functions
with different parameters (curves 1–7). These curves
reflect the kinetics of relaxation of the MEAIs in the
following ensembles.

Curve 1 corresponds to thermal relaxation of the ini-
tial MEAI-I ensemble, which was formed by prelimi-
nary irradiation of the film under study for 300 s with
white light at an intensity of 80 mW cm–2 from a halo-
gen lamp with an IR filter.

Curves 2, 4, and 6 correspond to thermal relaxation
of the same ensemble after its partial thermal relaxation
for 100, 300, and 1200 s, respectively.

Curves 3, 5, and 7 correspond to thermal relaxation
of the same ensemble after its partial thermal relaxation
under a low illumination intensity of 1.3 mW cm–2 for
100, 300, and 1200 s, respectively.

The parameters of curves 1–7, which reflect the
kinetics of thermal relaxation of the MEAI-I ensemble
under different conditions, are given in Table 1.

The data listed in Table 1 show the following.

N t( ) A σd t( )/σd0[ ] .log=

σd t( )/σd0[ ]log
 2005 Pleiades Publishing, Inc.
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(i) The MEAI concentration decreases and τ0 and β
increase as the time taken for partial thermal relaxation
of the MEAI-I ensemble increases. This behavior indi-
cates that thermal relaxation is mainly related to states
with short relaxation times. Due to this circumstance,
the effective relaxation time increases and the width of
the distribution function f(τ) decreases.

(ii) All the parameters (N(0), τ0, and β) of thermal
relaxation of the ensembles, which were obtained after
partial relaxation of the MEAI-I ensemble in the dark
and under illumination, are different. This fact indicates
that photoinduced relaxation of the MEAIs takes place.

(iii) These distinctions depend on the time taken for
preliminary partial relaxation of the MEAI-I ensemble.
At short times, the parameter N(0) decreases under illu-
mination, while τ0 and β increase similarly to, but to a
greater extent than, the increase observed for relaxation
in the dark. As the time taken for preliminary relaxation
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Fig. 1. Kinetics of variation in the dark conductivity of an
(a-Si:H):B film after the formation of the MEAI-I ensemble
in the film (curve 1). The kinetics of variation in the dark
conductivity of this film after the formation of the above
ensemble in the film and its subsequent partial relaxation in
the dark (curves 2–4) and under low-intensity illumination
at 1.3 mW cm–2 (curves 5–7) for 100, 300, and 1200 s.
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increases, illumination acts in a different way; specifi-
cally, the decrease in the parameter N(0) is smaller, and
τ0 and β decrease rather than increase. This observation
indicates that the distribution function f(τ) is broadened
towards the short-time region. This effect of illumina-
tion is due to the fact that the photoinduced formation
of the MEAIs becomes important for long periods of
partial relaxation of the MEAI-I ensemble under illu-
mination.

The above explanation is confirmed by the follow-
ing experimental data. Figure 2 shows the kinetics of
variation in the film conductivity during relaxation of
the MEAI-I ensemble in the dark (curve 1) and under
illumination with a power density of 1.3 mW cm–2

(curve 2) and 10 mW cm–2 (curve 3). It can be seen that,
for long times, the steady-state conductivity of the film
(curves 2 and 3) exceeds the equilibrium dark conduc-
tivity (curve 1), indicating an increase in the MEAI
content in the film due to their photoinduced formation
under the effect of prolonged illumination.
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Fig. 2. Kinetics of variation in the dark conductivity of an
(a-Si:H):B film after formation of the MEAI-I ensemble in
the dark (curve 1) and under illumination with intensities of
1.3 and 10 mW cm–2 (curves 2 and 3).
Table 1.  Parameters of thermal relaxation of various MEAI ensembles before and after partial relaxation of the MEAI-I
ensemble in the dark and under illumination at an intensity of 1.3 mW cm–2

MEAI ensembles N(0), arb. units τ0, s β

MEAI-I 0.57 2520 0.77

MEAIs-I after
partial relaxation in the dark under

illumination in the dark under
illumination in the dark under

illumination

60 s 0.54 0.51 2680 2910 0.8 0.82

100 s 0.53 0.49 2800 3230 0.82 0.84

300 s 0.47 0.42 2950 2860 0.84 0.8

1200 s 0.32 0.34 3620 2690 0.89 0.73
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By differentiating curves 1, 2, and 3 (Fig. 2) with
respect to time, we obtain the time dependences of the
rates of the MEAI concentration variation in the dark,
v 1(t), and under illumination, v 2(t) and v 3(t). Figure 3
shows the dependences v 1(t), v 2(t), and v 3(t), which
correspond to curves 1, 2, and 3, respectively. It can be
seen that, for short times, the relaxation rates of the
MEAIs under illumination (v 2 and v 3) are higher than
the rate of their thermal relaxation v 1. At the time
instants t2 and t3, the rates v 2 and v 3 become equal to the
rate v 1, while, for longer times, the rates v 2 nd v 3
become lower than v 1. The rates v 2 and v 3 are deter-
mined by four rates, namely, by those of thermal and
photoinduced relaxation and generation of MEAIs,
whereas the rate v 1 is determined by only two rates,
namely, by those of thermal relaxation and generation
of MEAIs. Therefore, at time the instants t2 and t3, the
rates of photoinduced relaxation and photoinduced
generation of the MEAIs become equal. Thus, if the
time taken for preliminary partial relaxation of the

0.0005
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Fig. 3. Time dependences of the rates of variation in the
MEAI content in an (a-Si:H):B film in the dark (curve 1)
and under illumination at intensities of 1.3 and 10 mW cm–2

(curves 2 and 3).

Table 2.  Parameters of thermal relaxation of different MEAI
ensembles before and after partial relaxation of the MEAI-I
ensemble in the dark and under illumination for 300 s at dif-
ferent light intensities

MEAI ensembles N(0),
arb. units τ0, s β

MEAI-I 0.57 2520 0.77

MEAI-I after partial relaxation:

in the dark 0.47 2880 0.81

under illumination at 0.5 mW cm–2 0.44 2920 0.82

under illumination at 1.3 mW cm–2 0.42 2820 0.8

under illumination at 10 mW cm–2 0.40 2680 0.77
MEAI-I ensemble under illumination is shorter than the
time tc at which the rates of photoinduced relaxation
and generation of the MEAIs become equal, photoin-
duced formation of the MEAIs during partial relaxation
under illumination is weak. In this case, photoinduced
relaxation is dominant. If the time taken for partial
relaxation is longer than tc, photoinduced formation of
the MEAIs becomes dominant. Figure 3 also shows that
t3 < t2; i.e., as the intensity of illumination increases, the
critical time tc decreases.

Table 1 shows the obtained parameters, N(0), τ0, and
β, of the complete thermal relaxation of the MEAI-I
ensemble as well the parameters of the ensembles
obtained after partial relaxation of this ensemble for
various time intervals in the dark and under low-inten-
sity illumination at 1.3 mW cm–2. According to Fig. 3,
at this illumination intensity, the time tc is 160 s. The
times taken for preliminary relaxation are shorter, spe-
cifically, 60 and 100 s. This condition ensures a low rate
of photoinduced generation of the MEAIs during pre-
liminary relaxation of the MEAI-I ensemble under illu-
mination, and, consequently, the variation in the param-
eters N(0), τ0, and β is determined by the photoinduced
relaxation of the MEAI-I ensemble, which has short
relaxation times. The times taken for preliminary relax-
ation, which are equal to 300 and 1200 s, exceed tc =
160 s. This circumstance causes a low rate of photoin-
duced relaxation of the MEAIs during preliminary
relaxation of the MEAI-I ensemble; consequently, the
variation in the parameters τ0 and β is determined by
the photoinduced formation of MEAIs with short relax-
ation times.

Table 2 shows the relaxation parameters of the
MEAI-I ensemble after its partial relaxation for 300 s in
the dark and at various illumination intensities in the
range 0.5–10 mW cm–2. It can be seen that the total ini-
tial concentration N(0) of MEAIs in the ensembles
decreases monotonically as the illumination intensity
increases during preliminary partial relaxation of this
ensemble. However, τ0 and β vary nonmonotonically as
the intensity increases. For a low illumination intensity
(0.5 mW cm–2), the values of τ0 and β are greater than
in the absence of illumination during preliminary relax-
ation of this ensemble. As the illumination intensity
increases to 1.3 and 10 mW cm–2, τ0 and β decrease.
This behavior is due to the fact that the time tc , when the
rates of photoinduced relaxation and photoinduced for-
mation of the MEAIs become equal, decreases as the
illumination intensity increases. Therefore, photoin-
duced relaxation of the MEAIs is dominant at low illu-
mination intensities, since the time 300 s < tc. For illu-
mination intensities of 1.3 and 10 mW cm–2, photoin-
duced formation of the MEAIs is dominant, since
300 s > tc . Correspondingly, for low illumination inten-
sities, τ0 and β increase due to photoinduced relaxation
of the MEAIs with short relaxation times τ. For higher
intensities, τ0 and β decrease due to photoinduced for-
mation of the MEAIs with short relaxation times τ.
SEMICONDUCTORS      Vol. 39      No. 8      2005
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Thus, we have established that the photoinduced
relaxation of photoinduced metastable electrically
active B atoms in (a-Si:H):B films manifests itself dur-
ing their relaxation under illumination, when the rate of
photoinduced relaxation of metastable states substan-
tially exceeds the rate of their photoinduced generation.
The fulfillment of this condition depends on the initial
concentration of photoinduced metastable states and on
the illumination intensity and duration. Our studies also
show that the variations in the distribution function f(τ)
for the ensemble of photoinduced metastable states
resulting from thermal and photoinduced relaxation are
similar. This result indicates that the mechanisms of
thermal and photoinduced relaxation are identical.

This study was supported by the program “Integra-
tion.”
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Abstract—The properties of a-SiC:H/c-Si heterostructures formed at various alloy carbon contents are studied.
A dominant mechanism of carrier transport in the heterostructures is established. Equivalent electric circuits,
which make it possible to describe the current–voltage characteristics of heterostructures over entire bias range
under study, are suggested. The band-gap temperature coefficient and electron affinity for a-SiC:H are esti-
mated. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Currently, a-SiC:H alloy films are widely used to
fabricate solar cells [1], thin-film field-effect transistors
[2], etc. The characteristics of these devices are largely
determined by the properties of heterostructures that
consist of amorphous semiconductor and crystalline
semiconductor materials. However, it is difficult to
implement devices based on these heterostructures
because of the lack of a clear understanding of the for-
mation mechanisms and properties of heterostructures
based on disordered semiconductors and the processes
occurring in a heterostructure, including transport and
recombination of charge carriers. The lack of deep
insight into the physics of the processes taking place in
the heterostructure complicates purposeful improve-
ment of devices based on such heterostructures. Within
this context, this report presents the results of examina-
tion of the transport mechanisms and properties of a-
SiC:H/c-Si heterostructures, which were obtained in
low-frequency glow-discharge plasma at a frequency of
55 kHz.

2. EXPERIMENTAL

The a-SiC:H/c-Si heterostructures were formed by
deposition of a-SiC:H films in low-frequency glow-dis-
charge plasma at a frequency of 55 kHz onto single-
crystal Si substrates with a resistivity of 10 Ω cm. Dur-
ing the deposition, the CH4 content in the gas mixture
(RC = [CH4]/([SiH4] + [CH4]) 100%) was varied from
20 to 80%. The substrate temperature, discharge power,
and pressure were kept constant at 320°C, 200 W, and
90 Pa, respectively. Then, Al contacts were deposited
on the film and the rear surface of the substrate. The
contacts to the a-SiC:H layer were formed via deposi-
tion through a mask.

The current–voltage (I–V) characteristics were mea-
sured both at forward biases (from 0 to 15 V) and at
1063-7826/05/3908- $26.00 0928
reverse biases (from 0 to –15 V) in the dark and under
illumination. The temperature dependences of the
I−V characteristics were measured in the temperature
range 291–462 K. In the measurements of the I–V char-
acteristics under illumination, the wavelength of inci-
dent radiation was varied from 500 to 1100 nm.

In order to determine the C content (XC) in the
a-SiC:H films, we used Rutherford backscattering
spectroscopy. The location of the Fermi level in the
amorphous alloys relative to the conduction-band bot-
tom (EC – EF) was determined from measurements of
the temperature dependence of the dark conductivity of
the a-SiC:H films in the temperature range 300–500 K.

In this study, we used the method of capacitance–
voltage (C–V) characteristics to determine the density
of energy states in the mobility gap of the amorphous
semiconductor and at the interface of heterostructures
that consisted of amorphous and crystalline semicon-
ductors.

3. RESULTS

Figures 1 and 2 show the forward and reverse por-
tions of the I–V characteristics of the a-SiC:H/c-Si het-
erostructures, which were measured at various temper-
atures. It can be seen that the shape of the I–V charac-
teristics is also affected by the methane content in the
mixture of reaction gases in which the a-SiC:H layer
formed, and not only by the magnitude and sign of the
bias. The approximation of separate portions of the I–V
characteristics using various relationships allowed us to
determine the dominant mechanisms of carrier trans-
port. It is found that the I–V characteristic of the hetero-
structure formed at RC = 20% is described by the fol-
lowing relation in the range of small forward biases
(U < 1 V):

(1)J J0 AV( ).exp=
© 2005 Pleiades Publishing, Inc.
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Here, J0 is the saturation current and A is a parameter.

In this case, the values of parameter A are almost
independent of the temperature, while the saturation
current decreases as 1/kT increases. Similar results have
been obtained for the heterostructures a-Si:H/c-Si [3],
a-SiGe:H/c-Si [4], and a-SiC:H/c-Si [5]. It was shown [6]
that the dominant mechanism of carrier transport is
multistep tunneling with the carrier capture at and
emission from traps.

According to this mechanism, due to multistep tun-
neling, the holes from the valence band of p-type c-Si
transfer into the amorphous semiconductor from one
localized state to another with an energy difference of
about kT. Such carrier transport continues until the tun-
neling rate becomes lower than the hole emission rate
into the valence band or the recombination rate of holes
with electrons from the conduction band of the amor-
phous semiconductor. In this case, the magnitude of J0
in relation (1) equals

J, A/cm2
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Fig. 1. Forward portions of the I–V characteristics of
a-SiC:H/c-Si heterostructures. The solid lines correspond to
calculated I–V characteristics. (a) Heterostructures formed
at RC = 20% and T = (1) 297, (2) 342, (3) 367, (4) 397,
(5) 427, and (6) 462 K. (b) Heterostructures formed at RC =
60% and T = (7) 291, (8) 336, (9) 361, (10) 391, (11) 421,
and (12) 451 K. The equivalent electric circuits of the struc-
tures are shown in the insets.
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(2)

Here, B is a constant that depends on the tunneling
probability of carriers; σn and σp are the capture cross
section for electrons and holes, respectively; v th is the
thermal velocity; NV and NC are the effective densities
of states in the valence band and in the conduction band
of the amorphous semiconductor, respectively; and EF,
ET, EV , and EC are energies that correspond to the Fermi
levels, traps, and edges of the valence and conduction
bands.

If the emission rate of holes is higher than the rate of
electron capture by the traps, the first term in Eq. (2) is
dominant; otherwise, the second term is dominant.

J0 B σpv thNV

ET EV–
kT

------------------– 
 exp=

+ σnv thNC

EC EF–
kT

------------------– 
 exp .
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Fig. 2. Reverse I–V characteristics of a-SiC:H/c-Si hetero-
structures formed at (a) RC = 20% and (b) RC = 80%. The
solid lines correspond to calculated I–V characteristics. T =
(1) 297, (2) 342, (3) 367, (4) 397, (5) 427, and (6) 462 K.
The equivalent electric circuits of the structures are shown
in the insets.
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In the region of high forward-bias voltages (U >
1 V), the I–V characteristic is governed by the bulk
resistance of the amorphous film.

For heterostructures formed at RC = 60 and 80%, the
I–V characteristic in the region of low forward-bias
voltages is governed by the bulk resistance of the
a-SiC:H layer, while, in the region of high forward-bias
voltages, the I–V characteristic is approximated by the
relation

(3)

Here, K is a coefficient that depends on the film thick-
ness, trap distribution, and conductivity of the material,
and m is a constant. In this case, the current limited by
the space charge is dominant [7].

At reverse biases for heterostructures formed at
RC  = 20 and 60%, the current limited by the space
charge is dominant in the region of low reverse-bias
voltages. In contrast, in the region of high reverse-bias
voltages, the current transport is governed by carrier
generation and recombination in the depletion region,
and the I–V characteristic is described by the relation

(4)

Here, VD is the contact potential difference, C is a con-
stant, and n is the exponent (n < 1).

For heterostructures formed at RC = 80%, the
I−V characteristic over the entire studied range of
reverse biases is governed by the bulk resistance of the
a-SiC:H layer (Fig. 2).

Taking into account the above dominant transport
mechanisms, we suggested equivalent electric circuits
that describe the I–V characteristics of the heterostruc-
tures over the entire range of forward and reverse biases
(see the insets in Figs. 1, 2). Using these equivalent
electric circuits, we simulated the I–V characteristics of
studied heterostructures over the entire range of for-
ward and reverse biases.

In the suggested equivalent electric circuits, the
diode describes the exponential voltage dependence of
current (1). The bulk resistance of a-Si:H is described
by two parallel resistors, one of which is a nonrectify-
ing resistance (R2) while the second one (Rn) has the
nonlinear voltage dependence of resistance (3). The
nonlinear resistance allows us to describe the portion of
the I–V characteristic at high forward-bias voltages,
which is governed by current limited by the space
charge. The shunting resistance R1, which is parallel to
the diode, allows us to take into account the leakage of
current through the heterojunction. Thus, the equivalent
resistance of the circuit Re, which is used for simulating
the forward portions of the I–V characteristics of the a-
SiC:H/c-Si heterostructures formed at RC = 20%,
equals

(5)

J KVm.=

J C VD V+( )n.=

Re

RDR1

RD R1+
-------------------

RnR2

Rn R2+
------------------.+=
Here, RD is the diode resistance. The resistances RD and
Rn are defined as

(6)

(7)

The voltage drop at separate parts of the electric cir-
cuit is calculated by the following formulas:

(8)

(9)

Relations (5)–(9) were used to calculate the current
flowing through the heterostructure according to the
Ohm law I = U/Re. In order to fit the calculated I–V
characteristic to the experimental one, we used the
adjustable parameters J0, K, R1, R2, m, and A, which
were determined from simulation. For a-SiC:H/c-Si
heterostructures formed at RC = 60 and 80%, the simu-
lation parameters were K1, K2, R1, R2, m1, and m2, while
Re was determined from the following relation:

(10)

In the case of reverse biases, Re for the heterostruc-
tures formed at RC < 80% equals

(11)

while, for heterostructures formed at RC = 80%, Re

equals

(12)

The results of the simulation are shown by the solid
lines in Figs. 1 and 2. It can be seen that the results of
the calculations describe the experimental data ade-
quately.
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Table 1.  Position of the Fermi level and the density of states NIE for the a-SiC : H films, interface density of states NSS for
the a-SiC : H/c-Si heterostructures, and activation energies for the heterostructures at forward biases

RC, % XC, % EC – EF, eV NIE, cm–3 NSS, cm–2 Ejf, eV EKf, eV EK1, eV ER1f, eV EK2, eV ER2f, eV

20 6.5 0.78 3.5 × 1015 4.2 × 1011 0.46 0.06 – 0.37 – 0.02

60 25.4 0.91 2.2 × 1015 5.5 × 1011 – – 0.36 0.28 0.34 0.36

80 42.5 0.94 9.1 × 1014 5.2 × 1011 – – 0.22 0.31 0.21 0.28

Table 2.  Interface density of states and activation energies for the a-SiC : H/c-Si heterostructures at reverse biases

RC, % XC, % NSS, cm–2 EK, eV ERr, eV EK1, eV ER1r, eV EC, eV ER2r, eV

20 6.5 4.2 × 1011 – – 0.35 0.64 0.36 0.31

60 25.4 5.5 × 1011 – – 0.22 0.27 0.24 0.42

80 42.5 5.2 × 1011 0.21 0.37 – – – –
From the results of simulating the forward portions,
we constructed the temperature dependences of the
parameters J0, K, K1, K2, R1, and R2 and determined
their activation energies, EJf, EKf, EKf1, EKf2, ER1f, and
ER2f, respectively; these energies are listed in Table 1.
The activation energies of the parameters K, R, K1, R1,
C, and R2 for reverse biases are given in Table 2.

4. DISCUSSION

Table 1 shows that the obtained value of EJf =
0.46 eV for the a-SiC:H/c-Si heterostructures, which
were formed at RC = 20%, differs considerably from the
position of the Fermi level (EF) for a-SiC:H formed
under the same conditions. In this case, the holes from
p-type c-Si tunnel to the defect level, which is spaced
from the valence band top by 0.46 eV, where the holes
are emitted into the valence band of the amorphous
alloy.

An increase in the C content in the a-Si:H film leads
to an increase in its resistivity and density of defect
states [8]. These parameters exert a determining effect
on the carrier transport in the amorphous semiconduc-
tor film and, in general, in the heterostructure based on
it. In this case, the change in the mechanism of carrier
transport in the a-SiC:H/c-Si heterostructures, which
takes place as the C content in the a-SiC:H film
increases, can be attributed to an increase in the resis-
tivity of the amorphous film and density of defect states
in the a-SiC:H band gap.

Application of forward bias gives rise to an injection
of nonequilibrium carriers from the electrode in the
neighboring layer of the amorphous semiconductor.
These carriers occupy free energy states above the
Fermi level. At a sufficiently high voltage, the excess
space charge extends over the entire layer thickness and
restricts the current that reaches the opposite electrode
[9]. In this case, the traps capture virtually the entire
excess charge. However, a small part enters the allowed
band of the semiconductor as a result of thermal activa-
SEMICONDUCTORS      Vol. 39      No. 8      2005
tion, which provides an increase in the current. The
space-charge-limited current starts to be dominant
when the concentration of nonequilibrium free carriers
becomes comparable with that of thermally activated
carriers [9]. In this case, the material conductivity is
determined by the injected charge if the transit time of
the electrons is short and their charge has no time to dis-
perse in the dielectric-relaxation period (similarly to
a-Si:H). In this situation, the activation energies EK1
and EK2 can be interpreted as the locations of the trap
levels relative to the conduction band bottom, from
which the captured electrons are thermally activated.
This phenomenon results in an increase in the space-
charge-limited current.

Figure 3 shows the dependence of ER1f on the den-
sity of states at the interface NSS of the a-SiC:H/c-Si
heterostructures (the capacitance–voltage method [10]
was used in the estimations). It can be seen from Fig. 3
that NSS and EF1f are directly interrelated. Since the
resistance R1 characterizes the leakage currents in the

0.36

0.32

0.28

4.0 4.5 5.0 5.5
NSS, 1011 cm–3

ER1f, eV

Fig. 3. Dependence of ER1f on NSS for forward biases. The
solid line corresponds to the trend line.
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a-SiC:H/c-Si heterostructures, the existence of such an
interrelation indicates that these currents are governed
by the states at the interface of the a-SiC:H/c-Si hetero-
structure.

Again using the capacitance–voltage method [10],
we also observed correlation (see Table 1) between the
values of NSS and the density of states near the Fermi
level of a-SiC:H (NIE). Thus, we can suggest that the
surface states in the a-SiC:H/c-Si heterostructures are
caused by localized states in amorphous Si. Similar
dependences were also observed for ER1r obtained for
reverse-biased heterostructures (see Table 2). The states
near the Fermi level are governed by Si dangling bonds
[11]. Therefore, we can suggest that the leakage cur-
rents in the a-SiC:H/c-Si heterostructures are governed
by the interface states related to Si dangling bonds
located near the Fermi level.

Table 2 shows that the obtained values of the activa-
tion energies EC considerably differ from Ea = 0.56 eV,
which corresponds to Eg/2 for single-crystal Si. This
value holds for an ideal p–n junction based on single-
crystal Si [12]. In this case, the carriers are generated in
the depletion region of the amorphous alloy. Making
allowance for the fact that the majority carriers are elec-
trons, we can state that the energy levels from which the
carriers are generated are located close to the conduc-
tion-band bottom.

Simulation of the reverse I–V characteristics of the
a-SiC:H/c-Si heterostructures, which were measured at
various temperatures, allowed us to estimate the values

0.8

0.4

280 320 360 440
T, K

VD, V

0
400

RC = 20%

RC = 60%

Fig. 4. Temperature dependence of VD for the a-SiC:H/c-Si
heterostructures. The solid lines correspond to calculated
dependences.

Table 3.  Electron affinity, α2, and Eg2(0) for a-SiC : H

RC, % XC, % χ2, eV α2, eV/K Eg2(0), eV

20 6.5 3.51 1.5 × 10–3 2.21

60 25.4 2.81 1.1 × 10–3 2.30
of VD at these temperatures (Fig. 4). Analysis of the
energy diagram of the a-SiC:H/c-Si heterostructure
allowed us to obtain the following expression for the
temperature dependence of VD:

(13)

Here, subscript 1 corresponds to p-type c-Si; subscript 2
corresponds to intrinsic a-SiC:H; χ is the electron affin-
ity; Eg(0) is the band gap at 0 K; α is the band-gap tem-
perature coefficient; NV and NC are the effective densi-
ties of states in the valence band and in the conduction
band, respectively; and NA is the acceptor concentration
in c-Si.

The results of simulation of the temperature depen-
dence of VD are shown in Fig. 4 in the form of solid
lines. Using the results of the simulation, we estimated
the electron affinity and band-gap temperature coeffi-
cient for a-SiC:H. In calculations of KDB-10-grade
c-Si (B-doped Si with a resistivity of 10 Ω cm) and
a-SiC:H, it was assumed that Na1 = 1.50 × 1015 cm–3 [13],
NV1 = 1.02 × 1019 cm–3 [13], χ1 = 4.05 eV [12, 13],
Eg1(0) = 1.16 eV [13], α1 = 2.4 × 10–4 eV/K [13], NV2 =
1.00 × 1021 cm–3 [11], and NC2 = 1.00 × 1022 cm–3 [11].
The obtained estimated values of electron affinity and
the band-gap temperature coefficient for a-SiC:H are
given in Table 3. Table 3 shows that the values of α2 and
χ2 decrease as RC increases.

5. CONCLUSIONS
In this study, we estimated the effect of the C con-

tent on the mechanism of charge transport in
a-SiC:H/c-Si heterostructures. It was found that, for a
heterostructure formed at RC = 20%, multistep tunnel-
ing, with the carrier capture by and emission from traps,
is dominant in the region of low forward-bias voltages
(U < 1 V). In the region of high forward-bias voltages
(U > 1 V), the I–V characteristic is governed by the bulk
resistance of the amorphous film.

For heterostructures formed at RC = 60 and 80%, the
I–V characteristic in the region of low forward-bias
voltages is governed by the bulk resistance of the
a-SiC:H layer, while the space-charge-limited current
is dominant in the region of high forward-bias voltages.

At reverse biases for heterostructures formed at
RC  = 20 and 60%, the space-charge-limited current is
dominant in the region of low reverse-bias voltages,
while the charge transport in the region of high reverse-
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bias voltages is governed by the processes of carrier
generation and recombination in the depletion region of
the amorphous semiconductor.

For heterostructures formed at RC = 80%, charge
transport over the entire range of reverse biases is gov-
erned by the bulk resistance of the a-SiC:H layer.

It was established that the leakage of current
through the heterojunction is determined by interface
states introduced by Si dangling bonds.

The electron affinity and the band-gap temperature
coefficient for a-SiC:H are estimated.
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Abstract—The main changes induced in the Raman spectrum of a-C:H films in the 1200- to 1700-cm–1 fre-
quency region by modification with Cu and Co are ascertained. A comparison of the results obtained with the
available data on various carbon structures reveals that the introduction of metals in concentrations comparable
to the carbon content stimulates growth and ordering of graphite-like nanoclusters in the sp2 carbon bonding
system. It is found that, while similar structural rearrangements occur under thermal annealing of both a-C:H
and composite a-C:(H, Cu) and a-C:(H, Co) films, the presence of metals interferes with thermally stimulated
graphitization. The size of the graphite-like nanoclusters in annealed and unannealed films of all types is esti-
mated, and Co is shown to produce a more efficient graphitizing effect than Cu. © 2005 Pleiades Publishing,
Inc.
1. INTRODUCTION

The objective when preparing a-C:(H, Me) compos-
ite films by incorporation of metals (Me = Co, Cu, Ag,
Mo, Ni, and Fe) into amorphous hydrogenated carbon
(a-C:H) is the development of new semiconductor
structures containing nanosized metal clusters. Such
systems have recently attracted considerable attention
[1–4] as a step in the preparation of related materials
with unusual optical or electrical properties, as well as
of media with high data-recording densities. At the
same time, the interaction of various metals with car-
bon in the disordered a-C:H matrix is also an intriguing
problem. It is well known that, owing to the unique
capacity of carbon atoms to form valence bonds with
differently hybridized electrons and to the clustering of
bonds of the same hybridization type, the a-C:H system
primarily consists of sp2- and sp3-type nanoclusters.
Note that the size, structure, and disorder of the clus-
ters, as well as the percentage contents of clusters of
different types, may differ depending on the actual con-
ditions under which a film was fabricated, and this is
what accounts for the rich variety of types and proper-
ties of a-C:H [5, 6] and the possibility of structural
adaptation of a-C:H to foreign inclusions, which pro-
vides partial relief from internal stresses in the given
conditions.

In this paper, we report the results of a comparative
study of the local structural rearrangements in a-C:H
resulting from incorporation of Cu and Co in concen-
trations comparable with the carbon content. The for-
mulation of this problem is related, in particular, to
optimization of the technology of a-C:H modification
by introducing metals in an appreciable amount. Fol-
lowing the recent studies on a-C:(H, Me) films with a
1063-7826/05/3908- $26.00 0934
fixed Cu or Co content [7, 8], we chose, as the main
experimental approach, Raman spectroscopy in the
Raman shift range ∆ω = 1200–1700 cm–1, which corre-
sponds to C–C sp2 bond vibrations. These vibrations
are known [6, 9, 10] to make a major contribution to
Raman spectra of a-C:H when excited in the visible
region of the spectrum. Thus, the method is very sensi-
tive to possible structural rearrangements in a-C:H
sp2-coordinated clusters. We traced the cobalt- and cop-
per-induced changes in the parameters of the G and D
spectral bands typical of microcrystalline and disor-
dered carbon structures [6, 9–13] under variation of the
metal content. An analysis of these changes provided a
basis for the conclusion that Cu and Co exert a graphi-
tizing effect on the a-C:H structure under modification.

2. EXPERIMENTAL

The modified a-C:(H, Co) and a-C:(H, Cu) films, as
well as the unmodified a-C:H, were prepared by dc
magnetron cosputtering of graphite and metal (Co or
Cu) or graphite only targets in argon–hydrogen plasma
(80% Ar + 20% H2). The films were deposited onto an
Si (001) surface heated to 200°C. The other technolog-
ical parameters can be found in [14]. The Co or Cu con-
tent was varied by changing the surface area ratio of the
metal and graphite targets. The atomic ratio [Me]/[C] of
the metal to carbon content in the films was monitored
by Rutherford backscattering and instantaneous
nuclear reactions, as was performed in [15]. Note that
we observed correlation rather than exact equality of
the value of [Me]/[C] ratio to the corresponding area
© 2005 Pleiades Publishing, Inc.



        

RAMAN SPECTROSCOPY STUDY OF THE CARBON STRUCTURE 935

                                                                                                                           
ratio. Some of the films were thermally annealed in vac-
uum for 1 h at 380°C.

The Raman scattering intensity was measured at
room temperature with a SPEX Ramalog spectrometer
under excitation with 488-nm unpolarized light.

3. THE RESULTS OF MEASUREMENTS
AND ANALYSIS OF SPECTRA

Figure 1 presents the Raman spectra of a-C:(H, Cu)
and a-C:(H, Co) composite films with different Cu and
Co contents, as well as of an unmodified a-C:H film
([Me]/[C] = 0) obtained after subtraction of the back-
ground signal and smoothing. We can clearly see that,
while the spectra measured after the modification of
a-C:H with both metals retained the well-known broad
G and D bands corresponding to carbon sp2 bond vibra-
tions, the shape and parameters of these bands have
changed; indeed, the D band, which, in the absence of
a metal, looks like a diffuse shoulder of band G,
becomes well resolved. The D peak becomes more
clearly pronounced as the metal content increases.
Interestingly, in the films with Co, this effect becomes
evident at lower metal contents than in the films with

1200
Raman shift ∆ω, cm–1

Intensity, arb. units
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Fig. 1. Raman spectra of (1) a-C:H, (2, 3) modified films
a-C:(H, Cu), and (4–6) a-C:(H, Co) obtained with different
metal contents. [Cu]/[C] = (2) 0.62 and (3) 1.0. [Co]/[C] =
(4) 0.35, (5) 0.50, and (6) 0.73. Arrows indicate the feature
that arises as a result of introduction of metals into a-C:H.
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Cu. As for the G band, incorporation of a metal shifts

its main peak, ∆ , toward higher frequencies, and
the extent of this shift increases with the metal content,
with the effect being more pronounced for Co. Indeed,
in the case of a-C:(H, Co) with [Co]/[C] = 0.73, the

shift relative to the G peak position in a-C:H (∆  =
1558 cm–1) is 14 cm–1, while, in a-C:(H, Cu) with
[Cu]/[C] = 1, it is no larger than 4 cm–1. In addition, at
frequencies above that of the maximum of G (∆ω >

∆ ), a shoulder-shaped feature appears in the spec-
tra of the composite films (Fig. 1), which makes the
G band asymmetric.

The increase of the D band peak intensity and the
shift of the G band to higher frequencies become
enhanced after thermal annealing of the composite
films. Figure 2 exemplifies the Raman spectra of
annealed and (shown for comparison) unannealed sam-
ples of different composition. Annealing of an a-C:H
film free of metal is seen to produce qualitatively simi-
lar, while larger, changes in the spectrum compared to
the composite films. In particular, annealing of a-C:H
shifted the peak of the G band to higher frequencies by
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Fig. 2. Raman spectra of (1, 1') a-C:H, (3, 3') a-C:(H, Cu),
and (4, 4') a-C:(H, Co) before (1, 3, 4) and after (1', 3', 4')
annealing at 380°C for 1 h. Metal content before annealing:
(3, 3') [Cu]/[C] = 1.0 and (4, 4') [Co]/[C] = 0.73.
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40 cm–1; as a result, ∆  reached 1600 cm–1, which
is substantially higher than in the case of the well-
known G line of graphite (1581 cm–1).

A detailed analysis of the experimental spectra
according to their deconvolution [16] shows that the
spectrum of the unannealed a-C:H film is fitted well by

two Gaussian curves with maxima at ∆  and ∆
that correspond to the G and D bands, respectively. In
contrast, the spectra of the composite films, both unan-
nealed and annealed, as well as of annealed a-C:H, are,
as a rule, superpositions of four to five components (see
Fig. 3 in [16]); i.e., they are multicomponent spectra.
Besides the main components of the D and G bands (the
latter is referred to below as Glow), additional compo-
nents can clearly be seen. The strongest of them are the

high-frequency component Ghigh at ∆  = 1590–
1615 cm–1 and component B, with an intermediate fre-

quency, peaking at ∆  = 1450–1500 cm–1. It is also
possible to discern a very weak additional component
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Fig. 3. Spectral position of the Raman components Ghigh
(circles), Glow (squares), D (base-down triangles), B (dia-
monds), and Dlow (base-up triangles) depending on the
metal content in the a-C:(H, Co) films (filled symbols, solid
lines) and a-C:(H, Cu) films (empty symbols, dashed lines)
before (large symbols, bold lines) and after (small symbols,
thin lines) annealing.
Dlow that manifests itself as a shoulder on the low-fre-
quency side of the D band (Figs. 1, 2).

Estimates based on the relative integrated intensities
of the components suggest that, in the case of a-C:(H,
Co) with a high Co content, the Ghigh component can
make a contribution to the spectrum (*20%) compara-
ble to that of the lower frequency component Glow [16].
It is this circumstance that accounts for the larger high-
frequency shift of the G band as a whole with respect to
its position in a-C:H in the case of a-C:(H, Co) com-
pared to the a-C:(H, Cu) film (Fig. 1), for which the
Ghigh contribution is substantially smaller (<10%).
Component B is usually observed when a spectrum is
decomposed into Gaussian components. When decon-
volved into asymmetric Breit–Wigner–Fano profiles, as
was done in [6] for various a-C:H samples, the B com-
ponent was usually found in the region of the low-fre-
quency tail of band G and was not considered sepa-
rately.

The behavior of the maxima of all the components
upon variation in the metal content in the films under
study and annealing is shown in Fig. 3.

4. DISCUSSION

We use now the above results and the available data
on specific features of Raman spectra of micro- and
nanocrystalline graphite [11], various types of amor-
phous carbon [6, 17], and hydrocarbon compounds [18]
as the basis for an analysis of the main changes in the
carbon structure of a-C:H resulting from Co or Cu
incorporation and heat treatment.

It is well known that, as single graphite crystals are
crushed down to micro- and nanocrystallite sizes, the G
line related to symmetric E2g stretching vibrations of
the C–C sp2-coordinated bonds in six-membered aro-
matic rings of the graphene layers (the Γ point in the
Brillouin zone of the crystal) shifts from 1581 cm–1

(graphite) to higher frequencies: up to 1590 or even
1600 cm–1 for crystallites ~2.5 nm in size or smaller
[11]. Furthermore, in such nanosized graphite, the
G line acquires an additional component near 1620 cm–1

that is associated with a peak in the phonon density of
states (PDS) for q ≠ 0 in the vicinity of the Γ point,
which arises from relaxation of the phonon wave-vec-
tor selection rule q ≈ 0 for Raman transitions in small
crystallites. For the same reason, Raman transitions
involving phonons in the vicinity of the K point in the
Brillouin zone (A1g symmetric breathing modes)
become possible in nanocrystallites of graphite, thus
giving rise to the well-known D band near 1355 cm–1.
As has been shown recently [19], the major contribu-
tion to the D band is made by vibrations that satisfy the
condition q ≈ 2k, where k is the wave vector of an elec-
tron involved in the transition (the quasi-selection rule).
Significantly, it is the six-membered aromatic rings that
are characterized by the A1g modes, meaning that band
D may serve as an indicator of the presence of graphite-
SEMICONDUCTORS      Vol. 39      No. 8      2005
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like nanoclusters in a carbon structure. In contrast to
band D, the G band is observed for any arrangement of
carbon sp2 bonds in various rings and chains, including
disordered ones. The smaller a ring cluster or the
shorter a chain, the stronger their carbon bonds and,

hence, the higher the corresponding frequency ∆ ,
and the higher this frequency is above the G band posi-
tion in graphite. Indeed, the frequency of symmetric
vibrations of the conjugated sp2 bonds in the benzene
molecule C6H6 is 1588 cm–1, and the vibration fre-
quency of the strong C=C double bond in the ethylene
molecule C2H2 is 1630 cm–1. At the same time, any dis-
order in a ring structure (distortions of bond lengths,
valence angles, graphene layers, etc.) brings about a

decrease in the ∆  frequency relative to the G line
in graphite, as is the case, for instance, in onion-like or
amorphous structures [20], as well as a substantial
broadening of both bands G and D.

In view of the above, the appearance of the high-fre-
quency component Ghigh in the spectra of the composite
films should be considered as an indication that incor-
poration of a metal into the a-C:H matrix gives rise to
breaking of the sp2-coordinated carbon bonds and for-
mation of smaller nanoclusters in the form of rings
and/or shorter carbon chains. Because, as was already
mentioned, the contribution of Ghigh to the spectrum of
a-C:(H, Co) is substantially larger than its contribution
to a-C:(H, Cu), it may mean that incorporation of Co
makes this destructive process more efficient than in the
case of Cu. At the same time, as evident from Fig. 3,
increasing the Co content in an unannealed a-C:(H, Co)
film from [Co]/[C] = 0.5 to 0.73 shifts the Ghigh compo-
nent to lower frequencies, from 1612 to ~1589 cm–1,
closer to the G line in nanographite. This effect implies
that Co-induced bond breaking is accompanied by the
inverse process of linking the dangling bonds to form
longer chains and/or larger nanoclusters of rings
(graphite-like nanoclusters). In addition, we cannot
exclude the formation of single benzene rings. No such
reconstruction of rings or chains is observed in a-C:(H, Cu)
films at the Cu concentrations under study; indeed, as
the Cu content increases, the Ghigh component shifts
only to higher frequencies (Fig. 3).

The broad Glow component observed in the spectra
of the composite films, just as in the case of the G band
in the a-C:H samples, indicates pronounced disorder
(amorphicity) of the carbon sp2 bond structure. If, how-
ever, the Cu content in a-C:(H, Cu) is high enough, the
maximum of Glow is shifted slightly to higher frequen-
cies compared to a-C:H (Fig. 3), which indicates a cer-
tain Cu-induced ordering of the amorphous a-C:H sub-
system. A small fraction of short chains with conju-
gated bonds (a small Ghigh contribution) is apparently
incorporated into this amorphous structure. Unlike Cu,
the strong destructive effect of Co, if present at a high
enough concentration in a-C:(H, Co), gives rise to a

ωmax
G

ωmax
G
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still stronger disordering in the amorphous a-C:H sub-
system, with the Glow component being shifted to lower
frequencies (Fig. 3). However, since the contribution of
Glow decreases as the Co content increases [16], it has to
be concluded that the Co-induced disordering involves
only a fraction of the sp2 bonds. Regarding the growth
in the Ghigh contribution, as was mentioned above, it is
a consequence of ordering in combination with the for-
mation of very small graphite-like nanoclusters. Note
that the G band in the spectrum obtained for a relatively
low Co content permits the isolation, in addition to
Ghigh, of two more components, namely, Glow1 and Glow2,
one of which is the signature of amorphization and the
other, of ordering (Fig. 3). We may assume, in this con-
text, that the above processes are of a local nature and
occur near metal atoms. On the whole, the behavior of
the G band components indicates that Co and Cu induce
graphitization of the carbon subsystem in the compos-
ite films. 

An unambiguous conclusion in favor of graphitiza-
tion follows from the increase in the relative intensity of
band D observed to occur as the Co and Cu content in
the composite films increases (Fig. 1). If we consider a
less disordered system of sp2 bonds (instead of a more
disordered system), the enhancement of band D can
occur only with an increasing number, ordering, and
clusterization of six-membered aromatic rings. In this
case, the typical size of the graphite-like clusters La

may be roughly estimated from the ratio ID/IG = γ
[17], where IG and ID are the intensities of bands G and

La
2

Relative intensity of Raman band D and characteristic dimen-
sions of the graphite-like nanoclusters in a-C:H, a-C:(H, Cu),
and a-C:(H, Co)

Film

[M
e]

/[
C

]*

A
nn

ea
lin

g

I D
/I

G

L
a,

 Å

M ∆M
an

n /M
,

%

a-C:H 0 Before 0.39 8.4 12

After 0.71 11.4 21 75

a-C:(H, Cu) 0.62 Before 0.40 8.5 12

1.0 Before 0.52 9.7 16

After 0.54 9.9 16 0

a-C:(H, Co) 0.35 Before 0.54 9.9 16

After 0.62 10.6 19

0.50 Before 0.67 11.0 20

0.73 Before 0.65 10.9 20

After 0.78 11.9 23 15

* The value of [Me]/[C] was determined before film annealing.
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D, respectively, and γ is a coefficient determined from
the condition of joining this relation with the empirical
expression ID/IG = 44/La [12], which is valid at the tran-
sition from nanographites to a disordered system and
yields ID/IG ≈ 2.2 for La ≈ 2 nm. The results of estima-
tions of La, as well as of the characteristic number of
six-membered rings M in graphene clusters, are listed
in the table. For all the samples, La is on the order of
1 nm. Note that the maximum relative increase in
La induced by incorporation of a metal (Co with
[Co]/[C] = 0.73) is only slightly in excess of 30%. As
should be expected from the pattern of the Raman spec-
tra, Co stimulates growth of graphene clusters more
efficiently than Cu. These estimates of the size of such
nanoclusters are in reasonable agreement with electron
microscope and optical studies of a-C:H [21, 22].

As for the spectral position of the peak of band D, it
is governed by the relation between the size and num-
ber of graphite-like clusters with a given degree of dis-
order. The overall trend towards a low-frequency shift
of the peak of band D that follows metal incorporation
suggests the growth of graphite-like nanoclusters. The
peak of D approaches the position of line D in the nan-
ographites, which corresponds to Raman transitions at
the K point of the Brillouin zone. Regarding the shape
of the optical phonon branch near the K point, it is such
that transitions in the larger nanoclusters involve, tak-
ing into account the size quantization, lower frequency
vibrations [23]. The maximum of D may even lie at a
lower frequency than that in the nanographites (Fig. 3).
Such a circumstance should be attributed to disorder in
the nanoclusters.

The B component is most likely a superposition of
inhomogeneously broadened components of different
origin. This component may receive contributions, in
particular, from diffuse PDS peaks of graphite (near

1300
Raman shift ∆ω, cm–1

Intensity, arb. units

0.5

0

1200 1400 1500 1600 1700

1.0

1.5

2.0

D G

D (nanographite) D (graphite)

Linking
bonds

Breaking
bonds

Clustering: increasing
size and ordering

Ordering

in nanoclusters

Fig. 4. Diagram illustrating the main changes in the Raman
spectrum of a-C:H induced by modification with metals
and/or thermal annealing (arrows) and the corresponding
structural rearrangement in the carbon sp2 subsystem.
1470 cm–1) [24] or from a single graphene layer (in the
vicinity of 1500 cm–1) [23]. In addition, this region also
contains one of the vibrational frequencies indicative of
benzene rings (1486 cm–1), whose formation in the
films under study is possible, and the bending vibra-
tions of sp2 groups of CH or, possibly, sp3-coordinated
groups of CH2 or CH3, which manifest themselves in
the IR spectra of a-C:H [25] and of a-C:(H, Co) at
1450 cm–1 [8].

The low-intensity component Dlow can be assigned
to the diffuse PDS peak near 1250 cm–1 [26]. The vibra-
tions of a pair of coupled benzene rings at 1311 cm–1

may also possibly contribute to Dlow [18]. In this case,
the observed high-frequency shift of the Dlow compo-
nent induced by the metal incorporation may also be
caused by an increasing concentration of benzene rings.

Figure 4 displays the overall changes in the G and D
Raman bands induced by a-C:H modification with cop-
per and cobalt and the corresponding rearrangement in
the subsystem of carbon sp2 bonds.

The spectral response of the Raman components to
the metal content in the annealed films is also shown in
Fig. 3. As in the case of the unannealed samples, the
high-frequency component of band G, specifically,
Ghigh (1601–1615 cm–1), is the most clearly pro-
nounced. The low frequency component Glow is shifted,
due to annealing, to higher frequencies (1573–
1577 cm–1) and approaches, while not reaching it, the
position of the G line in graphite. Annealing increases
the ratio ID/IG (see table), and the maximum of the
D band shifts, as a rule, with the exception of a-C:(H, Cu),
to lower frequencies. All these observations provide
evidence for thermally stimulated graphitization of the
carbon structure in the films, which agrees with the ear-
lier data available on a-C:H [27]. Graphitization
induced by annealing, as well as by the incorporation of
metals, includes the stage of sp2 bond breaking. Some
of these bonds, in fractions of chain structures, remain
dangling (Ghigh), while others close to form more
ordered graphene-like ring clusters (the high-frequency
shift of Glow and an increase in ID/IG). The high-fre-
quency shift of the D peak induced by annealing of
a-C:(H, Cu) (Fig. 3) is probably due to the fact that
structural ordering sets in primarily in the very small
nanoclusters.

The table also lists estimates of the sizes of such
clusters (La and M parameters) in the annealed films.
The relative changes in ID/IG, La, and M induced by
annealing in the composite films are smaller than those
in unmodified a-C:H (see table); i.e., the presence of a
metal suppresses graphitization. For instance, anneal-
ing a-C:(H, Cu) has almost no effect on the size of the
graphite-like clusters; indeed, the relative change in the
characteristic number of rings in a cluster, ∆Mann/M, is
close to zero. In a-C:(H, Co), the effect of annealing is
more pronounced. This circumstance may be attributed
to the fact that, in an as-prepared a-C:(H, Co) film, Co
is present primarily in the form of the carbide Co2C,
SEMICONDUCTORS      Vol. 39      No. 8      2005
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which decomposes at a temperature Tann = 380°C [28].
This situation gives rise to an enhanced concentration
of dangling carbon bonds, which can subsequently link
to form aromatic rings and eventually clusterize. There-
fore, if, before annealing, a-C:(H, Co) contains a high
enough amount of cobalt ([Co]/[C] = 0.73), the graph-
ite-like clusters after annealing may be even larger than
in annealed a-C:H. Since Cu does not chemically react
with carbon, and there are no Cu–C valence bonds in
a-C:(H, Cu), the Cu impurity inhibits the growth of
graphite-like clusters more efficiently than Co.

Thus, thermal annealing produces the same kind of
effects in the sp2 structure of a-C:(H, Cu) and a-C:(H, Co)
composite films as it does in unmodified a-C:H and
a-C:H modified with metals, which means that the dia-
gram in Fig. 4 remains valid in this case as well. While
annealing intensifies graphitization, in the presence of
a metal, particularly Cu, thermally stimulated graphiti-
zation is less efficient.

5. CONCLUSION

The main results of this study can be summarized as
follows:

(1) An analysis of the experimental Raman spectra
of a-C:(H, Cu) and a-C:(H, Co) composite films in the
1200- to 1700-cm–1 region, corresponding to vibrations
of sp2-coordinated carbon atoms, has revealed the main
changes occurring in the carbon structure as a result of
modification of a-C:H with copper and cobalt.

(2) It is shown that incorporation of Cu and Co into
a-C:H in concentrations comparable to the carbon con-
tent brings about, on the one hand, breaking of the car-
bon bonds and fragmentation of chain and ring struc-
tures and, on the other hand, linking of a fraction of the
dangling bonds and the formation of more ordered
graphite-like nanoclusters.

(3) It is established that the destructive effect of Co
in a-C:H is substantially stronger than that of Cu, which
seems only natural for a metal capable of chemical
interaction with carbon to produce the carbide Co2C.
This property of Co also accounts for the higher effi-
ciency of graphitization of the sp2 subsystem in
a-C:(H, Co) than in a-C:(H, Cu).

(4) An analogy between the structural rearrange-
ments in a-C:H induced by Cu and Co modification and
those resulting from thermal annealing is revealed.

(5) It is shown that Cu and Co interfere with ther-
mally stimulated graphitization of carbon in the course
of composite film annealing. The role of Co as an inhib-
itor of graphitization during annealing is more weakly
pronounced than that of Cu, which is accounted for by
decomposition of Co2C and formation of a high con-
centration of dangling bonds.
SEMICONDUCTORS      Vol. 39      No. 8      2005
(6) Estimates show that the linear dimensions of the
graphite-like nanoclusters are close to 1 nm (10–20 aro-
matic rings) and that the relative changes induced in
them by an incorporation of metals in the concentration
range under study or by annealing do not exceed 30%.
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Abstract—The effect of copper on broadening of the band of infrared-radiation absorption is observed in the
region of extension of the OH…O stretching modes (~3100–3700 cm–1) in amorphous carbon modified by cop-
per. It is shown that this broadening of the absorption band, accompanied by its shift to lower frequencies,
occurs due to transport of protons between neighboring hydroxyl groups in linear OH…O chains. The distribu-
tion function for the lengths of these chains is determined. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In the context of the search for a solution to the
problem of designing compact fuel elements that can be
integrated into silicon-based electronic circuits, we car-
ried out studies aimed at identifying new materials
based on amorphous carbon and exhibiting proton con-
ductivity. In this paper, we report the results of studying
proton transport in amorphous hydrogenated carbon
modified by copper. To this end, we used infrared (IR)
spectroscopy of carbon in the region of frequencies
characteristic of stretching vibrations of O–H groups
encompassed by hydrogen bonds (~3100–3700 cm–1).

2. EXPERIMENTAL

Layers of amorphous hydrogenated carbon (a-C:H)
were deposited onto substrates of single-crystal silicon
using magnetron sputtering of a graphite target in
plasma consisting of hydrogen and argon. In order to
modify the hydrogenated carbon using metal nanoclus-
ters, we applied cosputtering of targets composed of
graphite and a corresponding metal [1]. We used copper
as the activator of proton transport and as a potential
catalyst for the hydrogen–proton transformation. The
copper content amounted to ~30 at %. In order to study
the optical absorption, we used a Specord 75IR double-
beam spectrometer with a resolution of ~2 cm–1. The
absorption band related to the stretching vibrations of
hydroxyl in the a-C:H and a-C:(H, Cu) films is shown
in Fig. 1. It can be seen that the structure of the band is
poorly pronounced; however, it is worth noting that
there are an asymmetric broadening and appreciable
shift of the band in comparison with the hydroxyl band
of water vapors. This circumstance is indicative of the
formation of hydrogen bonds between neighboring
hydroxyl groups incorporated into the amorphous car-
1063-7826/05/3908- $26.00 0941
bon matrix [2] or with other hydrogen-containing frag-
ments of the structure.

3. RESULTS AND DISCUSSION

When analyzing the mechanism of broadening of
vibrational bands for hydroxyl groups in amorphous
carbon, we restrict ourselves to consideration of the
interaction between hydroxyl groups involved in a
hydrogen bond. It is well known that such interaction
occurs due to proton transport, in other words, due to
the proton delocalization resulting from proton hops
from one hydroxyl group to a neighboring negatively
charged oxygen atom in another closely spaced
hydroxyl group.

The hydroxyl groups involved in this proton
exchange can be considered as the fragments of
branched networks. Let us consider a chain structure as
an example of this network. A linear chain is the sim-
plest of such structures. The frequency spectrum of
eigenmodes of a linear chain that consists of hydroxyl
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Fig. 1. Spectral band of extension vibrations for the O–H
bonds in (1) a-C:H and (2) a-C:(H, Cu).
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groups is described by the following expression in the
approximation of harmonic oscillators:

(1)

Here, ω0 = 3756 cm–1 [3] corresponds to the frequency
of vibrations of an isolated hydroxyl group, π/L ≤ q ≤
π/a is the wave vector of vibrations of a chain of size L,
and a = 0.276 nm [4] is the separation between oxygen
ions in neighboring groups involved in the hydrogen
bond (i.e., the hydrogen-bond length). The spectrum of
frequencies ω is limited by the condition

(2)

The form of the function relating the eigenmode of
chain vibrations to the chain size is illustrated in Fig. 2.
Using the data shown in Fig. 2 and that obtained using
formula (1) and Fig. 1, we can estimate the sizes of the
chains. As can be seen from Fig. 2, the size of the
hydroxyl-group chains involved in proton exchange,
based on the frequency ω* corresponding to the peak in
the absorption band for hydroxyl groups in the case of
a-C:(H, Cu) (see Fig. 1), is found to be L* ~ 1 nm.
Assuming that the absorptance (Fig. 1) is proportional
to the density of the chains, we can reconstruct the size
distribution function for the chains. The corresponding
result is shown in Fig. 3. The portion of the curve to the
left of the peak is interpolatory and indicates that the
probability of formation of OH…O chains with a
length smaller than two covalent radii of oxygen is low.
The function reproduced in Fig. 3 shows that proton
transport can be effected at a distance of ~1.5 nm in
a-C:(H, Cu), which means that it is possible to use this
material for the fabrication of proton membranes.

In conclusion, we note that the concept of proton
transport in hydroxyl chains has been adequately con-
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Fig. 2. Dependence of the vibration frequency on the size of
chains of hydroxyl groups coupled by proton exchange.
sidered in a number of previous publications, for
instance, in order to explain many phenomena in bio-
logical systems [5]. For example, encapsulation of
water in single-wall carbon nanotubes, forming syn-
thetic networks of hydroxyl groups, has recently been
studied both experimentally and theoretically [6–10].
This line of research offers new ways forward with
respect to the development of the physics of nanostruc-
tures.

4. CONCLUSION

We developed a model that makes it possible to
determine the length of a chain of hydroxyl groups cou-
pled by proton exchange from the shift of the OH···O
vibrational frequencies in a-C:H in reference to the
vibrational frequency of a hydroxyl group isolated in
vacuum. We managed to determine the distribution
function for the lengths of the hydrogen bonds in these
chains in the case of bonds that are formed in hydroxyl
chains involved in proton exchange in a-C:(H, Cu).
Considering the proton exchange in the chains as a
manifestation of proton transport, we can assume that
amorphous hydrogenated carbon modified by copper is
a promising material for the development of solid-state
electrolytes with protonic conductivity.
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Abstract—The effect of the oxygen content ( ) in the gas mixture (20% of SiH4 + 80% of Ar) + O2 and the

surface area of an erbium target (SEr) on the composition and Er3+ photoluminescence of amorphous
a-SiOx:(H, Er, O) films prepared by dc magnetron sputtering has been investigated. Analysis of the experimen-
tal data shows that [Er–O] and [Er–O–Si–O] clusters are formed in the gas plasma due to the competing pro-
cesses of oxidation and sputtering of Si and Er targets and to the interaction of [Si–O] and [Er–O] clusters with
each other and with the oxygen in the gas phase. The discontinuities in the dependences of the contents of

erbium-bound oxygen and erbium in a film,  and NEr = f( , SEr), at  ≈ (5–6.5) mol % supports the

hypothesis on the existence of different erbium clusters. The necessary conditions for preparing a-SiOx:(H, Er, O)
films with the highest photoluminescence intensity of erbium ions at a wavelength of 1.54 µm are determined.
© 2005 Pleiades Publishing, Inc.

CO2

NO
Er–O CO2

CO2
1. INTRODUCTION

The use of erbium and oxygen ions as dopants in
a-SiOx:(H, Er, O) films makes it possible to obtain an
Er3+ photoluminescence (PL) signal at a wavelength of
1.54 µm, which is weakly absorbed by a quartz light

guide. As was shown in [1–6], the Er3+ PL intensity 
in SiOx:(H, Er, O) films depends on many parameters:

the total oxygen content , the erbium content NEr,

the content of oxygen in erbium clusters , the
concentration of erbium clusters, the concentration of

photoactive erbium centers , the content of oxygen

 and hydrogen NH in the SiOx:H matrix, its struc-
ture, the defect concentration, and so on. When these
films are prepared by dc magnetron sputtering, the
above parameters are closely related (though ambigu-
ously, as was shown in [4]) to the experimental condi-
tions: the oxygen content  in the SiH4–Ar gas mix-
ture at the plasma input region and the area SEr of the
sputtered metallic erbium plate (Er target) (the other
experimental parameters were kept invariable [4]). On
the basis of the results of [4], it is easy to conclude that

only the complete pattern of the dependence of  on
all the above parameters, including the process param-
eters, can solve the problem of reproducible prepara-
tion of SiOx:(H, Er, O) films with the highest possible

IPL
Er

NO
tot

NO
Er–O

NEr
ph

NO
Si–O

CO2

IPL
Er
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, making them applicable to practical use. However,
it is fairly difficult to obtain a complete description of
all these relations. The situation can be somewhat clar-
ified by simplifying the problem as follows: one has to

determine the dependence  = f( , NEr) by relating

it to the process parameters  and SEr. In this case,

the dependence  = f( , NEr) should be represented
as a hypothetical three-dimensional figure with a vertex
corresponding to the maximum Er3+ PL intensity

( )max. The cross sections of this figure that do not

pass through the point ( )max will then have their own

maxima at  < ( )max, as was shown in [1–6]. If we
take into account the other above-mentioned factors

affecting , the shape of this figure becomes more
complicated. However, the proposed simplified repre-

sentation of the dependence of  on a large number

of film parameters in the form  = f( , NEr) will aid
our understanding of the behavior of the a-Si:H–O–Er
system as applied to the conditions of deposition of
SiOx:(H, Er, O) films by dc magnetron sputtering.

This study, which is a continuation of the investiga-
tions started in [4], is concerned with establishment of
the conditions under which a-SiOx:(H, Er, O) films pre-
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pared by dc magnetron sputtering attain the largest val-

ues of .

2. EXPERIMENTAL

The a-SiOx:(H, Er, O) films were prepared accord-
ing to the method described in [4]. The relationship

between the film composition and , with SEr in the

range 0–18 mm2, at five fixed values of : 0.15, 3.5,

6.5, 8, and 12 mol % (the partial oxygen pressure 

ranged from 1.3 × 10–5 to 1.04 × 10–3 Torr) was studied.
All the other parameters of the film deposition were
kept constant, as in [4]. In particular, the measured total
pressure (calibrated with respect to air) of the gas mix-
ture, (20% of SiH4 + 80% of Ar) + O2, introduced into
the gas phase of the plasma was always kept constant
and equal to 7.5 × 10–3 Torr. The elemental composition
of the films and their structure were determined, in the
same way as in [4], using Rutherford backscattering

(RBS) (  and the Si content NSi), nuclear resonance
reaction (NRR) analysis (NEr), and infrared (IR) spec-

troscopy (  and NH). The dependences NH and
NSi = f(SEr) are not considered here. The technique for

measuring  and the optical band gap  was also

the same as in [4]. When measuring  for all the
films, we used the same reference sample, which dif-
fered from that used in [4].

3. RESULTS AND DISCUSSION

On the basis of experimental data, a hypothesis was
stated in [4] suggesting the existence of two types of
erbium clusters ([Er–O]n– and [Er–O–Si–O]m–) in
a-SiOx:(H, Er, O) films deposited by dc magnetron sput-
tering. The most likely scenario is that these clusters are
formed in the plasma. The composition and content of
Er clusters in the gas phase and films depend, all other
factors being equal, on  and SEr (SEr ≈ 3 mm2 in [4]).
The formation of Er clusters is characterized by a non-

monotonic change in , NSi, , NH, NEr, and 

as  is increased. The observed behavior of these
dependences resembles a situation in which, for a cer-
tain relation between the contents of the components in
the gas phase, favorable conditions are implemented for
the formation of one of the above-mentioned types of
Er clusters, [Er–O–Si–O]m– (and, possibly, their associ-
ates), in experimentally detectable amounts.

In this context, an evident question arises about the
behavior of the system, in particular, the gas phase and
the composition of the a-SiOx:(H, Er, O) films with a
change in SEr at different fixed values of . The
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results of experiments aimed at solving this problem
are shown in Figs. 1–4.

Analysis of the experimental data allowed us to
draw the following conclusions:

(1) The content of silicon-bound oxygen in the
a-SiOx:H matrix remains almost constant (or slightly
varies) when there is a fixed value of  and SEr is
changed in the entire range under consideration
(0−18 mm2) (Fig. 1a, curves 6–8). Taking into account
the direct dependence of NEr on SEr (Fig. 1b), we can
note, under certain assumptions, the absence of any sig-
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nificant effect produced by the erbium introduced into
the system on the composition and structure of the
amorphous matrix a-SiOx:(H, Er, O). With an increase

in , the dependence  = f(SEr) shifts to larger

values of  (Fig. 1a, curves 6–8). The matrix of a

sample obtained at  = 8 mol% and SEr ≈ 13.5 mm2

is characterized by the following parameters: a film

with  ≈ 9 at% has  ≈ 2.2 eV and the refractive

index n = 2.44. When  = const, the curves  =

f(SEr) are always below the curves  = f(SEr) on the
NO axis (Fig. 1a). This fact indicates that the oxygen
introduced into the gas phase is bound not only to the
Si atoms of the amorphous matrix a-SiOx:H but also to
Er, H, and other atoms.
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(2) By comparing the values of  and  for

different fixed values of , both at SEr = 0 and at
SEr > 0 (Fig. 1a), we can estimate the content of oxygen
bound to erbium in the films at SEr > 0. Indeed, compar-
ison of the dependences of the film composition and

 on  and SEr (Fig. 1) at  = const suggests that
the total amount of oxygen bound to all the atoms apart
from the Si atoms of the matrix and the Er atoms is such
that it does not suppress Er3+ PL. To all appearances,
unintentional impurity atoms, which insignificantly

reduce , only slightly affect the behavior of the

curves  = f(SEr). In addition, when the matrix com-

position does not change (  = const) and  =

const at  ≥ 6.5 mol%, the value of  changes

almost synchronously with  (Figs. 1a, 1c). The dif-

ference (  –  includes the content of
oxygen bound with unintentional minority impurities,
in particular, hydrogen (O–H groups). When erbium is
introduced into the system, the amount of this oxygen

decreases by about . Therefore, at  = const,

the following inequality is valid:  < [(  –

 – (  – ] = (  –

(  = f( , SEr). Despite this circumstance, we
can assume that both parts of this inequality change
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almost synchronously when  and SEr are changed.

In this case, the dependence (  – (  =

f( , SEr) can be used to determine the surface relief

 = f( , SEr). By comparing the surfaces NEr,

, and  = f( , SEr), we can determine the con-
ditions under which the composition of the Er clusters

changes. Figure 2 shows the dependence  =

(  – (  = f( , SEr). As can be seen,

the dependence has a kink in the vicinity of  ≈
6.5 mol %, which has a pronounced ridge-like shape at
SEr < 8 mm2. The position of this ridge is in good agree-
ment with the discontinuity in the dependence NEr =

f( , SEr) at  ≈ 5 mol % (Fig. 3) and with ,

, NEr, NSi, and  = f( , SEr) at  ≈ 6.5 mol %

[4]. We can attribute the presence of the ridge at  ≈
6.5 mol % to the change in the composition of the Er
clusters from [Er–O] to [Er–O–Si–O] [4]. At SEr ≈
8 mm2, the ridge at  ≈ 6.5 mol % begins to smooth

out and even vanishes at SEr ≈ 11 mm2. With an increase
in  from ~11 to ~14 mol %, another peak arises,
which is somewhat shifted along the SEr axis (Figs. 1a, 2).

The existence of the peak in the dependence  =

f( , SEr) at  ≥ 11 mol % and SEr ≥ 8 mm2 is due
to an increase in the flux of [Er−O–Si–O] clusters,
which contain the largest amount of erbium-bound oxy-

gen . This circumstance is indicated by the

increase in  observed with an increase in SEr at  =
const, which is caused by the introduction of erbium
into the system (Fig. 1a).

(3) It is well known that the local environment of
erbium—the symmetry and chemical nature of the
ligands, i.e., the first (oxygen in the case under consid-
eration) coordination sphere—determines its lumines-
cent activity [7]. It has been established that, at  <
5 mol %, the nearest oxygen environment for erbium
consists of about 3 atoms [2, 3, 8]. Hence, the increase

in  may be due to not only the increase in  but
also to a significant change in the oxygen environment
nearest to erbium (an increase from ~3 to ~6 O atoms).
In this case, the symmetry of the O atoms around an Er
atom changes as well. The filling of the oxygen envi-
ronment nearest to erbium with up to ~6 atoms, as in
equilibrium systems, for example, in crystalline erbium
silicates (Er2Si2O7, Er2SiO5, and Er4Si9O39), Er2O3, and
c-Si〈Er,O〉  [9, 10], may occur when favorable condi-
tions are implemented in the system; i.e., the gas phase
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contains a sufficient amount of oxygen and the [Er–O]
and [Si–O] clusters interact with each other. Appar-
ently, these conditions are implemented in our system
at  ≥ 5 mol % and SEr ≥ 8 mm2, when NEr ≈ 0.1 at %,

(  – (  ≥ 15 at %, and  ≥ 30 at %
in the film. Indeed, according to Fig. 1b [4] and Figs. 2
and 3, in the range  ≈ (5–6.5) mol %, the behavior

of the dependences  and NEr = f( , SEr)
changes. This change is accompanied by the replace-
ment of [Er–O] with [Er–O–Si–O] clusters, which

leads to an increase in  (Fig. 1c).

The atomic configuration Er–O, in which erbium
has the largest coordination number (six oxygen
atoms), i.e., the largest number of chemical bonds per
atom, is assumed to be the most stable [11]. As a result,
a possibility arises for the second (silicon) and third
(oxygen) coordination shells of erbium (i.e., a
[Er−O−Si−O] cluster) to be formed and exist in a non-
equilibrium system. At the same time, due to the meta-
stability of the system (the gas phase and the amor-
phous matrix), the third coordination shell in the
[Er−O–Si–O] cluster cannot be completely occupied by
oxygen atoms as it can in equilibrium systems, for exam-
ple, erbium silicates [9]. However, an [Er–O–Si–O] clus-
ter formed in the plasma seems to be more appropriate
(under certain conditions) for the formation of an equi-
librium-occupied first oxygen coordination sphere and
the third oxygen coordination shell of erbium, as, for
example, in Er2SiO5, i.e., spheres with 6 and 18 O
atoms, respectively. As soon as nanoscale aggregation
of the [Er–O–Si–O] clusters occurs in the gas phase
(involving unbound oxygen ions), inclusions arise in
the a-SiOx:(H, Er, O) films, for example, Er2SiO5 [12].
It should be noted that the formation of such Er inclu-
sions may result from the formation of corresponding
clusters in the plasma rather than a supersaturation-
induced deviation of the film composition from the
homogeneity region of the a-SiOx:(H, Er, O) system
with respect to the Er clusters.

(4) The dependence NEr = f(SEr) at  = const

(Fig. 1b), in contrast to the dependence NEr = f( )
(Fig. 1b [4] and Fig. 3), monotonically increases at dif-
ferent fixed values of SEr, demonstrating a direct rela-
tionship between NEr and SEr. The rate of increase in NEr

as SEr is increased is inversely proportional to . The
steepest slope of the dependence NEr = f(SEr) is
observed at  = 0.15 mol %, which indicates the
increasing influence of SEr on NEr in comparison with
the effect of the oxidation of the Er target. When the
values of  are fixed in the range ~(6.5–12) mol %,
the rate of change in NEr varies only slightly with an
increase in SEr: the degree of oxidation of the Er target,
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on reaching its maximum, tends to a constant value,
thus strongly decreasing the effect of an increase in SEr

on NEr. The weak dependence of NEr on , which,
however, increases as SEr is increased in the range SEr ≥
8 mm2 (Fig. 3), is due to mutual compensation of the
processes of oxidation and sputtering of the Er target,
interaction of the oxygen in the gas phase with the
erbium-containing clusters, and some increase in the
amount of sputtered erbium due to the increase in SEr.
The experiment showed that, despite attaining the
allowable (according to [4]) increase in the homoge-
neous solubility of erbium in the amorphous matrix
a-SiOx:H by increasing the oxygen content in the gas
phase and in the film, all attempts to significantly
increase the value of NEr (>0.1 at %, i.e., >5 × 1019 cm–3)

in order to increase  and  were unsuccessful due
to oxidation of the Er target (in the case of dc magne-
tron sputtering). At the same time, the amount of oxy-
gen in the gas phase seems to be sufficient to form the
first coordination sphere and the third coordination
shell around erbium, as indicated by the increase in

,  – , and  ≈ (  –

( , as well as , at NEr ≈ 0.1 at % (for SEr ≥
8 mm2) (Figs. 1a–1c, 2).

The results reported in Fig. 1b are shown in Fig. 3 in
the form of the dependence NEr = f( ) for different
fixed values of SEr. Although experimental values of NEr

for  ≈ 5 mol % and different values of SEr are lack-
ing in this study, we believe that the discontinuity in the
dependence NEr = f( , SEr) observed in Fig. 3 at

 ≈ 5 mol % undoubtedly exists. This statement is
based on a comparison of Fig. 3 with Fig. 1b [4]. In the
latter case, for the first time, the discontinuity at  ≈
6.5 mol % was shown for two different pressures of the

gas mixture . The kink in the dependence NEr =

f( ) for all the values of SEr > 0, as in [4], appears to
correspond to the minimum Er content in the a-SiOx:(H,
Er, O) films: NEr ≈ 0.01 at % (~5 × 1018 cm–3). It can be
seen from Fig. 3 that the dependence NEr = f( , SEr)
is represented by two different curvilinear surfaces at
different sides of the kink point. The curves NEr =
f( ) for all the values of SEr > 0 are steeper at  <

5 mol % than at  > 5 mol %, which is in good agree-

ment with the similar dependence for SEr ≈ 3 mm2

(Fig. 1b [4]). The difference in the coordinates of the
kink point in Fig. 3 (  ≈ 5 mol %) and Fig. 1b [4]

(  ≈ 6.5 mol %) does not exclude its existence and
may be due to the low level of irreproducibility of the
experimental results.
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The above facts can be explained by the decrease in
the sputtering yield of the Er target due to its oxidation,
partial compensation of the decrease in the sputtered
erbium due to an increase in SEr, and the change of the
kink point in the dependence NEr = f( ) from one
erbium cluster to another cluster of different composi-
tion ([Er–O] and [Er–O–Si–O]) in the plasma and in the
film.

A greatly simplified scheme of the formation of
[Er−O] and [Er–O–Si–O] clusters in the plasma can be
described as follows: the presence of plasma-activated
oxygen in the gas phase is responsible for oxidation of
the surfaces of the Si and Er targets, resulting in SiOx

and ErOy compositions, respectively, where x < 2 and
y < 1.5. Argon ions knock out the [E–O] and [Si–O]
clusters from the targets. When there is a relatively
small content of oxygen in the gas phase (0.15 ≤  <
0.5 mol %), it is mainly expended on oxidation of the
Si and Er targets and interaction with silane radicals.
Under these conditions, [Er–O] and [Si–O] clusters are
dominant in the gas phase. When a certain oxygen con-
tent is attained (  > (5–6.5) mol %), the effect of the
competing processes of oxidation and sputtering of the
Er target on the value of NEr leads to a decrease in NEr

to its minimum value, NEr ≈ 0.01 at % (~5 × 1018 cm–3)

(Fig. 3), and, at a relatively large value of  (Fig. 2),

to an insignificant increase in  (Figs. 1d [4], 1c). It

should be noted that the maximum value of  was
also observed at the lowest Er content, NEr ≈ 0.04 at %,

in [6], where the decrease in  was exclusively attrib-
uted to the formation of defects in the film as the Er con-
tent was increased. In our consideration, an increase in the
oxygen content in the gas phase to  > (5–6.5) mol %

and an increase in the Er target area to SEr ≥ 8 mm2 form
conditions under which the combination of large values

of  (Fig. 2) and relatively small values of NEr

(~0.1 at %) (Figs. 1b, 3) leads to an increase in 

(Fig. 1c). According to [4], when  > 5 mol %, other
clusters ([Er–O–Si–O]) become dominant in the gas
phase and in the films, as is indicated by the discontinu-

ities in the dependences  and NEr = f( , SEr) in

the vicinity of  ≈ 5 mol % (Figs. 2, 3).

(5) From general considerations, it is possible sug-
gest the existence of a direct relationship between NEr

and  for the a-SiOx:(H, Er, O) films. However,
despite the monotonic behavior of the curves NEr =
f(SEr) (Fig. 1b), for all values of  under consider-

ation, proceeding from Fig. 1c, two types of  = f(SEr)
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dependence can be distinguished for all the values of
 under study. The first type corresponds to  ≤

3.5 mol % (curves 1, 2) and the second type corre-
sponds to  ≥ 6.5 mol % (curves 3–5). The character

of the surfaces  and NEr = f( , SEr) (Figs. 2, 3)
suggests that the separation point between these two

types of  = f(SEr) dependence corresponds to  ≈

(5–6.5) mol %. Thus, the first type of  = f(SEr)

dependence, at  ≤ 3.5 mol %, is characterized by a

small increase in  in the initial portion (0 < SEr <

2 mm2). Then,  decreases to very small values and is
retained at this level even when SEr significantly

increases (to ~18 mm2). The decrease in  (Fig. 1c,
curves 1, 2) can be explained by the fact that, under the
conditions of an oxygen deficit (  < 5 mol %), some
part of the erbium added to the gas phase due to the
increase in SEr above 2 mm2 is probably bound with sil-
icon, forming nonradiative centers [Er–Si]. The addi-
tional decrease in the amount of Er (small though it
was) in the plasma is more closely related to the oxida-
tion of the Er target than the increase in the Er content
resulting from an increase in SEr from 0 to ~2 mm2. In
this case, the total concentration of erbium clusters
(Nc ≈ N[Er–O] + N[Er–O–Si–O] + N[Er–Si]) is low, and, as can

be seen from the portions of the curves  = f(SEr) for
SEr ≤ 2 mm2, the relation N[Er–O] > N[Er–Si] > N[Er–O–Si–O]
is valid, where N[Er–O], N[Er–Si], and N[Er–O–Si–O] are the
concentrations of [Er–O], [Er–Si], and [Er–O–Si–O]
clusters. Similar suppression of the sputtering of a
small Er target (SEr ≤ 2 mm2) occurs when 
increases to ~12 mol % (curves 3–5). Such a situation

gives relatively low PL intensities (  < 0.3 arb. units),
which only slightly differ from the corresponding val-

ues of  for  = 0.15 and 3.5 mol %.

The second type of  = f(SEr) dependence, at

 > 6.5 mol %, is characterized by a monotonic

increase in  with an increase in SEr from 0 to 14 mm2

followed by a subsequent decrease from 14 to 18 mm2

(Fig. 1c, curves 3–5). The increase in  in the range

above 5 mol % at 2 < SEr ≤ 14 mm2 leads to the interac-
tion of [Er–O] and [Si–O] clusters with each other and
with the oxygen in the plasma, as a result of which
[Er−O–Si–O] clusters are formed; however, the ratio of
different Er clusters radically changes, being deter-
mined now by the inequalities N[Er–Si] ! N[Er–O] <
[Er−O–Si–O]. In this case, the flux of [Er–O–Si–O]
clusters, containing a larger amount of oxygen in com-
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parison with the [Er–O] clusters, increases. This effect

can be seen from the increase in  and 

(Figs. 1a, 2). The maximum value of  is attained at
SEr ≈ 14 mm2, when NEr ≈ 0.1 at % and the contents

 and N[Er–O–Si–O] are at their highest levels. The

decrease in  at SEr > 14 mm2,  > 6.5 mol %, and
NEr ≈ 0.1 at % is caused by the decrease in N[Er–O–Si–O]
rather than changes in the composition (and structure)
of the matrix if  = const (Fig. 1). The decrease in
N[Er–O–Si–O], in accordance with curves 4 and 5 in Figs. 1a

and 2 for SEr > 14 mm2, is due to the decrease in 

and  under the effect of a weak change in NEr as
SEr is increased (Fig. 1b, curve 3). We believe that the

decrease in the curves  and  = f(SEr) in the

regions corresponding to the decrease in  is due to a
reduction in the flux of [Er–O–Si–O] clusters, which
are the most enriched in oxygen. We should also add
that, at  = 12 mol % and SEr ≈ 25 mm2, when the
film composition is characterized by the parameters

 ≈ 35.3 at %, NEr ≈ 0.17 at %, and  ≈ 4.3 at %,

 ≈ 0.4 arb. units. At  = 16 mol % (  ≈ 1.3 ×

10–3 Torr) and SEr ≈ 13 mm2,  ≈ 0.9 arb. units. The
parameters of these samples are not shown in Fig. 1. We

report them to confirm the decrease in the curves ,

, and  = f(SEr) (Figs. 1a, 1c, 2) and the weak
increase in the curve NEr = f(SEr) (Fig. 1b) at SEr >
14 mm2 and  ≥ 8 mol %.

It can be seen from Fig. 4 that the films with compo-
sitions located in the hypothetical homogeneity region
of the a-SiOx:(H, Er, O) film [4] adjacent to the a-Si:H–O

axis are characterized by relatively large values of .
For comparison, Fig. 4 also shows the compositions of
two samples (points 6) investigated in [4], for which

 was determined using the same reference sample as
in this study. As is known, the above-mentioned homo-
geneity region of the a-SiOx:(H, Er, O) film contains Er
clusters richer in oxygen than those in the rest region
(adjacent to the a-Si:H–Er axis) [4]. It is suggested that
the boundary of the homogeneity region in the a-SiOx:(H,
Er, O) film (shown by a thin line in the a-Si:H–Er–O
plane in Fig. 4) formally determines the very strong
decay of the Er3+ PL only because of the supersatura-
tion of the amorphous matrix with respect to erbium,
oxygen, or their chemical associates. For simplicity, the
plot in Fig. 4 disregards the possibility (which we
believe to be real) of initiation of the formation of
nanocrystals of silicon and erbium silicates when the
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amorphous matrix is supersaturated with erbium, as
well as the possibility of deposition of some large par-
ticles (for example, [Er–O–Si–O] nanoclusters) formed
in the gas phase on the film growth surface.

In summary, we should note that the relation between

the ratio /NEr with  used in [1], according to the
data obtained here and in [4], is not evident and does not
explain the effect of the composition of a-SiOx:(H, Er, O)
films on Er3+ PL. This conclusion is confirmed by con-

sidering the dependence  = f( /NEr) for films
deposited by dc magnetron sputtering under different

conditions. First, the largest value of , obtained by

us at  = 12 mol % and SEr ≈ 14 mm2, corresponds to

/NEr = 480, which significantly differs from the

value of /NEr = 10 reported in [1]. Apparently, dif-

ferent cross sections of the hypothetical figure  =

f( /NEr), not passing through the point ( )max or
corresponding to the optimal combination of the values
of  and SEr, were obtained here and in [1]. Second,
our data indicate that analysis of the influence of the
composition of a-SiOx:(H, Er, O) films on Er3+ PL
requires consideration of the effect of the experimental
process conditions, in particular, the values of  and
SEr. In other words, we have to take into account the
change in the composition of Er clusters that we
observed at  ≈ (5–6.5) mol %. Significant deviation
of the experimental conditions from those we used may
change the position of the kink in the dependences

, NEr = f( , SEr), which would affect all the
other parameters of the a-SiOx:(H, Er, O) films.

4. CONCLUSIONS

Experiments concerned with the preparation of
a-SiOx:(H, Er, O) films by dc magnetron sputtering
under an increase in SEr from 0 to ~18 mm2 and at fixed
values of  in the range 0.15–12 mol % showed the
following:

(i) The contents of erbium-bound oxygen and
erbium in a film depend on the values of  and SEr.

The dependences  and NEr = f( , SEr) show a

kink at  ≈ (5–6.5) mol % and SEr < 11 mm2, which
confirms the presence of erbium clusters of different
composition in the films ([Er–O] and [Er–O–Si–O]).

(ii) The behavior of the dependences , ,

and  on SEr for  > 5 mol % in the entire range of
SEr under consideration indicates that there is a close
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relationship between these film parameters and the
composition of the erbium clusters.

(iii) The monotonic increase in NEr resulting from an
increase in SEr and the shift of the curves NEr = f(SEr) to
smaller values of NEr as  was increased indicate the
existence of competing processes of oxidation and
sputtering of the Er target.

(iv) The relatively large values of  obtained at

 > 8 mol % and SEr ≈ (8–14) mm2 are due to the
presence of [Er–O–Si–O] clusters.

(v) The largest values of  were obtained at  =

12 mol % and SEr ≈ (8–14) mm2. However, we believe
that the value  = 8 mol % is preferable in practice,
since it provides more stable plasma burning.
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Abstract—The effects of melt temperature Ti and quenching rate Vi on the structure and optical properties of
As2S3 glasses is studied. It is found that the glass band gap increases with Ti and Vi , whereas a decrease is
observed in the glass density, refractive index (from 2.71 to 2.48), and two-photon absorption coefficient (from
0.37 to 0.15 cm/MW), which is accompanied by an increase in the optical-breakdown damage threshold.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION
Chalcogenide arsenic trisulfide glasses are promis-

ing materials for fabricating various elements used in
integrated optics, optoelectronics, and laser engineer-
ing [1–5]. At the same time, the rather low optical-
breakdown damage of these glasses seriously restricts
their wide application as power optics elements. It is
known that the optical-breakdown damage of a material
is controlled by its optical quality (the degree of homo-
geneity and the existence or absence of mechanical
stresses and impurities), on which linear and nonlinear
absorption and scattering losses depend. In turn, the
optical quality of glasses depends on their synthesis
conditions, under which various structural–topological
groups are formed in the bulk. An analysis of results
regarding the effect of structural-topological transfor-
mations on the refractive index (n), linear (α) and two-
photon (β) absorption constants, and Raman scattering
(RS) spectra, as well as on the dynamic and optical-
breakdown damage of arsenic trisulfide (As2S3)
glasses, is carried out.

2. SAMPLE PREPARATION
AND METHODS OF STUDY

The most commonly used method for the fabrica-
tion of bulk glasses is rapid quenching of a material
melt. The studies were carried out using samples syn-
thesized from the elemental components As and S
(ultra-pure grade, 99.99999%) at three melt tempera-
tures (T) and three quenching rates (V). The tempera-
ture T1 = 870 K is the lowest temperature at which an
arsenic–sulfur interaction corresponds to a real time
scale (~150 h), T2 = 1120 K is the temperature at which
arsenic sulfides are typically synthesized, and T3 =
1370 K is the highest temperature at which As2S3 mol-
ecules retain their structure before being dissociated
into elementary components.
1063-7826/05/3908- $26.00 0951
The rate V1 = 10–2 K/s corresponds to cooling of the
melt in a technological furnace, V2 = 1.5 K/s is the cell
cooling rate in air at room temperature and is the opti-
mum rate for synthesizing arsenic sulfide, and the rate
V3 = 150 K/s corresponds to cell cooling in ice water
(0°C). The glass microstructure was studied using an
EMV-100B transmission electron microscope (TEM)
at an accelerating voltage of 100 kV [6]. Samples
20−50 nm thick were prepared using a piezoelectric
microtome with a tray for distilled water. Freshly
cleaved fragments were caught on a copper grid and,
immediately after drying, placed into the microscope
column.

The bulk structure of the glasses was analyzed using
the conventional criteria of microdispersity and micro-
inhomogeneity degrees, which were determined as the
ratio of the number of distinctly contoured boundaries
to the number of pseudo-grains per 0.1-µm-long seg-
ment.

The linear-loss and two-photon absorption coeffi-
cients were determined using experimentally measured
dependences of the intensity I of transmitted light on
the intensity I0 of light incident on the sample. These
dependences were sublinear (Fig. 1, curve 1) and ade-
quately described by the formula (see [7, 8])

where R0 is the light reflectance from the surface of a
sample of thickness d and α and β are the linear-loss
and two-photon absorption coefficients, respectively.

The inverse transmittance

I I0

1 R0–( )2 αd–( )exp

1 βI0α
1– 1 R0–( ) 1 αd–( )exp–[ ]+

------------------------------------------------------------------------------------,=

I0/I
1 βI0α

1– 1 R0–( ) 1 αd–( )exp–[ ]+

1 R0–( )2 αd–( )exp
------------------------------------------------------------------------------------=
© 2005 Pleiades Publishing, Inc.
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is directly proportional to I0 (Fig. 1, curve 2), which
indicates the dominant contribution of two-photon tran-
sitions to the nonlinear light absorption.

The linear-loss α and two-photon absorption β coef-
ficients calculated from the dependences shown in Fig. 1
are listed in the table.

The optical-breakdown threshold Ib was determined
as the lowest density of laser radiation at which a bright
flash was observed at the sample surface and, as a con-
sequence, the intensity of the transmitted ruby laser
20-ns pulse abruptly decreased (at the half-maximum
of the Gaussian time distribution).

3. RESULTS AND DISCUSSION

Various structural–topological elements were
formed by varying the glass synthesis conditions
(Ti and Vi). It was found that variation in Ti and Vi within
the indicated ranges yielded a basic set of possible
structural groups, which could be divided into two main

10
I0, MW/cm2

I, MW/cm2

4

2

0

6

8

20 30

6

3

I0/I

1

2

Fig. 1. Dependences of the transmitted light intensity I (1)
and the ratio I0/I (2) on the ruby laser light intensity I0.
types: a homogeneous A set mostly containing the bipy-
ramidal structural units AsS3/2, which are inherent in
glasses with a microdisperse structure of various
degrees of cohesion and a continuous structural net-
work, and a B set containing the heteroatomic pseudo-
molecular units As2S4/2, As3S3, As2S5 and homogeneous
sulfur aggregates S8. These results are also confirmed
by a comparative analysis of the Raman scattering (RS)
spectra of arsenic trisulfide glasses in the stretching
vibration range [9, 10]. Types A and B appear at the
lowest and highest values of Ti and Vi, respectively. As
Ti and Vi increased, the glass band gap (Eg) increased,
the density ρ decreased, the refractive index and two-
photon absorption coefficient decreased (from n = 2.71
to 2.58 cm/MW and from β = 0.37 to 0.15 cm/MW,
respectively) (Fig. 2), and there was an accompanying
corresponding increase in the optical-breakdown dam-
age threshold Ib (see table).

Electron microscopy study of the glass bulk showed
that operating conditions T1 and V1 yield a homoge-
neous matrix with uniformly distributed microcrystal-
line As2S3 inclusions 4–10 nm in size. At T1 and V2, as
well as at T1 and V3, there existed cohered microdis-
perse pseudograins 1–2 nm in size and spherical micro-
inclusions 5–10 nm in diameter, respectively. Under
conditions T2 and V1, as well as T2 and V2, the glass
structure was similar to that obtained at T1 and V2. Con-
ditions T3 and V1 yielded a rather homogeneous micro-
structure consisting of cohered microdisperse drop-
shaped pseudograins smaller than 50 nm in diameter.
At T3 and V2, a rather homogeneous composition of het-
erogeneous pseudograins 5–10 nm in size was
observed. At T3 and V3, there was a relatively uniform
distribution of 30- to 50-nm spherical microinclusions
in a microdisperse matrix.

The spectral dependences of the linear absorption
coefficient near the intrinsic absorption edge are com-
plicated. These dependences, in combination with non-
linear optical losses, control the glass optical-break-
down damage to laser beam fluxes.

A comparative analysis of the RS spectra of the
arsenic trisulfide glasses in the stretching vibration
Physical parameters of vitreous As2S3

T, K V, K/s ρ, g/cm3 Eg, eV n (633 nm) α, cm–1 β, cm/MW Ib, MW/cm2

T1 = 870 V1 = 10–2 3.201 2.12 2.712 2.16 0.37 30

V2 = 1.5 3.195 2.15 2.69 1.17 0.16 45

V3 = 150 3.192 2.21 2.664 2.22 0.15 55

T2 = 1120 V1 = 10–2 3.193 2.18 2.705 1.96 0.4 30

V2 = 1.5 3.190 2.22 2.65 2.53 0.25 36–40

V3 = 150 3.186 2.26 2.602 1.305 0.18 30–40

T3 = 1370 V1 = 10–2 3.192 2.22 2.602 1.90 0.24 30

V2 = 1.5 3.184 2.30 2.59 1.855 0.17 36–40

V3 = 150 3.176 2.38 2.580 1.73 0.15 50–60
SEMICONDUCTORS      Vol. 39      No. 8      2005
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range showed that the concentration of As2S4/2, As3/3,
S8, and Sn structural units in the glass matrix structure
increased with Ti and Vi [9]. In this case, the degree of
structure rarefaction increased (the density decreased),
and the ultrasound velocity in the As2S3 glass
decreased; hence, the glass dynamic stability,
expressed in terms of elastic moduli, decreased.

The results of this study confirm that low-frequency
RS spectroscopy in the “boson peak” region, combined
with ultrasonic studies, is an efficient method for deter-
mining the degree of structural correlation in glasses
when various approximations of their structure are
applied [10]. The resolution of low-frequency RS spec-
troscopy is better that of neutron diffraction in the same
spectral region.

As the synthesis conditions of As2S3 glasses were
varied, i.e., the melt temperature and quenching rate
were increased (except in the case of conditions T1 and
V2), a low-frequency shift of the “boson peak” from
26 cm–1 (T1 and V1) to 20 cm–1 (T3 and V3) was
observed. This was accompanied by an increase in the
structural correlation radius (R) and length (L), respec-
tively, in the homogeneous and chain approximations
of the glass structure. The relation L/R ≈ 2 is valid in all
cases.

Furthermore, it was found that the low-frequency
peak shifts to higher frequencies, from 19 cm–1 (z = 2.1)
to 26 cm–1 (z = 2.4), as the average coordination number
z = 3y + 2(1 – y) increased in the binary AsyS1 – y glasses.
This increase was accompanied by a decrease in the
peak intensity and a nonmonotonic decrease in the
chain length L from 1.5 to 1.4 nm. The smallest value
of L, L = 1.42 nm, at z = 2.4 corresponded to a dynamic
stability maximum. The changes in the coordination
number (from z = 2.1 to 2.4) and the corresponding
increase in the elastic moduli of the AsyS1 – y glasses
were consistent with the cluster topology (CT) concept
on an increase in the dynamic stability of the glass
matrix structure due to the strengthening of the inter-
chain interaction and merging of one-dimensional clus-
ters into layered-chain clusters near the composition
As40S60 (z = 2.4) (1D  2D transition). A change
from the As40S60 composition to arsenic-enriched com-
positions (As42S58) resulted in an increase in the low-
frequency vibration intensity and growth of the chain
clusters. As L increased, the glass dynamic stability
decreased at z > 2.4, and the increase in the elastic mod-
uli deviated from that predicted by the CT concept
(according to the law (z – 2.4)3/2). The detected rarefac-
tion of the matrix structure of the AsyS1 – y glasses at z >
2.4 was accompanied by formation of the new struc-
tural units As2S4/2 and As3/3.

A decrease in the two-photon absorption coefficient
with Ti or Vi is caused by an increase in the band gap
[11, 12]. The optical-breakdown damage estimated in
the adiabatic approximation differed from the experi-
mental data by almost three orders of magnitude. At the
SEMICONDUCTORS      Vol. 39      No. 8      2005
same time, according to the theory, the optical-break-
down damage threshold increases, since the linear and
nonlinear loss coefficients decrease, whereas the band
gap widens.

4. CONCLUSIONS

The systematic features of glass microstructure for-
mation depending on melt temperature and quenching
rate have been established using electron microscopy. It
is shown that, optically, most homogeneous glasses are
obtained under T1 and V2, T2 and V1, and T2 and V2 con-
ditions.

The glass band gap increases with Ti and Vi, while a
decrease is observed in the glass density, refractive
index (from 2.71 to 2.48), and two-photon absorption
coefficient (from 0.37 to 0.15 cm/MW), which is
accompanied by an increase in the optical-breakdown
damage threshold.
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Abstract—The grain microstructure of polycrystalline structures formed in thin amorphous Ge–Te, Tl–Se, and
Cd–Te condensates has been studied using transmission electron microscopy. Pronounced internal lattice bend-
ing (up to 200 deg/µm) is detected in fine-grain structure crystallites using the bend extinction contour method.
The effect of the initial film thickness and composition on the internal bending of the lattice grain is investi-
gated. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The internal lattice bending in microcrystals that
grow in an amorphous phase was detected in, and has
been studied since, the 1980s [1, 2]. To date, many
materials and compounds of various chemical types,
whose thin films exhibit this effect, are known. Crystals
with pronounced internal bending of their structure
were identified and found to form in thin (up to 100 nm)
amorphous chalcogenide (Se and Te) foils, metals and
alloys (Re, Co–Pd, and Cu–Te), metal oxides (Fe2O3
and Cr2O3), and semiconductors (Ge–Te, Sb–S, Sb–Se,
and Ge–Sb2Se3). Judging from the accumulated data
(see [3] for more detail), the internal lattice bending
mechanism is general and independent of the material;
instead, the mechanism results from a material’s initial
state in the form of a thin film of an amorphous material.

Previously, a corresponding hypothesis was sug-
gested that described the formation of strong transrota-
tional (a term introduced in [3]) bending of the lattice
as a consequence of compensation of the stresses that
arise during surface nucleation in a thin amorphous film
[4]. Figure 1 schematically shows the growth model of
such a crystal.

Earlier [2, 3, 5], crystals with strongly bent lattice
were mainly studied using rather large crystallites
(~1 µm or larger) grown in thin amorphous films. The
effect of the film thickness [6] and composition [7] on
the internal bending was established in such films. In
this paper, we consider the results of studying polycrys-
talline formations with grain sizes of up to 0.8 µm. The
current interest in the internal bending of polycrystal
grains is caused by the wide application of polycrystal-
line (including thin-film) materials. However, there are
1063-7826/05/3908- $26.00 0955
no data related to the effect of internal bending in fine
grains on polycrystalline material properties. Such have
not been undertaken because the patterns of bend
extinction contours in small grains are much less infor-
mative (zone-axis patterns are often absent) and the
indexing of individual contours is very complicated.

2. EXPERIMENTAL

Thin amorphous films were grown by thermal sput-
tering in vacuum at a residual pressure of 10–3 Pa using
a VUP-4 setup. The films were deposited onto a freshly
cleaved mica surface coated with a thin amorphous car-
bon layer (to prevent epitaxial growth). In order to
study the effect of composition and thickness on the
internal lattice bending in crystals growing in films, we
obtained condensates of variable (along a single direc-
tion) composition and/or with a thickness gradient
(along the perpendicular direction) (Fig. 2). The film
component concentrations were varied by sputtering
materials from two crucibles placed at opposite sub-

Amorphous
film

Fig. 1. Schematic diagram of the formation and growth of a
crystal with strong internal lattice bending due to surface
nucleation. The lines indicate lattice planes (about one line
per ten planes); the bending is magnified about tenfold.
© 2005 Pleiades Publishing, Inc.



 

956

        

KOLOSOV 

 

et al

 

.

                                                         
strate edges. The thickness gradient was attained due to
intentional substrate shielding, which was selected so
that the entire thickness range (from 10 to 100 nm for
various films) could be studied within a ~100-µm sin-
gle cell of the electron microscopy grid (mesh 200).
The deposition scheme is shown in Fig. 2.

After deposition, the amorphous films were sepa-
rated from the substrate under surface tension forces in
distilled water and placed onto a copper grid in prepa-
ration for electron microscopy studies (Fig. 2, 5). Then,
observations using a transmission electron microscope
were carried out at accelerating voltages of 80–200 kV
using bright- and dark-field imaging and selected-area
diffraction.

The structural features of the growing crystals were
studied by analyzing the patterns of bend extinction
contours [8]. In particular, the internal lattice bending
θ ≈ 1/R [1] was determined according to the distance N
between pair contours (hkl and ) using the known
formula R = Nd/λ (corresponding to formulas from
[9]), where R is the radius of the internal lattice bend-
ing, d is the interplane spacing of the set of planes cor-
responding to the contours, and λ is the electron beam
wavelength. In fact, the local characteristic of the inter-
nal bending (lattice bending about the axis lying in the
film plane) was determined in areas 0.1–0.01 µm in
size. In most cases, the contours were indexed by com-
parison of bright- and the dark-field electron micros-
copy images of the same area of the sample under study
[10].

In order to determine the distribution of sputtered
materials over the film surface and, hence, the film
composition, a calculation method formulated by Vek-
shinskiœ [11] was used. By applying this technique,
codes were developed on the basis of the MatLab 5.3
software that allowed estimation of the material distri-
bution over a film surface of binary composition.

hk l

1

2
4

5
3

Fig. 2. Geometric layout of the growth of thin amorphous
films: (1) substrate, (2) amorphous carbon layer, (3) cruci-
bles with material, (4) thin amorphous film with thickness
and composition gradients (shaded), and (5) a free film
region, with thickness and composition gradients, placed on
the electron microscopy grid.
3. MAIN EXPERIMENTAL RESULTS
AND THEIR ANALYSIS

3.1. Cd–Te Films

Films in the form of a Cd–Te binary system were
prepared in a Te concentration range of 35–75%. The
film thickness was varied from 15 to 60 nm. Due to
spontaneous crystallization (at room temperature and
immediately after deposition), the films were com-
pletely crystallized and represented polycrystalline tel-
lurium (of hexagonal structure). The grain size varied
from 0.1 to 0.5 µm.

The patterns of the bend extinction contours in
images of tellurium crystal grains indicate preferential
bending of the lattice planes about the axes lying in the
film plane. The grains contained a rather large number
of defects, especially in the thick film region, and their
crystallographic orientations had appreciable differ-
ences (different diffraction contrasts, see Fig. 3). There
were a small number of grains possessing the most
appropriate contours for bending measurements (up to
10% from the total number of crystallites).

A numerical analysis of the crystallite lattice bend-
ing showed that its value varies from 20 to 200 deg/µm
depending on the film thickness at the point of crystal-
lite formation. Based on similar results from our previ-
ous studies (where this fact was unambiguously con-
firmed for larger crystals and grains), we can state that
internal lattice bending in the grains is more probable
than bending of the grain as a whole. This circumstance
also holds in relation to the discussions in the next sec-
tions of the paper. A threefold decrease in the film
thickness increased the internal bending of the grain
lattice almost tenfold. In this case, the dependence was
nonlinear; one of the possible approximations is shown
in Fig. 3. Micrographs of crystallized film areas in the
regions of corresponding thicknesses are also shown.

3.2. Ge–Te Films

Binary films of variable Ge–Te composition
(50−80 at % of Ge) were grown in an amorphous state.
The films were crystallized using the electron beam in
the transmission electron microscope column. In the
film region with a rather low germanium content (50–
60 at %), single large (up to 5 µm) rhombohedral tellu-
rium crystals grew under the beam. The crystals fea-
tured a high defect density and a complex system of
bend contours.

The film regions with higher Ge contents were crys-
tallized and segregated hexagonal tellurium grains from
0.03 to 0.4 µm in size appeared. As analysis of the neg-
atives obtained using the electron microscope detected
more than 50 grains with appropriate contours for mea-
suring the internal lattice bending (crystals with pro-
nounced pairs of bend contours, indicated by the circles
in Fig. 4, were selected). It is noteworthy that the rela-
tive fraction of crystals that can be studied using the
bend contour method is small. Apparently, this circum-
SEMICONDUCTORS      Vol. 39      No. 8      2005
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Fig. 3. Micrographs of Cd–Te film regions of various thicknesses and the dependence of the internal lattice bending on the film
thickness. The inset shows the typical diffraction pattern and ring indices.
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Fig. 4. Micrographs of the polycrystalline Te formations in a Ge–Te film with varying germanium content and the dependence of
the internal bending of the grain lattice on the germanium content.
stance is due to the high total defect density in the
grains, as well as their varied lattice orientation. In
order to determine the internal bending, the distances
between the most intense pair contours (corresponding
to the {101} and {110} lattice planes) were measured
in the negatives.

An analysis of the experimental data showed that
the Ge content significantly affects the internal bending
of lattice grains in the polycrystals used in the measure-
ments. In particular, an 8% increase in the germanium
content (from 67 to 75%) resulted in a fourfold increase
in the internal bending (from 12 to 45 deg/µm, see
SEMICONDUCTORS      Vol. 39      No. 8      2005
Fig. 4). In this case, the dependence was close to being
linear.

3.3. Tl–Se Films

Films of variable Tl–Se composition, with their Tl
content ranging from 30 to 70 at %, were grown. The
film regions with the highest Tl content experienced the
most crystallization, which was initiated immediately
after the film deposition and separation of the tetrago-
nal tallium selenide phase. In regions with a lower Tl
content, crystallization was slower, which allowed in
situ studies of the crystals while they were being grown
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Fig. 5. Micrographs of polycrystalline TlSe film areas with varying composition and the dependence of the internal bending of the
grain lattice on the film composition. Examples of grains with the [001] orientation normal to the film surface are indicated by the
circles. The inset shows the typical diffraction pattern and ring indices.
(at a rate of ~1 µm/s) in the amorphous film (by varying
the electron beam focusing directly in the electron
microscope column).

Crystals with various morphologies were observed:
fractal structures, a fine-grain polycrystalline structure
(with a grain size of 0.3–0.8 µm), and spherulite-like
structures. The dominant orientations were [001]
(Fig. 5), [010], and [111]. Since this study is devoted to
lattice bending in polycrystalline structures, hereafter,
we consider only this type of structure. Polycrystalline
formations in the Tl–Se condensates featured a much
lower defect density in comparison with the Ge–Te and
Cd–Te films. The patterns of bend extinction contours
and the contours themselves were more distinct; zone-
axis patterns of crossed bend contours were often
observed. The number of grains with contour patterns
appropriate for study was large; indeed, the measure-
ments could be carried out for almost every grain, since
they represented almost perfect single crystals. These
measurements were facilitated by the rather close grain
orientations as well as larger (than in the other films
described above) crystallite sizes.

The internal bending in an aged polycrystalline film
structure was as large as 80 deg/µm (measured, using
the bend extinction contour method, by the brightest
contours). A profound effect of the film composition on
the internal bending of the grain lattice was detected,
which is illustrated in Fig. 5 by the curve and micro-
graphs. It is also worth noting that the shown approxi-
mation is not unique. For example, in the regions to the
right and left of the composition [Tl]/[Se] = 1, the
dependence can be approximated by straight lines. In
this case, the bending rate varies by a factor of 4 as this
composition changes. Generally, the results unambigu-
ously suggest that an increase in the selenium con-
tent in the film in this composition range results in
an increase in the internal bending of the TlSe grain
lattice.

4. CONCLUSIONS

Electron microscopy of the polycrystalline forma-
tions in thin amorphous films based on certain chalco-
genides allows to make the following conclusions.

(i) The bend contour technique allows determina-
tion of the internal lattice bending in a polycrystalline
film even at grain sizes of fractions of a micrometer.

(ii) In the grains of Te and TlSe polycrystals grow-
ing in thin amorphous films consisting of binary Cd–Te,
Ge–Te, and Tl–Se systems, internal lattice bending as
great as 200 deg/µm (Cd–Te film) was detected using
the bend extinction contour method.

(iii) As in the large grains and crystals studied previ-
ously, the film thickness and composition significantly
affect the internal bending of the lattice planes in fine-
crystalline condensates. In this case, the experimentally
measured dependences are qualitatively close to similar
dependences obtained for coarse-grained films [12] and
isolated crystals in an amorphous environment.

(iv) The effect of the composition was detected in
the Tl–Se and Ge–Te films. In the Ge–Te films, an
increase in the Ge content by ~10% results in a fourfold
increase in the internal bending of the tellurium grain
lattice. In the Tl–Se condensates, a slightly smaller
increase in the Se content causes a more than sevenfold
increase in the internal bending of the TlSe crystal lat-
tice. A similar pattern for the effect of the initial amor-
phous film composition on internal lattice bending was
SEMICONDUCTORS      Vol. 39      No. 8      2005
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earlier observed for separately growing crystallites,
e.g., Se in thin condensates representing a Se–Te binary
system [7].

(v) In the Cd–Te condensates, lattice bending in the
polycrystalline grains increases almost tenfold as the
film thickness decreases by a factor of 3. In this case,
the dependence obtained is nonlinear: the lattice bend-
ing significantly increases in thinner film regions. This
dependence is understandable, since larger degrees of
elastic bending are attainable in thin films than in
thick ones.
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Abstract—The Raman spectra of AsxS1 – x glasses with x < 40 at % (Z < 2.4) have been studied in a wide tem-
perature range (20–300 K). A well resolved boson peak is observed in the low-frequency portion of the spec-
trum, not withstanding the appearance of floppy modes in the glasses under study. It is shown that the boson
peak is characterized by two parameters: intensity and the peak position. A comparison of the intensity variation
for the boson peaks indicates that the degree of disorder increases as x decreases. This effect is caused by floppy
modes in the glass network and by sulfur phase separation. Studies of reduced boson peaks in the Raman spectra
of AsxS1 – x glasses confirms the theoretical assumption that the shape of the peaks is independent of composi-
tion and temperature. © 2005 Pleiades Publishing, Inc.
The low-frequency portion of the first-order Raman
spectrum in glasses has been studied intensively using
experimental and theoretical methods for more than
25 years. In this spectral region (ω < 100 cm–1), a well
pronounced broad peak, referred to as the boson peak,
is observed. As is well known, the boson peak is a uni-
versal special feature of the Raman spectra of unor-
dered materials and is not observed in the Raman spec-
tra of corresponding crystalline materials. The intensity
of the measured boson peak Im(ω, T) depends heavily
on the temperature factor n(ω, T) = 1/[exp(hω/kT) – 1],
where n(ω, T) is the Bose–Einstein distribution at a
temperature T for the vibrational energy hω [1, 2].
Therefore, in order to determine the characteristic
parameters of the boson peak, the reduced intensity
IR(ω, T) is often used and can be written as

where Im(ω, T) is the measured intensity of the boson
peak. Shuker and Gammon [1] showed that the spectral
dependence IR(ω, T) should be identical to the shape of
the curve for the density of vibrational states in unor-
dered solids. The scattering mechanism responsible for
boson-peak manifestation in the Raman spectra of
glasses has not yet been completely clarified and is still
debatable.

In this paper, we report the results of studying the
Raman spectra of AsxS1 – x glasses with x < 40 at %. The
average coordination number Z characterizing the
degree of connectedness present in the glass network is
smaller than 2.4 for the glasses under consideration.
The critical value Z = 2.4 corresponds to the stoichio-
metric composition, As2S3 (As0.4S0.6). An excess of sul-
fur in the chosen compositions is conducive to the
appearance of additional degrees of freedom (floppy
modes) and brings about an increase in the degree of

IR ω T,( ) Im ω T,( )/ ω n ω T,( ) 1+[ ]{ } ,=
1063-7826/05/3908- $26.00 0960
disorder in the glasses' structure. The network of such
glasses becomes more flexible and the corresponding
glasses are referred to as low-coordinated (low-con-
strained). The Raman spectra were measured in a wide
temperature range in order to determine the effect of
temperature on the boson-peak parameters. The objec-
tive of this study was to gain insight into the local struc-
ture and determine the degree of disorder of As–S
glasses with Z < 2.4 using Raman spectroscopy. When
analyzing the Raman spectra, we paid most attention to
the low-frequency region with the aim of obtaining
information about the manifestation and nature of the
boson peak in these glasses.

Glasses belonging to the AsxS1 – x series were
obtained by quenching the melt. The mixture of As and
S elements (with a 99.999% purity) was put in a quartz
cell; the cell was then evacuated, sealed, and heated for
24 h at 950°C in a swinging furnace. The melt was
quenched by cooling the cells in air. The samples to be
used in the Raman studies were fabricated in the form
of thoroughly polished platelets. The Raman spectra
were recorded in the wave number range 5−600  cm–1.
The pump radiation was emitted from a Kr+ laser (the
647.1-nm line) with a power density of 40 W/cm2. We
used backscattering geometry. The signal was analyzed
using a SPEX 1403 double monochromator and was
detected by an RCA cooled photomultiplier. The spec-
tral resolution was 1.5 cm–1. HH- and VH-polarized
components were measured independently. The boson-
peak parameters were determined with higher confi-
dence when the VH component was measured, since the
level of quasi-elastic scattering is lower in the VH com-
ponent than in the polarized HH component. The sam-
ples were mounted in a helium-filled cryostat during
the measurements, which were performed in a wide
temperature range (20–300 K).
© 2005 Pleiades Publishing, Inc.
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The VH Raman spectra of three AsxS1 – x glasses
with x = 0.2 (Z = 2.2), 0.29 (Z = 2.285), and 0.31 (Z =
2.309) were measured at a temperature of 23 K and are
shown in Fig. 1. The spectra are normalized to the
intensity of the band at 340 cm–1 in order to make it pos-
sible to compare the boson peaks for the three glasses.
As is well known, the band at ~340 cm–1 is caused by
As–S vibrations in AsS3/2 pyramids. It is clearly seen
from Fig. 1 that the boson-peak intensity increases as
the sulfur content increases. The boson-peak intensity
is at its highest for the As0.2S0.8 glass with Z = 2.2. For
this composition, the degree of disorder is high due to
the increased degree of freedom in the glass matrix.
This inference is confirmed by the appearance of
intense bands at 150, 220, and 475 cm–1, which are typ-
ically attributed to phase-stratified S8 rings, in the
Raman spectrum of the As0.2S0.8 glass. The position of
the boson peak ωB shifts to higher frequencies as x
(or Z) increases. These results are in good agreement
with previously obtained composition dependences for
the boson-peak parameters of AsxS1 – x glasses [3]. It is
worth noting that, both in the reduced spectra and in the
original Raman spectra, the composition dependences
of the boson-peak parameters are similar. Since the
intensity and the position of the boson peak vary as the
glass composition is varied, we analyzed the reduced
spectra.

The reduced Raman spectra are normalized in the
low-frequency region by ωB, (ω/ωB), on the horizontal
axis and by IRmax, (IR/IRmax), on the vertical axis. The
curves obtained in this way are often referred to as mas-
ter curves and make it possible to compare the shape of
the curves. After this procedure, we found that the
boson-peak curves for the three glasses under study
coincided completely; i.e., the shape of the curve
IR(ω, T = const) is independent of the glass composi-
tion. The universality of the boson-peak spectral shape
suggests that the nature of the low-energy vibrational
states in AsxS1 – x glasses with Z < 2.4 should be identi-
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Fig. 1. Raman spectra of AsxS1 – x glasses with x = (1) 0.2,
(2) 0.29, and (3) 0.31. The temperature of the measurements
was 23 K.
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cal. In contrast, we obtained a very complex composi-
tion dependence of the boson-peak spectral shape for
Ge−As–S glasses [4]. This dependence is related to
variation in the connectedness of the network in ternary
glasses as the composition varies (the value of Z varied
from 2.4 to 2.8 for the Ge–As–S glasses studied).

Studies of the effect of temperature on the boson-
peak parameters are hampered by the fact that the ther-
mal factor n(ω, T) profoundly affects the low-frequency
region of the spectrum as the temperature is lowered.
Typically, the measured boson-peak intensity decreases
drastically as the temperature decreases, and the Raman
signal is also reduced if measured in the full-range
spectrum. In Fig. 2, we show the reduced Raman spec-
tra for the As0.29S0.71 glass (Z = 2.285) at four chosen
sample temperatures. It can clearly be seen from Fig. 2
that the boson-peak intensity IRmax increases as the tem-
perature decreases (in contrast to the above statement).
However, the intensity of the band at about 340 cm–1

decreases; therefore, we do not suggest any quantitative
correlations. It can be seen from Fig. 2 that ωB is inde-
pendent of temperature. We compared the shape of the
reduced boson peak (using the method of master
curves) for the three glasses under study at different
temperatures. The comparison shows that the curves
IR(ω, T) coincide completely at temperatures ranging
from 23 to 293 K. The universality (in particular, the
temperature independence) of the boson-peak shape
manifests itself to a greater extent in the binary As–S
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Fig. 2. Reduced Raman spectra of As0.29S0.71 glass
(Z = 2.285) at four chosen temperatures. The scale on the
intensity axis is the same for all temperatures.
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glasses under study than in the ternary Ge–As–S
glasses. An additional broad temperature-independent
peak at ~140 cm–1 is found to be superimposed on the
boson peak for ternary glasses [5].

As a result of our studies of the Raman scattering,
we established that a well-resolved boson peak is
observed in the AsxS1 – x glasses with Z < 2.4 in spite of
the appearance of floppy modes. The boson peak is
characterized by two parameters: intensity and position
of the maximum. A comparison of the boson-peak
intensities shows that the degree of disorder increases
as the average coordination number Z decreases. This
circumstance is due to flexibility of the glass network
(the so-called low-constrained glasses) and the exist-
ence of phase separation of sulfur. Studies of the shape
of the reduced boson-peak Raman spectra for the
AsxS1 – x glasses confirmed theoretical predictions con-
cerning the independence of the boson peak from the
composition and temperature.
This study was supported by the Ministry of Educa-
tion of Bulgaria (grant no. F-1309) and the basic
research program “Thalis” administered by the
National Technical University (Athens, Greece).
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Abstract—Study of the temperature dependence of the carrier drift mobility in AsSe films undergoing photo-
structural transformations has revealed a reversible photoinduced change in the mobility and its activation
energy. It has been established that the drift mobility and its activation energy depend on the conditions of sam-
ple annealing. The shape of the drift pulses indicates that the transport becomes more dispersive in irradiated
films and those annealed after irradiation. The concentrations and energies of the localized states controlling
the transport in AsSe films before and after irradiation have been determined. The data obtained indicate that
the main parameters of traps for charge carriers can be controlled. © 2005 Pleiades Publishing, Inc.
Owing to the lability of the structural network and
charge carrier localization, both resulting from the dis-
ordered structure, chalcogenide glassy semiconductors
(ChGSs) possess a number of properties inherent only
in these materials. These properties include the ability
of ChGSs to change their optical, physicochemical, and
photoelectric properties under illumination [1–6]. An
important feature of this effect is its reversibility; i.e.,
the initial properties of the material can be restored by
annealing at a certain temperature.

At present, most researchers relate photoinduced
changes in the properties of ChGSs to photostructural
transformations, i.e., to changes in the structure of the
substance under illumination [3, 7, 8]. However, the
mechanism of photostructural transformations is still
not quite clear. In particular, changes in the spectrum of
localized states due to photostructural transformations
have been left almost completely unstudied. Under-
standing the mechanism of photoinduced changes is
extremely important for finding answers to fundamen-
tal questions related to the electronic processes in struc-
turally disordered materials. In addition, this knowl-
edge is necessary in the design of various micro- and
optoelectronic devices based on ChGSs.

In order to elucidate the mechanism of photostruc-
tural transformations and the resulting changes in the
spectrum of localized states, the carrier drift mobility in
thin ChGS films of an AsSe composition was studied
using the time-of-flight technique [9]. This method
makes it possible to obtain the most direct information
about the localized states controlling carrier transport.

AsSe was chosen as the material to be studied because
AsSe films undergo strong photoinduced changes [7].
Irradiation of AsSe samples with light from a He–Ne
laser (λ = 0.633 µm and power of 40 mW) for 20 min
led to the strongest photodarkening at the given light
1063-7826/05/3908- $26.00 0963
intensity, which corresponds to a shift of the transmis-
sion spectrum by ~0.14 eV to longer wavelengths.

The samples studied had a sandwich structure. AsSe
films with a thickness of ~3.5 µm were deposited by
thermal evaporation in vacuum. Preliminarily, an alu-
minum layer, serving as the bottom electrode, was
deposited onto the glass substrates. A semitransparent
film of gold, deposited onto the AsSe layer by vacuum
evaporation, served as the top electrode. The area of the
top electrodes of the samples was ~4 mm2. Prior to
depositing the top electrode, both the irradiated and
unirradiated samples were annealed at T ≈ 370 K for
4 h. Some of the irradiated samples were annealed at
T ≈ 350 K for 4 h. Their initial transparency was almost
completely restored after annealing of the irradiated
samples at T = 370 K, and it increased from 10 to ~20%
at λ = 0.66 µm, i.e., by approximately a factor of 2, after
annealing at T ≈ 350 K.

The drift mobility was studied by the time-of-flight
technique but in the low-injection mode [9, 10], i.e.,
under the conditions of drift of a minor amount of
charge, which has no effect on the electric field distri-
bution. Nonequilibrium carriers were injected into a
sample by the strongly absorbed light of an ILGI-503
nitrogen laser (λ = 0.337 nm and pulse width of ~8 ns).
Photocurrent pulses corresponding to the drift of holes
were recorded. Electron drift was not observed because
of the low signal intensity. Temperature measurements
were performed in heated air, which was pumped
through the chamber containing a sample. The temper-
ature was stabilized in such a way that temperature fluc-
tuations during the period of measurement (~1 min) did
not exceed 0.5°C.

The transient current observed during the drift of
holes in the AsSe layers had the form of a prolonged
continuous decay of current with time I(t) (Fig. 1). The
© 2005 Pleiades Publishing, Inc.
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transit time of carriers across a sample was found from
the bend in the transient photocurrent curves, which
were plotted on the log–log scale. The transit time (tT)
is indicated in the figure by arrows.

The carrier drift mobility µ was calculated with the
formula [10, 11]

(1)

where L is the layer thickness and V is the voltage
applied to the sample.

It can be seen from Fig. 1 that the photocurrent in
the irradiated samples substantially decreased and the
transit time increased by three orders of magnitude. The
drift mobility changed accordingly: it decreased from
µ ≅  2 × 10–5 cm2/(V s) at T = 300 K in the initial film to
µ ≅  3 × 10–8 cm2/(V s) in the irradiated film. After
annealing of the irradiated film at T = 370 K, µ became
8.5 × 10–6 cm2/(V s); i.e., it returned to virtually its ini-
tial value. Such behavior of the drift mobility is in an
agreement with the changes in drift mobility previously
observed in thinner AsSe layers [12].

Temperature measurements in the range T = 290–
380 K revealed that, in all of the samples studied, the
drift mobility exponentially increases with temperature
in accordance with a formula previously derived in
terms of a model in which transport is controlled by
multiple capture of carriers by a level of localized states
with a density Nt [10, 13]:

(2)

Here, µ0 is the carrier mobility in the allowed band and
Nc is the effective density of states in the allowed band.
Under the conditions of dispersive transport, the energy E
corresponds to a level at which thermodynamic quasi-

µ L2/tTV ,=

µ µ0 Nc/Nt( ) E/kT–( ).exp=
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Fig. 1. Time dependence of the photocurrent in AsSe
films: (1) initial, annealed after deposition; (2) irradiated;
and (3) annealed after irradiation. L = 3.5 µm, V = 20 V,
and T = 297 K.
equilibrium between free and trapped carriers is estab-
lished during the measurement period.

The activation energy of the drift mobility depended
on the state of the film (Fig. 2). In the unirradiated and
annealed films, the activation energy of the drift mobil-
ity was E1 = (0.5 ± 0.05) eV. After irradiation, the acti-
vation energy increased to E2 = (0.75 ± 0.05) eV. In the
samples annealed at T ≈ 370 K for 4 h after irradiation,
the activation energy of the drift mobility was E3 =
(0.51 ± 0.05) eV, which is close to E1. However, the
activation energy in the films annealed at T ≈ 350 K for
4 h after irradiation differed from E1, E4 = (0.62 ± 0.05) eV,
with the drift mobility in these films equal being to µ ≅
6 × 10–7 cm2/(V s) at T = 300 K.

It can be seen from the data obtained that, if anneal-
ing of irradiated films restores the initial optical proper-
ties, the reversibility property also applies to the photo-
induced changes in the drift mobility and its activation
energy. If, however, the annealing fails to completely
restore the initial optical properties, the drift mobility
and its activation energy take intermediate values that
correspond to a state lying between the initial and irra-
diated states of the film. This circumstance indicates
that there are localized states distributed over energy in
the band gap. This conclusion is also confirmed by
experimental data obtained by studying the transient
photocurrent I(t) in the AsSe films (Fig. 1).

A study of the shape of the photocurrent pulses cor-
responding to carrier drift in the initial, irradiated, and
irradiated and annealed AsSe films demonstrated that
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Fig. 2. Temperature dependence of the drift mobility of
holes in AsSe films (1) before irradiation, (2) after irradia-
tion, and (3, 4) annealed after irradiation at (3) T = 350 K
and (4) T = 370 K. L = 3.5 µm and V = 20 V.
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the dependence I(t) observed in all of the samples in a
time interval at least an order of magnitude wide in the
vicinity of the transit time can be described by the fol-
lowing power functions:

(3)

where 0 < αi and αf < 1.
It is known that this type of I(t) dependence is char-

acteristic of dispersive transport [10, 11, 13], which
takes place under the conditions of unattained thermo-
dynamic equilibrium between free carriers and those
captured by localized states distributed over energy. In
this case, a strongly spatially spread carrier packet
drifts across a sample at a velocity that decreases with
time, and the center of gravity of the packet reaches the
sample boundary at an instant of time t = tT. The smaller
the parameters αi and αf, the more dispersive the trans-
port and the stronger the spreading of the carrier packet.

It was found that, on average, the values of the dis-
persion parameters αi and αf decreased in the irradiated
films and those annealed after irradiation. For example,
αi ≅  0.8 and αf ≅  0.1 in the initial films, αi ≅  0.5 and
αf ≅  0.2 in the irradiated films, and αi ≅  0.5 and αf ≅
0.05 in those annealed after irradiation. The decrease in
the dispersion parameters characterizing the I(t) depen-
dence in the irradiated films and those that were both
irradiated and annealed indicates that the drifting car-
rier packet is more strongly spread and the energy range
in which localized states controlling the drift mobility
are distributed is wider in these films than a film in the
initial state. The energy position of these localized
states corresponds to the activation energies of the drift
mobility in the initial, irradiated, and irradiated and
annealed films. Formula (2) was used to evaluate the
density of localized states at these levels. For µ0 ≅
10 cm2/(V s) and Nc = 1019 cm–3, the following densities
of localized states were obtained: Nt1 = 1 × 1016 cm–3

at the level E1 = 0.5 eV in the initial films; Nt2 = 3 ×
1014 cm–3 at E2 = 0.75 eV in the irradiated films; and
Nt3 = 1 × 1016 cm–3 and Nt4 = 3 × 1015 cm–3 at E3 =
0.51 eV and E4 = 0.62 eV, respectively, in the films
annealed after irradiation.

The data obtained indicate that irradiation of the
films and their subsequent annealing lead to consider-
able changes both in the energy position and in the den-
sity of localized states controlling the carrier drift
mobility. The activation energy of the drift mobility in
the unirradiated AsSe films virtually coincides with that
in films of glassy As2Se3, for which the values of E are
known [10, 13, 14–16] to be related to the position of
levels corresponding to charged intrinsic defects .
This circumstance suggests that the nature of the local-
ized states controlling the drift mobility in the initial
AsSe films is the same, i.e., they are associated with
selenium dangling bonds. The increase in the activation
energy of the drift mobility in the AsSe films after irra-

I t( )
t
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, t tT<

t
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, t tT ,>
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

∝
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–
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diation correlates with the increase in E in As–Se films
with a high content of arsenic (>50 at %) [17]. This fact
gives grounds to believe that the localized states con-
trolling the drift mobility in the irradiated films are
associated with charged intrinsic defects , formed by
arsenic atoms with disrupted coordination. The possi-
bility of the existence of charged  defects in arsenic-
containing ChGSs was considered in [13]. As follows
from the results of this study, the levels of the states
related to  centers lie in the vicinity of the Fermi
level, in an agreement with the experimentally deter-
mined value E2 = 0.75 eV. The changes in the drift
mobility and its activation energy after irradiation of
the AsSe films can be understood if we assume that
there is a considerable increase in the importance of the
deep centers , which may be the case if the concen-

tration of  centers increases and that of the  cen-
ters decreases as a result of photostructural transforma-
tions. The subsequent annealing of the films presum-
ably restores the  centers while simultaneously

decreasing the concentration of -centers. Annealing
at T ≈ 350 K presumably fails to eliminate all the deep
traps (  centers) and to completely restore the

-centers. This effect gives rise to a broad spectrum
of localized states in the interval 0.5–0.75 eV above the
top of the valence band. The activation energy of
0.62 eV corresponds to the level for which a thermody-
namic quasi-equilibrium between free and trapped car-
riers is attained during the measurement time. Anneal-
ing at T ≈ 370 K virtually completely restores both the
drift mobility and its activation energy. However, the
small value of the dispersion parameter α i in this
case may be due to a stronger broadening of the level
of  centers.

Thus, the analysis of the data obtained suggests that
a reversible photoinduced change in the concentration
and energy position of intrinsic charged defects con-
trolling the carrier transport is possible in AsSe films.

It should also be noted that the annealing of the irra-
diated films at T ≈ 350 K led to a 20-fold increase in the
drift mobility, with their transparency increasing only
by approximately a factor of 2. This circumstance indi-
cates that the method of drift mobility is highly sensi-
tive and makes it possible to notice changes in the spec-
trum of localized states even if the optical properties of
the films have not yet changed significantly.
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Abstract—The initial stages of growth of Ge and Si layers on a singular Si (111) surface result in an unusual
morphology of the growth surface if the layers are deposited at a low rate; i.e., triangular islands with a height
of as much as three atomic layers are formed. A simulation based on the Monte Carlo method has been used to
show that an additional barrier with a height of 0.5–0.6 eV, serving to incorporate atoms into dimerized bonds
at the edges of the triangular islands, brings about enhanced growth of the islands in relation to their height and
a change in the triangles’ orientation. According to the suggested hypothesis, the increase in the islands’ height
and the limitation of their height to three bilayers are due to the effect of the edge dimers, whose orientation

changes when the height of a step perpendicular to the  direction becomes as large as three bilayers.
Scanning tunneling microscopy has been used to detect new special features in the atomic structure of regular
three-bilayer steps on a Si (557) surface. The results of an analysis of the images obtained using a scanning
tunneling microscope confirm the hypothesis that a row of dimers is formed at the edge of a three-bilayer step.
© 2005 Pleiades Publishing, Inc.

112〈 〉
1. INTRODUCTION

The method of self-organization is widely used to
form low-dimensional structures in the course of epi-
taxial growth [1, 2]. It is found very beneficial to use
stepped Si (111) surfaces as substrates for the growth of
quantum wires, since one can obtain steps with a low
density of kinks [3]. It has recently been shown that the
Si (557) surface demonstrates potential as a substrate
for the formation of nanostructures using the self-orga-
nization approach [4, 5]. This surface is represented by
a system of parallel three-bilayer (3BL) steps that alter-
nate with a period of 5.73 nm [6].

Self-organization of three-dimensional islands in
heterosystems on the atomically clean surface of a
semiconductor substrate has been studied intensively
with the aim of obtaining ensembles of quantum dots
[7, 8]. The available theories consider two-dimensional
(2D) layer-by-layer growth as a process of formation of
nuclei with monatomic height and their subsequent
growth and coalescence, which leads to the filling of an
atomic layer [9, 10]. For three-dimensional (3D)
islands to appear, the nuclei of the next layer should be
formed on the 2D islands well in advance of the islands’
coalescence [11]. In Ge/Si and InAs/GaAs(001) hetero-
systems, the growth of 3D islands sets in after the for-
mation of a wetting layer that consists of several atomic
layers (the Stranski–Krastanov mechanism). The main
cause of the transition to 3D growth is related to
1063-7826/05/3908- $26.00 ©0967
stresses that arise owing to mismatch between the lat-
tice parameters of the adsorbate and substrate.

The initial stages of the growth of Ge and Si islands
on an atomically clean Si (111) surface result in special
features that contradict the classical concepts if the dep-
osition rate is low (~1010 cm–2 s–1). The islands first
grow according to the 3D mechanism and attain a
height that corresponds to three atomic layers [12–14].
In the course of further deposition, the islands increase
in lateral size but cease to grow in height; eventually,
they coalesce in a continuous wetting layer with a
height of 3BLs. Subsequently, the growth proceeds
according to the known concepts: 3D islands appear on
the wetting layer if Ge is deposited on Si, whereas
growth proceeds according to the 2D mechanism in the
case of deposition of Si.

A number of peaks related to 3BL Ge islands on a Si
(111) surface have been observed in Raman spectra
[15]. These peaks are associated with dimensional
quantization of the Ge phonon spectrum in the growth
direction. Consequently, we can expect that the other
physical parameters of these Ge islands on the Si (111)
surface should also be quantized. Therefore, it is quite
expedient to gain insight into the causes of formation
and stability of the 3BL Ge islands. In this study, we use
a simulation to consider the initial stages of the growth
of Ge islands on an atomically clean Si (111) surface
before the formation of the wetting layer; in addition,
we study the effect of possible dimerization of the
 2005 Pleiades Publishing, Inc.
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bonds at the islands’ edges on the morphology of the
islands.

At the present time, it is established that there exist
several types of dimers on Ge and Si surfaces. On a sur-
face with the (001) orientation, two neighboring atoms
unite into a dimer with a dimerized bond that is, on
average, parallel to the substrate (a horizontal dimer Gs).
The atoms that compose this dimer are the next nearest
neighbors and both have two bonds with the substrate.
Such dimers are referred to as symmetric [16] and are
aligned in dimer rows to form (2 × 1)-type superstruc-
tures [17]. If an adatom diffuses along a dimer row, the
activation energy for a diffusive jump is much lower
than for a transverse jump [18]. Detailed experimental
and theoretical studies show that the (001) surface is
warped and dimerized [19, 20]. According to different
publications, the difference in the Si atom height in a
dimer ranges from 0.31 to 0.73 Å, while the lengths of
the interatomic bonds lie in the range 2.25–2.32 Å.
These values correspond to a dimer Gs tilt angle of
~8°–13° with respect to the (001) plane.

Chadi [16] described the structure of asymmetric Ga
dimers formed at the edge of a monatomic step on an Si
(001) surface. These dimers are perpendicular to the
step edge and to the symmetric dimers at the upper ter-
race. In asymmetric dimers, one atom has three bonds
with its nearest neighbors and one dimerized bond,
whereas the second atom has bonds with its nearest
neighbors and a single bond with the next nearest
neighbor in the dimer. Fujikawa et al. [21] reported the
existence of asymmetric dimers on a (105) Si surface.

Horizontal symmetric dimers with an arrangement
of bonds differing from that considered in [15] are the
elements of the Si (111)–(7 × 7) superstructure [22]. As
was shown in [23], horizontal dimers are formed along
the edge of the upper terrace at a height of one bilayer
(BL) on the Si (111)–(7 × 7) superstructure and have a
common bond parallel to the step. In contrast to the
dimers in the substrate at the edges of the (7 × 7) cells,
where each atom in a dimer has four saturated bonds,
the G(7 × 7)ed edge dimers formed along the 1-BL step
have two bonds with the substrate and one bond that
connects two neighboring atoms. In [23], the existence
of horizontal dimers on a stepped Si (111)–(7 × 7) sur-
face was confirmed by theoretical calculations in the
tight-binding approximation and by experimental data
obtained from scanning tunneling microscopy (STM).

In this study, we consider several variants of dimer
formation perpendicular to the line of a 3BL step on a
Si (111) surface. We made a detailed study of STM
images of the edges of 3BL Ge nanoislands on a Si
(111) surface and 3BL steps on Si (557) surfaces. We
obtained new data on the atomic structure of regular
3BL steps on a Si (557) surface. We also advance a
hypothesis that concerns the origination of a row of
dimers perpendicular to the edge of a 3BL step; specif-
ically, these dimers limit the height of the Ge and Si
nanoislands to three bilayers and stabilize the height of
3BL steps on a clean Si (111) surface. The results of an
analysis of the step profiles confirm the hypothesis that
a row of perpendicular dimers is formed along the edge
of a step.

2. INITIAL STAGES OF GE GROWTH
ON SI (111) AT LOW DEPOSITION RATES

At low rates of Ge deposition onto a Si (111) sur-
face, the formation of triangular Ge islands with a
height of as much as three layers has been observed
[12–14] before the onset of formation of the wetting
layer. In [13], deposition was carried out at deposition
rates (10–2–10–3 BL/min) that were an order of magni-
tude lower than those in [12] (7 × 10–2 BL/min); in [12]
and [13], the deposition temperatures were nearly the
same (350–500°C). The triangular shape of the islands
and the limitation of the islands’ height to three bilayers
are much more pronounced at lower deposition rates.
The effect of origination of multilayered triangular Si
islands in the initial stages of homoepitaxy was also
described in [12].

Structural transformation into the (7 × 7) superstruc-
ture on a real Si (111) surface occurs at temperatures
below 830°C [22]. The nuclei of epitaxial Ge and Si
islands feature a clearly pronounced triangular shape
with the sides aligned along the boundaries of the half-
cells of the superstructure. The descending steps con-

fining the islands are perpendicular to the  direc-
tions [12]. Without structural transformation, the oppo-
site orientation would be preferential. In that case, for
each boundary atom, there would be a single dangling
bond rather than the two present in the real orientation.

The smallest Ge or Si islands, with a height of one
atomic layer, are formed when small clusters (contain-
ing 15–20 atoms according to estimations [24]) with an
amorphous structure fill four neighboring half-cells of
the (7 × 7) superstructure, with an F half-cell located in
the center. A formed island acquires a (7 × 7) super-
structure and then grows for some time as a 2D island,
retaining its triangular shape [12–14].

Well in advance of the coalescence of one-layer Ge
or Si islands, the nuclei of the next layer are formed on
these islands near the edge or vertex of the triangle
(rather than in the middle of an island). The second
layer expands and fills the underlying island. Observa-
tions of Si deposition [12] have shown that the size of
the lower layer of an island ceases to increase until this
layer is completely covered by the next layer. This cir-
cumstance indicates that atoms are preferentially sup-
plied to the top of an island from the substrate, rather
than from the flux. In the case of Ge islands, the third
layer is also formed on the second layer in the vicinity
of the edge or top, whereas the fourth layer is practi-
cally not formed until the onset of coalescence of the
islands. After deposition of a 0.5 BL of Ge, 80% out of
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about the hundred islands found had a height of three
bilayers [13].

The Si or Ge atoms were deposited onto identically
prepared Si (111) surfaces, which were annealed at a
temperature as high as 1250°C and then cooled to the
required temperature immediately before deposition.
The similar behavior of the Si and Ge islands in the ini-
tial stage of deposition suggests that the above special
features of growth of both materials are determined by
the properties of the Si (111) surface; apparently, the
difference between the lattice parameters of Si and Ge
is not very important at this stage.

There is another phenomenon that is indicative of
the increased stability of the 3BL-high steps. If the

Si (111) substrate plane is tilted in the  direction,
the orientation of the descending steps on vicinal
Si (111) surfaces is the same as that at the boundaries
of the triangular islands. As was shown in [25], only
steps with a height of 1 BL or 3 BLs are present on such
a surface. As the tilt angle increases, the fraction of 3BL
steps increases until a structurally perfect (557) surface is
formed; this surface consists only of 3BL steps separated
by (111) terraces with a width of one (7 × 7) cell [6].

3. SIMULATION

In order to clarify the causes of formation of the
3BL-high islands, we simulated the initial stages of
growth of Ge on a Si (111) surface. In the simulation,
we developed and used a kinetic Monte Carlo model of
epitaxial growth of 3D layers on a substrate composed
of a crystal with a diamond-like lattice in a system with
several components of different chemical nature [26].
The substrate plane corresponded to the (111) orienta-
tion. The main parameters of the model crystal were the
energies at which the atoms bonded with their nearest
neighbors and the energy barrier Edim for incorporation
of an atom into the lattice site, where this atom is
thought to destroy the dimerized bonds. Since we sim-
ulated the deposition of Ge onto Si, the energies of the
Si–Si (E11), Ge–Ge (E22), and Si–Ge (E12 = E21) bonds
were introduced.

According to the published data, E11 = 1.3 eV [27].
The values of E22 and E12 = E21 were varied so that the
density and sizes of the islands coincided with those of
STM data [13] under identical growth conditions, i.e.,
the substrate temperature T, the deposition rate, and the
amount of deposited material. The effect of structural
transformation into the (7 × 7) superstructure on the dif-
fusion of deposited atoms was taken into account by
introducing an effective value of E12 that ensured that
the calculated density of islands was in agreement with
the experimental data.

Direct experimental data on the arrangement of
atoms at the boundaries of multilayered Ge or Si islands
on a Si (111) surface are lacking at present. In order to
study the effect of dimerization of the atoms at the
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edges of the islands on their morphology, we varied the
value of Edim. A decrease in the probability of incorporat-
ing an atom into the lattice site (Pdim = exp(–Edim/kT))
occurred in all the cases where the neighboring atoms
in the crystal lattice had dangling bonds directed to
each other, meaning that these bonds could become
dimerized. It is noteworthy that orientation of these
dimers depends on the arrangement of the edge atoms
in the crystal lattice. The dimers can be arranged both
along and across the island edge.

By comparing the results of the simulation with the
experimental data at T = 380°C and deposition rate V =
3.9 × 10–3 BL/min, we obtained E12 = 1.0–1.1 eV. It is
this parameter that most profoundly affects the density
of the islands. We can use the experimental data
reported in [28, 29] indirectly to assume that the value
of E22 should exceed that of E11, though not to a great
extent. We varied E22 from 1.3 to 1.5 eV. At Edim = 0.5–
0.6 eV and Pdim = exp(–Edim/kT) = 10–4–10–5, the growth
in the height of the islands sets in well in advance of their
coalescence at E12 = 1.0–1.1 eV and E22 = 1.3–1.5 eV.

A decrease in Pdim brings about an increase in the
rate of origination of the upper atomic layers. This
effect is illustrated in Fig. 1, where the dependences of
the number of atoms in different atomic layers on the
deposition time at two values of Pdim are shown.

In Fig. 2, we show images of real and simulated sur-
faces that have the same area and contain islands
obtained under the same conditions and with an equal
amount of deposited material. The density of the
islands on the simulated and experimental surfaces is
the same to within fluctuations. At lower heights of the
energy barrier Edim, the growth of two-dimensional
(rather than three-dimensional) islands is observed. The
islands on the simulated surface differed from those on
the experimental surface in relation to their orientation
at Pdim ≥ 10–4 (Figs. 2a, 2b). As a result of a decrease in
the probability of incorporation of the atoms into
dimers, the only rate at which the atoms attach to the

 steps decreases, whereas the rate of attachment

to the  steps, where dimers are not formed, is not
affected. Therefore, beginning with certain values of

Pdim < 10–4, the  steps start to be prevalent in the
facets of the islands. The best agreement between the
simulated and experimental systems of islands with
respect to density, size, and orientation is attained at
E11 = 1.3 eV, E12 = 1.1 eV, E22 = 1.5 eV, and Pdim = 10–5.

4. HYPOTHESIS

We failed to simulate the experimentally observed
limitation of the islands’ height to three bilayers. Fill-
ing of the fourth and higher layers during deposition
increased at a much higher rate at the simulated surface
than in the experiment. Cessation of the growth in the
height of the islands can occur if the conditions under
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Fig. 1. Dependences of the coverage θi in various atomic layers on the deposition time at E11 = E22 = 1.3 eV, E12 = 1.1 eV, T =

653 K, and V = 6.5 × 10–5 BL/s. The numbers of the curves coincide with the numbers of layers i = 1–5, beginning with the substrate.
The probability of incorporation of an atom into the lattice Pdim = (a) 10–3 and (b) 10–5.
which the atoms diffuse through the islands’ boundaries
change when the 3BL height is attained. We formulated
a hypothetical scheme that can account for the multi-
layer growth and subsequent limitation of the islands’
height to three bilayers for both Ge and Si on the basis
of the assumption that the arrangement of dimers at the
boundaries may depend on the island height.

(‡) (b) (c)

Fig. 2. Islands on (a) real and (b, c) simulated Si (111) sur-
faces with the same area (77 × 67 nm2) at T = 653 K, V =
6.5 × 10–5 BL/s, and the coverage θ = 0.5 BLs. (a) An STM
image of the experimental surface possessing Ge islands
with a height of 2 BLs and 3 BLs (the higher an island, the
lighter its image). (b, c) Simulated surfaces with the diffu-
sion parameters (b) E11 = E22 = 1.3 eV, E12 = 1.1 eV, and

Pdim = 10–4, and (c) E22 = 1.5 eV, E12 = 1.0 eV, and

Pdim = 10–5.
Following the formation of the second bilayer on an
island, this bilayer acquires the (7 × 7) superstructure
and the atoms in the first bilayer occupy the bulk lattice
sites. In the case of the observed orientation of the
boundaries, the edge atoms in the first bilayer can form
only dimers that are parallel to the boundary. When the
third bilayer is formed, the atoms in the two underlying
bilayers are already at the bulk lattice sites, whereas
only the third atomic layer is subjected to rearrange-
ment. In this case, dimers that are perpendicular to the
island boundary (transverse dimers) can be formed at
the edge. In Fig. 3, we show a simulated image of a 3BL
island on a (111) surface with the (7 × 7) superstructure
rearrangement both on the substrate and at the island
top. One can clearly see the horizontal G(7 × 7)ed dimers
at the sites where the (7 × 7) superstructure extends to
the edge of the upper terrace. It is at this edge of the
island that a row of transverse dimers perpendicular to
the island edge can be formed from atoms of the first
and second layers. Transverse dimers can form a row
along the island boundary, similar to the row of dimers
on a (001) surface. Such a row of dimers would retard
the diffusion of atoms from the substrate to the top of
an island. In this case, the (7 × 7) rearrangement pre-
vents the forming of transverse dimers both between
the first row and the substrate and between the second
and third bilayers. A row of transverse dimers is not
SEMICONDUCTORS      Vol. 39      No. 8      2005
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formed at sites where the third BL does not extend to
the island edge.

In Fig. 4, we illustrate different variants of the for-
mation of transverse dimers that are perpendicular to an
island edge and located at this edge. We will refer to
these dimers as P dimers. In Fig. 4, we show different
variants of the island-edge structure. The third bilayer
and the substrate are not represented in the scheme of
Fig. 4 because the atoms from this layer and the sub-
strate are not involved in the formation of the P dimers.
In Fig. 4a, we show an island edge with atoms that have
dangling bonds and can be dimerized but have not yet
undergone this process. In Figs. 4b and 4c, we show
this edge with an asymmetric Pa dimer. The asymmetric
Pa dimer consists of an atom from the upper layer of the
second bilayer and an upper atom in the first bilayer. In
this case, the lower atom has three saturated bonds and
is displaced insignificantly from its initial site before
dimerization, whereas the upper atom exhibits two sat-
urated bonds and is displaced to a greater extent as a
result of dimerization. In this case the tilt of the island
edge is close to 30°. The variant of formation of a sym-
metric Ps dimer in a situation where both the edge
atoms are symmetrically displaced from their sites and
have an identical number of saturated bonds corre-
sponds to an island-edge tilt of about 55° (the (001)
plane), as is illustrated in Fig. 4d.

5. EXPERIMENTAL

The experiments were carried out using n- and p-Si
samples with sizes of 12 × 3 × 0.4 mm and resistivities
of 10–103 Ω cm. Deviations from the (557) and (111)

faces in the  and  directions were evalu-
ated using an X-ray diffractometer. A clean Si surface
was obtained and Ge epitaxy and STM studies were
carried out in a vacuum chamber at a pressure no higher

112[ ] 112[ ]

7 × 7

Pa dimer
G(7 × 7)ed

1 × 1

Fig. 3. Schematic representation of a 3BL island on the Si
(111) surface rearranged into a (7 × 7) superstructure on the
substrate and the island top. The G(7 × 7)ed horizontal dimers
in the third layer of the (7 × 7) structure are shown at the
left-hand edge of the island; the Pa dimers formed by the
atoms of the first and second bilayers are also shown. The
rearrangement in the first and second bilayers and, also, the
G(7 × 7)ed and Pa dimers are not observed at the right-hand
edge of the island.
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than 2 × 10–10 Torr; a RIBER-OMICRON system was
used. In order to obtain the atomically clean Si surface,
we heated a sample by applying a direct current for 20 s
until a temperature of 1250°C was reached. The tem-
perature was then lowered to 900°C in a time on the
order of 1 min. After keeping the sample for 2 min at
900°C in the region of the surface phase transition, we
lowered the temperature to 800°C at a rate of about 0.1–
0.2 K/s. After formation of the (7 × 7) surface structure
at about 800°C, the rate of the decrease in temperature
was increased to 1 K/s and the final annealing was per-
formed for 30 min at 400°C. The growth of the Ge layer
was carried out in the temperature range 350–500°C at
deposition rates of 10–2–10–3 BL/min. The value of
1 BL, i.e., a double layer of Ge atoms in the [111] direc-
tion, was assumed to correspond to 1.44 × 1015 atom/cm2.
The STM images of the surface were recorded at room
temperature. Tungsten needles, obtained by electrolytic
etching in an alkali solution, were used as the STM tips.

(a)

(b)

(c)

(d)

Pa

Pa

Ps

Fig. 4. Arrangement of atoms in the cross section perpen-
dicular to an island edge and possible configurations of the
edge P dimers. Substrate and third-bilayer atoms are not
shown. The black circles correspond to dimerized atoms,
the white circles correspond to atoms that are located in the
drawing plane, and the gray circles correspond to atoms
located beyond the drawing plane. (a) The island edge with-
out a dimmer, (b) a Pa dimer tilted by an angle on the order
of 30°, (c) a similar Pa dimer at the island edge, and (d) a Ps
dimer tilted by an angle on the order of 55° to the substrate
plane.
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Most of the STM images were recorded under the con-
dition of a constant current in order to reveal the surface
profile.

6. ANALYSIS OF THE PROFILES IN THE STM 
IMAGES OF A THREE-BILAYER GE ISLAND

In order to verify the hypothesis concerning the for-
mation of P dimers at the edges of three-bilayer islands,
we obtained STM images of the islands and analyzed
the structure of their edges. In Fig. 5a, we show an STM
image of an island at the Si (111) surface after deposit-
ing a 0.5 BLs of Ge. This 3BL island has a triangular
shape with fairly smooth edges. The superstructural
rearrangement is observed at the upper and lower ter-
races near the island edge. We analyzed the profiles per-
pendicular to the island edges. In Fig. 5b, we show the
results of an analysis of the smoothest part of the edge
of an island with a size of 6.2 nm. The profiles were
measured along the scanning line in order to minimize
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0.4

0.6

0.8

1.0 0.8
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0.4
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2 3
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 n

m

Z,
 n

m

X, nm

1
2

3

(a)

(b)

Fig. 5. A three-bilayer Ge island on a Si (111) surface:
(a) an STM image (with an area of 27.1 × 27.1 nm2) after dep-
osition of 0.5 BLs of Ge at T = 400°C and V = 0.004 BL/min
(the white rectangle outlines the portion of the island edge
under study) and (b) three types of profiles (curves 1–3) in
the plane perpendicular to the island edge. The circles in
curve 3 represent the resolution of the experimental setup.
the experimental noise. We analyzed more than twenty
profiles and detected only three characteristic profile
types, which are shown in Fig. 5b. It can clearly be seen
in Fig. 5b that the initial portions of all three curves
exhibit an identical slope on the order of 30°. In the pro-
file of the first type (curve 1), we can see two kinks, at
heights of h ≈ 0.3 nm and h ≈ 0.7 nm, that correspond
to the heights of the first and second bilayers. In the
profile of the second type (curve 2), the upper kink is
located somewhat lower, at a height of h ≈ 0.6 nm. In
the profile of the third type (curve 3), we can see a sin-
gle slope for all the distances from the substrate to the
end of third bilayer, where the kink sets in. Portions
with profiles of the same type were observed at the
extent of 2–5 nm and were located randomly along the
island boundary.

Three types of experimental profiles for the island
edge (Fig. 5b) correspond to the edge configurations
shown in Fig. 4. Experimental profile 1 (Fig. 5b) corre-
sponds to the scheme shown in Fig. 4a, illustrating a
completely filled first bilayer and a second bilayer dis-
placed by two atomic rows without dimers between the
first and second layers. We relate the experimentally
observed shift of the kink in the height in profile 2
(Fig. 5b) to the formation of an asymmetric Pa dimmer,
which is shown in the scheme in Fig. 4b. Experimental
profile 3 (Fig. 5b) corresponds to the case where an
asymmetric Pa dimer is located at the island edge
(Fig. 4c). It is quite probable that all three configura-
tions have similar energies and can transform into one
another during the growth process.

Using the suggested scheme, we can explain the fact
that the height of the nanoislands is limited to three
bilayers in the following way. The edge atoms of the
second bilayer cannot be involved in the formation of a
P dimer until these atoms are removed from the bulk
lattice sites. As soon as the third layer is formed, this
layer makes it possible for the atoms of the second
bilayer to occupy the bulk lattice sites, and the
Pa dimers are formed between the first and second lay-
ers. The appearance of a row of Pa dimers along an
island edge reduces the atomic flux from the substrate
to the island top and, correspondingly, reduces the rate
of increase in the island height. At the points where the
island height is smaller than three bilayers, a row of
Pa dimers is not formed and the height of the other parts
of the island increases to three bilayers.

The suggested model accounts for the growth of
3BL islands in transverse directions. Atoms can be
incorporated into the island edge via migration from the
substrate and from the island tops. The atoms coming
from the substrate form the lower bilayers, while the
atoms coming from the island top supply the material
for the formation of the P dimers. Taking into account
the fact that P dimers are not simultaneously formed
along the entire island boundary, we can assume that
the second and third bilayers continue to be filled, with
a simultaneous increase in the lateral sizes of the island.
SEMICONDUCTORS      Vol. 39      No. 8      2005
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Fig. 6. The Si (557) surface. (a) An STM image obtained after a negative voltage is applied to the microscope tip. (b) The vertical-
section profile averaged over the image area. (c) An enlarged fragment of the STM image (this fragment is outlined by the rectangle
in the lower right-hand corner in Fig. 6a, the current isolines can be seen); here, I corresponds to the upper edge of the edge;
II corresponds to a row of DAS atoms in the second bilayer; and III corresponds to a strip of unrearranged atoms at the lower terrace.
(d) Profiles of horizontal sections 1 and 2 indicated in panel (c).
Thus, the thickness of the growing layer can exceed
three bilayers only after coalescence of the 3BL
islands.

The 3BL-high nanoislands cannot be formed in
highly nonequilibrium conditions (at high deposition
rates), as the rows of Pa dimers have no time to form.

It is possible that P dimers with not only a small but
also a large tilt with respect to the substrate surface can
be formed at the edge of a three-bilayer island. Evi-
dently, asymmetric Pa dimers with a small tilt are
formed in the course of epitaxy far in advance of the
formation of Ps dimers that exhibit a large tilt. It is quite
probable that the symmetric Ps dimers might be
observed at the edges of the islands after annealing at
certain temperatures.

7. ATOMIC STRUCTURE OF THREE-BILAYER 
STEPS ON AN SI (557) SURFACE

As was mentioned above, the majority of steps on
the vicinal Si (111) surface, which tilt at various angles
SEMICONDUCTORS      Vol. 39      No. 8      2005
in the  direction, have a height of 3 BLs. This
stability of the 3BL steps may also be related to the for-
mation of P dimers. In order to verify this hypothesis,
we obtained and carefully studied STM images of these
steps. We analyzed the profiles of the 3BL steps that
form a Si (557) surface.

Si (557) surfaces correspond to the tilt angle θ =

9.45° in the  direction and consist of alternating
terraces with (111) planes and 3BL steps. The edges of

the steps are parallel to the  direction. A single
(7 × 7) cell is accommodated over the terrace width. We
obtained these surfaces according to the method
described in [6].

In Fig. 6a, we show an STM image of a fragment of
the surface under consideration. In the course of scan-
ning, the substrate was oriented so that the edges of all
the steps were at the same height; i.e., the tilt of a ter-
race with a (7 × 7) cell was equal to 9.45° with respect
to the horizontal. In Fig. 6a, one can clearly see the so-

112〈 〉

112〈 〉

110〈 〉
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Fig. 7. G(7 × 7)ed horizontal dimers at the edge of a step with a height of 1 BL on a Si (111) surface with the (7 × 7) structural rear-
rangement: (a) a schematic representation of a G(7 × 7)ed horizontal dimer at the edge, (b) an enlarged STM-image fragment outlined
by the dark rectangle in the upper left-hand corner of Fig. 6a (sections I and II correspond to Fig. 6b), and (c) profiles of sections 1
and 2 (see panel b) for two dimers along their major axis.
called DAS atoms of the (7 × 7) superstructure.1 In our
consideration, we use the term DAS atoms in reference
to the atoms that occupy the same sites on the surface
as adatoms in the DAS model of a (7 × 7) cell [22]. At
the edge of the lower terrace, near the beginning of the
step, we see a row of atoms occupying the bulk sites; at
the same time, DAS atoms with the periodicity 2 × 1
can be seen in front of the upper terrace at the edge of
the second bilayer. In Fig. 6b, we show the vertical pro-
file of a Si (557) surface. In Fig. 6c, we use isolines to
represent the enlarged right-hand lower fragment of the
STM image; this fragment is outlined by the bright rect-
angle in Fig. 6a. In Fig. 6d, we show the profiles of hor-
izontal sections over an unrearranged row of atoms
(section 1 in Fig. 6c) and over a row of DAS atoms at
the edge of the second bilayer (section 2).

The vertical scale (along the Z direction) was deter-
mined by measuring the difference in the heights of the
DAS atoms at the boundaries of the (7 × 7) cell and
using the known angle of tilt of the terrace with respect
to the horizontal. The presence of an unrearranged row
of atoms indicates that there are no P dimers between
the lower terrace and the first layer in the step. How-
ever, an analysis of the vertical profiles at the step edges
on the Si (557) surface shows that the Ps dimers are
quite likely to be present between the first and second
layers in the step. We determined the angle of tilt of the
lower step edge in reference to the terrace (the lower
edge includes the first and second bilayers, counting
from the lower terrace) and found it to be equal to 47°,
which is close to 55°, the average tilt of a Ps dimer.

1 DAS atoms are dimers, adatoms, and stacking faults.
A row of horizontal cell-edge G(7 × 7)ed dimers can be
seen at the step edge on the side of the upper terrace in
the third bilayer of the step with the (7 × 7) rearrange-
ment. In Fig. 7a, we show a schematic diagram a
G(7 × 7)ed dimer; in Fig. 7b, isolines are used to depict the
fragment of an STM image of the upper step region that
was outlined with the black rectangle in Fig. 6a. The
undulating isolines at the terrace boundary, in the vicin-
ity of which short straight lines are drawn to indicate
the position of the G(7 × 7)ed dimers. In Fig. 7c, we show
two profiles along the above lines. The existence of two
clearly pronounced peaks in the vicinity of all the edge
DAS atoms indicates that G(7 × 7)ed dimers are present. It
is these dimers that prohibit the formation of P dimers
at the edge of a step with a height smaller than 3 BLs.

In Fig. 8a, we show an STM image formed by
applying a positive voltage to the STM tip; a fragment
of this image (outlined by the rectangle in Fig. 8a) is
represented in Fig. 8b using isolines. At this voltage
polarity, the DAS atoms at the surface are not seen; at
the same time, certain details of the structure of the step
itself can be seen more clearly. The positions of unrear-
ranged substrate atoms (along line 1) are indicated in
Fig. 8. The corrugated edge of the part of the step
between the lower terrace and the second bilayer has a
doubled period. In Fig. 8c, we show the profiles of hor-
izontal sections along the unrearranged row (section 1)
and over the corrugated edge of the step (section 2). In
Fig. 8d, we show vertical sections of the step at the cen-
ter of the hill (section 4) and between the hills at the
corrugated edge of the step (section 3). These sections
were imaged over many parts of the step and were then
averaged. The largest slope of curve 3 corresponds to
56°, whereas this slope is equal to 39° for curve 4. The
SEMICONDUCTORS      Vol. 39      No. 8      2005
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Fig. 8. (a) An STM image of a Si (557) surface after the application of a positive voltage to the microscope tip, (b) an enlarged
fragment of the STM image with equicurrent isolines; (c) profiles of horizontal sections over the unrearranged row of atoms (section 1 in
Fig. 6b) and the edge of a step with a height no larger than 2 BLs (section 2); and (d) profiles of the vertical sections (3 and 4 in
Fig. 8b) at the edge of a step as high as 2 BLs: (3) between the hills and (4) in the center of the hill.
difference between the slopes of these curves (17°) is
approximately equal to the difference in the tilt angle of
dimers on a warped (100) surface (the doubled tilt angle
for a Gs dimer with respect to a (001) surface). There-
fore, we assume that a row of dimers is formed at the
step edge; presumably, the tilt of these dimers alter-
nates, which accounts for the doubled period within the
entire portion of the edge, from the lower terrace to a
height of 2 BLs. The step height along the assumed
dimers (at the hill) was found to be equal to 0.30 ±
0.015 nm and to 0.355 ± 0.015 Å between the hills.
These data are consistent with the fact that the upper
atom in warped Ps dimers has a different height with
respect to the STM tip.

8. DISCUSSION

Comparing the results of the analysis of the struc-
ture of steps on the Si (557) surface and those of the
edges of islands, we should note the differences
between the tilt angles and the arrangement of the edge
atoms in these cases. These differences are observed
despite the fact that the heights of the islands and steps
are the same (3 BLs). The lower part of the step, with a
height of 2 BLs at regular steps on the Si (557) surface,
exhibits the largest tilt with respect to the lower terrace.
The regions with tilt angles of 56° and 39° alternate
SEMICONDUCTORS      Vol. 39      No. 8      2005
with a period of (2 × 1). The difference between tilt
angles corresponds, to within a high level of accuracy,
to the difference between the tilt angles for dimers on a
warped (001) surface. This observation suggests that a
row of vertical dimers formed by atoms from the first
and second bilayers exists.

The presence of an unrearranged strip of atoms
belonging to the lower terrace in the immediate vicinity
of the step was unexpected. This strip has not been
reported in previous publications, although the struc-
ture of the Si (557) surface (the width of the upper ter-
race corresponds to the size of the 7 × 7 cell with the
addition of two atomic rows [5]) suggests that this strip
exists. The bulk arrangement of atoms we observed in
the strip at the lower terrace indicates that the atoms in
the first layer of the step are not dimerized with the
atoms from the lower terrace. While the (7 × 7) cell
adjoining the step from below prohibits the dimeriza-
tion of the lower terrace, the absence of dimers between
the strip and the first row in the step raises certain ques-
tions. We can suggest the following explanation for this
fact. Symmetric dimers are formed in advance of the
strip, and these dimers are more energetically favorable
than the asymmetric dimers that can be formed even in
the presence of the strip.

Evidence of the existence of G(7 × 7)ed dimers at the
upper terrace, as we observed in the STM images, is
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consistent with the assumption that P dimers cannot
form between the third and second bilayers. As can be
seen from Fig. 6, there is a clearly pronounced differ-
ence between the terrace widths in the second and first
layers. The second layer practically adjoins the first
layer, and the terrace width in the second layer amounts
to four–five atomic rows. The DAS atoms are located
with a doubled periodicity within this width. The dis-
tance between the row of DAS atoms and the terrace
edge is found to be larger than in the case of the 7 × 7
structure, as can be seen in Fig. 6b. As a result, the pres-
ence of DAS atoms in the second layer does not bring
about the formation of horizontal dimers and does not
inhibit the formation of vertical dimers between the
first and second layers.

The tilt of even a quite smooth part of the edge in
3BL Ge islands on a Si (111) surface corresponds to
30° ± 2°, which indicates that the structure of a
Ge island edge differs from that of a silicon 3BL step.
As was shown above, Pa dimers with a tilt angle close
to 30° can form between the first and second layers.
Formation of a Pa dimer is possible when the step of the
second layer is spaced from the step of the first layer,
whereas the second layer should be immediately adja-
cent to edge of the first layer for a Ps dimer to be
formed. The formation of Pa dimers should precede the
formation of Ps dimers during epitaxial growth. The
formation of such a region at an island edge results in
diffusion along this region being facilitated owing to
the formation of a row of dimers and the start of accel-
erated growth of the second and third layers at the other
part of the island.

Thus, all the experimental data reported in this paper
are consistent with the hypothesis concerning the for-
mation of a row of perpendicular dimers both at the
edge of a step with a height of 3 BLs on a Si (111) sur-
face and at the edge of a Ge island, which can account
for the increased stability of the 3BL steps and islands.
The formation energy of symmetric and asymmetric
edge P dimers could be estimated from calculations of
the atomic structure of the three-bilayer steps using ab
initio methods.

9. CONCLUSION

Thus, we obtained and studied STM images of
three-bilayer Ge islands on a Si (111) surface and three-
bilayer steps on a Si (557) surface. We simulated the
kinetics of formation of the Ge islands on the Si (111)
surface under the assumption that dimers are formed at
the edges of the islands. We advanced a hypothesis that
accounts for the initial multilayer growth and subse-
quent limitation of the height of the Ge and Si islands

to three bilayers. The structure of the -type steps
that form the facets the islands allows for the formation
of a row of transverse dimers if the height of the steps
is exactly equal to three bilayers. These dimers impair
the arrival of atoms from the substrate to the island top.

112〈 〉
Using the same assumption, we can explain the stability
of three-bilayer steps on a vicinal Si (111) surface with

deviation towards the  direction. It is shown that
the results of our analysis of the STM images confirm
the presence of P dimers at the edges of the three-
bilayer-high steps.
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Abstract—The optical and electrical properties of thin arsenic chalcogenide As–Se and As–S films modified
by rare-earth complexes with various organic ligands (europium trisdipivaloylmethanate Eu(thd)3 and lan-
thanide diethyldithiocarbamate Ln(ddtc)3 (Ln = Pr, Eu)) have been studied. It is shown that the use of mixed
rare-earth complexes possessing saturated vapor pressures close to chalcogenide vapor pressures allows ther-
mal evaporation growth of films that are promising for producing planar optical waveguides. It is found that the
introduction of Eu(thd)3 complexes that incorporate oxygen into arsenic selenide decreases the absorptivity in
the Urbach edge region and significantly decreases the conductivity activation energy, which is not character-
istic of materials of this type. These results are attributed to the effect of oxygen on the medium-range order of
the structure matrix. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Currently, chalcogenide vitreous semiconductors
(ChVSs) are widely used as a low-energy medium of
reverse optical recording at an ultrahigh density. It is
believed that the unique properties of these materials
will allow their application in various telecommunica-
tion and integrated optical systems in the near future.
This inference is based on the high transparency found
in a wide wavelength range in the infrared region, the
possibility of widely varying the refractive index, the
low phonon energy, and the ease of manufacture of
these materials. ChVS-containing rare-earth-element
(REE) ions are primarily used to manufacture optical
waveguides for telecommunication devices operating
in the near-IR region, and, thus, the properties of such
materials are actively being discussed [1–4]. In such
applications, wide-gap multicomponent ChVSs, Ga–
La–S, Ge–Ga–Se, Ge–As–S, As–Se–S, As–S, etc., are
mainly used. As a modifying component, REE sulfides
[5], chlorides, or oxides [6], are most frequently
applied, whereas REEs themselves are used much less
frequently [2]. Such glasses are synthesized in quartz
cells at temperatures of ~1000°C in rotating furnaces
and then quenched. The growth of thin-film amorphous
structures from these glasses using thermal evaporation
in vacuum is complicated, since they have high melting
point and there is a difference in the saturated vapor
pressures of the glass components. Amorphous films
with good optical characteristics can be grown using
laser deposition [7, 8]; however, this method is very
laborious. Therefore, it is of interest to search for alter-
native methods of growing thin-film ChVS-based struc-
tures modified by REE ions.
1063-7826/05/3908- $26.00 0978
The objective of this study was to grow amorphous
thin films of arsenic chalcogenides As–X (X = Se, S)
modified by complex REE compounds with organic
ligands, as well as to analyze their electrical and optical
properties. The novelty of this approach is the simulta-
neous use of two sources of thermal deposition: one
with an inorganic component (ChVS) and the other
with a volatile complex compound (CC). It should be
noted that the use of organic components to synthesize
amorphous hybrid materials with new properties is a
recently developed approach and is of research interest
[9, 10]. Such a method is used to synthesize low-melt-
ing oxide glasses, e.g., P2O5 and SiO2-based nanocom-
posites [11]. Studies concerned with the use of chelate
complexes for doping quartz optical waveguides with
REE ions have also been carried out [12]. We do not
know of any applications of such an approach to chal-
cogenide systems. The criteria for choosing an REE
complex compound to act as a modifying component
were described in detail in [13]. The basic parameters
were the volatility and thermal stability of these com-
plexes under conditions corresponding to chalcogenide
deposition. Among the large number of compounds
available, two CC types were chosen: REE trisdipiv-
aloylmethanates with o-phenanthrolyne in the compo-
sition Ln(thd)3(Phen) [14] and REE diethyldithiocar-
bamates Ln(ddtc)3(Phen) [15]. The former compounds
contain six oxygen atoms and nitrogen atoms in the
central sphere surrounding an REE ion; the latter com-
pounds contain no oxygen but incorporate a similar
number of sulfur atoms and two nitrogen atoms.
© 2005 Pleiades Publishing, Inc.
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2. EXPERIMENTAL

As2S3 and As2Se3 ChVSs were synthesized by alloy-
ing corresponding amounts of semiconductor-grade
reagents in evacuated quartz cells at synthesis tempera-
tures up to 750°C in a rotating furnace followed by
cooling after switching off the furnace. An IR micros-
copy study of the glasses obtained using this technique
did not detect opaque crystalline inclusions, and an
analysis of the IR spectra showed that the glasses con-
tained gas-forming impurities at about 10–4 wt %.

The complexes Ln(ddtc)3(Phen) (Ln = Pr, Sm, Eu)
and Eu(thd)3(Phen) were synthesized using conven-
tional techniques [16] and identified by data obtained
from elemental and IR spectroscopic analyses. It
should be noted that REE trisdipivaloylmethanates
Ln(thd)3 and REE diethyldithiocarbamates Ln(ddtc)3
are more volatile than ChVSs. However, transformation
of these compounds into mixed ligand complexes with
o-phenanthrolyne (Phen) results in the transition of
Ln(thd)3 and Ln(ddtc)3 to the gas phase under heating
taking place after Phen splitting-off and at a higher tem-
perature than for the initial complexes [16].

Thermal deposition was carried out using specially
developed equipment [13]. The deposition conditions
were experimentally selected in order to attain the max-
imum possible homogeneity and required thickness of
the films. The composition reproducibility was moni-
tored according to the ratio [ChVS]/[REE CC]. Room-
temperature I–V characteristics were measured in sand-
wich-structure samples with aluminum and gold elec-
trodes. The samples to be used for studying both the
electrical and optical properties were grown in the same
operating cycle. The film thickness varied from 0.2 to
5.4 µm and was measured interferometrically.

The chemical and phase compositions were studied
using X-ray fluorescence analysis (a Spectro-scan V
scanning spectrometer) and X-ray phase analysis
(a DRON-2 diffractometer and a “Nonius” Guinier
monochromator chamber). The film surface was ana-
lyzed using a BS 300 Tesla scanning electron micro-
scope (the resolution was no lower than 100 nm/cm), a
Soever Pro-NT-MDT atomic-force microscope (with the
resolution no lower than 10 nm/cm), and a JEOL-840A
scanning electron microscope with a PGT elemental
analysis system. The infrared spectra of films deposited
on KBr substrates were measured using a PE-FTIR
1600 spectrometer in the range 400–4000 cm–1. The
obtained set of results allowed determination of the
phase and elemental composition of the grown films as
well as assumptions to be made about a possible mech-
anism of REE CC incorporation into the amorphous
matrix [13]. The results of the analysis showed that the
highest REE content in the matrix was 2 at % for the
used amorphous film growth method and CC type.
SEMICONDUCTORS      Vol. 39      No. 8      2005
3. RESULTS AND DISCUSSION

Figures 1a and 1b show the optical absorption-coef-
ficient spectra α(hν) of amorphous As–S and As–Se
films with various CCs. These dependences exhibit the
following features.

(i) Modification of the arsenic sulfide films with
Eu(thd)3 and Ln(ddtc)3 (Ln = Eu, Pr) increases absorp-
tivity in the Urbach edge region, i.e., results in material
“darkening” (Fig. 1a).

(ii) In contrast, modification of arsenic selenide
films by introducing Eu(thd)3 and Eu(ddtc)3 CCs
decreases absorptivity in a similar spectral region; i.e.,
the films are “bleached” during modification (Fig. 1b).

An elemental analysis of the films grown using this
method showed that their composition differs from the
initial ChVS in relation to enrichment with arsenic,
which indicates incongruent evaporation of material
during deposition. This effect explains the shift of the
spectral dependences α(hν) of the nonmodified films
with respect to similar dependences in [17].
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Fig. 1. Spectral dependences of the absorptivity of arsenic
sulfide films that were either (a) unmodified or modified by
introducing Ln(ddtc)3 (Ln = Eu, Pr) and Eu(thd)3 and
(b) arsenic selenide either unmodified or modified by intro-
ducing Eu(ddtc)3 and Eu(thd)3.
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The “darkening” effect, especially “photodarken-
ing” in ChVSs, has been actively studied for more than
30 years; in contrast, “bleaching” has been observed
much less frequently. Therefore, we studied the
I−V characteristics I(E) and temperature dependences
of the conductivity σ(T) in arsenic selenide films in
which this effect has been observed. Figure 2 shows the
room-temperature I–V characteristics of the As–Se
films modified by introducing Ln(ddtc)3 (Ln = Pr, Eu).
Figure 3 shows similar dependences for the films mod-
ified by introducing Eu(thd)3. We can see from the
I−V characteristics that the type of organic ligands sur-
rounding the REE ions is very important and controls
the type of dependences.

In the case of oxygen-free CCs, Ln(ddtc)3 (Ln = Pr,
Eu) (Fig. 2), modification has almost no effect on the
I−V characteristic in the ohmic conduction portion (at a
field strength E < 2 × 105 V/cm). At the same time, the
point where the I–V characteristic becomes nonlinear
shifts to higher electric-field strengths for the modified
films. The I–V characteristics of the samples with Pr and
Eu are almost identical, which can be attributed to strong
screening of the central REE ion by ligand atoms. 

In the case of modification by introduction of the
oxygen-containing complex Eu(thd)3 (Fig. 3), not only
film bleaching occurred but also the I–V characteristic
shape significantly changed. We can see in Fig. 3 that
the film conductivity increases with the CC content and
the portion of negative differential resistance (NDR)
arises. A further increase in the electric-field strength is
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Fig. 2. Variation in I–V characteristics of amorphous As2Se3
films as a result of modification by introducing REE CC
Ln(ddtc)3 (Ln = Pr, Eu). The Ln content in samples (1) and
(2) is 0.7 and 1.4 at %, respectively.
accompanied by instabilities. The exposure of the sam-
ple to currents above the NDR portion results in hyster-
esis phenomena and a change in the I–V characteristic
shape. After the voltage was switched off, relaxation
took place for several hours, and the initial I−V charac-
teristic was restored. The I–V characteristic portion
above the NDR can be approximated by the power-law
dependence I = AEN, where A and N are the constant
approximation parameters (the coefficient N takes val-
ues from 1 to 1.7). As can be seen in Fig. 3, the thresh-
old field decreases and the conductivity significantly
increases with the CC content in the amorphous matrix. 

The temperature dependences of the conductivity σ
for the composition under consideration are shown in
Fig. 4. The measurements were carried out under low
electric-field strengths (before NDR onset). We can see
that the conductivity activation energy decreases with
the modifier content.

The local environment of an REE ion is an impor-
tant parameter from the standpoint of luminescence
yield. As has previously been shown, the presence of
light elements such as C, F, N, and especially O, is an
important condition for efficient luminescence of an
Er3+ ion in crystalline and amorphous silicon [18]. We
studied luminescence at T = 300 K for two types of
amorphous films composed of arsenic sulfide with var-
ious CCs. The amorphous As2S3 film modified by intro-
ducing Eu(thd)3 has a luminescence spectrum that
involves transitions between energy levels typical of an
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Fig. 3. Variation in I–V characteristics of amorphous As2Se3
films as a result of modification by introducing REE CC
Eu(thd)3. The Ln content in samples (1) and (2) is 0.7 and
1.4 at %, respectively.
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Eu3+ ion: 5D0  7F0 (580 nm), 5D0  7F1 (593 nm),
5D0  7F2 (617 nm), 5D0  7F3 (652 nm), and
5D0  7F4 (697 nm) [19] (see Fig. 5). The “pure”
arsenic sulfide film excited by light at the same wave-
length of 365 nm does not luminesce in the range 500–
800 nm at room temperature. No luminescence was
detected at room temperature in the amorphous arsenic
sulfide films modified by introducing CC Eu(ddtc)3
either. These results indicate, first, the critical role of
oxygen in an Eu3+ ion environment in relation to possi-
ble transitions and, hence, luminescence and, second,
the CC structure retention when the ChVS is incorpo-
rated into the amorphous matrix, since the spectrum
shown is almost identical to spectrum of the Eu(thd)3
film.

In order to explain the results, we used the concept
of various levels of structure modification in ChVSs
[20]. According to this concept, two groups of vitreous
semiconductors can be distinguished, between which
the boundary is controlled by the rigidity threshold of
the glass network. In one group, ordered regions are
formed in a medium-range order without any network
continuity violation, since the structural matrix of such
materials contains bridge bonds and is more mobile. In
the other group, the ordered regions have boundaries
where the network continuity can be violated. The syn-
thesis of such materials can be accompanied by the for-
mation of macroscopic inhomogeneities and a certain
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Fig. 4. Temperature dependences of the conductivity σ of
amorphous As2Se3 films modified by introducing REE CC
Eu(thd)3. The Ln content in samples (1) and (2) is 0.7 and
1.4 at %, respectively. The conductivity activation energies
are indicated.
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morphology. The arsenic sulfide and selenide matrices
belong to different groups. The former is more mobile,
and it can exhibit transformations at the structural unit
level without network continuity violation. This behav-
ior is possible if the matrix has a sufficient content of
hinge (bridge) bonds and their role is dominant in the
processes occurring. Such bonds can be, e.g., arsenic–
sulfur bonds. “Photodarkening” is also often associated
with the switching of a large number of arsenic–chalco-
gen bonds, although this model is not always confirmed
experimentally (see, e.g., [21]).

In the less labile and more rigid matrix of arsenic
selenide, such structural transformations are less prob-
able. The film instead corresponds to a glass structure;
therefore, the introduction of complex and large CCs,
such as Ln(ddtc)3, into a matrix can violate the network
continuity due to the formation of medium-range order
regions. In this case, interfaces can arise between
microscopic inhomogeneities, and the latter can grow.
This growth decides the formation of a surface of a cer-
tain type. In this case, the bonds between these microre-
gions become of crucial importance. They are actively
formed by embedded coordination compounds and,
hence, by the chemical bonds existing in them, e.g.,
heterobonds such as As–O and Se–O. In [8], it was
shown that “bleaching” in ChVS films can be attributed
to oxidation of the initial matrix during preparation. In
the case under consideration, “bleaching” can also be
associated with the incorporation of “light” elements,
particularly oxygen, into the film composition, and the
formation of new chemical bonds. The oxygen in the
CC composition is also important for the electrical
properties, as follows from Figs. 2 and 3. It is clear that
a change in the defect spectrum in a material modified
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Fig. 5. Luminescence spectrum of the As2S3 film modified
by Eu(thd)3 (the excitation wavelength is 365 nm and T =
300 K).



982 KOZYUKHIN et al.
by an oxygen complex is greater. The NDR portion is
typical of ChVSs featuring the switching effect, and
this effect itself is caused by local morphological
changes in the amorphous matrix. These changes give
rise to inhomogeneities, which can form conducting
channels (see [22]). An experiment with modified
arsenic selenide films showed that the switching effect
occurs at higher voltages than in nonmodified films.

4. CONCLUSION
It is shown that the use of different-ligand complex

compounds of rare-earth elements with saturated vapor
pressures close to the chalcogenide vapor pressure
allows vacuum thermal deposition of films that show
potential for the development of planar optical
waveguides. It is found that the introduction of Eu(thd)3
complexes that incorporate oxygen into arsenic
selenide decreases the absorptivity in the Urbach edge
region. For these films, a significant decrease in the
conductivity activation energy is observed, which is not
typical of such materials. These results are explained by
the effect of oxygen on the medium-range order of the
structural matrix.
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Abstract—The optical properties of layers of C60 fullerene on a silicon substrate are studied before and after a
reducing annealing at 900–1050°C in a hydrogen atmosphere in order to detect the formation of silicon-carbide
clusters. It is shown, on the basis of Raman scattering, infrared absorption, time-resolved photoluminescence
spectra, and ellipsometric measurements, that the SiC clusters are not detected at the accuracy of the methods
used. After annealing, the layer is in the form of a porous hydrogen-rich film of disordered graphite, possibly
with a small amount of fullerene molecules. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Microminiaturization of modern devices has led not
only to the accelerated development of nanotechnolo-
gies for semiconductors but also to extensive studies
and a search for the corresponding nanomaterials. In
this context, the interest of scientists has been particu-
larly attracted to carbon in all its modifications, from
nanodisperse diamond to carbon nanotubes [1, 2].

Numerous recently discovered carbon modifications
(fullerenes with various compositions, single- and mul-
tiple-wall nanotubes, fullerites, and other carbon for-
mations) have found application in nanotechnology and
in the development of new devices.

Taking into account that there is a well-developed
silicon-based industry, it is reasonable to design nan-
odevices on silicon substrates, which makes it impor-
tant to study the interaction of carbon in general (and
fullerenes in particular) with silicon substrates under
various conditions.

In this paper, we report the results of studying the
properties of the interface between fullerene and single-
crystal polished silicon before and after annealing at
temperatures of 900–1000°C in a hydrogen atmo-
sphere. The objective of this study was to detect the
possible formation of silicon carbide SiC clusters,
which have been discussed for many years [3–5], at
comparatively low temperatures.

2. EXPERIMENTAL

Fullerene C60 layers were deposited in vacuum onto
the polished surface of KDB-10 silicon (p-Si:B with a
resistivity of 10 Ω cm) with crystallographic orienta-
tion (100) using the hot-wall method at substrate tem-
peratures of 500–600°C [6, 7]. The thickness of the lay-
1063-7826/05/3908- $26.00 0983
ers was ~0.2–0.6 µm. The surface was specular and col-
ored by interference to a green or red oxidation tint.

Some of the samples were annealed for 30–40 min
at 900–1000°C in a hydrogen atmosphere (we used
slow heating and natural cooling in the furnace in a
hydrogen atmosphere). The samples were coated with
silicon layers in order to reduce the possible sublima-
tion of the fullerene film.

We studied the time-resolved photoluminescence
(PL) spectra and the Raman spectra; in addition, we
used ellipsometry to determine the refractive index and
the fullerene-layer thickness. We applied Fourier spec-
troscopy to measure the transmission spectra in the far
infrared (IR) region of the spectrum.

The time-resolved PL spectra of the initial and
annealed fullerene layers on silicon were studied using
a computer-controlled setup based on an ILGI-503
pulsed ultraviolet laser (the emission wavelength λ =
337 nm, the pulse width 10 ns, the repetition frequency
100 Hz, and the energy in a pulse 3 µJ). The setup also
included an MDR-2 monochromator, an FÉU-79 pho-
tomultiplier, and a V9-5 converter.

The Raman (micro-Raman) spectra were measured
using a Renishaw 1000 grating spectrometer equipped
with a slot filter (in order to eliminate the Rayleigh
lines) and a cooled CCD photodetector. The 514.5-nm
line of a 163S argon laser was used. The resolution of
the spectrometer was about 2 cm–1. Filters were used to
attenuate the laser-emission power density to a level no
higher than 0.5 W/cm2. The choice of a low power den-
sity was made due to the necessity of avoiding both
photoinduced changes in the fullerene films and heat-
ing of the samples.

The optical constants of the films (the complex
refractive index N = n – ik, where n is the real compo-
nent of the refractive index and k is the extinction coef-
© 2005 Pleiades Publishing, Inc.
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ficient (the absorption index)) and the film thicknesses
were determined by the zero-ellipsometry method
using an LÉF-3M laser ellipsometer. The radiation
source was a He–Ne laser, and the radiation wavelength
was 6328 Å. Measurements were carried out at various
angles of incidence of the optical beam in the range ϕ =
50°–70°. The analysis was performed using a model of
a homogeneous layer on a substrate with known optical
parameters (for Si, n = 3.882 and k = 0.02). We solved
the direct ellipsometry problem; i.e., we calculated the
ellipsometry angles Ψ and ∆ at the specified variable
parameters of the layer (n, k, d) and determined the val-
ues at which the results of the calculation were in best
agreement with experimental values of Ψ and ∆ [8].

The transmission spectra in the spectral IR region
were measured using an LAFS-01 FTIR (Fourier trans-
form IR) spectrometer in the wave-number range 450–
4000 cm–1 without pumping down the measurement
chamber; the spectral resolution was equal to 4 cm–1.

3. RESULTS

3.1. Fullerene Layers Before Annealing
in a Hydrogen Atmosphere

The fullerene layers exhibited PL in the red and
near-IR regions of the spectrum, and the recombination
times were short (on the order of nanoseconds). A band
that has a width of ~100 nm and corresponds to the
emission from the fullerene film (see, for example, [9])
is clearly seen in the PL spectrum (Fig. 1, curve 1).

The Raman spectra of the unannealed samples
(Fig. 2, curve 1) include an intense narrow line that is
spaced by 1467 cm–1 from the pump line and is typical
of C60 fullerene [10]; in addition, two satellites of the
above line can be also seen (these satellites are located
at 1423–1424 and 1571–1573 cm–1).
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Fig. 1. Spectral curves representing photoluminescence of
the C60 fullerene layers on silicon (1) before annealing and
(2) after annealing in a reducing (hydrogen) atmosphere.
According to the data of the ellipsometry measure-
ments, the deposited fullerene layers not annealed in a
hydrogen atmosphere exhibit a refractive index with
n = 2.0–2.2 and k ≈ 0.04, which are in agreement with
the published data for C60 fullerene (n = 2.0–2.1) [11].
The somewhat larger value of n in our experiments sug-
gests that there is a certain amount of destroyed
fullerene molecules (for example, in the form of graph-
ite).

The FTIR spectra measured before annealing
(Fig. 3, curve 1) include narrow absorption lines at
wave numbers characteristic of C60: ~530, 575, 1184,
and 1430 cm–1 [12]. The other lines in the spectrum
(at 668 and 1575 cm–1) are more typical of graphite
(or amorphous carbon). This observation may also
indicate that the layers contain a certain number of
damaged fullerene molecules, which apparently split
off during evaporation in vacuum. The FTIR spectra of
some of the samples include a line at 1700 cm–1 that is
typically attributed to carboxyl groups. This observa-
tion can be related to adsorption of water during the
period when the samples were kept in air.

Thus, the layers of C60 fullerene deposited on the
surface of polished silicon exhibit optical properties
that are characteristic of fullerene and are fairly uni-
form in their composition.

3.2. Fullerene Layers After Annealing
in a Hydrogen Atmosphere

The optical properties of the samples changed radi-
cally as a result of annealing.

The band related to fullerene emission disappeared
in the PL spectrum (Fig. 1, curve 2).

The Raman spectra after annealing are represented
by curve 2 in Fig. 2. In these spectra, the fullerene-
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Fig. 2. Raman spectra of the C60 fullerene layers on silicon
(1) before annealing and (2) after annealing in a reducing
(hydrogen) atmosphere.
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related line at 1467 cm–1 is not observed; however, the
band related to the optical phonons in crystalline silicon
is clearly seen at 521 cm–1, and two wide bands peaked
at 1345 and 1604 cm–1 are observed. The intense line
related to the substrate (crystalline silicon) confirms the
data on thinning of the layer, while the absence of the
line at 1467 cm–1 suggests that most of the fullerene
molecules were decomposed or evaporated during
annealing. The lines peaked at 1345 and 1604 cm–1 are
helpful in the determination of the composition of the
remaining film. These lines belong to first-order D and
G bands that are attributed to scattering by carbon in an
sp2-hybridized state. The D band is absent in the spec-
trum of single-crystal graphite and manifests itself in
the presence of disorder (from the interfaces in poly-
crystalline graphite). In contrast, both bands are broad-
ened in the carbon spectra and practically merge
together. The results shown in Fig. 2 (curve 2) indicate
that, after annealing, the main mass of the remaining
layer is composed of graphite exhibiting a medium
degree of disorder (however, it has not reached the
stage of amorphous graphite [13]).

The low-intensity band with a flat top extended from
945 to 985 cm–1 corresponds to a second-order band of
Raman scattering from silicon.

The ellipsometry measurements indicate that the
layer thickness decreases, in spite of the measures
undertaken to prevent the evaporation of fullerenes dur-
ing annealing. The parameters of the layers after
annealing are consistent with a model of a homoge-
neous layer with the real refractive index n = 1.3–1.5
and a zero extinction coefficient. This extremely small
refractive index can be attributed to the formation of
voids and to loosening of the layers as a result of the
annealing-related effect of partial evaporation of
fullerene (an estimation according to the method of a
two-component medium yields a porosity of 65–75%).

In addition, the destruction of an appreciable frac-
tion of the fullerene molecules and their transforma-
tion, for example, into amorphous or polycrystalline
carbon can be accompanied by hydrogenation of a layer
in the course of annealing in a hydrogen atmosphere. It
is well known that hydrogenation of carbon layers also
brings about a decrease in the refractive index of these
layers to values of 1.1–1.7 [14].

After annealing, the fullerene-related line at 526 cm–1

and the doublet at 1430–1436 cm–1, as well as the
graphite line at 668 cm–1, were still observed in the
FTIR spectra (Fig. 3, curves 2, 3). At the same time, the
lines peaked at 575, 1184, and 1575 cm–1 disappeared.
However, a new line at 1080 cm–1, characteristic of
asymmetric vibration of the Si–O–Si bonds, appeared
in the spectrum. It is possible that this line arises and
intensifies in the course of keeping the annealed sam-
ples in air, which results in oxygen adsorption (Fig. 2,
curve 3). New absorption lines also appeared, i.e., a
doublet at 2340–2360 cm–1 and a low-intensity line at
SEMICONDUCTORS      Vol. 39      No. 8      2005
2925 cm–1 (the latter line is possibly related the C–Hx
bonds).

These data indicate that the fullerene molecules are
partially retained in the film. The results of optical stud-
ies of the fullerene layers after annealing in a hydrogen
atmosphere suggest that the fullerene molecules possi-
bly decompose and are partially evaporated. The
remaining layer consists of porous hydrogenated disor-
dered graphite with, possibly, a small number of
fullerene molecules.

4. CONCLUSIONS

We studied the effect of reducing annealing of
fullerene layers deposited onto silicon substrate on cer-
tain optical properties of these layers in order to reveal
clusters of silicon carbide. The refractive index of the
fullerene layers decreased appreciably as a result of the
annealing. At the same time, the absorption lines that
are located in the IR region of the spectrum and are
characteristic of fullerenes were partially retained; in
addition, new lines characteristic of hydrogen-like
bonds in carbon and oxygen bonds in silicon appeared.

Lines characteristic of silicon carbide were not
observed in the IR absorption spectra. The same is true
for the photoluminescence spectra. We may assume
that, in the best case, the fraction of the silicon carbide
clusters obtained using the described technology is
extremely small and cannot be observed using the mea-
surement methods used.

At the same time, it is worth noting that, if the same
procedures for deposition and annealing of a fullerene
layer on the surface of nanoporous silicon are used [15],
intense transient photoluminescence characteristic of
cubic silicon carbide is observed in the wavelength
range of 500–520 nm.
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Fig. 3. FTIR spectra of the C60 fullerene layers on silicon
(1) before annealing and (2) after annealing in a reducing
(hydrogen) atmosphere.
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In Memory of Anatoliœ Robertovich Regel’
(1915–1989)
May 14, 2005, marked the passing of 90 years since
the birth of Professor Anatoliœ Robertovich Regel’,
Doctor of Physics and Mathematics, Honored Science
Worker of the Russian Soviet Federal Socialist Repub-
lic, and an outstanding representative in the last galaxy
of disciples of A.F. Ioffe. A.R. Regel’ passed away in
1989, four-and-a-half months before his 75th birthday.
Celebrating his 90th birthday, we pay homage to a per-
son whose name is well known to the authors and read-
ers of this journal thanks to his outstanding contribution
to the development of semiconductor physics.

A.R. Regel’ was born in St. Petersburg into the fam-
ily of botanist R.É. Regel’, whose predecessors were
also botanists. In 1938, A.R. Regel’ graduated from the
Industrial Institute (at present, the St. Petersburg State
Polytechnical University) and became a researcher at
the Physicotechnical Institute of the USSR Academy of
Sciences, where he was involved with studies of tank
armor. At the very beginning of the Great Patriotic War,
Regel’ was sent, as a member of a special team of
researchers from the Physicotechnical Institute, to Sev-
astopol, where, under the guidance of A.P. Aleksandrov
and later I.V. Kurchatov, he was involved in work under
field conditions concerned with the protection of the
warships in the Black Sea fleet from German magnetic
mines. In 1942, this work was continued in connection
with ships in the Caspian and Amur flotillas and, later,
the Pacific fleet. The developed method for demagne-
tizing ships was so efficient that none of the demagne-
tized ships were destroyed by magnetic mines during
the entire period of the war. For his work, Regel’ was
awarded the Red Star Order and a medal “for the
defense of Sevastopol.”

In 1943, Regel’ returned to the Physicotechnical
Institute, where he continued his work in the area of
tank armor; these studies were completed with the
defense of his candidate thesis. Later on, the scientific
interests of Regel’ moved towards semiconductor phys-
ics. On the basis of a suggestion by Ioffe, Regel’ under-
took a detailed study of changes occurring in the elec-
tronic properties of semiconductors and metals as a
result of melting; in addition, he also intended to study
the electronic properties of these materials in a liquid
state. The idea was to clarify the role of short- and long-
range order (in the arrangement of atoms) in the forma-
tion of the energy-band structure. Regel’ developed a
new contactless method for measuring the electrical
conductivity of solids and liquids in a rotating magnetic
field. He exhaustively studied the electrical, thermal,
1063-7826/05/3908- $26.00 0987
and thermoelectric properties, as well as the density
and viscosity, of a large number of semiconductors,
metals, and alloys in the vicinity of melting, as a result
of which the long-range order is destroyed. The results
obtained played the determining role in the formation
of contemporary concepts of liquid and amorphous
semiconductors and brought Regel’ worldwide recog-
nition. Specialists in the field of semiconductor physics
know well the Ioffe–Regel’ criterion that defines the
role of short-range order in determining the electronic
properties of semiconductors. In his review of Regel’s
doctoral thesis, which was concerned with this prob-
lem, Ioffe wrote, in August 1956,

“Regel’s thesis is an outstanding event in semicon-
ductor and solid-state physics…

The studies carried out by Regel’ have revealed the
determining role of short-range order and, in particu-
lar, the coordination number in controlling the metallic
and semiconductive properties of a material… The nov-
elty and extensiveness of the results obtained and the
ability of Regel’ to adequately explain these results and
incorporate them into a predictable general pattern
© 2005 Pleiades Publishing, Inc.
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make the thesis under consideration a notable contri-
bution to present-day knowledge about matter in its
various states …”

In 1952, Ioffe had to leave the Physicotechnical
Institute. He organized the independent Semiconductor
Laboratory at the Presidium of the USSR Academy of
Sciences; this laboratory, after two years, became the
Institute of Semiconductors. Regel’ was among a small
team of Ioffe’s closest colleagues who followed Ioffe
and then formed the nucleus of the new institute. Ioffe
highly valued the scientific competence, organizational
aptitude, and personality of Regel’ and appointed
Regel’ to be his successor as the director of the insti-
tute. After the death of Ioffe in October 1960, Regel’
became the director of the Institute of Semiconductors.
Regel’ considered it his duty to preserve the structure,
line of research, and staff of the institute. He took
responsibility for general guidance of Ioffe’s chosen
line of research, i.e., thermoelectricity, where, in addi-
tion to a number of scientific problems, numerous prac-
tical applications appeared, especially in the field of
thermoelectric cooling. Regel’ was elected the chair-
man of the section on thermoelectric energy conversion
in the council dealing with the problem of direct con-
version of thermal energy to electric energy and the
vice-chairman of the council on the physics and chem-
istry of semiconductors at the Presidium of the USSR
Academy of Sciences. At that time, he became a perma-
nent member of the editorial board of the journal Fizika
i tekhnika poluprovodnikov (Semiconductors) and was
involved in very time-consuming activity related to the
erection of the new building for the institute (this new
building had been planned by Ioffe himself). In spite of
the fact that he was very busy, Regel’ headed the labo-
ratory and continued his extensive scientific activity.

In 1973, Regel’ was awarded the Ioffe Prize by the
Presidium of the USSR Academy of Sciences for a
series of studies concerned with the electronic conduc-
tivity of liquid semiconductors. Studies carried out by
Regel’ and his coworkers on the chemical thermody-
namics of semiconductors and published in three
monographs were awarded the State Prize of the USSR
in 1981. Regel’ was awarded the Order of the Red Ban-
ner of Labor for his scientific achievements and was
given the rank of Honored Science Worker of the Rus-
sian Soviet Federal Socialist Republic.

Regel’ remained the director of the Institute of
Semiconductors until 1972, when this institute was
amalgamated with the Physicotechnical Institute. After
the amalgamation and until his death, Regel’ was the
head of a large department that consisted of several lab-
oratories.

Regel’ gave much of his time to pedagogical activ-
ity. He supervised the work of his collaborators and
numerous postgraduate students and often acted as an
opponent for candidate and doctoral theses. It was
amazingly easy to come and see Regel’ on a matter of
concern. It was sufficient to slightly open the door of
his office, where he had installed a special writing-desk
for himself (the large writing desk and armchair that
belonged to Ioffe were kept in place as a memorial),
and invitation to come in would immediately follow if
he was not engaged in conversation with somebody
else. Contact with Regel’ was always extremely useful
and instructive. During any discussion, Regel’ was
invariably benevolent and displayed an evident wish to
help. If the help required not only advice from Regel’
but also positive action, this action invariably followed.

It is not often that one can meet a person who
enjoyed such wide popularity as Regel’. This popular-
ity was due to both his scientific achievements and his
amazing personality. Regel’ loved skiing and kayak
trips, loved and understood humor, loved nature and
people, and was a convinced optimist. In his spare time,
Regel’ would drop in at the laboratory to compete with
the younger members of staff in weight-lifting compe-
titions using a two-pood weight without any consider-
ation of status or position.

Regel was a man of principle; however, his adher-
ence to principles was not inflexible. He could give up
something of secondary importance in order to attain a
more important success elsewhere. However, Regel’
always had a moral barrier, which he could never be
forced to step over. It is the presence of this barrier (in
other words, probity) that was the most distinguishing
feature of his personality. The people who knew Regel’
will always remember him in their hearts.

S.G. Shul’man, R.V. Parfen’ev,
followers, colleagues, and friends.

The editorial staff endorses the kind words of praise
contributed by followers and friends of Regel’, who
was our colleague and made a notable contribution to
the progress of this journal.

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 39      No. 8      2005


	861_1.pdf
	878_1.pdf
	881_1.pdf
	884_1.pdf
	891_1.pdf
	894_1.pdf
	898_1.pdf
	904_1.pdf
	910_1.pdf
	917_1.pdf
	924_1.pdf
	928_1.pdf
	934_1.pdf
	941_1.pdf
	944_1.pdf
	951_1.pdf
	955_1.pdf
	960_1.pdf
	963_1.pdf
	967_1.pdf
	978_1.pdf
	983_1.pdf
	987_1.pdf

