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Abstract—The thermodynamic stability of Cd1 – xHgxTe, MnxHg1 – xTe, and ZnxHg1 – xTe alloys is studied.
Calculations performed in the context of the δ lattice-parameter model indicate that CdHgTe and ZnHgTe alloys
are stable over the entire range of compositions at typical growth temperatures. At the same time, a miscibility
gap is found in MnxHg1 – xTe at 0.33 < x < 1 at T = 950 K, which is consistent with the known experimental
data. It is shown that the biaxial strains observed in MnxHg1 – xTe/CdTe and MnxHg1 – xTe/Cd0.96Zn0.04Te thin
epitaxial films lead to a narrowing of the miscibility gap and to insignificant lowering of critical temperatures.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At present, the CdHgTe compound is the variable-
band-gap semiconductor most used in the fabrication of
infrared (IR) photodetectors [1]. However, the exist-
ence of certain problems related to the use of CdHgTe,
in particular, the instability of its lattice, surface, and
interphase boundary, have initiated the development of
alternative materials for IR detectors. Ternary com-
pounds such as MnHgTe and ZnHgTe occupy a promi-
nent place among these materials, as they have a num-
ber of advantages that have been extensively studied
both theoretically and experimentally [2, 3]. These
advantages include, most importantly, improved struc-
tural properties (such as microhardness and disloca-
tion-formation energy) and fairly high mobilities of
charge carriers. The composition and temperature
dependences of the band gap in these materials are sim-
ilar to those in CdHgTe [1]. In spite of the current seri-
ous problems in growing high-quality MnHgTe and
ZnHgTe samples (large segregation coefficients, higher
melting temperatures of the corresponding binary com-
pounds, an so on), it seems that new narrow-gap semi-
conductors based on Hg will gradually replace CdHgTe,
especially in applications where stringent requirements
are imposed on the stability of a device’s parameters. At
the same time, epitaxial methods of growth (in compar-
ison with the growth of bulk crystals) make it possible
to obtain large-area epitaxial layers and complex multi-
layer structures at relatively low temperatures, which is
especially important for the attainment of good operat-
ing characteristics in the next generation of photovol-
taic and MIS devices [4, 5].

In addition to analysis of the dependences of the
band gap and lattice constant on the alloy composition,
it is necessary to take into account the fact that the
1063-7826/05/3910- $26.00 1111
majority of alloys are unstable in a certain range of
compositions. An alloy in the instability region tends to
experience a decrease in its free energy as a result of
decomposition, i.e., a phase transformation that brings
about a disruption in the macroscopic homogeneity of
crystals and the formation of a mixture of phases with
differing compositions. When decomposition occurs
without the formation of nuclei of new phases, it is
referred to as spinodal decomposition. The correspond-
ing phase-diagram curve that separates the domain of
alloy compositions of that are unstable with respect
even to negligible fluctuations is referred to as the spin-
odal curve [6]. Unordered semiconductor alloys exhibit
a positive enthalpy of mixing, which leads to a decom-
position that counteracts the stabilizing effect of inter-
nal stresses. The conduction- and valence-band offsets
at the interface between two semiconductors can be
controlled using the corresponding strains, which
makes it possible to obtain improved heterostructure-
based devices. The strain also ensures an additional
degree of freedom when fitting the energy-band struc-
ture to experimental data and varying the optical and
kinetic properties of semiconductors.

Strains and stresses in materials grown by epitaxial
methods (such as molecular-beam epitaxy (MBE) and the
deposition of metal–organic chemical compounds from a
vapor phase (MOCVD)) are mainly caused by a mismatch
between the lattices of the epitaxial layer and the substrate.
The presence of elastic relaxation in thin films also affects
the phase transformations and stability [7].

The thermodynamic stability of the alloys under
consideration has not as yet been adequately studied.
Owing to the miscibility gap, one cannot obtain alloys
based on II–VI compounds containing an arbitrary com-
position of components. For example, in Cd1 – xHgxTe
© 2005 Pleiades Publishing, Inc.
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and ZnxHg1 – xTe systems with a slight lattice-constant
mismatch, the critical temperature of decomposition is
comparatively low, which makes it possible to obtain a
more or less regular alloy in the entire range of compo-
sitions under normal growth conditions [8]. At the same
time, a fairly wide region of phase separation (0.35 <
x < 1) was has been experimentally observed [9] in a
bulk MnxHg1 – xTe alloy.

CdTe and ZnTe crystals have a zinc blende structure
under conventional conditions; at the same time, MnTe
has two structural modifications: a high-temperature
modification with a cubic NaCl structure and a low-
temperature modification with a hexagonal NiAs struc-
ture [9]. As ternary compounds grow, they aquire a
sphalerite structure. Stresses related to a mismatch in
the lattice parameters and compositional fluctuations
affect the majority of physical properties, including sol-
ubility.

In this paper, we report the results of studying the
thermodynamics of strained Cd1 – xHgxTe, MnxHg1 – xTe,
and ZnxHg1 – xTe alloys. We analyze the effect of biaxial
stresses originating in the substrate and plastic relax-
ation caused by the formation of misfit dislocations on
diagrams of the spinodal decomposition in thin alloy
films using the model of the δ lattice parameter [10].

2. CONSIDERATION OF THE ELASTIC ENERGY
In order to thermodynamically describe pseudobin-

ary A1 – xBxC alloys, we consider the Gibbs free energy
of mixing (∆G) per mole,

(1)

where ∆H is the enthalpy of mixing, T is the absolute
temperature, ∆S is the entropy of mixing and is given by

(2)

and R is the universal gas constant. When describing
the enthalpy of mixing, two models are most often
used: the model of a regular solution [11] and the model
of the δ lattice parameter (DLP) [10]. It is well known
that the regular-solution model adequately describes
the thermodynamic properties of a liquid phase but has
limitations in the case of a solid phase, since the inter-
action parameters depend on the composition (x) in this
model. In the DLP model, the enthalpy of mixing ∆H
depends only on the lattice parameter a. For A1 – xBxC
alloys, ∆H can be expressed as [12]

(3)

where K is a parameter of the model. A solid solution
undergoes spinodal decomposition if the curve describ-
ing the composition dependence of the free energy has
an inflection point. The criterion for stability of pseudo-
binary alloys can be written as ∂2G/∂x2 > 0. The domain
of instability is defined as the geometric locus for which
the condition ∂2G/∂x2 = 0 is satisfied.

∆G ∆H T∆S,–=

∆S R xln 1 x–( ) 1 x–( )ln+[ ] ,–=

∆H E alloy( ) xE BC( )– 1 x–( )E AC( )–=

=  K aalloy
2.5– xaBC

2.5–– 1 x–( )aAC
2.5––[ ] ,
For a bulk solid solution, it is necessary to take into
account the elastic component of the free energy in
addition to the chemical component (the elastic compo-
nent has its origin in the requirement for coherent
matching of the phases [13] with the crystal anisotropy
taken into account). When the alloy is in the form of a
thin epitaxial film and the thermodynamic process
involves the formation of misfit dislocations, biaxial
tensile and compressive strains ε arise in the film as a
result of a mismatch between the lattice constants of the
alloy (aalloy) and the substrate material (asub); it is
important that εxx = εyy. The component of the stress ten-
sor in the perpendicular direction (z) for cubic crystals
can be written as

(4)

where C11 and C12 are the elastic constants of the film.
Taking into account that τz = 0 for the free (growth)
direction in the film, we use (4) to obtain

(5)

In the case under consideration, the strain energy per
unit volume can be expressed as [14]

(6)

where ε = εxx, E is Young’s modulus, and ν is Poisson’s
ratio. In addition, as was shown for the first time by Ipa-
tova et al. [15], the elastic strain energy in an epitaxial
film varies as a result of relaxation of elastic stresses at
the surface. In this case, it is more correct to use the fol-
lowing expression instead of (6):

(7)

The strain in a completely stressed epitaxial film is
given by

(8)

The composition dependence of an alloy’s lattice con-
stant aalloy(x) was described using Vegard’s law, which
is satisfied with a good accuracy for alloys from II–VI
semiconductors.

However, the situation under consideration is
observed only when the film thickness (h) is smaller
than the critical thickness (hc). If h > hc, plastic relax-
ation occurs in the film and is accompanied by genera-
tion of misfit dislocations; the thicker the film, the
smaller the strain present in it. With the aim of determin-
ing the effect of the above factors on the thermodynamic
stability of the alloys under consideration, we note that,
according to a model describing the balance of forces
[16] acting on dislocations, it can be written that

(9)

τ z C12εxx C12εyy C11εzz,+ +=

εzz

2C12

C11
-----------εxx x( ).–=

Es
Eε2

1 ν–
------------,=

Es'
C11

2 C11 C12+( )
------------------------------ Eε2

1 ν–
------------.=

ε x( ) εm x( )
aalloy x( ) asub–
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ε A/h;=
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i.e., as the thickness of the epitaxial film increases, the
strain decreases and the film gradually relaxes. Here,
the parameter A is determined from the condition for
continuity of the function ε(h) at the point h = hc. We
then use expressions (8) and (9) to find that A = εmhc.
The majority of semiconductor heterostructures are
grown on a (001) substrate surface; in what follows, we
limit the consideration to this substrate orientation.

In our calculations, we used the model of the bal-
ance of forces, in which the critical thickness of the epi-
taxial layer is defined as [16]

(10)

where α = 4, β is a phenomenological parameter that
serves as a measure of the deviation of stresses in the
dislocation core from the linear dependence on elastic
constants [7], and b is the magnitude of the Burgers
vector. Since 60° misfit dislocations in the (001) plane
are most often encountered in epitaxial semiconductor
layers, the Burgers vector can be written as (a/2)〈110〉 ,
which means that b = a/ .

Thus, the Gibbs total free energy of the system per
unit volume is the sum of the chemical energy ∆G and
the elastic energy ; i.e.,

(11)

where Nv is the number of moles per unit volume of a
homogeneous solid solution before its decomposition.
An analysis of the Gibbs free energy in relation to the
solid-solution composition, epitaxial-layer thickness,
and condition for stability make it possible to calculate
the miscibility gap. The parameters used in the calcula-
tions were taken from [12].

3. AN ANALYSIS OF THERMODYNAMIC 
STABILITY

3.1. Cd1 – xHgxTe

The known experimental data on the solid-state part
of the phase diagrams of the semiconductor alloys
under consideration are fragmentary. Although detailed
data on high-temperature solidus and liquidus lines are
well known [8], the small values of the atomic-diffu-
sion constants at lower temperatures make it difficult to
carry out the corresponding studies.

Substitutional Cd1 – xHgxTe solid solutions can be
experimentally obtained for all compositions (all val-
ues of x) both in bulk and film forms; therefore, the
analysis we have undertaken serves as a check.

The thermodynamic stability of Cd1 – xHgxTe has
been theoretically studied in a number of publications
by various methods [17–19]. In particular, in ab initio
calculations [17], the critical temperature of the spin-
odal decomposition is equal to Tc = 84 K. In our calcu-
lations, we used the DLP model, which is usually

hc
b
εm
----- 

  1
8π 1 ν+( )
------------------------ α

hc

b
---- 

 ln β+ ,=

2

Es'

Gtot Nv ∆G Es' ,+=
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applied to alloys based on III–V compounds, and
extended it to epitaxial films (this model was described
in detail in [7]). We calculated the critical temperature
as being equal to Tc = 95 K at xc = 0.5, which accounts
for the absence of the miscibility gap in this particular
alloy at characteristic growth temperatures for the solid
solution and is caused by insignificant internal stresses
as a result of a good match between the lattice constants
of the compounds that form the alloy (∆a/a ≈ 0.3%).
The decomposition diagram we calculated is shown in
Fig. 1, where the binodal curve is represented by the
dashed line and the spinodal curve is represented by the
solid line. As the film thickness decreases, the signifi-
cant contribution of biaxial stresses to the strain energy
brings about a certain decrease in the critical tempera-
ture and an insignificant narrowing of the spinodal-
decomposition range.

3.2. ZnxHg1 – xTe

This system has been studied rather extensively in
recent years, both experimentally and theoretically
[3, 4, 18, 20]. Similarly to a Cd1 – xHgxTe system,
ZnxHg1 – xTe alloys form a continuous series of solid
solutions [8]. However, the internal local strains arising
as a result of mixing of two components (ZnTe and
HgTe) with unmatched lattice constants (∆a/a ≈ 6%)
lead to a larger asymmetry of the spinodal-decomposi-
tion curves with respect to x = 0.5 and to an increase in
the critical temperature (Fig. 2, curve 1). In particular,
according to our calculations, Tc = 457 K at xc = 0.53,
which is in good agreement with the results reported by
Patrick et al. [18] (Tc = 455 K at xc = 0.56). Therefore,
it is possible to obtain a continuous series of solid solu-
tions at typical growth temperatures. In Fig. 3, we show
the calculated composition dependences of the critical
thickness for thin films of ZnxHg1 – xTe/CdTe (dashed
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Fig. 1. Phase diagrams of the Cd1 – xHgxTe decomposition.
The dashed line represents the binodal curve and the solid
line represents the spinodal curve.
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line) and ZnxHg1 – xTe/Cd0.8Zn0.2Te (solid line). We
used the DLP model to calculate the spinodal-decom-
position curves for the above films, which, in this case,
had a thickness h = 0.5 µm (Fig. 2). It follows from our
calculations that the film relaxes completely if h =
1 µm; i.e., the spinodal curve for this film practically
coincides with the corresponding curve for a bulk sam-
ple. As the film thickness decreases, the biaxial stresses
originating in the substrate affect the shape of the
decomposition curves more and more. In particular, the
critical temperature of decomposition decreases
slightly and the spinodal-decomposition region shifts to
higher zinc concentrations. These results thermody-
namically account for the higher quality of epitaxial
ZnxHg1 – xTe films grown on Cd0.8Zn0.2Te substrate as
compared to that of films grown on CdTe substrates and
are consistent with the experimental data [4].

3.3. MnxHg1 – xTe

In contrast to the Cd1 – xHgxTe and ZnxHg1 – xTe sys-
tems, MnxHg1 – xTe alloys have been studied in much
less detail due to the difficulties encountered in growing
this compound [2, 9, 21]. A wide range of variations in
the band gap makes it possible to expect that this alloy
will find extensive use, in particular, in photoelectronic
devices for the infrared region of the spectrum. Since
magnetic Mn ions are present in the lattice, the energy-
band parameters can be easily controlled by an external
magnetic field. However, a rather wide miscibility gap
(0.35 < x < 1) appreciably limits the domain of applica-
bility for bulk crystals. Therefore, recent expectations
have been linked to the growth of high-quality epitaxial
films with a wide variation in their composition. In this
case, the search for the optimal substrate is one of the
most important technological problems.
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Fig. 2. Phase diagrams of the ZnxHg1 – xTe spinodal decom-
position for (1) the bulk alloy, (2) a ZnxHg1 – xTe/CdTe sys-
tem (h = 0.5 µm), and (3) a ZnxHg1 – xTe/Cd0.8Zn0.2Te sys-
tem (h = 0.5 µm).
We calculated the Gibbs free energies for bulk
(Fig. 4, solid line) and epitaxially stressed (Fig. 4,
dashed line) MnxHg1 – xTe/CdTe solid solutions. The
biaxial stresses originating in the CdTe substrate
increase in an alloy with an increased Mn content and
give rise to a pronounced deformation of the composi-
tional dependence of the Gibbs free energy. In turn, this
circumstance also affects the spinodal-decomposition
curves (Fig. 5) plotted for two substrates: CdTe and
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Fig. 3. Dependence of the critical thickness (hc) on the com-
position (x) for ZnxHg1 – xTe/CdTe (dashed line) and
ZnxHg1 – xTe/Cd0.8Zn0.2Te (the solid line) epitaxial films.
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Fig. 4. Composition dependence of the Gibbs free energy
Gtot(x) for MnxHg1 – xTe/CdTe epitaxial films with the
thicknesses h = 1 µm (the solid line) and h = 0.1 µm (dashed
line). T = 600 K.
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Cd0.96Zn0.04Te. The results of our calculations indicate
that the phase separation in this alloy should be
observed in a wide concentration range at typical
growth temperatures. For example, the spinodal
decomposition of relaxed films (h > 0.5 µm) should
occur at T = 950 K if the Mn content is higher than
35%, which is in good agreement with experimental
data on the phase separation; according to these data,
the corresponding value x > 0.35 [8, 9].

If we take into account the biaxial strains originat-
ing in the substrate in MnxHg1 – xTe/CdTe and
MnxHg1 – xTe/Cd0.96Zn0.04Te thin films, the critical tem-
perature decreases insignificantly and the solubility
range of Mn extends to x = 0.41 for MnxHg1 – xTe/CdTe
and to x = 0.45 for MnxHg1 – xTe/Cd0.96Zn0.04Te. In addi-
tion, the miscibility gap narrows especially rapidly in
the films near the substrate, which was experimentally
confirmed in [22, 23]. It is also worth noting that the
critical thickness for a film grown on a Cd0.96Zn0.04Te
substrate is much larger than this thickness for a film
grown on a CdTe substrate (Fig. 6), which also indi-
cates that the former substrate is preferable.

4. CONCLUSION

We studied the thermodynamics of stability for
Cd1 – xHgxTe, MnxHg1 – xTe, and ZnxHg1 – xTe solid solu-
tions. Calculations carried out in the context of the
δ lattice parameter indicate that the CdHgTe and ZnHgTe
solid solutions are stable in the entire range of compo-
nent concentrations at typical growth temperatures.
At  the same time, a miscibility gap is observed in
MnHgTe, which is consistent with the experimental data.
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Fig. 5. Phase diagrams of the MnxHg1 – xTe spinodal decom-
position for (1) the bulk alloy, (2) MnxHg1 – xTe/CdTe
(h = 0.1 µm), and (3) MnxHg1 – xTe/Cd0.96Zn0.04Te (h =
0.1 µm).
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It is shown that the biaxial strains arising in
MnxHg1 – xTe/CdTe and MnxHg1 – xTe/Cd0.96Zn0.04Te
thin epitaxial films bring about a narrowing of the mis-
cibility gaps and an insignificant decrease in the critical
temperatures.
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Abstract—The magnetoresistance of a lightly doped p-Ge1 – xSix alloy is studied in the range of compositions
x = 1–2 at %. The results are compared with the available data for lightly doped p-Ge. The studies have been
carried out using ESR measurements at a frequency of 10 GHz in the temperature range 10–120 K. It is estab-
lished that micrononuniformity in the distribution of Si in the Ge lattice (Si clusters) suppresses the interference
part of the anomalous magnetoresistance and, in addition, results in an averaging of the effects of light and
heavy holes. This observation suggests a sharp decrease in the inelastic scattering time in the case of a Ge1 – xSix
solid solution as compared to that of Ge. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studies of the transport properties of Ge–Si alloys in
the range of compositions close to Ge [1] have revealed
that, at low temperatures, the charge carriers in these
materials are scattered by neutral compositional fluctu-
ations and by energy fluctuations in the bottom of the
conduction band (the top of the valence band). This cir-
cumstance leads to essential differences between the
low-temperature transport properties of such alloys and
single-component semiconductors.

One of the most informative effects when studying
the transport properties of semiconductors is their mag-
netoresistance (MR). The field and temperature depen-
dences of MR are closely related to the character of
charge-carrier scattering. Recent studies of the micro-
wave MR of lightly doped n- and p-Ge [2] have shown
that, at microwave frequencies and low temperatures,
this effect is controlled not only by scattering of the car-
rier momentum but also by scattering of the carrier
energy. The latter process manifests itself in the anom-
alous MR component as well as in intervalley scattering
in n-Ge and intersubband scattering in p-Ge.

In this context, it was of interest to clarify the influ-
ence of scattering by the neutral compositional fluctua-
tions that are thought to be present in Ge–Si solid solu-
tions on the scattering mechanisms mentioned above.
In this paper, we report data on the MR effect in a
p-Ge1 – x–Six alloy with x ≈ 0.01–0.02. These data are
compared to the results of similar studies of p-Ge [2].

2. EXPERIMENTAL METHOD AND RESULTS

The MR was measured using a procedure previously
developed for studying the MR in the microwave range
with the use of an ESR spectrometer. This procedure
allowed us to considerably improve the sensitivity of
1063-7826/05/3910- $26.00 1117
the setup and to obtain a higher accuracy of measure-
ment; as a result, the ESR signal could be reliably
detected in the lowest magnetic fields. The procedure
was described in detail in [3]. We used an E-112 spec-
trometer (Varian Co.), which operates at the frequency
10 GHz and whose magnet can produce magnetic fields
ranging from 0 to 16 kOe. The spectrometer includes an
ESR-9 Oxford Instruments cryostat, which is capable
of maintaining the temperature in the range 3–300 K
with an accuracy of 0.1 K. It is worth noting that
present-day ESR spectrometers record the derivative of
the microwave absorption of a sample with respect to
the magnetic field as a function of the magnetic field. In
turn, this function is proportional to the similar depen-
dence for the derivative of the conductivity or resistiv-
ity as defined by the relationship between the resistivity
of a sample and the wave impedance of the waveguide.

The MR effect was studied in samples of a rather
pure p-Ge1 – x–Six alloy that had a Ga dopant concentra-
tion p ≈ (7–10) × 1013 cm–3. At such a Ga content, the
conductivity in the impurity band is negligible in the
temperature range under consideration and all the
transport processes are controlled by holes in the
valence band. A sample 6 × 1.5 × 1 mm in size was
placed in the low-temperature region of the cryostat,
which was located inside the resonator of the ESR spec-
trometer. This allowed the dependences of the deriva-
tive of the microwave power P absorbed by the sample
with respect to the magnetic field H (dP/dH) on the
magnetic field to be recorded automatically when the
sample was at a particular temperature.

These dependences are shown in Fig. 1. It should be
noted that, at H = 0, the derivative is dP/dH = 0 (curve 1);
however, in order to avoid the superposition of the
curves, we have displaced each subsequent curve, start-
ing with curve 2, from the preceding one by a fixed step
© 2005 Pleiades Publishing, Inc.
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along the ordinate axis. It was found that the field
dependences of the derivative of the absorption signal
are noticeably weakened with an increase in tempera-
ture. In order to visualize the specific features of the
field dependences in this case, we have normalized
each dependence by setting the change in dP/dH to the
minimal value equal to unity instead of its zero-field
value. Since the samples were relatively pure and, thus,
had high resistivity, the change in the derivative of the
microwave absorption was usually proportional to the
derivative of the conductivity of the samples.1 In Fig. 1,
similar dependences for lightly doped p-Ge at the same
temperatures are shown for comparison.

It is evident that, in contrast to the curves for the
solid solutions characterized by one minimum of the
derivative dP/dH, the dependences for p-Ge exhibit two
minimums. In the both cases, the minimums shift to
higher magnetic fields with an increase in temperature.

3. DISCUSSION

It is important to note that, for Ge–Si solid solutions,
the observed dependences of the conductivity on the
magnetic field, which exhibit one minimum, correspond
to the conventional field dependence of classical MR. In
fact, it is well known that, under low fields (H  0),
the conductivity of a semiconductor decreases as H
increases according to the relation

(1)

where σ0 is the conductivity at H = 0, µ is the charge-
carrier mobility, and A is a numerical factor dependent
on the mechanism of scattering of the charge carriers. It

1 This problem was analyzed in detail in [3].

σm σ0 1 Aµ2H2–( ),=
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Fig. 1. Magnetoresistance of the p-Ge0.99Si0.01 alloy
(curves 1–5) and lightly doped p-Ge [2] (curves 6 and 7) vs. the
magnetic field at the temperatures (1 and 6) 12 K, (2) 20 K,
(3) 30 K, (4 and 7) 50 K, and (5) 80 K.
is also known that, under high fields (H  ∞), classi-
cal MR is independent of the magnetic field.

From the aforesaid and Eq. (1) it follows that, in low
fields, we have

(2)

i.e., the derivative of the microwave absorption is nega-
tive and decreases linearly as the magnetic field
increases. In line with the asymptotic behavior of the
conductivity, the derivative in the range of high fields
approaches zero (dP/dH  0) from the negative side.

As is evident from Fig. 1, the above-described field
dependences of dP/dH for Ge1 – x–Six solid solutions are
observed over the entire temperature range. The depen-
dences for lightly doped p-Ge (curves 6 and 7) are
shown in Fig. 1 for comparison. These dependences are
noticeably different from those for the p-Ge1 – xSix solid
solutions in that they have an additional minimum
under low fields in the low-temperature region. As was
established in [2], this minimum is due to the long
period of inelastic scattering of light and heavy holes in
this temperature range. It should be noted that the
curves for p-Ge have been shifted away from the other
curves so that the dependences do not intersect each
other. In addition, these curves are normalized in the
same manner as for the field dependences of the alloy.

The lack of such a minimum in the field depen-
dences of the MR of the Ge–Si alloy leads us to assume
that, for this material, the dephasing time is much
shorter than that for pure Ge. In the case of the alloy, the
dephasing time is so short that, in the course of carrier
diffusion, the self-crossing paths that define the quan-
tum corrections to the conductivity do not appear. The
same conclusion can be drawn for transitions between
the subbands of light and heavy holes. We can believe
that the light and heavy holes manifest themselves sep-
arately if the time taken for the transition from one sub-
band to the other is much longer than the inverse fre-
quency of the external field. If the frequency of the
intersubband transitions is much higher that the fre-
quency of the external field, each hole has an opportu-
nity to become light or heavy many times per period of
the field. In this case, the MR value for these subbands
is averaged.

Thus, the first conclusion that can be drawn from
comparison of the MRs of the pure Ge and Ge–Si alloy
is the following: due to the inelastic scattering of holes
in the alloy, fast dephasing of the holes and mixing of
light and heavy holes occur; as a result, the MR effect
is averaged over the corresponding subbands. The
enhancement of the inelastic scattering in Ge1 – xSix
solid solutions when x increases in the range of compo-
sitions close to the Ge side is most likely due to the
enhanced effect of compositional fluctuations [1, 4].

As the MR in the Ge–Si alloy exhibits only classical
behavior, it allows us to analyze the field dependences

dP/dH dσ/dH H;–∝ ∝
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shown in Fig. 1 in more detail. From Eq. (1) it follows
that, in the region of low fields, we have

(3)

Therefore, the temperature dependence of the second-
order derivative of the microwave absorption in low
fields is proportional to the hole mobility cubed. Fur-
thermore, the field dependence of the derivative of the
MR demonstrates behavior that is different in sign at
µ2H2 ! 1 and µ2H2 @ 1; this observation suggests that
the minimum of the derivative lies in the region around
µ2H2 ≈ 1. It follows that the magnetic field correspond-
ing to the minimum of the derivative Hmin is defined by
the inverse mobility:

(4)

Figure 2 shows the temperature dependence of the
second-order derivative of the microwave absorption at
H  0 for two samples with somewhat different Si
concentrations. As is evident from the figure, this
dependence can be divided, according to variations in
the parameters in formula (3), into two clearly defined
regions: (i) a low-temperature region and (ii) a high-
temperature region. At low temperatures, the second-
order derivative of the microwave absorption increases
with temperature because the hole density increases
due to thermal ionization of the dopant centers; at
higher temperatures, the behavior of the second-order
derivative is controlled by the behavior of the carrier
mobility. In the latter temperature region, the second-
order derivative of microwave absorption decreases as
the temperature increases and approaches the depen-
dence d2P/dH2 ∝  T–2.5 at high temperatures. Glicksman
[5] has measured the temperature dependence of elec-
tron mobility in Ge–Si alloys of various compositions.
Under the conditions of scattering by compositional
fluctuations, he obtained the dependence µ ∝  T–0.8 for
x = 0.03 in the temperature range 80–300 K. If we
assume that the mechanism of scattering in the Ge–Si
alloys under study is the same, the temperature depen-
dence is expected to be d2P/dH2 ∝  T–2.4. This depen-
dence is in good agreement with the experimental data.

The above assumption can be verified using for-
mula (4) for the field Hmin in which the minimum in the
derivative of the absorption signal is observed. In Fig. 3,
the temperature dependences Hmin(T) are shown for the
same samples as in Fig. 2. At relatively high tempera-
tures (T * 15 K), the two temperature dependences are
close to each other and can be written as Hmin ∝  T0.83, in
good agreement with the data provided by Glicksman [5].
In the low-temperature region, in which the scattering
mechanism is most likely changed from scattering by
compositional fluctuations to scattering by impurities,
the curves become separated.

It should be noted that the data shown in Fig. 3 are
controlled by the temperature dependence of the free-
hole mobility from much lower temperatures than the
data in Fig. 2. This circumstance is quite understand-

d2P/dH2 d2σ/dH2∝ 2σ0Aµ2– 2Aepµ3.–= =

Hmin 1/µ.∝
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able, since dependence (3) involves the free-hole con-
centration, a change in which influences the field
dependences of the MR up to rather high temperatures
(60–80 K).

Comparison of the data in Fig. 3 (with regard to the
relationship µ ∝  1/Hmin) with the corresponding exper-
imental dependences in [1] shows that the temperature
dependences of the mobilities for different alloys are
close to each other in the temperature range 20–120 K
but are noticeably different at T < 20 K. Specifically, the
data of [1] for lower temperatures are characterized by
a substantially weaker temperature dependence. As was
argued in [1], this is probably due to some extra scatter-
ing mechanisms in addition to scattering by composi-
tional fluctuations. (The samples described in [1] were
more heavily doped than the samples under study.) In
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Fig. 2. The second-order derivative of the microwave absorp-
tion d2P/dH2 vs. the temperature under low magnetic fields
for Ge1 – xSix alloys with (1) x = 0.01 and (2) x = 0.02. The

straight line refers to the dependence d2P/dH2 ∝  T–2.5.
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Fig. 3. Temperature dependences of the magnetic field corre-
sponding to the minimum derivative of the microwave
absorption in Ge1 – xSix alloys with (1) x = 0.01 and (2) x =

0.02. The straight line refers to the dependence Hmin ∝  T0.83.
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the case considered in this study, it is the scattering by
compositional fluctuations that is probably the most
important scattering process. This statement is con-
firmed by the fact that the temperature dependences of
the hole mobility are close to those observed in [5] for
the electron mobility, which is precisely due to the scat-
tering by compositional fluctuations.

As far as we know, all the theories on scattering by
compositional fluctuations [1, 5] are based on the
assumption that the potential of such fluctuations can
be described by the δ function. Therefore, these fluctu-
ations are assumed to be neutral objects with vertical
walls and represented by clusters of Si atoms embedded
in the Ge lattice. In this case, the decrease in mobility
resulting from an increase in temperature is governed
only by an increase in the thermal velocity of the charge
carriers. Then, this decrease is proportional to T–1/2.

In experiments, however, a more profound decrease
in the mobility is observed as the temperature increases.
In order to explain this observation, Glicksman [5]
assumed that the above clusters are charged and that
their charge is of the same sign as the carrier charge.
This assumption is quite reasonable, since the band gap
of Si clusters is much wider than the band gap of the
basic Ge lattice. However, the conventional description
of scattering by charged impurities yields an increase in
mobility on interaction of the carrier with either an
attractive potential or a repulsive potential [4].

It is possible to envisage another mechanism of
inelastic scattering by Si clusters in Ge. This mecha-
nism involves the trapping of a hole by such a cluster
and the subsequent thermal release of the hole back into
the valence band of Ge. If the cluster has a repulsive
potential and contains an allowed energy level, the fre-
quency of the trapping and release will increase as the
temperature increases, since, as is well known, the
cross section for trapping by repulsive centers increases
with an increase in temperature [6].

We analyze the temperature dependence of the prob-
ability of the above scattering mechanism by recogniz-
ing that, in turn, this scattering process is controlled by
the probability W1 of the carrier encountering the scat-
tering cluster and of its subsequent penetration through
the repulsive barrier. The temperature dependence of
the first of the two events is controlled by the tempera-
ture dependence of thermal velocity of the charge car-
rier, which is well known to be proportional to T1/2. The
probability of the second event W2 is described by the
relation

(5)

where T0 ≈ 105 K [6].
If the exponential function in formula (5) is replaced

by the increasing dependence T1/3, the desired probabil-
ity of scattering with trapping at the repulsive center W
will follow the temperature dependence in the form

(6)

W2 T0/T( )1/3,exp–∝

W W1W2 T1/2T0.33∝ T0.83.= =
As can be seen from Fig. 3, this relationship is in
excellent agreement with the experimental temperature
dependence of the mobility, although the physical
grounds for the above substitution remain obscure.

It should be noted that the above-considered mech-
anisms of interaction of charge carriers with charged
impurity clusters are clearly revealed in spin relaxation
processes [7]. Recently, we have demonstrated that,
when the concentration of the nitrogen dopant centers
in 4H-SiC is increased, the spin relaxation involves
interaction with charged clusters that contain progres-
sively smaller amounts of impurity centers [8].

4. CONCLUSIONS

The transition from p-Ge to diluted solid solutions
with Si (p-Ge1 – xSix with x ≈ 0.01–0.02) results in com-
plete elimination of anomalous MR, as has been
observed experimentally. In addition, the fine structure
of classical MR disappears because of an increase in the
frequency of transitions between the subbands of light
and heavy holes.

The low-field temperature dependences of the sec-
ond-order derivatives of microwave absorption that are
controlled by changes in the carrier mobility suggest
that scattering of holes by compositional fluctuations is
the prevailing mechanism of scattering. The same con-
clusion follows from the temperature behavior of the
magnetic fields corresponding to the minimum value of
the first-order derivative of microwave absorption. The
compositional fluctuations are related to the appearance
of Si clusters embedded in the Ge lattice.

The simple relationship between the magnetic field,
corresponding to the minimum value of the first-order

derivative of the MR, and the hole mobility (µ ∝  )
made it possible to determine the hole mobility to a rea-
sonably high accuracy over the entire temperature
range under study.

Analysis of all the experimental data (the field and
temperature dependences of the derivatives of micro-
wave absorption in diluted solid solutions of Si in Ge)
and comparison of these data with the previously stud-
ied MR in Ge [2] show that the inelastic scattering of
holes is due to repulsive centers that are assumed to be
Si clusters. A mechanism of inelastic scattering of holes
by Si clusters is suggested. The mechanism involves
trapping of the holes followed by their thermal release
into the valence band of Ge. For such processes, the
experimental temperature dependence of the hole
mobility is consistent with the model of centers with a
repulsive potential.
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Abstract—Junction-photovoltage pleochroism is studied in crystalline silicon under the conditions of a con-
ductivity anisotropy induced by a uniaxial compressive strain. Polarization modulation of light has been used:
the samples are excited by linearly polarized light, with the polarizations periodically alternating with respect
to the optical axis. The spectral characteristics obtained in such a way represent the polarization difference of
the photovoltages, which depends on the light absorbance. A heavy dependence of the spectrum shape on the
type of p–n junctions, which differ in relation to base parameters and emitter technologies, is detected. An anal-
ysis of the spectra shows that the condition of physical differentiation with respect to absorbance is satisfied
only in p–n junctions with a negligible space-charge thickness. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Light absorbance α is one of the main parameters in
such effects as transmission and photoconductivity or
various photovoltaic effects studied in semiconductor
crystals. The dependence of α on photon energy,
mainly due to the semiconductor band gap and features
of its dispersion in the Brillouin zone, controls the
shape of the spectral characteristics of the mentioned
effects. The information content of such characteristics
is important for studies of the physical properties of
materials and their applications. The need to increase
their informativity has led to the development of many
techniques of physical differentiation, which, together,
make up an independent spectroscopy division called
modulation spectroscopy [1]. During the development
of this line of research, various parameters and physical
quantities, such as electric and magnetic fields, temper-
ature, pressure and others, were used in modulations.

However, none of the physical modulation tech-
niques has been found capable of reproducing a deriva-
tive of a spectral characteristic of any optical or photo-
electric effect with respect to the absorbance. To this
end, it would be required to measure the response to a
change in the absorbance sequentially at discrete points
in a widely varying range of α. However this operation
seems impossible, since every used modulation tech-
nique causes a change in the absorbance simultaneously
at all points of its spectral characteristic due to the mod-
ulation effect on the entire crystalline system or any of its
elements. Moreover, the kinetic, recombination, and
other parameters of a material are subjected to the
α-modulation effect simultaneously with an α variation.

Therefore, the conceptual possibility of α modula-
tion (by analogy with λ modulation) can be accom-
plished only by varying an external-medium modulat-
1063-7826/05/3910- $26.00 1122
ing parameter that would not change, most importantly,
the structural properties of a material under study.
Under certain conditions, such a parameter can be (as
we showed earlier [2]) the polarization state of the elec-
tromagnetic radiation exciting a sample. The essence of
these conditions is that the state polarization of light
propagating in a sample manifests itself only when the
dielectric properties of a used material are anisotropic
and the light polarization state is modulated in a certain
way. In this case, the propagation and absorption con-
ditions for light with an electric-component vector par-
allel or perpendicular to the crystal optical axis become
different due to anisotropy of the complex refractive
index, which causes the linear dichroism effect. If the
difference in the corresponding absorbances is much
smaller than one of these absorbances alone (α⊥  – α||) !
α⊥ , α|| (small-anisotropy condition), according to an
analysis carried out in [3] using the example of a trans-
mission spectral characteristic, the measured signal con-
tains the derivative of the transmission function T(α)
with respect to the absorbance:

(1)

However, in contrast to the case of transmission, the
situation for photoelectric effects becomes complicated
due to additional processes. As was shown in [4] using
the example of polarization–modulation photoconduc-
tivity spectra, a diffusion of excess carriers changes the
spatial distribution of electrons and holes generated by
light according to the Lambert law, as, in this case, there
are different ratios of surface and volume recombination
fluxes. Nevertheless, the spectral characteristics of the
polarization difference of the photoconductivity exhibit,
although with a certain constraint, the property of the
derivative with respect to the absorbance.

∆T dT /dα( )∆α .=
© 2005 Pleiades Publishing, Inc.
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As for photovoltaic effects, they can add structural
inhomogeneity (e.g., a p–n junction) to the mentioned
factors as well as associated internal electric and strain
fields. For this reason, the feasibility of the α modula-
tion (by analogy with the λ modulation) of the spectral
characteristics of photovoltaic effects can be problem-
atic. The study of the level of feasibility in this case,
using the example of measurements and analysis of the
junction photovoltage induced when the p–n junction
of an anisotropic crystal is exposed to light, is the
objective of this paper.

2. EXPERIMENTAL

As follows from the above discussion, α modulation
can be experimentally demonstrated in any photovol-
taic spectra only in materials with anisotropic dielectric
properties. As for the spectra themselves, the most con-
venient characteristic for simulation seems to be the
spectrum of the junction photovoltage induced when a
p–n junction is exposed to light. Simultaneous satisfac-
tion of these conditions can be attained, e.g., in the
p−n junction of a Si crystal with the anisotropy con-
trolled by external uniaxial compression.

Silicon crystals with a cubic structure feature isotro-
pic dielectric properties. Therefore, optical or photo-
electric effects in them, associated with light polariza-
tion, can be caused only by a directed effect that lowers
the crystal symmetry. Therefore, in the case under con-
sideration, the experimental configuration is such that
the light interacting with the crystal propagates along
the normal to its surface and the dichroism α⊥  – α|| or
pleochroism P = (V⊥  – V||)/(V⊥  + V||) of the junction pho-
tovoltage V arises as a result of a change in crystal
structure symmetry, in contrast to the photopleochro-
ism induced by an oblique incidence of light [5].

Three types of samples with various preparation
conditions were used in the measurements. Their char-
acteristics are listed in the table. In all cases, standard
silicon wafers that were 0.4 mm thick and had a (100)
surface crystallographic orientation were used. In addi-
tion, an opposite-conductivity layer was formed on one
of the surfaces using a certain method. Then, rectangu-
lar platelets 1 × 0.5 × 0.04 cm in size were prepared by
cleaving along {110} cleavage planes. Aluminum elec-
trodes (a continuous electrode on the back surface and
a ring electrode on the exposed surface) were used to
connect a sample to a measuring circuit. In one case,
this circuit represented a reversely connected voltage
source and a load resistor (persistent photoconductivity
measurement conditions). In another case, it was in the
form of a high-resistance input of a selective amplifier
(photovoltage measurement conditions). A compress-
ing uniaxial force was applied to the narrow plate faces,
and its direction coincided with the sample surface
plane exposed to light and was parallel to the [110] crys-
tallographic direction. The samples were fixed in a com-
SEMICONDUCTORS      Vol. 39      No. 10      2005
pressing device to provide for their steady state under
compression as well as mechanical stress uniformity.

The measurements were carried out using the opti-
cal scheme described in [2]. Its key feature was the use
of a polarization modulator based on the photoelastic
effect. This device periodically (at a frequency of
50 kHz) transformed light with a circular polarization
state to linearly polarized light at the monochromator
output. The electric component of the light alternately
took on parallel and perpendicular orientations with
respect to the sample optical axis. The measured signal
represented the difference between two photovoltages
V⊥  and V|| excited in a planar p–n junction exposed to
linearly polarized light in the spectral range near the
absorption edge. The measurements were carried out at
room temperature in the range of the linear dependence
of the photovoltage on the light intensity. The light
source was an MDR-12 monochromator with a halogen
lamp at the input. The spectral characteristics of the
junction photovoltage and transmittance later used to
analyze the polarization characteristics were measured
using a conventional technique. The measurement data
were normalized to a constant intensity of light passed
through a sample’s front face.

3. RESULTS AND DISCUSSION

In order to analyze the experimental results, we used
the theoretical expression for low-signal photovoltage V
for the case V < kT/q [6]. This expression is the most
general case among such functional dependences
describing the relation between the photovoltage and a
set of physical and design factors:

(2)

V
I 1 αd–( )exp–[ ]α L

α2L2 1–( ) 1 2αd–( )exp–[ ]
--------------------------------------------------------------------=

× S0 K+( ) Sd K+( ) d/L( )exp[

– S0 K–( ) Sd K–( ) d/– L( )exp ] 1–

× αL αx–( )exp R 2αd– αx+( )exp+[ ]{
× Sd K+( ) d/L( )exp Sd K–( ) d– /L( )exp–[ ]

+ 2 2αd–( ) Sd 1 R+( ) KLα 1 R+( )–[ ]exp

– αx–( )exp R 2αd– αx+( )exp+[ ]
× Sd K+( ) d/L( )exp Sd K–( ) d– /L( )exp+[ ] } .

Table

Sample 
type

Base
type

Resistivity,
Ω cm

Emitter fabri-
cation method

Emitter 
thickness, 

µm

A p 1 Epitaxy 5

B p 10 Diffusion 2

C n 5 × 103 Implantation 0.5
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Here, L = ; K = D/L; D is the electron diffusivity
in the base, τ is the electron lifetime; S0 and Sd are sur-
face recombination rates on the front and rear sample
surfaces, respectively; d is the base thickness; x is the
emitter thickness; R is the light reflectance from the
back surface; and I is the illumination intensity.

The set of dependences of the photovoltage on the
photon energy of the excitation light calculated using
Eq. (2) is shown in Fig. 1. Here, the analytical approx-
imation α = (76.417 – 68.697E)2 [7] is used for the
energy dependence of the silicon crystal absorbance.
Figure 2 shows that the calculated (one of the depen-
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Fig. 1. Dependences of the junction photovoltage on the
photon energy and the emitter layer thickness x calculated
at D = 8 cm2/s, R = 0.7, τ = 1 × 10–6 s, S0 = 103 cm/s, Sd =

103 cm/s, and d = 0.035 cm.
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Fig. 2. Experimental dependence of the junction photovolt-
age of the type-A sample (dashed curve) and one of the
curves in Fig. 1 at τ = 1.5 × 10–6 s and x = 1 × 10–4 (solid
curve).
dences in Fig. 1) and measured spectral characteristics
of the photovoltage of the type-A sample are in good
agreement, which gives grounds to further apply the
formula to analysis of the spectral dependence of the
anisotropy ∆α = α⊥  – α||. We note that the argument of
the characteristics in this case is the photon energy
(which is conventional in practice), although, as was
mentioned above, the spectral dependences will be pre-
sented further on as functions of the absorbance.

As follows from [8], the states in direct-gap crystals
are mixed in the valence band under the effect of a
uniaxial strain. In particular, the bands V+ and V–
change places in directions perpendicular to the defor-
mation direction. This phenomenon results in the selec-
tion rules for interband transitions becoming dependent
on the polarization state. When junctions are excited by
linearly polarized light, these rules change as follows:
transitions from the V+ band are allowed under excita-
tion by both polarization states, while transitions from
the V– band are allowed only for polarizations perpen-
dicular to the compression direction. As a result, the
spectral dependence of the absorbance, which is inde-
pendent of polarization in an isotropic crystal, is split
into two components, and one of them, specifically,
α⊥ (λ), shifts in the energy scale.

Accordingly, two junction photovoltage compo-
nents arise: V⊥  and V||. Taking this factor into account,
we can predict the result of their polarization difference
measurement. It is evident that the spectral dependence
of this difference is controlled by whether or not there
is a maximum in the corresponding photovoltage char-
acteristic of a nondeformed sample. If a maximum
exists, the component V⊥  is crossed by the unshifted
dependence of V||, which results in a sign-alternating
difference curve, as is the case for the photoconductiv-
ity [4]. In the second case, the characteristic should
have a constant sign and resemble the characteristic of
the polarization difference of the transmittance, which
was studied in detail in [3].

In the crystal used in this study, optical transitions
are indirect in the entire photon energy range under
consideration. Nevertheless, the above considerations
on the formation of the spectral difference characteris-
tic are qualitatively confirmed by experiments. How-
ever, the experiments show that the actual situation is
more complex and diverse, as is demonstrated in Fig. 3,
where the spectral dependences of (a) the junction pho-
tovoltage and (b) the polarization difference character-
istics of p–n junction samples of all types are shown.
The absorbances (horizontal axis) are set identically for
all three samples and are taken from [9]. We note that
each of the three dependences in Fig. 3a is consistent
(as shown in Fig. 2) with a corresponding theoretical
curve in Fig. 1 if the photon energy is taken as their
argument. The amplitude values of the spectra, con-
trolled by various properties of the materials and tech-
nological parameters of the samples, differ, as in Fig. 1,
SEMICONDUCTORS      Vol. 39      No. 10      2005
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more than tenfold. For clarity, the curves in Fig. 3a are
normalized to identical relative values. In this case, it
should be kept in mind that the measured amplitudes of
the polarization differences ∆V = V⊥  – V|| are smaller
than each of their components by two to three orders of
magnitude in all three cases.

Comparing the curves in Figs. 3a and 3b in pairs, we
can see that only in two of the three cases, specifically
for the type-A and -B samples, the profile of the spectral
characteristics ∆V agrees with the previously outlined
argumentation of their formation. Namely, the spectral
dependence of ∆VB is actually sign-alternating in the
case of a maximum in the spectral dependence of VB
and constant-sign ∆VA in the case of the flattening char-
acteristic VA. However, the common origin of the curves
∆VA and ∆VB is only qualitative. For example, the polar-
ization difference function ∆VB agrees excellently with
the derivative dVB(α)/dα, at least in the range 50 cm–1 <
α < 600 cm–1 (Fig. 4), while the shape of the depen-
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Fig. 3. Spectral dependences of (a) the polarization differ-
ences ∆V = V⊥  – V|| of the type-A, -B, and C samples and
(b) the junction photovoltage V of the same samples. The
inset to panel (a) shows ∆V in the range of low absorbance.
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dence ∆VA(α) in the type-A sample is quite different
from the spectral characteristic of the derivative
dVA(α)/dα. 

As for the type-C sample, the argumentation of the
∆VC spectrum origin changes radically. Despite the fact
that the characteristic VC(α) is monotonic, the polariza-
tion difference ∆VC is sign-alternating and twice
crosses the horizontal axis. However, one of the inter-
sections, at α ≈ 5 cm–1 (the inset in Fig. 3a), can be
accounted for by the large reflectance from the specular
back surface due to its metallization. Indeed, the high-
intensity reflected light generates excess electron–hole
pairs in the space-charge region adjacent to the p–n junc-
tion. These pairs give rise to a polarization difference of
the same sign as strongly absorbed light.

An important conclusion can be drawn from Fig. 3b.
The positive values of ∆V in all three cases are caused
by the dichroism effect at a diffusion length comparable
to the absorption length 1/α for these characteristics. As
for the dichroism at the space-charge region width w, it
is so small in the case of the heavily doped type-A sam-
ple that is beyond the detectability of the used device.
The situation is more favorable for the type-B and -C
samples due to an increased Debye length, which
allows observation of the anisotropy in the drift compo-
nent of the junction photovoltage even for its mono-
tonic characteristic. In the type-C sample (high-resis-
tivity base), the magnitudes of the polarization differ-
ence of the spectral characteristic, as well as its extent,
significantly exceed the corresponding values in the
other cases. This circumstance is facilitated to a signif-
icant degree by the small thickness of the sample emit-
ter region.

The conclusion concerning the dichroism drift com-
ponent is based on an additional experiment aimed at
measurement of the photovoltage spectral characteris-
tics in the current mode at the two reverse bias voltages
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–200
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Fig. 4. Spectral dependences of the polarization difference
∆VB in the derivative of the junction photovoltage VB on the
absorbance of the type-B sample.
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U = 1.5 and 4.5 V. The obtained characteristics ∆VC,
being versions of the curve ∆VC in Fig. 3a, are shown,
for convenience, in Fig. 5 in the form of the dependence
on photon energy. We can see that one of the extrema,
at hν ≈ 1.3 eV, and one of the intersections of the curve
with the energy axis are shifted to lower absorbances as
the external voltage increases. However, this tendency
can be expected, as the space-charge layer thickness
increases due to a higher external voltage. In this case,
the second intersection, at E = 1.13 eV, is independent
of the bias voltage, since is caused by an unchanged dif-
fusion length.

4. CONCLUSIONS

It is shown that a junction photovoltage spectral
characteristic determined using polarization modula-
tion of light in a weakly anisotropic p–n junction is a
derivative of the spectrum with respect to the absor-
bance of an isotropic sample. Such a systematic feature
is observed only in the type-B sample, in which the
short electron lifetime τ, as follows from the character-
istic shape in Fig. 3b, excludes the contribution of
dichroism in the space-charge layer. This result is sim-
ilar to the polarization difference of the photoconduc-
tivity (see Fig. 4 in [4]), and it can be understood by
assuming that the contribution to the photopleochroism
due to the space-charge layer does not manifest itself in
this sample, as in the case of the photoconductivity.
Expression (1), taking into account the dependence of
the absorbance on the photon energy, is reduced to the
expression

(3)∆V
∂V
∂α
------- ∂α

∂ hν( )
--------------∆α ,=

U = 1.5 V
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Fig. 5. Spectral dependences of the polarization difference
∆VC at two reverse-bias voltages.
which, under the condition that [∂(hν)/∂α]∆α ≅  1,
agrees with Fig. 4. Hence, it can be concluded that
polarization modulation of light in the measurement of
the junction photovoltage yields the spectral character-
istic of the effect. This characteristic, as in the cases of
transmission and photoconductivity, is the derivative of
the spectral characteristic of an isotropic crystal with
respect to the absorbance.

We note another methodical feature that manifests
itself in this study. As was shown in [2], the polarization
difference of the absorbances in a sample was deter-
mined indirectly using an external photodiode to mea-
sure the transmitted light intensity. In the case under
consideration, the detecting element in the optical
scheme was the p–n junction, i.e., a sample component,
which immediately detected light-generated electron–
hole pairs. At the same time, experience has shown that
the contribution of the finite thickness x of the emitter to
the measured value is negligible, as it should be under the
condition x < λ(2πn) (the Woltersdorff effect [10]). Fur-
thermore, identification of the causes of such a variety
of pleochroism characteristics was facilitated by the
hierarchy of lengths employed in the used samples, i.e.,
d > L > ω > x. Variation in the light wavelength and,
hence, the absorbance when measuring the spectral
characteristics allowed sequential exclusion of various
causes of the pleochroism and their contribution to the
resulting signal. It was found, at least in the case of the
type-C sample, that there exist three pleochroism com-
ponents related to the sample thickness, carrier diffu-
sion length, and thickness of the region under the influ-
ence of the space-charge field of the p–n junction.

The last-mentioned observation is concerned with
terminology. As we showed in [4], the pleochroism
spectral characteristic P = (V⊥  – V||)/(V⊥  + V||), at its
small values P ! 1 (which are found in the case under
consideration), and the polarization difference charac-
teristic ∆V = V⊥  – V|| are absolutely identical. This cir-
cumstance means that the shape of P(α) is exclusively
controlled by the properties of the numerator, which is
referred to as the polarization difference. Therefore, the
use (for brevity) of the term “pleochroism,” along with
the polarization difference, in this case should not cause
objections.
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Abstract—The electroluminescence of Si–Ge diodes (with a Ge content of 5.2% in the corresponding solid
solutions) in the region of interband transitions has been studied at the temperatures T = 82 K and 300 K. The
emission spectra, the linear dependence of the electroluminescence intensity on current, and the exponential
decay of the intensity suggest an exciton mechanism of radiative recombination with and without the involve-
ment of phonons during radiative transitions. © 2005 Pleiades Publishing, Inc.
Studies of light-emitting structures based on single
crystals of Si–Ge solid solutions have attracted consid-
erable interest in the context of the opportunity to vary
the radiation wavelength (λ) over a wide region of near-
IR spectra by varying the content of the components in
the solid solutions. Reasonably high internal efficien-
cies of electroluminescence (η) for such structures have
already been achieved. According to [1], the maximum
room-temperature efficiency η = 0.1% of Si- and Ge-
based light-emitting diodes (including low-dimen-
sional structures), which, for optical communication,
typically emit at λ ≈ 1.3 µm, has been attained precisely
for diodes based on Si–Ge single crystals. It is worth
noting that the maximal η indicated above is not a lim-
iting value. The technology of Si–Ge light-emitting
diodes can be included in the process of fabrication of
integrated circuits based on silicon single crystal. The
low-absorption waveguides for such optoelectronic
devices can be manufactured from silicon. In this case,
since the refractive indices of Si and Si–Ge are close to
each other, the losses resulting from transfer of radia-
tion from the emitting diode to the waveguide can be
reduced to a minimum. An understanding of the mech-
anism of radiative recombination in Si–Ge solid solu-
tions forms the physical grounds for accomplishment
of the optimal characteristics of light-emitting struc-
tures based on Si–Ge and for successful applications of
the structures.

Recent studies of the mechanism of indirect
(phonon-assisted) radiative recombination occurring
during interband transitions in Si single crystal [2] have
led to a substantial shift away from earlier concepts.
These studies have shown that the experimental results
available can now be interpreted in the context of an
1063-7826/05/3910- $26.00 1128
exciton mechanism of radiative recombination in Si not
only at low temperatures but also at comparatively high
temperatures, including room temperature. The essen-
tial difference between the emission spectra of Si–Ge
solid solutions and those of Si is that, in addition to
emission due to phonon-assisted (PA) indirect transi-
tions, there commonly exists, in the spectra of Si–Ge, a
comparable emission due to transitions in which no
phonons are involved (NP transitions) [1, 3–6]. The
purpose of this study is to clarify the influence of such
conditions on the characteristics of recombination
emission in the region of interband transitions in Si–Ge
single crystal and to identify the mechanism of radia-
tive recombination in Si–Ge that accounts for these
characteristics.

The diodes to be studied were prepared from a
(122)-oriented polished wafer of boron-doped Si–Ge
single crystal. The thickness of the wafer was about
350 µm, and its resistivity was 2.5 Ω cm. The Ge con-
tent was 5.2%. The p–n junctions were formed by pla-
nar technology, with a diffusion of phosphorus through
the windows of 0.8 mm in diameter in a SiO2 film. The
phosphorus concentation in the n+-type layer was ~4 ×
1020 cm–3. The rear side of the plate was doped by a dif-
fusion of boron up to a concentration of ~1019 cm–3.
Ohmic contacts were formed on the front and rear sides
of the wafer by thermal sputtering of Au and Cr. Spectra
for the emission from the front side were recorded. The
minority-carrier lifetime, determined by the procedure
used in [7], was ~11 µs at currents of 0.3–1.0 A.

In order to excite the electroluminescence (EL), a
pulsed voltage was applied to the diodes at a pulse rep-
etition frequency of 32 Hz and pulse duration of 0.1–
0.2 ms. The EL spectra were recorded using a mono-
© 2005 Pleiades Publishing, Inc.
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chromator (with the resolution 7 nm), an InGaAs-based
photoelectric detector, and a selective nanovoltmeter.
The spectra were corrected with regard to the spectral
characteristics of the photodetector and the entire opti-
cal path.

Figures 1 and 2 show the emission spectra of an EL
diode. The spectra were obtained with a current of
80 mA at temperatures of 82 K (Fig. 1) and 300 K
(Fig. 2). Here, as in the spectra of previously studied
Si–Ge diodes [1, 3–6], EL peaks related to PA and NP
transitions can clearly be seen. At T = 300 K, a notice-
able overlapping of these peaks is evident (Fig. 2).
When analyzing the spectra, we used a method focus-
ing on the vertical straight lines corresponding to the
onset of an increase in the EL intensity in the long-
wavelength part of the spectra for different mechanisms
of radiative recombination in Si–Ge (see dashed verti-
cal lines 2–7 in Figs. 1 and 2). The method was
described in [2]. At a fixed temperature T, the band gap
of a Si–Ge solid solution with a 5.2% Ge content Eg(T)
is narrower than the band gap of Si by ~24 meV [8], and
the binding energy of the charge carriers in the exciton
state (Eex) is ~13.5 meV [3]. In this case, it follows from
the results of [4] that the energy released in the recom-
bination events involving transverse optical (TO)
phonons defines the major EL peak and is equal to
Eph1 = 58 meV. By analogy with Si, it is assumed that
the energy of the phonons with the highest energy (Eph2)
is equal to 2Eph1, since two TO phonons of energy Eph1
are involved in a recombination event [9].
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Fig. 1. Dependence of the electroluminescence intensity on
the photon energy hν at a current of 80 mA and temperature
of 82 K (curve 1). The dashed vertical lines refer to photon
energies corresponding to (2) the band gap of the Si–Ge
solid solution at T ≈ 82 K (Eg(82 K) ≈ 1.137 eV [8, 9]),
(3) Eg(82 K) – Eex, (4) Eg(82 K) – Eph1, (5) Eg(82 K) – Eph1 –
Eex, (6) Eg(82 K) – 2Eph1, and (7) Eg(82 K) – 2Eph1 – Eex.
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When analyzing the EL spectra, we used the follow-
ing concept: at photon energies corresponding to the
onset of each mechanism of radiative recombination (at
the intersections of the spectral curves with the related
vertical lines), bends in the spectral curves should be
observed. These bends are accompanied by an increase
in the derivatives of the dependences of the EL intensity
on the photon energy I(hν). It is obvious that such
bends can be noticeable if the related contribution of a
particular EL mechanism is sufficiently large. As can be
seen from Figs. 1 and 2, the typical bends at 82 and
300 K are observed only for the exciton EL mecha-
nisms. This circumstance allows us to argue that, in
Si−Ge solid solutions, the predominant form of radia-
tive recombination during PA and NP transitions is
recombination via exciton states.

In the structures under study, linear dependences of
the integrated EL intensity on the current were
observed over a wide range of currents under the con-
ditions of high-level injection (see Fig. 3). In addition,
exponential decay of the EL was observed at as low as
300 K. The experimental procedure for studying EL
decay has been described in [2]. As was shown in [2],
the above two results can also be explained in the context
of the exciton mechanism. It should be noted that no
explanation for these results is provided by the model of
radiative recombination of free charge carriers.

It was noted in [2] that, for predominance of the
exciton mechanism of radiative recombination in Si at
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Fig. 2. Dependence of the electroluminescence intensity on
the photon energy hν at a current of 80 mA and temperature
of 300 K (curve 1). The dashed vertical lines refer to photon
energies corresponding to (2) the band gap of the Si–Ge
solid solution at T ≈ 300 K (Eg(300 K) ≈ 1.096 eV [8, 9]),
(3) Eg(300 K) – Eex, (4) Eg(300 K) – Eph1, (5) Eg(300 K) –
Eph1 – Eex, (6) Eg(300 K) – 2Eph1, and (7) Eg(300 K) –
2Eph1 – Eex.
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300 K, it is necessary that the exciton radiative lifetime
(τr) is several orders of magnitude shorter than the free-
carrier radiative lifetime (τf). The same relationship
between τr and τf is required for predominance of the
exciton mechanism in Si–Ge at 300 K. As was noted
in [2], this relationship is a consequence of two circum-
stances: first, the average spacing between free carriers
is much larger than the exciton Bohr radius; second,
radiative recombination necessitates a certain correla-
tion between the positions of the electron, hole, and
phonon emitted or absorbed in a recombination event.
Such a correlation has a much higher probability of
occurring in the case of recombination via excitons.
According to the present concepts [4], radiative recom-
bination with the participation of NP transitions in
Si−Ge involves dopant atoms that allow compliance
with the momentum conservation law in indirect transi-
tions. Therefore, the second reason for the substantial
difference between the times τr and τf for NP transitions
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Fig. 3. Dependences of the electroluminescence integrated
intensity on the current at 82 and 300 K.
(the first reason being the substantial difference in the
average spacing between the electron and hole) may be
the necessity of a certain correlation between the posi-
tions of the electron, hole, and dopant atom. This corre-
lation has a much higher probability of occurring in the
case of recombination via excitons.

In conclusion, it should be noted that, at a current of
600 mA and temperature of 300K, the EL of the fabri-
cated Si–Ge light-emitting diodes induced nearly the
same photocurrent in the Ge photodiode as that induced
by the EL of the previously studied Si light-emitting
diode with η ≈ 0.6% when focusing radiation onto the
photodetector under similar conditions.

This study was supported in part by INTAS (grant
no. 2001-0194) and by the Russian Foundation for
Basic Research (project no. 04-02-16935).
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Abstract—The procedure of measuring static magnetic susceptibility is used for the study of local ordering in
III–V crystals containing rare-earth dopants. The dependences of the static magnetic susceptibility on the temper-
ature and magnetic field show a slight paramagnetism at high temperatures due to quasi-molecular Ln2O3-type
centers present in the III–V(Ln) crystals. In such centers, the pairs of Ln3+ ions are antiferromagnetically
ordered by an exchange interaction via the oxygen valence electrons. At low temperatures, the crucial role is
played by localization of electrons at shallow donors. Due to the s–f exchange interaction, such localization
results either in paramagnetism of the crystals, due to transformation of the Ln2O3 molecules from the antifer-
romagnetically ordered state to an ferromagnetically ordered state, or in superparamagnetism, due the forma-
tion of bound spin polarons. In this case, the constants of the s–f exchange interaction determined from the tem-
perature dependences of the static magnetic susceptibility are anomalously large. This circumstance probably
results from the efficient compensation of spin correlations by the electron–vibration interaction. © 2005 Ple-
iades Publishing, Inc.
1. INTRODUCTION

The development of solid-state devices for micro-
electronics and nanoelectronics is primarily based on
the possibility of controlling the electrical characteris-
tics of semiconductor materials. The electrical parame-
ters of such materials are closely related to their mag-
netic and optical properties, which are defined by
intrinsic and/or extrinsic defects [1–3]. In turn, point
defects and extended-defect centers, which are varieties
of extrinsic and intrinsic defects, are characterized by
the interplay between charge (spin) correlations and the
electron–vibration interaction (EVI). Such interplay
conditions the two fundamental properties of the
defects: their metastability, as a consequence of charge-
transfer-induced changes in the position of the center in
the crystal lattice, and compensation of the Coulomb
repulsion of electrons at the center [4–6]. These two
properties are most adequately represented in the
behavior of the magnetic moment, which can be easily
monitored by measuring the dependences of the static
magnetic susceptibility on temperature and field. Such
measurements can be performed without exposure of
the samples to optical radiation as well as under expo-
sure with the use of various sources of monochromatic
or nonmonochromatic radiation [7–10].

In this study, the potential of the method of measur-
ing the static magnetic susceptibility for understanding
the interplay between the EVI and charge (spin) corre-
lations is demonstrated using the example of the mag-
netic properties of III–V crystals containing rare-earth
elements (REEs). The magnetic properties of these
compounds are governed by the formation of point-
1063-7826/05/3910- $26.00 1131
type quasi-molecular rare-earth centers (QMRECs) and
by magnetic ordering via the s–f exchange interaction
in the domains in which there is a high local density of
QMRECs [10, 11].

2. EXPERIMENTAL

2.1. REE Centers in III–V Crystals

There exist at least two basic reasons why semicon-
ductor crystals containing REE dopants attract particular
interest. The first reason is related to the electronic struc-
ture of the REE atoms, which considerably differentiates
lanthanides from other magnetic dopants. The second
reason is that it is possible to produce semiconductor
materials that can be characterized by interplay between
their electrical, magnetic, and optical properties.

The magnetic 4f electron shell of an REE atom is
well screened by 5p and 5s electrons and, thus, can be
only slightly distorted by the electric field of the
ligands. This fact makes it possible to study the intrac-
enter luminescence and absorption in virtually any
matrix. The intracenter luminescence spectra of REE
centers consist of a set of narrow lines (with a width
smaller than 1 nm), since the ground states of the cen-
ters are barely hybridized with the band states of the
crystal at all and the excited states are hybridized only
slightly [3]. Moreover, the first studies of the electron
spin resonance (ESR) and intracenter luminescence
have shown that REE atoms, with the exception of gad-
olinium and europium, occupy cation sites in the III–V
crystal lattice with a tetrahedral surrounding and bond
via their two 6s and one 4f electrons [12, 13].
© 2005 Pleiades Publishing, Inc.
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At first sight, therefore, it seems that the EVI should
produce only a weak effect on the structure of the REE
centers in III–V crystals. However, even the “smallest”
lanthanide, ytterbium, when occupying the cation site,
causes a profound “overstressing” of the lattice; as a
result, the tetrahedral symmetry of the REE centers
seems to be not the only possible symmetry in this case.
In fact, further studies of the photoluminescence have
revealed trigonal REE centers [14–16]. In addition,
low-symmetry REE centers have been detected in
III−V crystals from ESR measurements [17] and in stud-
ies of the Zeeman effect in high magnetic fields [18]. It
should be noted that the tetrahedral centers were evi-
dent only in samples with a high content of REE

–

(a)

(b)

1

2

3

Fig. 1. Schematic representation of the trigonal quasi-
molecular rare-earth center Ln2O3 in the (a) antiferromag-
netically ordered and (b) ferromagnetically ordered states.
The numbers refer to (1) the atoms of the basic lattice,
(2) rare-earth atoms, and (3) oxygen atoms.
dopants, i.e., with an REE content much higher than the
content of the residual carbon and oxygen impurities.
At the same time, low-symmetry REE centers prevail in
III–V crystals with a lower content of REE dopants
[3, 12–18]. Thus, taking into account the high chemical
activity of the REE, especially towards oxygen and car-
bon, we can assume that the low-symmetry REE cen-
ters in III–V crystals are Ln2O3-type quasi-molecular
rare-earth centers (QMRECs) (Fig. 1a). Because of the
weak paramagnetism, it is most reasonable to study the
magnetic properties of QMRECs by recording the
dependences of the magnetic susceptibility on temper-
ature and magnetic fields.1

2.2. Experimental Procedure for Measurements 
of the Static Magnetic Susceptibility

The samples to be studied were grown from a mol-
ten solution and by the Bridgman–Stockbarger method.
The samples were doped with the REEs from the melt.
The concentration of REE dopants in the III–V crystals
was determined, by spectral and neutron-activation
analyses, to be at the level 1017–1021 cm–3.

The static magnetic susceptibility of the REE-doped
III–V crystals was measured according to Faraday’s
procedure using an MGD 312 FG system. The mag-
netic fields ranged up to 15 kG.

The static magnetic susceptibility was determined
from the relation

(1)

where χ(T, B) has the dimension [χ] = cm3/g and m is
the sample mass (for the samples under study, m = 0.1–
0.1 g). The value of the force acting on a sample in the
strongly nonuniform field, F(T, B), was measured using
a precision electromechanical balance, which was
involved in the setup. The magnetic field gradient was
directed vertically upward along the fiber suspension
(the z axis).

The setup was calibrated and the quantity BdB/dz
was determined in an independent experiment at room
temperature. In this experiment, an InP crystal with the
known magnetic susceptibility χdia = –313 × 10–9 cm3/g
was used as a reference sample. The value of BdB/dz
measured when in this way was ≤2 × 107 cgsm.

The induction of the external magnetic field at the
sample location was determined using a Hall detector
or from the field dependence of the magnetic suscepti-
bility χpara of the CdF2(Mn) samples at the temperature
T = 4.2 K.

The MGD 312 FG setup allows measurements in the
temperature range 3.2–300 K. The samples were placed
in a quartz bowl suspended from the balance by a thin
quartz fiber. The balance was encased, together with a

1 Here and below, Ln is the general notation of any chemical ele-
ment of the lanthanide Group.

χ T B,( ) F T B,( )
mBdB/dz
-----------------------,=
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sample, in a hermetically sealed chamber. Before the
measurements, the space inside the chamber was evac-
uated. Then, the chamber was filled with gaseous
helium up to the pressure ~200 Torr to provide the nec-
essary heat transfer between the sample and the cham-
ber walls, whose temperature was kept constant. The
walls of the chamber, where the sample was located,
were cooled by a regulated flow of liquid helium vapors
forcedly extracted from a Dewar vessel, with the tem-
perature controlled to keep it at a fixed level. The tem-
perature was measured by thermistors attached to the
wall in the inner space of the cryostat. The thermistors
were calibrated to within a hundredth of a Kelvin
degree by a gas thermometer containing nitrogen,
hydrogen, and helium.

The static magnetic susceptibility of the REE-doped
III–V crystals was measured by a two-stage procedure.
At the first stage, reference measurements for the
empty quartz bowl were carried out at different temper-
atures over the entire range of magnetic fields. At the
second stage, similar measurements were carried out
with a sample in the bowl. The results of the reference
measurements of the magnetic susceptibility were sub-
tracted from the results of the second-stage measure-
ments for the sample.

When measuring the static magnetic susceptibility,
the sensitivity of the MGD 312 FG setup was no lower
than 10–9 cm–3/g. The errors in determining the value of
χ(T, B) arise from errors generated by the balance (on
the order of few micrograms) and from the inaccuracy
involved in placing a sample in the same region of the
nonuniform magnetic field when changing the sample

800

600

400

200

0

1/ρχ × 10–3

50 100 150 200
T, K

ρ = 4.79 g/cm–3

Fig. 2. Temperature dependence of the static magnetic sus-
ceptibility of the InP:Yb crystals with a statistically uniform
distribution of rare-earth dopants over the bulk. The crystals
were grown by the Bridgman–Stockbarger method; the Yb
dopant was introduced when growing the crystal from the
melt. The dependences calculated by Eq. (2) (solid line) and
by Eq. (3) with regard to the contribution of the ferromag-
netically ordered QMRECs (dashed line) are shown.
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and partially disassembling the setup. The major error
in the absolute value of the susceptibility was intro-
duced by the measurement of the sample mass with the
use of an ADV-200 analytic balance.

2.3. Temperature Dependences 
of the Static Magnetic Susceptibility

The experimental and calculated temperature depen-
dences of the magnetic susceptibility of the REE-doped
III–V crystals are shown in Figs. 2–10. It is clear that,
over a wide temperature range, these dependences can-
not be adequately described by the Langevin–Brillouin
function that transforms into the Curie law at kT @ µH.

1/χ × 10–6, g cm–3

40

30

20

10

0 50 100 150 200 250 300
T, K

Fig. 3. Temperature dependence of the static magnetic sus-
ceptibility of the dendrite InP:Yb crystals doped with Yb
during growth. The solid line corresponds to the depen-
dence calculated by Eq. (4).
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Fig. 4. Temperature dependence of the static magnetic sus-
ceptibility of the InP:Er crystals with a low Er concentration.
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Moreover, the magnetic susceptibility of the III–V crys-
tals doped, e.g., with ytterbium, erbium, neodymium,
or dysprosium is independent of temperature or mono-
tonically varies with temperature. Thus, the REE
dopants cannot be considered as a system of weakly
interacting single-atom paramagnetic centers in III–V
crystals.

In fact, the ESR spectra and the temperature depen-
dences of the static magnetic susceptibility of the
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1/χ × 10–6, g cm–3

60 90 120
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T, K
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0

a

b

c

d

Fig. 5. Temperature dependence of the static magnetic sus-
ceptibility of the GaP crystals doped with (a) gadolinium
(the left-hand ordinate axis), (b) thulium, (c) terbium, and
(d) erbium.
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0 50

1/χ 10–6, g cm–3

T, K
100 150 200 250 300

20

30

Fig. 7. Temperature dependence of the static magnetic
susceptibility of the InP:Er crystals with a high Er con-
centration.
InP:Yb and InP:Gd crystals studied immediately after
their synthesis and within a weak or a month after the
synthesis show that the content of residual single-atom
paramagnetic REE centers sharply decreases over time.
These data suggest an intense “degradation” of the
solid solution of the lanthanides in the III–V crystals
doped with the REE in the melt. The degradation pro-
ceeds more intensively in solid solutions in which the
difference in ionic radii between a lanthanide atom and a

30 60 90 120
T, K
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0
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b
c

1/χ × 10–6, g cm–3

Fig. 6. Temperature dependence of the static magnetic sus-
ceptibility of the GaP crystals doped with (a) ytterbium,
(b) neodymium, and (c) cerium.

χ × 106, cm3/g

0.30.20.10
1/T, K–1

16

14

12

10

8

6

4

Fig. 8. Temperature dependence of the static magnetic sus-
ceptibility of the InP:Nd crystals containing “second-
phase” inclusions.
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substituted atom of the crystal lattice is more profound.
This inference follows, in particular, from comparison of
the data for samples doped with Gd and Yb [19].

The temperature-induced behavior of the static
magnetic susceptibility and its essential independence
of the external magnetic field confirm the assumption
that the thermodynamically equilibrium state of the
materials corresponds to a system of weakly interacting
molecules of the Ln2O3 type, i.e., a system of
QMRECs, in which the REE atoms are coupled via the
exchange interaction. It should be emphasized that the
paramagnetic centers involving single REE ions are
probably observable in ESR measurements if the REE
content is higher that the content of uncontrollable
impurities in the III–V crystals.

2.4. The Ln2O3 Quasi-Molecules

In the range of relatively high temperatures, the
REE atoms involved in quasi-molecules have the capa-
bility to order their magnetic moments in antiparallel
directions, thus forming antiferromagnetically ordered
pair centers. This behavior is due to a Bloembergen-
type exchange interaction via the oxygen valence elec-
trons [11, 20]. In this temperature range, variation in the
magnetic susceptibility can be adequately described by
the expression [10]

(2)

where a is the constant of the exchange interaction, and
N and I are the density and the spin of the QMRECs,
respectively.

The exchange interaction of the REE atoms in a
quasi-molecule should be considered in close connec-
tion with the EVI, since the interaction of a center with
the crystal lattice compensates, to a large degree, the
spin and charge correlations. This compensation yields
anomalously large values of the constant of the
exchange interaction a (tenths of eV), thus making the
antiferromagnetic ordering in the QMRECs observable
at high temperatures [6, 10]. In the case of relatively
small a, the exchange interaction in the QMRECs can
degrade with an increase in temperature; then, the tem-
perature dependence of the susceptibility will follow
the Curie–Weiss law (Fig. 2).

At low temperatures, free electrons become local-
ized at shallow donors. This effect results in an
enhancement of the paramagnetism of the III–V crys-
tals. It is clear, however, that the total contribution of
shallow donor atoms to the increase in the magnetic
susceptibility observed at low temperatures is negligi-
ble, since their concentration is, as a rule, no higher
than ~1018 cm–3. At the same time, the electrons local-
ized at shallow donors play a crucial role in the mag-
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netic properties of the REE-doped III–V crystals. If a
single QMREC falls on the orbit of an electron local-
ized at a shallow donor, the REE ions involved in the
antiferromagnetically ordered quasi-molecule trans-
form into a ferromagneically ordered state due to the
s−f exchange interaction via the donor electron [10, 11].
In the course of an exchange interaction event, an elec-
tron at a shallow donor is trapped by a QMREC. Such
trapping is favorable particularly due to the large con-
stant of the exchange interaction a, as follows from the
above-mentioned interplay between the spin correlations
and the EVI (Fig. 1b). In this case, the ferromagnetically
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χ × 107, cm3/g

1/T, K–1
0.2 0.3

40

60

Fig. 9. Temperature dependence of the static magnetic sus-
ceptibility of the GaP:Dy crystals containing “second-
phase” inclusions in different magnetic fields: (a) 0.5 T,
(b) 1.0 T, and (c) 1.45 T.
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Fig. 10. Temperature dependence of the static magnetic sus-
ceptibility of the InP:Eu crystals with the Eu concentrations
(1) N = 1018 cm–3 and (2) N = 1020 cm–3.
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ordered QMRECs formed in the vicinity of shallow
donors give rise to the paramagnetic component of the
static magnetic susceptibility at low temperatures:

(3)

Here, N and I are the density and the spin of a QMREC,
respectively; and Nd and I ' are the density and the spin
of a shallow donor involved in the formation of a ferro-
magnetically ordered QMREC.

Along with the formation of ferromagnetically
ordered QMRECs, a competing process, namely, the
formation of domains of spontaneous polarization (spin
polarons) can be observed [10, 11]. Spin polarons can
be produced if ten or more QMRECs are found within
the orbit of a shallow donor. Such a situation can occur
in regions of high local REE concentrations at rela-
tively low temperatures [10]. Then, as a result of the
s−f exchange via an electron at a shallow donor, several
neighboring antiferromagnetic QMRECs transform
into a ferromagnetic state and form a unified system
that is referred to as a bound spin polaron. In this pro-
cess, the energy of the donor electron involved in the
exchange interaction is lowered depending on the con-
stant of the s–f exchange interaction.

The temperature dependence of the static magnetic
susceptibility of III–V crystals containing separated
QMRECs and spin polarons localized at shallow
donors (Fig. 3) can be described by the expression [10]

(4)

Here, N and I are the density and the spin of a QMREC,
respectively; and NF and J are the density and the
moment of a spin polaron localized at a shallow donor.
The moment J is calculated by solving the correspond-
ing Schrödinger equation [21]

(5)

where 〈L〉  is the average spin of an REE center and b is
the Bohr radius of a shallow donor. It should be noted
that the contribution of QMRECs to the static magnetic
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susceptibility becomes substantial only when their
local concentrations are above 1020 cm–3.

The temperature dependences of the static magnetic
susceptibility calculated with expressions (3) and (4)
are shown in Figs. 2 and 3. It is clear that, in the high-
temperature region, a QMREC can exhibit paramag-
netic properties if the energy of thermal motion of the
constituent REE atoms is comparable to the constant of
the exchange interaction a, which results in the thermal
motion causing degradation of the interplay between
the spin correlations and the EVI [6]. A decrease in
temperature promotes antiferromagnetic ordering of
the magnetic moments of the REE atoms in a QMREC
via the oxygen valence electrons. At low temperatures,
the major contribution to the magnetic susceptibility is
made by the spin polarons localized at shallow donors,
although their concentration is low, and by single ferro-
magnetically ordered QMRECs, as their moment
increases sharply as the temperature decreases. It is
worth noting that, with an increase in the concentration
of shallow donors, the spin polarons can form a super-
paramagnetic system [22].

In what follows, we will analyze the characteristics
of QMRECs formed from different REE atoms. These
characteristics manifest themselves in the experimen-
tally studied behavior of the static magnetic susceptibil-
ity of III–V crystals.

2.4.1. Ytterbium centers in indium phosphide.
The QMREC model suggested above makes it possible
to explain the weak paramagnetism of InP:Yb crystals,
which is revealed by measuring the static magnetic sus-
ceptibility at high temperatures (Figs. 2 and 3). In this
case, the ground state of ytterbium in indium phos-
phide, as in silicon [10], corresponds to an electrically
inactive antiferromagnetically ordered QMREC that is
a singlet with a zero magnetic moment. Due to overlap
of the excited states of the neighboring QMRECs, how-
ever, the prohibition of temperature-induced transitions
to the high-spin state is partially removed. This effect
manifests itself in the high-temperature region (at T >
20 K) of the dependence of the magnetic susceptibility
(Fig. 2). It also follows from the temperature depen-
dence of the static magnetic susceptibility that, for the
samples under study, the constant a exhibits a disper-
sion that is caused by a noticeable number of pairs of
oxygen-based QMRECs, in addition to the single
QMRECs, and by possibly formed quasi-molecular
centers based on other chalcogenes.

As the temperature decreases, the effect of shallow
donors with an activation energy of 6 meV becomes
more pronounced. The electrons of these donors pro-
mote, via the s–f exchange interaction, transformation
of the QMRECs into the ferromagnetically ordered
state. As was noted above, a donor electron involved in
the exchange interaction is trapped by a QMREC. In
this case, the trapping of the donor electron at the
“bridge” oxygen is accompanied by a change in the
position of the ytterbium atoms to compensate for the
SEMICONDUCTORS      Vol. 39      No. 10      2005
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increase in the energy of the Coulomb repulsion and,
hence, to stabilize the ferromagnetically ordered state
of the QMREC (Fig. 1b). In the context of this mecha-
nism of formation of ferromagnetically ordered
QMRECs, in which the EVI plays the crucial role, the
large values of the constants of the indirect exchange
interaction can be explained. These large constants
manifest themselves, among other things, in the tem-
perature dependence of the static magnetic susceptibil-
ity, which follows the Curie law at low temperatures
(Figs. 2 and 3).

In an InP:Yb crystal, for which the temperature
dependence of the magnetic susceptibility is shown in
Fig. 3, the average concentration of Yb dopants is
~1017 cm–3, as was shown by chemical spectral analy-
sis. This concentration is two orders of magnitude
lower than the Yb content in the InP:Yb crystal
described above. The behavior of the magnetic suscep-
tibility at temperatures above 80 K still suggests the
major role of the QMRECs. At the temperatures
between 80 and 40 K, however, the magnetic suscepti-
bility of the sample varies exponentially, suggesting the
formation of domains of high local REE concentration,
where the REE density is several orders of magnitude
higher than the average concentration in the sample
bulk. The anomaly observed in the temperature depen-
dence of the magnetic susceptibility can be explained if
it is assumed that, as a result of the indirect s–f exchange
interaction, a spin polaron localized at a shallow donor
is formed.

The lowering of the energy of a donor electron
involved in the formation of a spin polaron is then
reflected in the “red” shift of the emission band of radi-
ative recombination and in the spectrum of intracenter
photoluminescence of an REE center. Indeed, the cor-
responding shift (1.35–1.40 eV) can be seen in the pho-
toluminescence spectra of the InP:Yb crystals, in which
the content of ytterbium introduced by ion implantation
was as high as 1019 cm–3 [14–16]. The “red” shift of the
photoluminescence band is in good agreement with the
calculated results derived by solving the Schrödinger
equation. Furthermore, this shift is consistent with the
spin-polaron binding energy determined from the tem-
perature dependence of the static magnetic susceptibil-
ity (Fig. 3).

Below 40 K, the InP:Yb sample exhibits the proper-
ties of a superparamagnetic crystal, since the interac-
tion between spin polarons as well as between ferro-
magnetically ordered QMRECs is negligible. As a
result, the temperature dependence of the static mag-
netic susceptibility of the InP:Yb samples can be
described by the Langevin–Brillouin function. In this
case, by the effective magnetic moment of the paramag-
netic center, we mean the average effective moment of
a spin polaron or ferromagnetically ordered pair (see
expressions (3) and (5)).

2.4.2. Erbium centers in indium phosphide. Sim-
ilarly to ytterbium, when erbium is introduced into InP
SEMICONDUCTORS      Vol. 39      No. 10      2005
crystals, it can be detected not only in optical studies
but also in ESR measurements [23]. Study of the ESR
spectra has shown that the ground state of an Er3+ ion
embedded in InP is the Γ6(7) doublet. The shape of the
ESR lines suggests a slight axial distortion of the earlier
assumed tetrahedral symmetry of the erbium centers.
For Er-doped III–V compounds, intracenter lumines-
cence at the wavelength λ = 1.54 µm (0.8 eV) has been
observed in layers grown by deposition from the gas
phase [24] and in crystals doped with erbium by ion
implantation [14, 25]. As a result, it was established
that erbium centers are noncubic. However, because of
the specific features of the behavior of REEs discussed
above, it is impossible to assess the interplay between
the Er-controlled magnetic and optical properties of the
crystals from these data.

Studies of the temperature dependence of the mag-
netic susceptibility of InP:Er crystals have shown that
the behavior of erbium centers can be interpreted in the
context of the formation of QMRECs. In the case of
InP:Er, this dependence does not suggest that there
exists a dispersion in the values of the constant of the
exchange interaction a as in the above-considered case
of InP:Yb (Fig. 4). This difference is probably due to
the lower REE content in InP:Er compared to InP:Yb.
As, in this case, there is a statistically uniform distribu-
tion of the lanthanides over the crystal bulk, the proba-
bility of the formation of REE centers containing more
that two Er atoms is reduced. Thus, the vast majority of
the REE centers in an InP:Er crystal consist of pairs of
Er atoms. These pairs are, for the most part, responsible
for the observed magnetic properties of the sample.

In addition, Fig. 4 shows the temperature range in
which the exchange interaction between the Er ions in
a QMREC is described by a smaller value of the con-
stant a than in the case of Yb ion interaction. Therefore,
the exchange interaction appears to be disrupted by
thermal motion in this temperature range. As a conse-
quence, the sample exhibits, at the temperatures above
40 K, paramagnetic properties that can be described by
the Curie–Weiss law. Similar behavior is observed for the
other REE centers in InP and GaP crystals (Figs. 5, 6). At
the same time, at a higher dopant content in the InP:Er
crystals, the magnetic anomalies appear against the
background of spin polarons (Fig. 7). These anomalies
are most likely due to the ferromagnetic ordering of the
QMERCs.

With regard to the activity of REE atoms with
respect to the formation of complexes, it can be
expected that, when there is a high content of lan-
thanides, specific domains will appear in the III–V
crystals. These domains exhibit very different proper-
ties from those considered above and, thus, can be
referred to as “second-phase” inclusions. In this case,
the lanthanide solid solutions cannot be considered as
systems of weakly interacting point centers or as super-
paramagnetic systems consisting of spin polarons and
ferromagnetically ordered QMERCs. The temperature
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dependences of the magnetic susceptibility obtained for
the crystals containing “second-phase” inclusions show
some deviations from the Curie law, as indicated by
phase transitions whose temperatures allow the identi-
fication of the chemical composition of the inclusions.
It is well known that REE atoms can form, apart from
the related oxides, stable compounds with phosphorus
and nitrogen; the latter element is a residual impurity in
III–V crystals. It seems likely that such “second-phase”
inclusions are present in the samples doped with neody-
mium (Fig. 8) and dysprosium (Fig. 9).

2.4.3. Neodymium centers in gallium and indium
phosphides. The photoluminescence spectrum of
neodymium in gallium phosphide consists of two
groups of lines at the wavelengths of 0.9 and 1.1 µm
[26]. A similar spectrum has been observed in GaAs:Nd
layers [26] fabricated by gas-phase epitaxy [27]. These
groups of lines are produced by intracenter transitions
between the 4F3/2 multiplet of the ground state and the
4I15/2 and 4I11/2 multiplets of the exited states of an
Nd3+ ion with noncubic symmetry. No ESR data are
available regarding Nd centers in III–V crystals.

The temperature dependence of the static magnetic
susceptibility of the GaP:Nd crystals reveals the same
trends in the behavior of Nd centers as those observed
in the QMRECs formed by Yb and Er. At the same time,
studies of the solid solutions of neodymium in indium
phosphide provide a clear confirmation of the fact that
REE atoms are favorably disposed towards the forma-
tion of complexes with residual impurities and with
Group V atoms, e.g., the phosphorus constituent of the
basic lattice (Fig. 8). Thus, an increase in the local con-
centration of lanthanides in III–V crystals promotes the
formation of “second phase” inclusions. This tendency
manifests itself in the corresponding changes in the
temperature dependences of the static magnetic suscep-
tibility.

It should be noted that, in such crystals, centers
formed by separate REE atoms are virtually nonexist-
ent. This circumstance accounts for the unsuccessful
attempts to detect the ESR spectra. However, if there
exists an efficient channel for excitation, the lack of
separate REE centers does not hinder the observation of
intense intracenter recombination.

2.4.4. Dysprosium centers in gallium phosphide.
Study of the temperature dependence of the static mag-
netic susceptibility has shown that the magnetic order-
ing observed at temperatures of 21 and 8 K can be
related to microinclusions of dysprosium nitride and
phosphide in the GaP:Dy crystals doped with REEs
from the melt, since dysprosium can form compounds
with phosphorus as well as with nitrogen and oxygen
[28] (Fig. 9). This assumption is supported by two
observations: (i) the nonuniform distribution of dyspro-
sium over the GaP:Dy sample bulk, as established by
secondary ion mass spectroscopy (SIMS), and (ii) the
absence, in the optical absorption spectra of the crys-
tals, of the substitutional-nitrogen line present in the
case of the undoped samples. Since, along with nitro-
gen, the major residual impurity in gallium phosphide
is oxygen, it seems likely that the samples also contain
Dy2O3 inclusions, which, however, were not detected
because of the low temperature of the phase transition
(TN = 1.2 K).

2.4.5. Gadolinium centers in gallium and indium
phosphides. The behavior of gadolinium presents an
important argument in favor of the QMREC model sug-
gested to account for the magnetic properties of III–V
crystals. A neutral Gd atom has the electronic structure
4f75s25p65d16s2. Therefore, the ground state of a triva-
lent gadolinium center Gd3+ is the 8S7/2 multiplet. It is
obvious that the temperature dependence of the static
magnetic susceptibility of the crystals containing
Gd3+ ions in the S state will obey the Curie law. How-
ever, the experimental temperature dependence
observed for the GaP:Gd sample shows a deviation
from the Curie law. This deviation can be described by
the Weiss constant ϑ  = –11 K (Fig. 5).

A microstructural analysis performed with the
MS-46 spectrometer at a resolution of about 1 µm did
not reveal any “second-phase” inclusions. This circum-
stance is most likely due to correlations in the distribu-
tion of gadolinium over the crystal, resulting in the for-
mation of QMRECs. The lack of an ESR signal indicat-
ing gadolinium centers in the crystals under study
provides additional evidence for the proposition that
QMRECs are the major type of REE centers present in
GaP:Gd crystals.

An ESR signal from cubic Gd centers was observed
in the InP:Gd crystals fabricated by solution-melt tech-
nology (in addition, see [29]) and was related to sepa-
rate Gd atoms in the crystals. Such individual Gd atoms
may exist because the total gadolinium content in the
crystals was considerably higher than the amount of
chemically active uncontrollable impurities. However,
further studies have shown that the previously detected
cubic Gd centers are unstable. It was found that, within
a time of 1–2 weeks, the ESR spectra of a sample kept
at room temperature was spontaneously quenched: the
ESR lines were distorted in shape and suppressed in
intensity. After the above-indicated time, the ESR spec-
trum of separate Gd centers could not be detected. The
disappearance of the ESR spectra can be explained if
we assume that the diffusion of oxygen or other impu-
rity atoms in the crystalline lattice brings about the for-
mation of Gd2O3-type REE-based quasi-molecules that
are stable REE centers in the crystals. This conclusion
is confirmed by studies of the temperature dependence
of the magnetic susceptibility that were performed at
considerable time intervals.

2.4.6. Europium centers in indium phosphide.
Europium is distinguished from the other REEs by its
anomalously high solubility (above 1020 cm–3) in
indium phosphide. The dendrite crystals containing rel-
atively small concentrations of europium (~1018 cm–3)
are not too different in their magnetic properties from
SEMICONDUCTORS      Vol. 39      No. 10      2005
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most of the samples doped with lanthanides (Fig. 10,
curve 1). In none of the InP:Eu crystals, regardless of
the Eu dopant content, was an ESR signal from single
Eu centers detected. Under these circumstances, the
most thorough studies concern themselves with crystals
possessing the highest Eu contents (~2 × 1020 cm–3).

The structural uniformity of the dendrite InP:Eu
crystals doped from the melt has been studied by SIMS
and X-ray structural analysis. The sample surface has
been qualitatively studied by local layer-by-layer Auger
spectroscopy that provided, with a surface-area resolu-
tion of 5–10 µm, an energy resolution of ~0.5 eV. These
studies have not revealed any “second-phase” inclu-
sions [30–32].

An ESR signal from InP:Eu crystals was observed at
temperatures ranging from 3.5 to 80 K [32]. At the tem-
perature of 80 K, the ESR spectrum of InP:Eu crystals
with an Eu concentration above 1020 cm–3 is an anoma-
lously broad single isotropic line with a g factor equal
to 1.90 ± 0.01. This permits us to interpret the spectrum
as the spectrum of a europium ion in an S state. The data
on the structure and composition of InP:Eu crystals
show that europium is incorporated in the InP matrix in
a bound state, which is most probably a EuO quasi-
molecule.

Since these studies suggest the absence of “second-
phase” inclusions in the crystals, the anomalously large
width of the ESR line is most likely due to interactions
between the electron spins of the dopant atoms. In this
case, the best agreement of the calculated line width
with the experimental value is attained under the condi-
tion that the Eu-based quasi-molecules are distributed
in the crystal as pairs, in which paramagnetic Eu ions
are spaced from each other at a distance on the order of
the lattice constant.

The temperature dependences of the static magnetic
susceptibility of the InP:Eu crystals (Fig. 10) are ade-
quately interpreted in the context of exchange-coupled
EuO quasi-molecules. In these quasi-molecules, at tem-
peratures above 100 K, antiferromagnetic ordering of
Eu2+ ions occurs via the valence electrons of the oxygen
atoms. The high content of Eu dopants favors an
increase in the probability of location of a pair of EuO
quasi-molecules near shallow donors. Such donors can
be formed, for example, by Group VI elements of the
periodic system (S, Se, and Te) at a phosphorus site. As
a result, with a decrease in temperature (T < 100 K), the
s–f exchange interaction brings about the ferromagnetic
ordering of Eu2+ ions, which is accompanied by trap-
ping of the electrons from shallow donors at the pairs of
EuO quasi-molecules (Fig. 10, curve 2). The exchange
interaction of REE ions via trapped electrons is most
likely responsible for the shorter electron spin-lattice
relaxation time and, as a consequence, for the above-men-
tioned considerable broadening of the ESR spectrum.

Undoubtedly, along with the pairs of Eu-based
quasi-molecules, more complicated objects based on
them can contribute to the magnetism of the samples
SEMICONDUCTORS      Vol. 39      No. 10      2005
under consideration as well. Among them, the domains
of local magnetic ordering, namely, spin polarons,
should be mentioned. Spin polarons manifest them-
selves in the superparamagnetism observed in the
InP:Eu crystals at temperatures below 50K. At the same
time, analysis of the temperature dependence of the
static magnetic susceptibility of InP:Eu compounds
supports a conclusion that follows from structural stud-
ies: there are no “second-phase” inclusions in the crys-
tals despite the high Eu content. The analysis shows
that Eu dopants form a system of weakly interacting
centers. At temperatures below 50 K, the InP:Eu crys-
tals exhibit paramagnetic properties.

3. CONCLUSIONS

The study of the dependences of the static magnetic
susceptibility on the temperature and magnetic field has
allowed us to reveal local magnetic ordering in III–V
crystals doped with REEs.

It is shown that the major contribution to the magne-
tism of III–V:Ln crystals is made by Ln2O3 quasi-mol-
ecules, in which pairs of Ln3+ ions are antiferromagnet-
ically ordered due to a Blumbergen–Rowland exchange
interaction via oxygen valence electrons. It is found
that, at low temperatures, the Ln2O3 quasi-molecules trap
electrons from shallow donors. Due to the s–f exchange
interaction, these trapped electrons transform a pair of
Ln3+ ions from an antiferromagnetically ordered state
into a ferromagnetically ordered state. The competing
process with respect to the formation of single ferro-
magnetically ordered quasi-molecular centers is the
formation, in regions of high local concentrations of
Ln2O3, of spin polarons localized at shallow donors.
This process results in the superparamagnetism of
III−V:(Ln) crystals at low temperatures.

It is shown that the separate ferromagnetically
ordered Ln2O3 quasi-molecular centers and spin
polarons localized at shallow donors in III–V:Ln crys-
tals are characterized by large values of the constants of
the s–f exchange interaction because of the efficient
compensation of spin correlations by electron–vibra-
tion interaction.
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Abstract—The lattice parameters and band gap are experimentally determined for Si–Si1 – xGex structures in
relation to the component ratio x (0 ≤ x ≤ 1). The distribution of components over the thickness of the Si1 – xGex
alloys and certain photoelectric properties are studied. The experimental data indicate that the structures
obtained are of high quality. Graded-gap Si1 – xGex alloys (0 ≤ x ≤ 1) can be used for the fabrication of photo-
electric devices sensitive in the visible and near-IR regions. They can also be used as substrates for GaAs and
GaAs-based layers. © 2005 Pleiades Publishing, Inc.
Study of epitaxial semiconductor materials with new
properties and finding ways to improve the growth tech-
nology of alloys suitable for semiconductor devices
remain topical problems in the field of the science and
electronics of semiconductor materials. Si1 – xGex alloys
can serve as a basis for semiconductor materials with
the required control of properties. These properties are
inherent in both Ge and Si. However, probably due to
the complexity involved in obtaining single-crystal
Si1 – xGex alloys over the entire composition range, they
have received inadequate study. As the Si/Ge ratio var-
ies in a Si1 – xGex epitaxial layer, the band gap, lattice
parameters, band structure, carrier mobility, and spec-
tral sensitivity also gradually vary. In an earlier study,
we reported the possibility of growing Si1 – xGex alloys
over the entire composition range (0 ≤ x ≤ 1) by liquid-
phase epitaxy (LPE) from a tin-based solution–melt
[1, 2]. Bolkhovityanov et al. [3] carried out a compara-
tive analysis of various methods for obtaining artificial
GeSi-based substrates for the further growth, for exam-
ple, of a GeAs layer. In order to lower the misfit-dislo-
cation density, they suggested the growth method of
gradient buffer layers. Saidov et al. [4] showed that it
was possible to grow Si1 – xGex epitaxial layers from a
restricted Ga-based solution–melt. In this case, a Ge
concentration of 100% was attained at the surface of the
film at the epitaxial layer thickness d = 7–10 µm.

Bolkhovityanov et al. [5] made an attempt to opti-
mize the plastic relaxation of mismatch strains in
Si−Si1 – xGex heterostructures by growing a buffer layer
with a gradual variation in the Ge content. It was shown
that a thick buffer layer is undesirable because it leads to
an increase in surface roughness and in the structure cost.
1063-7826/05/3910- $26.00 1141
Certain photoelectric properties of epitaxial layers
fabricated from Si1 – xGex alloys, which were grown
from a gas phase, were reported in [6, 7]. The results of
measurement of the current–voltage (I–V) characteris-
tics and photoconductivity (PC) at x = 0.03, 0.22, and
0.60 are given therein. It was shown that an increase in
the Ge content leads to an increase in the photoresponse
of both short and long wavelengths. A further increase
in the Ge content was found to decrease the PC. The
authors of [6, 7] attribute this phenomenon to a
decrease in the carrier lifetime in a film at a Ge content
higher than 30%.

Atabaev [8] grew Si1 – xGex single crystals using a
JEBZ-3B (Japan) installation for electron-beam float-
ing-zone melting (FZM). After each experiment, the
single crystallinity of the Si1 – xGex wafers was exam-
ined. It was shown that, at a Ge content ≥55%, the
alloys were polycrystalline, and the ingot diameter was
no larger than 6–8 mm. LPE-grown Si1 – xGex alloys
have certain advantages over similar FZM-grown
alloys (the bulk crystals obtained in [8] contained
45% Ge). These advantages include, for example, the
substrate diameter D = 40–50 mm. Zabrodskiœ et al. [9]
carried out neutron-transmutation doping of Si1 – xGex
alloys (0.8 at % ≤ x ≤ 18 at %) grown by electron-beam
FZM. This transmutation-doped alloy, after being ther-
mally treated in a mode similar to the initial alloy,
yielded Si:P samples. The charges included Si:B with
ρ ≈ 1000 Ω cm and Ge:Ga with ρ ≈ 30 Ω cm. The trans-
mutation doping was performed for Si1 – xGex alloys in
the composition region with low x, where the transmu-
tations of both components were comparable. The tem-
perature dependence of the resistivity of the transmuta-
tion-doped samples was studied. The concentrations of
© 2005 Pleiades Publishing, Inc.
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free holes, which were generated by thermal ionization
from the ground state of Ge into the valence band, were
determined. The thermal energy of ionization was
determined. This energy, which is a function of the dop-
ing level and degree of compensation, also depends on
the alloy composition.

In this paper, we present the results of an examina-
tion of certain specific features of epitaxial growth of
Si1 – xGex layers on Si substrates from a tin-based solu-
tion–melt restricted by two horizontal Si substrates. As
the substrates, we used single-crystal Si [111] wafers of
KEF (n-Si:P) or KDB (p-Si:B) grade with a resistivity
of 5 × 10–3–10–2 Ω cm. The volume of the solution–melt
was controlled by the size of the gap between the sub-
strates. The composition of the solution–melt was cal-
culated from the phase diagram of a Si–Ge–Sn system
[10, 11] and based on our preliminary experiments.

The optimal temperature growth modes were deter-
mined empirically. The alloys were grown in an ÉPOS
installation in a Pd-purified hydrogen flow. Hydrogen
was purified using a Pd-15T system. The specular lay-
ers of the Si1 – xGex alloys were grown on the Si sub-
strates at a temperature corresponding to the onset of
crystallization: T0 = 1050°C. The optimal values of the
cooling rate and the gap between the substrates were
1−1.5°C/min and 0.7–1.3 mm, respectively. The Ge
content in the epitaxial Si1 – xGex alloy when grown
under these conditions was found to increase monoton-
ically in the growth direction of the film from zero at
the film–substrate interface to ~100% at the surface.
The presence of Sn was found at a depth of several µm
in the substrate layers that were in contact with the liq-
uid solution–melt and in the bulk of the grown epitaxial
layers. The Sn content was low, and its distribution was
uniform.

As a rule, Sn is not the main component. However,
its presence in the epitaxial film is explained by the fact
that Sn enters the alloy as an isovalent doping impurity
during growth. There are numerous reports concerned
with study of the diffusion mechanisms and defects
present in Si:Sn crystals obtained by various methods
[12–16]. The Sn impurity is electrically neutral and
exerts almost no effect on the initial parameters of

Ge(Kα)Ge(Kα)Ge(Kα)

Si(Kα)Si(Kα)Si(Kα)
Ge(Kα)Ge(Kα)Ge(Kα)

Si(Kα)Si(Kα)Si(Kα)

100

0
50 µm

Si, Ge, at %

BEI

Fig. 1. Component distribution over the thickness of the
Si1 – xGex graded-gap alloy.
semiconductor materials. It was shown that such isova-
lent impurities generate considerable elastic lattice
stresses and can interact with point and impurity
defects right up to the moment of their trapping.

The grown epitaxial films had n-type conductivity
(n ≈ 1017 cm–3). This result is explained by that the Sn
dopant, which includes Ga, In, Sb, and As impurities at
contents of 1 × 10–6, 1 × 10–6, 5 × 10–5, and 1 × 10–5 at %,
respectively, plays the role of a getter and removes
acceptor impurities from the growing film [17].

The component distribution in the alloy (Si, Ge, and
Sn) was determined using a Jeol JSM LV-1059 analyzer
(Japan). The obtained scans indicated that their distri-
bution over the surface of the epitaxial layer was almost
uniform and that the alloy was of a graded-gap type
throughout the thickness of the layer (Fig. 1). The fact
that the epitaxial films grown were of a graded-gap type
is illustrated by the film-thickness dependences of the
composition of the Si1 – xGex alloy, which were obtained
using a Cameca installation (Fig. 2a). It is noteworthy
that no inclusions of macroscopic defects or second-
phase inclusions were found in the film.

Under equal conditions, the thickness of the
Si1 − xGex epitaxial layers depended on the gap d
between the substrates, which varied in the range
0.5−3.0 mm.

Let us assume that a dissolved substance is com-
pletely crystallized on the substrate during the growth
of Si1 – xGex layers from a solution–melt [18]. In this
case, the thickness of the epitaxial layers h as a function
of the gap can be calculated by formula

(1)

where A1 and A2 and ρ1 and ρ2 are the atomic weight
and density of Si and Ge, respectively; ρ and A are the
density and atomic weight of Sn; and CSi and CGe are
the atomic fraction of Si and Ge in the liquid phase.

Figure 2a shows that two characteristic regions exist
in the dependences of the composition on the thickness
of the epitaxial layers and the gap d.

(i) At d < 1.0 mm, the thicknesses of the epitaxial
films deposited on the lower and upper substrates are
equal to each other and coincide with the thickness cal-
culated using formula (1), which is the solution to the
diffusion equation. Therefore, it is possible to assume
that, in this case, the mass transfer is performed via dif-
fusion of the components of the Si1 – xGex alloy in the
liquid phase to the solidification front.

(ii) At d > 1–1.2 mm, the film grown on the upper
substrate is thicker than that grown on the lower sub-
strate, and the thickness increases monotonically as d
increases.

In addition, in the case of the Si1 – xGex alloy, the
experimental value of the film thickness (Fig. 2b, curve 3)

hSi1 x– Gex

δρ
2A
-------

A1

ρ1
------x

A2

ρ2
------ 1 x–( )+ CSi CGe–( ),=
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does not coincide with the calculated one (Fig. 2b,
curve 1), which indicates that the assumption that there
is a complete crystallization of the dissolved substance
on the substrates (see [11]) is incorrect. It seems likely
that, in this case, the film thickness should be calculated
based on the model suggested by Malinin and Nevsky
[19, 20], who introduced the concept of the efficiency
of crystallization with an allowance made for homoge-
neous nucleation in the bulk of the solution melt. They
considered that the efficiency of crystallization depends
on the temperature, the thickness of the solution–melt,
and the cooling rate.

We were also able to identify the effect of mass
transfer on the distribution of the components of the
Si1 – xGex alloy over the thickness of the epitaxial layer.

At d ≈ 0.7–1.0 mm, i.e., when the growth is limited
by diffusion of components of the dissolved substance
to the solidification front, the Ge distribution over the
thickness of epitaxial layers is identical for upper and
lower substrates. The Ge content increases monotoni-
cally in the growth direction and is as high as 100% at
the film surface. As d increases, the films grown on the
upper and lower substrates increasingly differ both in
relation to the gradient of the Ge content over the alloy
thickness and with respect to its absolute value on the
surface (Fig. 3a). The film growth is mainly limited by
the Si supply to the solidification front. The Si density
is much lower than the density of the Sn solvent, while
the Ge content in the alloy is determined by the distri-
bution coefficient. Under nonequilibrium growth con-
ditions, this leads to a situation in which the crystalliz-
ing substance floats to the upper substrate. Prior to
floating, the substance is kept in a bulk of the liquid
phase by intermolecular forces, which determine solu-
bility at this temperature. This phenomenon increases
the mass supply.

It is noteworthy that epitaxial layers of high struc-
tural quality grow at d < 2 mm. In this case, the rough-
ness height S at the surface is no larger than 1 µm for
the lower and upper substrates, while, at d > 2 mm,
S attains 5 µm. Metal inclusions were found in the epi-
taxial layers grown from the solution–melt at d > 2 mm.
The volume fraction of these inclusions increases as d
increases (Fig. 3b).

Measurements of the lattice parameters for the
Si1 – xGex layers grown on Si substrates were performed
by an X-ray diffraction technique using a DRON-3M
system (Fig. 4). It was also determined that the varia-
tion in the lattice parameter over the film thickness
depends linearly on the alloy composition x. Diffrac-
tion spectra were obtained using filtered CuKα radiation
with a wavelength λ = 1.5405 Å for CuKα1 and λ =
1.5443 Å for CuKα2. Reflections from the same plane,
specifically the (333) plane, were recorded separately,
which allowed us to increase the accuracy when deter-
mining the interplanar spacings dhkl, where hkl are the
SEMICONDUCTORS      Vol. 39      No. 10      2005
Miller indices. In order to determine the lattice param-
eters of the crystals, the selected reflections were
recorded in a point-by-point scanning mode with the
step ∆(2θ) = 0.01° and scanning time τ = 5 s. The cal-
culated error of determining the interplanar spacings
dhkl in the angle region 2θ = 93.5° for the reflection
(333) was ∆d ≈ 0.0001 Å, which yields the value ∆a ≈
0.0004 Å. The absence of other peaks in the X-ray dif-
fraction pattern and the appearance of the doublet Kα1

and Kα2 additionally indicates that the obtained epitax-
ial layers were of high quality [21]. The general charac-
teristic of variation in the lattice period depending on
the composition of the epitaxial films gives grounds to

Fig. 2. (a) Composition of the Si1 – xGex alloy vs. the thick-
ness h of epitaxial films obtained at the following tempera-
tures corresponding to the onset of crystallization: T0 =
(1, 1') 750, (2, 2') 850, and (3, 3') 1050°C. (1), (2), and
(3) relate to Si, while (1'), (2'), and (3') refer to Ge.
(b) Thickness of epitaxial films h vs. the thickness of the
solution–melt layer d: (1, 1') calculation, (2, 2') film on the
upper substrate, and (3, 3') film on the lower substrate. The
cooling rate was 1 K/min.
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Fig. 3. (a) Epitaxial layers grown on the upper (on the left) and on the lower (on the right) substrates. (b) Photographs showing
second-phase inclusions. As the gap between the substrates increases, the roughness and the fraction of the second phase increase.
consider that the alloys were actually obtained over the
entire range 0 ≤ x ≤ 1.

We also studied certain electrical parameters of the
obtained Si1 – xGex epitaxial layers. The resistivity ρ, the
carrier concentration n, and the Hall mobility µ were
determined from Hall measurements. The dislocation
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Fig. 4. X-ray diffraction patterns for the Si–Si1 – xGex het-
erostructures.
density ND in the layers was determined by chemical
etching. The measurements yielded the following val-
ues: ρ = 0.1–10 Ω cm, n = 1016–1017 cm–3, µn = 500–
1000 cm2/(V s), and ND ≈ 6 × 105 cm–2 at the heteroint-
erfaces and ND ≈ 4 × 104 cm–2 at the film surface.

We studied the composition dependence of the alloy
band gap by measuring the photoluminescence (PL)
spectrum and by layer-by-layer removal of the film in
combination with the measurement of the long-wave-
length edge. The results of measurements are given in
the table.

The alloy band gap decreases from the Si substrate
to the film surface. This observation is confirmed by the
data given in the table. We also recorded the depen-
dence of photosensitivity of the Si–Si1 – xGex hetero-
structures on the energy of incident photons using a
ZMR-3 monochromator. The film surface was illumi-
nated by an incandescent lamp. Figure 5 shows the
spectral dependence of photoconductivity for one of the
Si–Si1 – xGex structures with an epitaxial film 8–10 µm
thick. The contacts were formed both to the substrate
and the film. The measurement was carried out in a
photodiode mode. It can be seen from Fig. 5 that the
photoconductivity spectrum includes a broad band,
which is typical of heterojunctions. This band encloses
the regions of intrinsic photoconductivity of both Si and
SEMICONDUCTORS      Vol. 39      No. 10      2005
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Ge. In addition, the spectrum includes a band that cor-
responds to the photoconductivity of the Si1 – xGex
alloy. The photosensitivity in the short-wavelength
region can be attributed to the weak absorption of the
alloy in this region; i.e., high-energy photons are par-
tially absorbed in the upper layers, while those that are
not absorbed in the narrow-gap upper alloy layers pen-
etrate into the substrate, where they are absorbed in Si.
This conclusion is confirmed by the sensitivity in the
intrinsic-absorption region of Si.

Thus, the studies carried out have shown that it is
possible to obtain epitaxial films of high structural
quality by selecting the growth temperature range,
determining the best component ratios for the solution–
melt, and by selecting the corresponding gap widths d
between the horizontal substrates.

The obtained structures can be used to fabricate
devices and to grow III–V semiconductor compounds
and their alloys.

Data on the long-wavelength edge λ in relation to the com-
position of the Si1 – xGex graded-gap alloy

h, µm x Eg near the p–n junc-
tion, eV

Long-wavelength 
edge λ, µm

0 0 1.10 1.13

5 0.05 1.07 1.15

10 0.10 1.01 1.25

15 0.20 0.97 1.28

20 0.35 0.90 1.38

25 0.50 0.84 1.48

30 0.70 0.81 1.64

35 0.90 0.77 1.60

40 1.00 0.67 1.65

0.8

0.2

1.0 1.2 1.4 1.6 1.80.6
0

0.4

0.6

0.8

1.0

hν, eV

Photoconductivity, arb. units

Fig. 5. Spectral dependence of photoconductivity for the
n-Si–p-Si1 – xGex structure. The film surface is illuminated.
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We can make the following conclusions.

(i) Si1 – xGex epitaxial layers with a controlled varia-
tion in the Ge content from 0 at % at the heterointerface
up to 100 at % at the film surface can be grown.

(ii) It is shown that, at a thickness d of the solution–
melt layer of about 0.7–1.0 mm, the epitaxial films on
the upper and lower substrates grow identically, while,
at d = 1.0–1.5 mm, the epitaxial films differ in terms of
composition and graded-gap characteristics. In the
former case, the films are of high structural quality. As
d increases, the films grown on the upper and lower
substrates increasingly differ and their structural qual-
ity worsens. This circumstance is probably associated
with variation in the mass-transfer characteristics and
with the emergence of homogenous nucleation in the
liquid phase volume.

(iii) Study of the distribution of chemical compo-
nents revealed that this distribution is graded by thick-
ness and is uniform on the surface of the Si1 – xGex films.

(iv) In the case of study of the lattice parameters of
the Si1 – xGex alloys, the experimental data indicate that
the obtained Si1 – xGex epitaxial layers are of high struc-
tural quality.

We thank A.Yu. Leœderman for his interest in this
study and his valuable comments. We also thank
M.S. Saidov for his helpful advice and contributions
during discussions.
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Abstract—The formation of potential barriers in undoped disordered semiconductors is considered. A gener-
alized model of the potential barrier formation in such structures is examined using the example of a metal–
amorphous hydrogenated silicon contact. It is shown that the properties of barriers in disordered semiconduc-
tors are determined by the energy distribution of the localized states in the mobility gap. An analytical expres-
sion for the electric field and potential in the space-charge region of a disordered semiconductor is obtained and
a new method for the formation of surface quasi-ohmic contacts is suggested. © 2005 Pleiades Publishing, Inc.
Contact phenomena in disordered semiconductors
and, in particular, in amorphous hydrogenated silicon
(a-Si:H) are of interest from both the theoretical and the
practical standpoints, especially since, at present, there
exists no adequate model describing the formation of
potential barriers. The density of states (DoS) localized
in the mobility gap near the Fermi level in such materi-
als can be rather high (1015–1019 cm–3 eV–1). However,
most electrical properties possessed by materials in this
class are determined only by electrically active states,
i.e., by the states that, under equilibrium conditions or
under the effect of external factors, play the role of
donors or acceptors [1]. Incorporated doping elements
(for example, phosphorus or boron) can form donor or
acceptor levels and create additional high-energy
defects near the Fermi level EF. The structural relax-
ation of a material in response to external factors (tem-
perature, electromagnetic field, or ionizing radiation)
can result in the breaking of weak chemical bonds and
the formation of additional charged defects acting as
donors or acceptors.

The classical approach to the problem of the appear-
ance of potential barriers in disordered semiconductors
[2, 3] does not account for their formation in the
absence of a Schottky layer (at the contact of a metal
with an undoped amorphous semiconductor) or in the
case of low concentrations of “shallow” donors (for
p−n junctions and heterojunctions). Earlier, Madan
(see, e.g., [4]) took into account the DoS distribution in
the mobility gap of a disordered semiconductor when
solving the Poisson equation in the space-charge region
(SCR). However, the DoS function has an integral char-
acter and includes states in band tails, which are not
electrically active under equilibrium conditions [5].
1063-7826/05/3910- $26.00 ©1147
Arkhipov et al. [6] have suggested a rather interesting
model of an activation barrier at the contact between a
metal (Me) and an amorphous semiconductor, where
the current is limited by the space charge formed in the
amorphous semiconductor in the presence of injection
of electrons from the metal and their trapping. How-
ever, the results of these studies and our previous anal-
ysis of the current–voltage (I–V) characteristics [7, 8],
as well as other known experimental results [4, 9, 10],
show that the current across the barrier may be due to
different mechanisms, mainly, over-the-barrier emis-
sion and, less often, space-charge-limited currents
(SCLC). In the case of a Me–a-Si:H contact, the most
detailed theoretical studies have been performed by
Il’chenko and Strikha [10]. However, their analytical
solution to the Poisson equation for the barrier under
study could not be practically applied, since the func-
tion approximating the DoS near the Fermi level was
inadequate.

The absence of a unified theory of the formation of
potential barriers in systems with disordered semicon-
ductors, similar to the theory that exists in the classical
physics of crystalline semiconductors, means that it is
not possible to suggest adequate mathematical models
of the devices used in automated design systems. The
aim of this study was to develop a generalized model of
the formation of barriers in disordered semiconductors
taking into account the shape of the distribution of the
density of electrically active localized states in the
mobility gap and their contribution to the charge den-
sity distribution in the SCR of the semiconductor.

For our analysis, we chose a Me–a-Si:H contact,
since it is present in all a-Si:H-based devices and can
play the role both of an ohmic contact and an active ele-
 2005 Pleiades Publishing, Inc.
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ment (in barrier structures). In addition, in the active
mode, the currents passing through this contact can
result from monopolar electron injection from the
metal. Therefore, it is easier and more obvious to ana-
lyze the properties of such a barrier rather than the
properties of p–n or p–i–n junctions. However, the
nature of this potential barrier differs from that of a sim-
ilar (Schottky) barrier between a metal and a crystalline
semiconductor. The barrier considered has a number of
specific features:

(i) The formation of the SCR directly involves
charged localized states located near the Fermi level in
the energy range from EF to EF + eϕ0, where ϕ0 is the
band bending at the semiconductor surface [5].

(ii) The process of SCR formation can be separated
into two stages. The first stage, related to the diffusion
of free charge carriers at the moment of contact, results
in the establishment of an intermediate equilibrium; at
this stage, the processes are similar to those at the con-
tact of a metal with a crystalline semiconductor and can
be mathematically described using the classical Schot-
tky theory [2, 3]. The second stage, corresponding to
longer times, is related to the ionization of electrically
active localized states at the Fermi level. After the sec-
ond stage, we may assume that the formation of the bar-
rier between the metal and amorphous semiconductor
is terminated [11]. Similar features should also be
observed during the formation of the SCR in p–n, p–i,
and n–i junctions.

The above processes are illustrated in Fig. 1 in more
detail. In order to simplify the graphic representation,
the spectra of deep localized acceptor- and donor-type
states are represented by the local levels Ea and Ed,
respectively. The time taken for complete formation of
the barrier can be separated into two intervals: t1 is the
time interval during which the “fast” ionization pro-
cesses of shallow levels occur, and t2 is the time interval
during which deep levels are ionized and the released
carriers are swept out of the SCR. In other words, these
times correspond to the establishment of complete ther-
modynamic equilibrium in the system and essentially
determine the time τM of the relaxation of nonequilib-
rium charge (the Maxwell relaxation time). For crystal-
line semiconductors, t1 ≤ 10–12 s; for amorphous semi-
conductors, t2 ≤ 103 s [4].

If we consider a-Si:H as a weakly compensated
semiconductor, the dark conductivity is due to electrons
with a concentration n0 [10]:

(1)

Here,  and  are the concentrations of the donor-
and acceptor-like states ionized at a given temperature.

The space-charge density ρ is determined by the dif-
ference between the positive and negative charges in
the traps. In the bulk of a-Si:H, this density is given by

(2)

n0 Nd
+ Na

–.–=

Nd
+ Na

–

ρ e n0 ∆n+( ),=
where e is the elementary charge; n0 is determined by (1);
and ∆n appears because of the ionization of donorlike
states near the Fermi level, which are initially occupied,
at the instant of the contact of the metal with semicon-
ductor.

It is also important that the charge carrier transport
in a-Si:H is accompanied by multiple trapping and
release of charge carriers involving both shallow and
deep traps [12]. The trapping probability is determined
by the capture cross section and the trap occupancy.
The recombination of nonequilibrium carriers occurs in
a time shorter than τM, and, therefore, a generated car-
rier can recombine before it leaves the SCR [6, 12]. We
assume that, even in the presence of an external electric
field, the currents in the SCR are so low that they do not
perturb the static equilibrium of the charges. It should also
be noted that this consideration does not take into account
the effect of surface states and the Schottky effect.

At the initial instant (t = 0), the distance between the
metal and a-Si:H is infinite (Fig. 1a). In the absence of
surface states (or if they are “shunted” by the bulk
states), the energy diagram of a-Si:H corresponds to
“flat bands.” The traps Et and Eta located between EC
and EF0 are unoccupied, while the levels Etd located
between EF0 and EV are, in contrast, occupied. Further-
more (Fig. 1c), at the instant of the contact of the metal
and a-Si:H, due to the difference in the work functions
of the semiconductor (ϕs) and metal (ϕm), the diffusion
flow of free electrons (n) from the semiconductor to the
metal appears during the time t1, just as it does in crys-
talline semiconductors. Therefore, in this time interval,
the distribution of the space-charge density and field in
the SCR is established, as is shown in Fig. 1d. The
formed field F affects the electron flow from the semi-
conductor and, at the instant t1, the intermediate equi-
librium is established. Thus, the width of the SCR is
equal to the value W1 that corresponds to the case of a
crystalline semiconductor with a concentration of ion-
ized donors Ntd = n. The band bending in the SCR is

(3)

where χs is the electron affinity of a-Si:H.

The electric field at an instant t ≤ t1 is

(4)

where ϕt = kT/e is the thermal potential and LD is the
Debye length, which is determined by the screening
properties of “free” electrons in an undoped a-Si:H film.

Using the approximation of the Fermi–Dirac func-
tion at absolute zero, we find that the band bending at
the instant t = t1 creates aninverse population of the Etd
level; in turn, at t ≥ t1, this produces thermal activation
of electrons from the traps. Thus, in the field F in the
SCR, electrons drift into the depth of the semiconduc-
tor, but, having a low mobility (10–1–10–2 cm2/(V s) [4])

eϕ0 eϕm eϕ s– eϕm χs– EF EC–( ),+= =

F x( )
ϕ t

LD
2

------ W1 x–( ),=
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Fig. 1. Model of the formation of the barrier between a metal and an undoped disordered semiconductor. (a) The initial state of the
system at t = 0; (c) the system at the instant of the contact t = t1; (e) the system at an instant t such that t1 < t < t2; (b, d, f) the
distribution of the charge density and electric field in the SCR of a crystalline semiconductor in the presence of a deep Etd level and
a disordered semiconductor in cases (c) and (e), respectively; ϕs and ϕm are the work functions for the semiconductor and metal;
ϕ0 is the band bending in the SCR; δ is the spatial gap between the metal and a-Si:H; χs is the electron affinity; Et is the energy level
of shallow traps; Etd and Eta is the energy region of donor- and acceptor-type deep traps; EF is the Fermi level; F is the electric field;
and W1 and W2 are the thicknesses of the space-charge layer at the instants t = t1 and t < t2.
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and short diffusion length (L < W1), they are immedi-
ately captured by shallow traps. Moving to the bound-
ary of the SCR, where the electric field F  0, the
carriers, before reaching a deep trap, undergo several
capture–activation events involving shallow traps
(according to multiple trapping models [6, 12]). The
SEMICONDUCTORS      Vol. 39      No. 10      2005
spatial relaxation of the excess charge, which is formed
due to the depletion of deep traps Etd in the SCR, occurs
during the time t such that t1 ! t ≤ t2. This situation is
an inherent property of all amorphous semiconductors
with a continuous spectrum of localized states. The pro-
cesses under study are illustrated in Figs. 1e and 1f.
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Due to these processes, the shape of the potential
ϕ(x) in the SCR is changed, the width of the SCR
decreases to W2, and the space-charge density increases
to e(n0 + ∆n) (Fig. 1f).

After the thermodynamic equilibrium is established
(t = t2), the space-charge density for the case of large
band bending is [13]

(5)

where gF0 is the DoS near EF and β is the slope of the
approximating straight line gd(E) in semilog coordinates.

The electric field in the SCR is determined by the
following analytical expression [14]:

(6)

Here,

(7)

The potential in the SCR is

(8)

ρ ϕ( )
egF0

β
---------- βeϕ( ),exp=

F x( )
2gF0

β2εε0
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 
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 

tan=

=  
2gF0

β2εε0

-------------
x

2LD

-------------- 
  .tan

LD
εε0

e2gF0

------------.=

ϕ x( ) 2
βe
------ x

2LD

-------------- 
 cos ,ln–=

0.2

0 0.1

ϕ, V

x, µm

1

2

3
4

0.4

0.6

0.8

0.2 0.3 0.4

Fig. 2. Effect of the density of electrically active states at the
Fermi level on the potential barrier profiles for the contact
of a metal with an undoped amorphous semiconductor
(from the calculations in [15, 20]): (1) gF0 = 1016 cm–3 eV–1

and β = 5.76 eV–1, (2) gF0 = 1017 cm–3 eV–1 and β =

5.18 eV–1, (3) gF0 = 1018 cm–3 eV–1 and β = 4.32 eV–1, and

(4) gF0 = 1019 cm–3 eV–1 and β = 2.88 eV–1.
and the width of the SCR is

(9)

Expressions (6)–(9) were obtained analytically in [14]
and, from the point of view of practical application,
considerably differ from earlier obtained expressions
[10]. Similar expressions are also valid for crystalline
semiconductors with deep traps Etd (the Saha–Reddi
model for p+–n junctions, Fig. 1b) [15].

If a reverse external bias is applied to a Me–a-Si:H
system, the carriers are activated and, under a forward
bias, captured by deep traps. Accordingly, the position
of the electron quasi-Fermi level in the SCR changes.
The duration of this process is determined by the same
time t = t2; i.e., the time taken for the formation of the
barrier profile due to activation–drift processes in the
SCR can be from several to tens of seconds. This con-
clusion can explain the results of measurement of the
high-frequency capacitance–voltage characteristics
(namely, the absence of the voltage dependence of the
barrier capacitance at a frequency of the test signal
equal to 1 MHz) [4, 7].

In the case of doped a-Si:H, the above scenario is
retained. The difference is that, due to doping, the con-
centration of free charge carriers is higher, thus result-
ing in more significant band bending in the intermedi-
ate equilibrium. Therefore, a wider spectrum of “deep”
donorlike states takes part in the final stage of barrier
formation. In this case, the width of the SCR W2 is
smaller than in the case of undoped a-Si:H.

The effect of an increase in the DoS at the Fermi
level is illustrated in Fig. 2. An analysis of expression (6)
shows that the shape of the potential in the SCR
depends on the DoS at the Fermi level: with an increase
in the DoS, the barrier becomes thinner, and, therefore,
the effective height becomes lower due to tunneling
through a thin contact layer. Under an increase in the
DoS at the midgap from 1015 to 1019 eV–1 cm–3, the field
concentrates near the contact and its magnitude
increases. Thus, the width of the SCR decreases from
several µm to several hundred nanometers [14]. The
effective height of the barrier is thus reduced from 0.73
to 0.1 eV.

Thus, in disordered semiconductors with a high DoS
at the Fermi level (of about 1019 eV–1 cm–3), the poten-
tial barrier at the contact between a metal and a semi-
conductor limits the current very little, and its “block-
ing” properties disappear. Chalcogenide vitreous semi-
conductors and nonhydrogenated amorphous silicon
(a-Si) are examples of such disordered semiconductors,
where the DoS at the Fermi level can attain such values.

The above conclusions have led us to a new method
for creating surface quasi-ohmic contacts to undoped
a-Si:H [16]. The problem of the creation of an ohmic
contact can be solved by introducing an additional
annealing operation into the technological process of

W
2εε0

e2gF0

------------
βeϕ0

2
------------– 

 exp .arccos=
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fabrication of thin-film devices based on a-Si:H and
other hydrogenated amorphous semiconductors. After
deposition of a semiconductor film onto a substrate,
instead of doping the film to be used for an ohmic con-
tact, the amorphous semiconductor film is annealed for
20–30 min at a hydrogen effusion temperature. Anneal-
ing increases the near-surface DoS at the Fermi level
and, therefore, reduces the effective height of the con-
tact potential barrier, which is formed in the subsequent
technological operations.

A similar approach can be extended to a contact
between a doped and an intrinsic disordered semicon-
ductor. Since the DoS in doped semiconductors
exceeds the DoS in intrinsic semiconductors by one to
two orders of magnitude, virtually the entire contact
potential difference at the boundaries of the p–i and
i−n regions falls on the undoped region [4]. Under such
an assumption, the field in the i region of a p–i–n struc-
ture can be considered as a superposition of the contact
fields at the boundaries of the p–i and i–n regions. The
contact potential difference is determined by the shift
of the Fermi level in the doped regions with respect to
the position of the Fermi level in the intrinsic semicon-
ductor, and the field profile is related to the magnitude
and distribution of the DoS near the Fermi level in the
mobility gap. In Fig. 3, the variation of the electrostatic
potential and the field distribution in the i layer of a
solar cell of an a-Si:H–based p–i–n structure are plotted
at different values of the DoS; in the calculations, we
took into account the effects of “deep” localized states
on the formation of the contact barrier [13, 14]. For
long illumination times, light-induced high-energy
metastable states appear in the semiconductor. An
increase in the DoS at the Fermi level produces a redis-
tribution of the electric field in the structure: the SCR
concentrates in the i region near the boundaries of the
p–i and i–n regions. In turn, this redistribution results in
the generation of additional defect-related states by the
electric field, which leads to an even greater enhance-
ment of the effect under study. The field at the middle
of the i layer decreases, and, as a consequence, the car-
riers do not have time to be separated by the contact
field and recombine, as they do not reach the contacts.
As a result, the efficiency of the solar cell decreases [17].
Thus, an increase in the DoS due to photo-induced
defects (and electrically induced defects near the inter-
faces) results not only in a decrease in the drift carrier
displacement µτ but also in a redistribution of the field
in the i layer of a solar cell based on a p–i–n structure.
These processes increase the fraction of recombined
carriers in the i region and reduce the collection factor
of the photogenerated charge.

The suggested approach to the formation of poten-
tial barriers allowed us to apply it to the theory of
a-Si:H–based thin-film field-effect transistors (TFFET)
and to analytically obtain, for the first time, the current–
voltage characteristics of TTFETs with an “inverted”
structure, covering subthreshold and superthreshold
transistor operation modes [18].
SEMICONDUCTORS      Vol. 39      No. 10      2005
In closing, it should be noted that we have suggested
a physical model of the formation of potential barriers
in disordered semiconductors that takes into account
the high midgap DoS characteristic of this class of
semiconductor materials. These states are electrically
active and contribute substantially to the magnitude,
energy, and space distributions of the charge, electric
field, and potential in the SCR of the semiconductor.

It is shown that the application of physical and
mathematical models to classical Schottky barriers, as
well as p–n and p–i–n junctions in the case of undoped
amorphous semiconductors, is not quite correct and the
barrier between the metal and amorphous semiconduc-
tor cannot be assumed to be a classical Schottky barrier.
This statement is related to the fact that the SCR of a
noncrystalline semiconductor is formed not only by
donor- or acceptor-type impurity states but also by
“deep” electrically active states near the Fermi level.

We have found that, in contrast to crystals, the pro-
cess of formation of the barrier and SCR in disordered
semiconductors may require times as long as 103 s.
Therefore, studies of the capacitance–voltage charac-
teristics of such structures cannot be performed using a
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Fig. 3. (a) Electric potential profile and (b) distribution of
the electric field in the i layer of an a-Si:H-based structure:
gF0 = (1) 1016 and (2) 1017 cm–3 eV–1.
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test-signal frequency of 1 MHz, typical of crystalline
semiconductors.

We have shown that the increase in the DoS at the
Fermi level changes the distribution of the potential and
electric field in the SCR of a disordered semiconductor.
As a consequence, the effective barrier height is low-
ered and the width of the SCR is decreased. Thus, for a
contact of a metal with undoped a-Si:H, the width of
the SCR decreases by a factor of 25 (from 500 to
20 nm) and effective barrier height decreases by a factor
of 7 (from 0.73 to 0.1 eV) as the DoS at the Fermi level
increases from 1016 to 1019 eV–1 cm–3. For p–i–n diodes
of a-Si:H-based solar cells, an increase in the DoS of
the a-Si:H film makes the contact fields concentrate in
the i layer near the boundaries of the p–i and i–n junc-
tions. Accordingly, the field in the middle of the i layer
decreases by one to two orders of magnitude. This
effect results in a decrease in the drift displacement and
collection factor of the photoinduced charge, i.e., in the
degradation of the quality and efficiency of solar cells.

We have suggested a new method for the formation
of quasi-ohmic contacts in hydrogenated disordered
semiconductors, eliminating doping of the disordered
semiconductor under the contact and, thus, making the
technological process of fabrication of efficient devices
with given characteristics substantially less expensive.

This study was supported by the Ministry of Educa-
tion and Science of the Russian Federation.
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Abstract—The effect of additional implantation of hydrogen ions into the region of the interface between the
split-off silicon layer and the buried insulator in silicon-on-insulator structures and subsequent high-tempera-
ture annealing on the parameters of the structures and their radiation resistance is studied. This modification of
silicon-on-insulator structures gives rise to the following effects. The mobile charge present in the oxide of the
initial structures becomes immobilized, which stabilizes the characteristics of silicon-on-insulator structures
and simultaneously increases the fixed charge near the boundary with the split-off silicon layer. Furthermore,
additional traps are introduced into the oxide; these are predominantly electron traps that accumulate negative
charge during irradiation. As a result, the charge in the oxide of silicon-on-insulator structures is decreased
somewhat at the initial stage of irradiation but then remains nearly unchanged up to doses of 107 rad. Conven-
tional accumulation of positive charge occurs at the second boundary of the structure and is typical also of initial
(unmodified) silicon-on-insulator structures. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Development of the technology of silicon-on-insu-
lator (SOI) structures is largely due to the progress that
has been made regarding the radiation resistance of
electronic devices by using SOIs instead of other struc-
tures. It is well known that irradiation of discrete
devices and integrated circuits (ICs) leads to problems
even at doses as low as 103–104 rad, in which case one
observes an increase in generation currants, a decrease
in the relaxation time of nonequilibrium depletion, and
other processes that lead to a reduction in both the
detectability of metal–insulator–semiconductor photo-
detectors and the efficiency of transport in charge-cou-
pled devices [1]. The space charge increases in thick
passivating oxides at doses ranging from 104 to 105 rad,
which gives rise to a spurious coupling between IC
components. Accumulation of charge in the gate insu-
lator is observed only at the doses that exceed 105 rad.
Location of the circuit components at separate islands
in SOI structures brings about both a drastic decrease in
the areas of p–n junctions and complete isolation of
separate transistors from each other. As a result, prob-
lems with irradiation of SOI-based devices arise only at
doses of 105 rad and higher. However, the charge in
SOI-based devices is introduced not only into the gate
oxide but also into the buried insulator. Accumulation
of positive charge in the oxide brings about the forma-
tion of an n-type channel in the split-off silicon layer, an
increase in the leakage current, and a shift of the thresh-
old voltage in n–p–n transistors. This circumstance has
aroused interest in study and modification of the prop-
erties of the buried insulator in SOI structures. The case
where the charge at the Si/SiO2 interface is constant and
1063-7826/05/3910- $26.00 1153
does not vary under the effect of irradiation seems to be
optimal. A possible solution to the problem of charge
accumulation may the introduction of electron traps
into the oxide, as these can compensate for positive-
charge accumulation. For example, excess silicon
atoms are present in the oxide of SIMOX (separation by
implantation of oxygen) wafers; it is believed that these
atoms act as traps for electrons and ensure a smaller
variation in the parameters of these wafers [2]. In addi-
tion, it is well known from both field- and radiation-
related experiments that implantation of various impu-
rities (for example, P, Si, Ge, As, etc.) into the oxide
leads to the introduction of traps that capture negative
charge [3]. It should be noted that the centers intro-
duced by implantation of impurities capture, as a rule,
not only electrons but also holes; moreover, the density
of the introduced traps is typically quite high (higher
than 1012 cm–2). The presence of electron traps in the
oxide after being subjected to an implantation of hydro-
gen ions and subsequent annealing at a high tempera-
ture is typical of the so-called UNIBOND structures, in
which the implanted oxide serves as the buried insula-
tor [4]. Implantation of hydrogen has been already used
in the production of SOI wafers by the DeleCut
method; however, the buried insulator was not sub-
jected to ion implantation [5]. Nevertheless, the forma-
tion of a low-density negative charge was also observed
in the vicinity of the bonding boundary [6]. In addition,
the passivating effect of the properties of hydrogen on
the states at the Si/SiO2 interface and the traps in the
oxide are well known.

In this paper, we report the results of studying the
properties of SOI structures modified by additional
© 2005 Pleiades Publishing, Inc.
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hydrogen implantation into the boundary region and
subsequent high-temperature annealing. It is estab-
lished that this treatment of the structures somewhat
increases the initial charge in the oxide at the interface
between the split-off silicon layer and the buried insu-
lator; however, this increase is balanced by stabilization
of the mobile charge in the insulator of SOI structures
and stabilization of the charge under irradiation at
doses as high as 107 rad.

2. EXPERIMENTAL

As the initial material, we used SOI structures fabri-
cated by the DeleCut method [5] and based on n-type
silicon. The thickness of the split-off silicon layer was
about 500 nm, and the thickness of the buried-insulator
layer was 280 nm. Hydrogen ions with an energy of
130 keV were implanted into the structures at a dose of
4 × 1016 cm–2. The projected range of ions with this
energy nearly coincides with the depth of the Si/SiO2
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1100°C, 20 min, O
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Fig. 1. Capacitance–voltage characteristics of the initial
SOI structure and the SOI structures implanted with hydro-
gen and then annealed either for 1 h at 960°C or for 20 min
at 1100°C.

Table 1.  Charge density at the Si/SiO2 boundaries in the ini-
tial SOI structures and the structures implanted with hydro-
gen ions and then annealed at Tann = 960°C in a nitrogen
atmosphere and at Tann = 1100°C in an oxygen atmosphere

Structure
and Tann

Determination
based VFB

Determination
based Vmg

Qf, cm–2 Qs, cm–2 Qf, cm–2 Qs, cm–2

Initial 3.3 × 1011 3.3 × 1010 6 × 1011 2.1 × 1011

960°C 5 × 1011 7.1 × 1010 1.2 × 1012 2.6 × 1011

1100°C 8.8 × 1011 7 × 109 1.2 × 1012 2.3 × 1011

Note: Qs is the charge density at the oxide–substrate boundary and
Qf is the charge density at the interface between the split-off
silicon layer and the oxide.
interface. The wafers were then annealed for 1 h at a
temperature of 960°C in a nitrogen atmosphere or for
20 min at a temperature of 1100°C in an oxygen atmo-
sphere. In order to study the SOI’s properties, we fabri-
cated Al/Si/SiO2/Si/Al mesa structures with an area of
10–2–10–3 cm–2.

To determine the parameters of the structures, we
measured and analyzed their high-frequency (1 MHz)
capacitance–voltage (C–V) characteristics. Two dis-
tinct regions of capacitance modulation can be recog-
nized in the C–V characteristics of the n-Si/SiO2/n-Si
structures (Fig. 1). We can assume the following:

(i) a decrease in the capacitance at negative voltages
corresponds to the formation of a space-charge region
(SCR) in the substrate if the split-off silicon layer is in
a state of enhancement, and

(ii) a decrease in the capacitance at positive voltages
is related to the SCR formation in the split-off silicon
layer if the substrate is in a state of enhancement.

The value of the flat-band voltage VFB in both
regions of capacitance modulation was used to deter-
mine the charge in the insulator for two boundaries.
This charge included the fixed charge in the insulator
and the charge at the surface states. In order to separate
the contribution of the surface states to the value of the
fixed charge in the oxide, we also used the voltage cor-
responding to the Fermi level position at approximately
the midgap Vmg; the fixed charge in the insulator was
then calculated for each boundary on the basis of the
value of Vmg. The traps present in the insulator were
revealed by studying the field effect (accumulation of
charge in the insulator when the structures were kept
under the application of voltage). The radiation-related
properties of the SOI structures modified by hydrogen
implantation were studied using irradiation with
2-MeV electrons at doses ranging from 105 to 107 rad.
Accumulation of charge in the insulator of the irradi-
ated structures was also assessed from the C–V charac-
teristics via the flat-band voltage.

3. RESULTS AND DISCUSSION

In Fig. 1, we show the C–V characteristics of the ini-
tial SOI structure and the structures modified by hydro-
gen implantation and annealing at different tempera-
tures. In Table 1, we list the values of the charges,
which were calculated using the flat-band voltage VFB
(case I) or the voltage Vmg (case II), at both boundaries
of one of the SOI structures. In case I, the negative
charge captured by the surface states in n-Si is sub-
tracted from the fixed positive charge in the oxide. In
case II, the calculated charge is related only to the fixed
charge in the insulator. The surface-state density can be
estimated from the difference Qf(Vmg) – Qf(VFB). It can
be seen that, as a result of the modification of the SOI
structures by additional implantation, there is an
increase in the positive-charge density at the interface
between the split-off silicon layer and the oxide. It fol-
SEMICONDUCTORS      Vol. 39      No. 10      2005
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Fig. 2. Capacitance–voltage characteristics of the initial
SOI structure and the SOI structures implanted with hydro-
gen and then annealed at a temperature of 1100°C, before
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SEMICONDUCTORS      Vol. 39      No. 10      2005
lows from the data listed in Table 1 that the modified
charge at the interface between the split-off silicon
layer and the buried insulator is the same after anneal-
ing at 950 and 1100°C; however, the density of states at
the boundary is much lower in the case of the higher
annealing temperature (7 × 1011 and 3.2 × 1011 cm–2

after annealing at 950 and 1100°C, respectively). The
charge at the second boundary remains nearly the same.

In Fig. 2, we show the C–V characteristics of the
structures for which negative voltages of –100 and
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Fig. 4. Dependences of the charge density in the buried
oxide of (a) the initial SOI structure and the modified SOI
structures annealed at (b) 960 and (c) 1100°C on the dose of
irradiation with electrons. Qs is the charge density at the
oxide–substrate boundary and Qf is the charge density at the
interface between the split-off silicon layer and oxide.



1156 ANTONOVA
−150 V were constantly applied to the split-off silicon
layer for 40 min. In this case, electrons are injected
from the split-off silicon into the oxide. It follows from
Fig. 2 that the accumulation of negative charge occurs
in the vicinity of the interface between the silicon layer
and the oxide. In Table 2, we list the charge densities at
both Si/SiO2 interfaces in the structures under consider-
ation; in addition, the variations in these densities are
given in comparison to those in the initial structures. It
can be seen that negative charge is accumulated at the
interface between the split-off silicon layer and the
oxide and that the density of this charge can be as high
as ~2 × 1012 cm–2. The introduction of a positive charge
is observed in the SOI structures when a positive poten-
tial is applied to the split-off silicon layer; however, this
charge has a much smaller magnitude than that of the
negative charge (see Table 2). Measurements of the
C−V characteristics of the structures within 5–20 min
after the voltage was switched off showed that the intro-
duced charge was stable and the structures under con-
sideration did not involve a mobile charge at the bond-
ing boundary.

The variations in the C–V characteristics of the initial
and modified structures resulting from irradiation with
electrons are illustrated in Fig. 3. It can be seen that the
charge is mainly accumulated only at the interface with
the substrate in the modified structures, whereas a shift
of the modulation regions of the C–V characteristics to
higher voltages is observed after irradiation of the ini-
tial structure. The slope of the C–V characteristics
remains almost changed, which indicates that the den-
sity of states is constant at the boundaries (unaffected
by irradiation). The charge density at the Si/SiO2 inter-
face (as calculated on the basis of the value of VFB) is
shown in Fig. 4 as a function of the electron dose for the
initial and modified structures. The modified structure
annealed at 1100°C is the most stable (from the stand-
point of the charge at the interface between the split-off
silicon layer and the insulator).

4. DISCUSSION

Maintenance of the initial SOI structures by apply-
ing voltage (without modification by hydrogen implan-

Table 2.  Charge density at the Si/SiO2 boundaries in the SOI
structures implanted with hydrogen ions and then annealed at
1100°C, both before and after storage under a voltage U for
40 min

U, V Qf, cm–2 Qf – Qf0,
cm–2 Qs, cm–2 Qs – Qs0,

cm–2

0 8.8 × 1011 0 6.8 × 109 0

–100 6.6 × 1011 –2.2 × 1011 3.9 × 1010 3.2 × 1010

–150 3.2 × 1011 –5.6 × 1011 3.9 × 1010 3.2 × 1010

–200 –7.6 × 1011 –1.6 × 1012 –1.3 × 1011 –1.3 × 1011

+100 9.3 × 1011 5 × 1010 1010 3.2 × 109
tation) made it possible to observe the motion of the
mobile charge located in the oxide and localized near
the interface with the split-off silicon layer but did not
lead to accumulation of an additional charge [4]. The
value of the mobile-charge density was typically equal
to (2–3) × 1011 cm–2.

An additional implantation of hydrogen into the SOI
structures in combination with high-temperature
annealing brings about significant changes in the struc-
tures. In this case, a mobile charge is not observed when
studying the field effect in the structures. Apparently,
the mobile charge is captured by the defects that arise
in the course of irradiation. As a result, the modified
SOI structures have more stable characteristics, which
is important for optimization of the structure parame-
ters. It can be also seen that, as a result of modification
of the SOI structures, mainly electron traps are intro-
duced (the hole-trap concentration is much lower).

Irradiation of the SOI structures typically leads to
accumulation of a positive charge. The density of this
charge at the interface between the split-off silicon
layer and the buried oxide can be as high as (7–12) ×
1011 cm–2, whereas the initial value was 4 × 1011 cm–2.
As can be seen from Fig. 4a, the largest charge accumu-
lated in the structure under consideration as a result of
irradiation amounts to 7.5 × 1011 cm–2. After modifica-
tion of this structure (the temperature of the final
annealing was 1100°C) the charge density at the given
boundary becomes even higher (8.8 × 1011 cm–2); a
decrease in the charge density to 7.0 × 1011 cm–2 is
observed in the course of irradiation (Fig. 4c). It is of
interest that the densities of the positive charge accu-
mulated in the initial and modified structures as a result
of irradiation are in close agreement in spite of modifi-
cation of the structures by additional irradiation. How-
ever, the structures do become more stable; i.e., the
charge densities before and after irradiation differ from
each other insignificantly. As a result of irradiation, a
positive charge is conventionally accumulated at the
second boundary. This behavior is also characteristic of
the initial (unmodified) SOI structures.

The use of a lower temperature for the final anneal-
ing after SOI modification gives rise to more complex
dose dependences of the charge density; in particular,
an introduction of negative charge is observed at the
initial stage. In this case, there is apparently loosely
bonded hydrogen in the structure, which affects the
charge accumulation at the second oxide–substrate
interface. In addition, these structures also feature a
high density of surface states (see Fig. 1 and Table 1).
A higher temperature of final annealing for the modi-
fied SOI structures appears to be preferable from the
standpoint of the stability of these structures.

In this study, the dose of the hydrogen implantation
was not varied. It can be expected that the proper choice
of implanted-hydrogen dose will make it possible to
obtain SOI structures with a higher degree of optimiza-
tion with respect to the parameters; however, it has
SEMICONDUCTORS      Vol. 39      No. 10      2005
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already been explicitly shown in this study that the SOI
parameters can be stabilized.

5. CONCLUSIONS

Thus, additional implantation of hydrogen ions into
SOI structures followed by high-temperature annealing
gives rise to the following effects.

The mobile charge of protons in the oxide is fixed,
which stabilizes the characteristics of SOI structures
and simultaneously increases the fixed-charge density
at one of the boundaries with the split-off silicon layer.
Electron traps are predominantly introduced into the
oxide in the course of the structures’ modification; fur-
thermore, these traps accumulate negative charge dur-
ing irradiation. As a result, the charge density in the
oxide of SOI structures decreases somewhat at the ini-
tial stage of irradiation with electrons and then remains
almost constant up to doses as high as 107 rad. Positive
charge is conventionally accumulated at the second
boundary of the structure. This effect is also character-
istic of the initial (unmodified) SOI structures.
SEMICONDUCTORS      Vol. 39      No. 10      2005
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Abstract—The spectra of spontaneous UV luminescence of GaN nanocrystals excited by optical pumping at
power densities ranging from 50 W/cm2 to 50 MW/cm2 are studied. At room temperature, radiation peaks
related to the emission of free excitons and recombination of electron–hole plasma are revealed. The spectral
characteristics of the emission of the electron–hole plasma in GaN is studied in the wide temperature range of
77–550 K. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The contemporary approach in optoelectronics con-
sists in the search for materials that can emit radiation
in the blue and UV spectral regions [1]. At the present
time, it is agreed that the compounds exhibiting the
greatest potential with respect to developing light-emit-
ting structures for these spectral regions are zinc oxide
and gallium nitride, as well as GaN-based solid solu-
tions. Of particular importance is the growth of these
semiconductor materials and fabrication of the struc-
tures based on them and whether they can emit mono-
chromatic radiation in the region corresponding to the
exciton or optical absorption edge. To this end, it is nec-
essary to fabricate high-quality thin films or crystals
from ZnO and GaN wide-gap semiconductors, since
intrinsic defects in the crystalline lattice or uncontrolla-
ble donor- or acceptor-type impurities may produce a
long-wavelength shift of the luminescence line or new
inhomogeneously broadened emission bands in the so-
called impurity spectral region [2, 3].

Gallium nitride and zinc oxide are direct-band mate-
rials. The band gaps of their hexagonal modifications
are 3.428 eV (GaN) and 3.37 eV (ZnO) at room temper-
ature. UV emission can be caused by recombination of
the free excitons present in the hexagonal phase.
According to the data available earlier publications
[4, 5], the binding energy of an electron and hole in the
exciton state is 60 and 25 meV for ZnO and GaN,
respectively. Therefore, in ZnO, excitons are thermally
stable at room temperature, and it is possible to accom-
plish a laser effect on the basis of their recombination.
The exciton mechanism of laser emission (“lasing”) is
reasonably efficient, allowing relatively low threshold
intensities during optical pumping (from 24 kW/cm2

and above) [6]. In GaN, excitons are unstable at room
temperature, and stimulated near-edge emission is, as a
1063-7826/05/3910- $26.00 1158
rule, controlled by recombination of the electron–hole
plasma (EHP). This circumstance leads to a sharp
increase in the threshold pumping intensity up to
1.2 MW/cm2 and, as a consequence, the use of
micrometer-sized laser resonators [7]. As a result,
quantum-well (QW) structures are commonly used in
the development of GaN-based semiconductor lasers to
increase the exciton binding energy and lower the las-
ing threshold.

At the same time, study of the mechanisms of radi-
ative EHP recombination in GaN is of considerable
interest in relation to developing high-power semicon-
ductor lasers. In fact, if the intensity of optical or elec-
tron-beam pumping is much higher than the threshold
intensity, the exciton mechanism of lasing is replaced by
the EHP recombination mechanism. The purpose of this
study was to investigate the spectral characteristics and
intensity of EHP emission in GaN single crystals in rela-
tion to the temperature and optical excitation density.

2. EXPERIMENTAL

GaN single crystals were synthesized using a modi-
fied form of the chloride–hydride method of chemical
transport reactions or the chemical vapor deposition
(CVD) method [8]. In contrast to the conventional pro-
cedure, metallic gallium of 99.999% purity and extra-
high-purity ammonium chloride of extra-pure grade
were used as the initial components. High-purity nitro-
gen (PNG brand) served as a gas carrier. The process
was carried out in a two-zone horizontal quartz reactor.
In the first zone, gallium heated to a temperature of
400°C interacted with ammonium chloride. The vapors
consisting of monoammoniate of gallium trichloride
formed as a result of the reaction were transferred, by
nitrogen flow, to the second zone, where they were
© 2005 Pleiades Publishing, Inc.
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decomposed and the formation of gallium nitride
occurred. The temperature of the pyrolysis was 950°C.
Plates of (0001)-oriented sapphire served as substrates.
According to electron microscopy data [8], GaN films
consist of layers of fine single crystals (less than 1 µm
in size), with the average size of separate crystallites
being ~0.4 µm and each crystallite having well-pro-
nounced crystalline facets. The crystallites showed
n-type conductivity and a rather low resistivity (10 Ω cm).
The regular hexagonal shape of the nanocrystals sug-
gested the predominance of the hexagonal modification
of GaN, as was confirmed by X-ray diffraction analysis.

The luminescence spectra were recorded during
excitation with a Photonics LN 1000 nitrogen laser at
the wavelength 337.1 nm (at a pulse duration of 0.6 ns
and pulse energy of 1.4 mJ) or by a tunable xenon lamp
whose radiation was transmitted through a monochro-
mator. In the both cases, the excitation induced inter-
band transitions. However, the xenon lamp provided a
lower power density at the sample surface (50 W/cm2),
while the nitrogen laser, equipped with a set of absorb-
ers, made it possible to attain power densities ranging
from 50 kW/cm2 to 50 MW/cm2. The radiation emitted
by a sample was collected along the direction orthogo-
nal to the sample surface by an optical waveguide posi-
tioned at a distance of 10 mm from the sample surface.
Then, the radiation was analyzed with the use of a spec-
trometer (Jobin–Yvon Spectrometer HR460) and a
multichannel detector (PM Hamamatsu 5600U). The
photoluminescence (PL) spectra of the GaN layers
were studied in an optical cryostat at temperatures
ranging from T = 77 to 550 K.

3. RESULTS AND DISCUSSION

Two typical room-temperature PL spectra for the
GaN nanocrystals on sapphire substrates are shown in
Fig. 1. The spectra were recorded under excitation of
the samples by the xenon lamp (curve 1) and nitrogen
laser (curve 2). As is evident from Fig. 1, the character
of the PL spectra is strongly dependent on the optical-
excitation power density (intensity). Under the low
excitation intensity (50 W/cm2) provided at the 300-nm
line of the xenon lamp, two PL peaks at photon energies
of 1.88 and 2.63 eV in the impurity spectral region and
two PL peaks at 3.2 and 3.4 eV in the absorption-edge
region are well resolved in the spectrum (Fig. 1, curve 1).
As the intensity of optical pumping increases to
50 kW/cm2, a single intense line at 3.2 eV (curve 2),
controlled by EHP radiative recombination, becomes
dominant in the spectrum. The red and blue emission
lines of GaN are due to extended lattice defects and
nitrogen vacancies, respectively [9, 10]. The shortest
wavelength peak, at 3.4 eV, is related to recombination
of free excitons in the hexagonal GaN phase. At room
temperature, the intensity of this band is low because of
thermal dissociation of the excitons.

In this study, we are particularly interested in the
violet-region edge emission at 3.2 eV that is dominant
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in the PL spectrum of GaN at high levels of pulse pump-
ing by the nitrogen laser. In order to accomplish lasing of
the GaN nanocrystals in the absorption-edge region, we
elevated the peak power of the laser excitation. Figure 2
shows the emission spectra of the samples at optical-
pumping intensities ranging from 50 kW/cm2 (curve 1)
to 50 MW/cm2 (curve 6). It is evident that, at very high
pumping intensities, the EHP band is dominant in the
PL of the nanocrystals. The peak of this band shifts
slightly to longer wavelengths (from 3.2 to 3.19 eV)
under a three orders of magnitude increase in the pump-
ing intensity. The dependences of the area under the PL
spectral curve and of the full width at half-maximum
(FWHM) of the PL line on the laser excitation intensity
suggest that emission is spontaneous over the entire
intensity range. In fact, the area under the PL spectral
curve increases almost linearly (dashed curve in Fig. 3)
with excitation intensity, and the FWHM of the PL line
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Fig. 1. Photoluminescence spectra of the GaN nanocrystals
under excitation by (1) a xenon lamp at 300 nm and (2) a
nitrogen laser at 337.1 nm. T = 300 K.
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Fig. 2. Photoluminescence spectra of the GaN nanocrystals
excited by a nitrogen laser at the intensities (1) 50 and
(2)  122 kW/cm2 and (3) 5.87, (4) 15.5, (5) 23.4, and
(6) 50 MW/cm2. T = 300 K.
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increases gradually from 0.106 to 0.176 eV. In the case
of stimulated PL emission, the increase in area would
be superlinear and have a well-pronounced threshold;
in contrast, the line width would decrease at above-
threshold pumping intensities [7].

It can be assumed that the edge emission of the GaN
nanocrystals becomes stimulated at lower tempera-
tures. As the temperature decreases, the probability of
nonradiative recombination of nonequilibrium elec-
trons and holes decreases, and the probability of ther-
mal dissociation of free or bound excitons in the mate-
rial decreases as well. Figure 4 shows the PL spectra of
the nanocrystals at temperatures in the range 77–550 K
under the highest intensity of excitation pulses used
(50 MW/cm2). As the temperature increases, a gradual
long-wavelength shift of the peak of the edge emission
from the GaN nanocrystals from 3.26 to 3.07 eV is
observed along with a simultaneous decrease in the PL
intensity. Under these conditions, the FWHM of the PL
band shows a considerable increase from 0.1 eV at
77 K to 0.33 eV at 550 K (Fig. 5). However, this
increase is gradual, suggesting a lack of any changes in
the PL mechanism in this temperature range. Therefore,
under the maximal laser excitation intensity, spontane-
ous EHP luminescence is dominant in the GaN nanoc-
rystals. A further increase in the pumping intensity
resulted in complete degradation (laser-induced evapo-
ration) of the samples. In this case, the samples were
not thermally vaporized but exploded in the high elec-
tric field of the focused laser irradiation.

Thus, without special fabrication of QW structures
or laser resonators, our attempts to achieve stimulated
emission in GaN nanocrystals in the edge spectral
region have been unsuccessful. Sometimes, the natural
faces of the GaN microcrysals may serve as high-Q res-
onators for optical radiation [11]. A fraction of radia-
tion is reflected from the crystal faces and passes back
into the sample, providing the positive feedback of the
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Fig. 3. Dependences of (1) the area under the emission
spectral curve and (2) the FWHM of the PL band of the GaN
nanocrystals on the excitation intensity of the nitrogen laser.
T = 300K.
laser. In this case, the threshold pumping intensity was
a few megawatts per unit area. The wavelength of lasing
correlated with the peak of the EHP emission in GaN;
as was shown above (Fig. 1), the position of this peak
depends only slightly on the excitation intensity. In
general, theoretical calculations of the density of
excited states for the carriers in EHP are rather compli-
cated. Such calculations should include the kinetic
energy of electrons and holes, the energy of their
exchange interaction, and the correlation energy [12]. A
number of theoretical models currently in existence
yield different results. For this reason, it is simpler to
make use of the above data on the spectral dependences
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Fig. 4. Photoluminescence spectra of the GaN nanocrystals
at T = (1) 77, (2) 100, (3) 132, (4) 165, (5) 200, (6) 232,
(7) 262, (8) 300, (9) 302, (10) 332, (11) 360, (12) 398,
(13) 433, (14) 460, (15) 501, (16) 532, and (17) 550 K. The
power density of the nitrogen-laser excitation radiation was
50 MW/cm2.
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Fig. 5. Dependences of the (1) peak position in the emission
curve and (2) width of the photoluminescence band at half-
maximum in the GaN nanocrystals on the measurement
temperature. The power density of the nitrogen-laser exci-
tation radiation was 50 MW/cm2.
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of EHP radiative recombination in GaN in relation to
temperature and pumping intensity to predict the
parameters of GaN-based high-power semiconductor
lasers. First of all, it can be seen that the peak position
in the emission spectra demonstrates high stability over
a wide range of pumping intensities, from 50 W/cm2 to
50 MW/cm2 (Fig. 1, 2). The temperature shift of the
EHP emission peak for the GaN nanocrystals is rather
large, exceeding the temperature change in the band
gap of the material (Fig. 5). This circumstance is due to
the considerable temperature broadening of the PL line
resulting from the increase in the kinetic energy of elec-
trons and holes in the plasma. In the general case, the
large width of the EHP line is a disadvantage as com-
pared to the narrow lines of the bound states of elec-
trons and holes (excitons) in semiconductors. However,
the intensity of exciton emission in GaN is low (the
3.4 eV peak in Fig. 1) at room temperature because of
thermal disintegration of the excitons.

It should also be noted that a comparison of the effi-
ciencies of the edge emission of GaN and ZnO [13]
under the same level of optical pumping highlights the
weakness of GaN in this context. For ZnO, the more
efficient stimulated EHP emission is dominant in films
and powders without laser resonators or QW structures.
However, because low-resistivity p-type ZnO layers are
unavailable at present, it is impossible to replace GaN
with ZnO when developing UV semiconductor emis-
sion sources.

4. CONCLUSION
In summary, the intense UV emission observed in

GaN nanocrystals exposed to high-intensity optical
pumping can be attributed to spontaneous radiative
recombination in the electron–hole plasma. As the
pumping intensity increases, the EHP luminescence
line becomes considerably broadened due to an
increase in the kinetic energy of electrons and holes in
the plasma. With an increase in temperature, the EHP
band shifts to longer wavelengths and becomes broader
and lower in intensity. The linear dependence of the
intensity of this band on the excitation intensity is
caused by the spontaneous character of the EHP emis-
SEMICONDUCTORS      Vol. 39      No. 10      2005
sion of GaN over the entire range of pumping intensi-
ties from 50 W/cm2 to 50 MW/cm2. In order to attain
stimulated EHP emission in GaN, optical resonators or
quantum-confined structures have to be used to ensure
the space localization of the excited carriers.
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Abstract—Using magnetotunneling spectroscopy, the spin splitting of the ground state of Si donors associated
with the X valley in an AlAs barrier has been observed. The magnitude of the effective gI factor in an AlAs bar-
rier is found to be equal to 2.2 ± 0.1. It has also been found that the distribution of the probability density of
electron wave functions of donor impurity states has a biaxial symmetry in the growth plane and axes corre-
sponding to the principal crystalline directions in this plane. © 2005 Pleiades Publishing, Inc.
In recent times, the effect of spin on electronic trans-
port has attracted profound interest from both applied
and fundamental standpoints [1, 2]. Resonance tunnel-
ing via self-organized quantum dots (and localized
impurity states physically similar to them) in semicon-
ductor structures is a convenient tool for studying spin-
dependent electron transport. Such tunneling experi-
ments have made it possible not only to directly
observe the spin splitting of zero-dimensional impurity
states in GaAs quantum wells (QWs) [3–5] or isolated
InAs quantum dots [6–8] and to directly measure the
magnitude of the g factor of zero-dimensional states
but, in addition, to study the mesoscopic fluctuations of
spin splitting in such systems and to determine local
variations in the g factor [9].

We studied electron transport through one-barrier
GaAs/AlAs/GaAs heterostructures. Since AlAs is not a
direct-gap semiconductor with the bottom of the con-
duction band at the X point of the Brillouin zone, while
GaAs is a direct-gap semiconductor with the bottom of
the conduction band at the center of the Brillouin zone
(the Γ point), the tunneling current in such structures is
controlled by resonance tunneling between two-dimen-
sional states associated with the Γ valley of the GaAs
conduction band and different (two-dimensional and
zero-dimensional) donor states associated with the
lower X valleys of the AlAs conduction band [10–23].
In this study, we report the first observation of spin
splitting of X-valley donor impurity states in an AlAs
barrier (X donors) using magnetotunneling spectros-
copy. Such donor X states are formed in AlAs because
silicon impurity atoms penetrate it from the adjacent
δ-doped layers. We determined the magnitude of the
g factor for different zero-dimensional donor X states to
be equal to 2.2 ± 0.1. We also found that the distribution
of the probability density of the electron wave functions
1063-7826/05/3910- $26.00 1162
of donor impurity states has a biaxial symmetry in the
growth plane, with the axes corresponding to the prin-
cipal crystalline directions in this plane.

First, we consider tunneling via an isolated
donor impurity in a GaAs QW in a large-area
(AlGa)As/GaAs/(AlGa)As two-barrier resonance tun-
neling diode. An isolated donor impurity in the region
of the QW forms a localized (~10 nm in size) hydrogen-
like state related to a two-dimensional state in the QW
[24]. Sharp resonance features in the current–voltage
(I–V) characteristics of the tunneling structures are
observed under the application of a bias voltage if the
energy of each separate impurity state coincides with
the Fermi energy of the emitter. The presence of many
impurity levels with close energies results in numerous
overlapping features in the I–V characteristic. By
reducing the impurity concentration (or reducing the
diameter of the tunneling structure to a submicrometer
size), it becomes possible resolve the peaks in the reso-
nance current corresponding to tunneling via separate
impurities [22].

In a previous study, we found that resonance tunnel-
ing via separate X donors in a relatively thin (5 nm)
AlAs barrier (representing a QW for the X-valley elec-
trons) manifested itself as a fine structure of the main
impurity resonance [21]. This fine structure represented
a series of weak and relatively diffuse resonance fea-
tures related to tunneling via donors localized at differ-
ent positions inside the AlAs layer. In this case, the
effect of random fluctuations in the electrostatic poten-
tial on the energies of donor impurities appeared to be
small. In the situation described in this study, where the
donors are located in a relatively thick (11.2 nm) barrier
and the effect of random fluctuations in the electrostatic
potential is large and governs the impurity state ener-
gies, tunneling via donors is seen as sharp well resolved
© 2005 Pleiades Publishing, Inc.
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peaks in the I–V characteristic and each of the peaks
corresponds to tunneling via an individual donor state.
Due to this circumstance, we could observe the spin
splitting of donor resonances and directly determine the
g factor. In this case, the important role of random fluc-
tuations in the electrostatic potential is related to the
presence of δ-doped layers near the barrier [25] and to
the weak dependence of the donor binding energy on
the impurity position in this thick barrier [26].

In our samples, the active part was represented by an
11.2-nm-thick single AlAs barrier located between lay-
ers of a two-dimensional electron gas (2DEG). In order
to form the 2DEG, we used δ-layers with a concentra-
tion of 3 × 1011 cm–2 located at distances of 2.8 nm from
both sides of the barrier. The AlAs barrier was not
doped during growth but donor X states were formed in
AlAs because of diffusion of Si atoms from the adja-
cent δ-doped layers. Calculated profiles of the Γ and
X bands of the active part of the device at a zero bias are
shown in Fig. 1. Measurements of the Shubnikov–
de Haas oscillations in the structures under study,
which are similar to those of [27], have shown that the
electron concentration in the 2DEG is ns = 3.27 ×
1011 cm–2 and approximately coincides with the techno-
logically expected Si concentration in δ-doped layers.

Our samples were one-barrier heterodiodes grown
by molecular-beam epitaxy on heavily doped N+-GaAs
substrates with a (001) orientation at a temperature of
570°C. Silicon was used as the doping impurity and had
a concentration in the substrates of 2 × 1018 cm–3.

Symmetric heterostructures consisted of the follow-
ing sequence of layers: a 2 × 1018 cm–3 N+-GaAs buffer
layer 0.5 µm thick, a 3 × 1017 cm–3 N+-GaAs buffer
layer 60 nm thick, an undoped GaAs layer 21.6 nm
thick, an undoped Ga0.9Al0.1As layer 5.6 nm thick, an
undoped GaAs layer 28 nm thick, a δ-doped layer with
a Si concentration of 3 × 1011 cm–2, an undoped GaAs
layer 2.8 nm thick, an undoped AlAs barrier layer
11.2 nm thick, an undoped GaAs layer 2.8 nm thick, a
δ-doped layer with a Si concentration of 3 × 1011 cm–2,
an undoped GaAs layer 28 nm thick, an undoped
Ga0.9Al0.1As layer 5.6 nm thick, an undoped GaAs layer
21.6 nm thick, a 3 × 1017 cm–3 N+-GaAs layer 60 nm
thick, and a 2 × 1018 cm–3 N+-GaAs contact layer
0.5 µm thick.

Ohmic contacts were formed by successive sputter-
ing of AuGe/Ni/Au layers and annealing at T = 400°C.
In order to form a mesa structure 50–200 µm in diame-
ter, standard chemical etching technology was used.
The I–V characteristics were measured using a standard
dc technique at a noise current below 50 fA. The mea-
surements were performed at a temperature of 4.2 K in
magnetic fields up to 8 T.

Figure 2b shows the I–V characteristic of a typical
experimental sample at the temperature 4.2 K, in which
a series of sharp peaks appears in the bias range 10–
50 mV. The positions and amplitudes of these peaks are
different for different samples; however, they are com-
SEMICONDUCTORS      Vol. 39      No. 10      2005
pletely reproducible for each peak, even after thermal
cycling. We believe that these peaks indicate resonance
tunneling of electrons via individual impurity states in
the AlAs barrier. The observation of similar resonance
features in the I–V characteristic of two-barrier hetero-
structures with GaAs QWs related to tunneling via sep-
arate zero-dimensional states has already been reported
[3, 5, 28]. An increase in bias shifts the energies of
donor states with respect to the Fermi level of the two-
dimensional gas, which plays the role of the emitter for
tunneling electrons. A sharp threshold increase in the
tunneling current occurs at a bias at which the energy of
a donor state coincides with the Fermi energy EF of the
emitter. Under a further increase in bias, the resonance
current drops and vanishes when the energy of the
donor state coincides with the bottom of the conduction
band EC in the emitter (see Fig. 2a). The temperature
and existence of nonresonance tunneling processes
broaden the observed features in the I–V characteristic
and result in the appearance of a monotonic back-
ground current component.

At both directions of the magnetic field with respect
to the direction of the current, the peaks corresponding
to electron tunneling via impurity states are split. We
believe that the observed splitting of the peaks is due to
removal of the spin degeneracy of the impurity states by
the applied magnetic field. In Fig. 2b, the I–V charac-
teristics of an experimental sample are shown in the
absence a magnetic field and in a perpendicular field of
8 T (the I–V characteristics in a field parallel to the cur-
rent are similar). In a magnetic field, the energy of the
ground state of a donor impurity is split according to
the expression
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where gI is the g factor of the impurity and µB is the
Bohr magneton. Accordingly, two separate tunneling
channels are formed and we can see two peaks in the
I−V characteristic corresponding to tunneling via these
spin-split states. In a magnetic field perpendicular to
the current (i.e., parallel to the plane of the two-dimen-
sional gas), the 2D emitter is also spin-split by g2DµBB,
where g2D is the g factor of the GaAs emitter; however,
since the two-dimensional gas is in thermal equilib-
rium, the chemical potentials of its two spin states are
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Fig. 2. (a) Schematic representation of the spin splitting of
an Si donor state in AlAs and partial spin polarization of the
two-dimensional gas in the emitter in a magnetic field per-
pendicular to the current. The bias applied to the sample
shifts the donor state energy with respect to the Fermi
energy in the emitter. (b) Current–voltage characteristics of
a sample at 0 T and 8 T in a magnetic field perpendicular to
the tunneling current. The measurement temperature was
4.2 K.
                             

the same (see Fig. 2a). Since the threshold increase in
the tunneling current occurs at a bias corresponding to
the coincidence of the donor state energy with the
Fermi energy EF of the emitter and we assume that the
spin is conserved during tunneling, we should observe
a separate tunneling threshold for each spin; moreover,
according to (1), the bias difference ∆Vpeak between
these thresholds must be proportional to the energy of
the impurity spin splitting ∆ESi donor = gIµBB.

Figure 3a shows the detailed evolution of one of the
resonance peaks as a magnetic field applied normally to
the current increases to 8T at a temperature of 4.2 K.
The experimental peaks in Fig. 3a are split starting at a
magnetic field of about 5 T because of the finite width
of the peaks caused by the temperature broadening.
Figure 3b shows the magnetic field dependence of the
difference in bias corresponding to the split peaks of the
I–V characteristic. In Fig. 3b, we see that this depen-
dence is linear, in agreement with the corresponding
simple model of Zeeman splitting. The line approxi-
mating the experimental points passes through the ori-

0.5

0 2

Spin splitting ∆V, mV

B, T
4 6 8

1.0

1.5

2.0

2.5

3.0
(b)

0 5

Current, nA

Bias, mV
15 20 30

0.1

0.2

0.3

0.4 (a)

10 25

Sample ii
Peak A

B ⊥  J

0 T 8 T

Fig. 3. (a) Details of the evolution of the resonance peak as
the magnetic field perpendicular to the current increases to
8 T at a temperature of 4.2 K. The curves correspond to
measurements performed at a 0.5-T step in the magnetic
field. (b) The magnetic field dependence of the difference in
the bias voltages corresponding to the split maxima in the
current–voltage characteristic.
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gin B = 0, ∆V = 0 and has a slope of gIµB/f, where gI is
the effective g factor in a magnetic field perpendicular
to the current and f is the factor for the transformation
of the measured bias into energy.

Additionally, studying the temperature broadening
of the tunneling threshold allowed us to determine the
coefficient f. Figure 4 shows typical I–V characteristics
of our heterostructure near the tunneling threshold at
three different temperatures. The broadening of the
threshold of tunneling via a zero-dimensional state is
caused by the temperature broadening of the Fermi dis-
tribution of electrons in the emitter. In accordance with
[4, 6], by comparing the experimental curves at different
temperatures, we were able to obtain the value f ≈ 0.44.
This value agrees with the value of f that we obtained
from self-consistent calculations of the potential profile
along the experimental structure in the bias range of
interest (0–50 mV). Unfortunately, the accuracy for
finding f affects the error in the g factor. We also note
that it can be seen in Fig. 4 that the resonance peak
becomes substantially sharper as the temperature
decreases. This increase in the tunneling current seems
to be related to the many-particle effect of the Fermi
edge singularity [29].

The values of gI, obtained by the procedure
described above for the different observed peaks corre-
sponding to tunneling via impurity states, lie in the
range 2.10–2.22. These values of gI for donor impurity
states associated with the X valley in the AlAs barrier
substantially exceed the value of gI obtained in [20] and
appear to be close to the g factor for bulk AlAs. Theo-
retical calculations and optical studies of the magnetic
resonance in bulk AlAs layers show slight anisotropy of
the g factor and yield the following sets of transverse
and longitudinal components: 2.004 and 1.915; 1.976
and 1.917, respectively [30, 31]. Furthermore, in con-
trast to our experiment, the authors of [20] studied tun-
neling through two-barrier GaAs/AlAs heterostructures
in which the impurities were located in thin (2 nm)
AlAs layers. Thus, the value gI = 0.34 obtained in [20]
can probably be attributed to the penetration of the elec-
tron wave function into the neighboring GaAs layers,
where the g factor is equal to 0.44 [4, 32, 33]. The cal-
culations made in [34] and the experimental results
given in [35] show that the value of the g factor in QWs
in AlAs/GaAs heterostructures strongly depends on the
width of the QWs. In our experiment, where the
X donors were located in a relatively thick (11.2 nm)
AlAs layer, the effect of nearby layers on the g factor
appeared to be much weaker.

In what follows, we consider the dependence of the
amplitude of the tunneling current via impurity states of
the donors associated with the X valley in the AlAs bar-
rier on the perpendicular magnetic field. A decrease in
the amplitude of the tunneling resonance with an
increase in B (see Fig. 5a) is related to a well-known
effect that can be understood in terms of the one-parti-
cle model of electron tunneling in a magnetic field per-
SEMICONDUCTORS      Vol. 39      No. 10      2005
pendicular to the current. This effect forms a basis for
the method of visualization of electron wave functions
of zero-dimensional states using magnetotunneling
spectroscopy (MTS) and was considered in detail in
[24, 36, 37].

The magnetic field dependence of the resonance
amplitudes can be explained if we consider the effect of
the magnetic field on a tunneling electron. Let α, β, and
z denote the direction of B, the direction normal to B in
the growth plane (X, Y), and the direction normal to the
(X, Y) plane, respectively. An electron tunneling from
the emitter to an impurity (to a zero-dimensional state)
in a magnetic field acquires additional momentum
∆kβ = eB∆S/", where ∆S is the effective tunneling
length along z, since the momentum in the direction β
changes under the effect of the Lorentz force on the tun-
neling electron. By measuring the variation in the tun-
neling current with B, we can determine the value of the
matrix element that describes an electron transition
from the emitter to the impurity state. It is convenient to
express the matrix element for the tunneling transition
in terms of Fourier transforms of the electron wave
functions Φi(f)(k), where i and f correspond to the initial
(emitter) and final (impurity) states between which the
tunneling transition occurs. We note that the initial
emitter states are weakly localized in real space, com-
pared to strongly localized states of the impurity. There-
fore, the function Φi(k) is delta-shaped in the k space,
being nonzero only in the vicinity of the point k = 0.
This circumstance means that, since the tunneling cur-
rent is determined by the square of the matrix element
containing Φi(k) and Φf(k), the delta-shaped form of
Φi(k) makes it possible to determine the shape of
Φf(k) = ΦSi(k) by varying B and, hence, k. In practice,
by measuring the dependence I(B) for a certain direc-
tion of B, we can determine the shape of |ΦSi(k)|2 along
the direction of k perpendicular to B. Then, by rotating B
in the (X, Y) plane and performing successive measure-
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Fig. 4. Current–voltage characteristics of the sample under
study in the region of the tunneling threshold at different
temperatures.
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ments of I(B) at different orientations of B, we obtain a
complete spatial profile of |ΦSi(kX, kY)|2 representing the
projection of the probability density for a given zero-
dimensional electron state in the k space onto the plane
perpendicular to the current.

Typical experimental data on the dependence of the
amplitude of the tunneling peak A on the direction of a
magnetic field of 8 T perpendicular to the current in the
growth plane (X, Y) are shown in polar coordinates in
Figs. 5b and 5c. These data indicate that there is a pro-
nounced biaxial anisotropy of the tunneling current,
∆I/I ≈ 23%, for both split peaks A+ and A–. The anisot-
ropy of all the peaks observed in the I–V characteristic
has a similar amplitude and orientation. In Figs. 5b and
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Fig. 5. (a) Dependence of the amplitude of peak A on the
perpendicular magnetic field B || [110]. The anisotropy cor-
responds to the dependence of the maximum tunneling cur-
rent ((b) for peak A+ and (c) for peak A) on the direction of
the magnetic field B = 8 T in the plane perpendicular to the
current.
5c, the direction 0° corresponds to the [110] direction,
which means that the principal axes of the observed
anisotropy correspond to the [100] and [010] direc-
tions. We believe that the observed anisotropy of the
tunneling current can be related to the anisotropy of the
effective mass of electrons in the X valleys of AlAs;
nevertheless, in our opinion, this problem requires fur-
ther study.

Thus, using magnetotunneling spectroscopy, we
observed spin splitting of the ground state of Si donors
associated with the X valley in an AlAs barrier. We
found the magnitude of the effective g factor in the
AlAs barrier to be equal to 2.2 ± 0.1. We also showed
that the distribution of the probability density of elec-
tron wave functions of donor impurity states has a biax-
ial symmetry in the growth plane, with axes corre-
sponding to the principal crystalline directions in this
plane. We note that the possibility of observing the spin
splitting of an impurity state at the relatively high tem-
perature of 4.2 K is due to the relatively large g factor
of AlAs, whereas, for an impurity in GaAs, where the
value of the g factor is only 0.14–0.3, spin splitting can
be observed only in the millikelvin temperature range
[1–3].
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Abstract—Germanium dioxide films containing Ge nanocrystals are studied. The films have been prepared by
two methods: (i) deposition from supersaturated GeO vapors with subsequent decomposition of metastable ger-
manium monoxide into a heterophase Ge:GeO2 system, and (ii) formation of anomalously thick native germa-
nium oxides with a GeO2(H2O) chemical composition by a catalyst-accelerated oxidation of germanium. The
films, which have been prepared on various substrates, are studied using the photoluminescence technique,
Raman spectroscopy, spectral ellipsometry, and high-resolution electron microscopy. In the GeO2 films with
built-in Ge nanoclusters, intense photoluminescence is detected at room temperature. The nanocluster sizes are
estimated from the position of the Raman peak related to localized optical phonons. The correlation between a
decrease in the nanocluster size and the shift of the photoluminescence peaks to the blue spectral region as the
relative Ge content decreases is revealed. The presence of nanoclusters is confirmed by the data obtained from
high-resolution electron microscopy. The correlation of the optical gap calculated taking into account the quan-
tum confinement of electrons and holes in the nanoclusters with the experimentally observed luminescence
peak is established. It can be concluded from the data obtained that the Ge nanoclusters constructed in the GeO2
matrix represent type I quantum dots. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Growing interest in Ge and Si nanoclusters con-
structed in dielectrics is motivated by the prospect of
the application of such structures in optoelectronic
devices and nonvolatile memory elements. The com-
patibility of the procedures involved in the formation of
these structures with conventional silicon technology
and the opportunity to modify their optical properties,
which are controlled by quantum-confinement effects
(band gap engineering), are very attractive features of
these structures. The optical properties of the Ge and Si
nanoclusters (NCs) produced by various techniques in
silicon dioxide and silicon nitride were previously stud-
ied in [1–7]. Recently, photoluminescence (PL) was
detected in GeO2 films containing Ge NCs [8]. In this
paper, we report data on the structural and optical prop-
erties of the Ge NCs produced in GeO2 films by differ-
ent technological procedures. The films were studied
using the PL technique, Raman spectroscopy, spectral
ellipsometry, and high-resolution transmission electron
microscopy (HRTEM).

2. EXPERIMENTAL

2.1. Sample Preparation

In our experiments, we studied two types of
Ge:GeO2 films. For both types, the preparation proce-
dure was based on the same technology of decomposi-
1063-7826/05/3910- $26.00 ©1168
tion of thermodynamically unstable solid germanium
monoxide:

2GeO  GeO2 + Ge. (1)

For the preparation of these two types of experimen-
tal samples, we used two methods: (i) deposition from
supersaturated GeO vapors onto different substrates
and (ii) growth of anomalously thick native germanium
oxides with a GeOx(H2O) chemical composition as a
result of a catalyst-accelerated oxidation of germa-
nium. Two series of samples, A and B, were fabricated
by the first-mentioned method. The deposition of GeO
was carried out in a gas-transport quartz reactor that
had two zones: an evaporation zone and a deposition
zone. In the evaporation zone, where the temperature
was maintained at a level of 600–700°C, a number of
pure Ge plates (20 plates) were mounted in parallel to
an inert gas flow passing through the reactor. The inert
gas, Ar or He, contained oxygen and water-vapor impu-
rities (10–2–10–3 Torr), which intensively reacted with
germanium to form volatile germanium monoxide:

(2)

The inert gas saturated with GeO vapors was trans-
ferred to the deposition zone, where the excess GeO
was deposited, from the cooled flow of the gas carrier,
as a solid phase in the form of a thin transparent film.
At a certain temperature, the metastable Ge monoxide

2Ge O2 2GeO gas( ),+

Ge H2O GeO gas( ) H2 gas( ).+ +
 2005 Pleiades Publishing, Inc.
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at the film surface decomposed into the Ge:GeO2 het-
erophase system, as described by reaction (1). The
lower the condensation temperature and the higher the
condensation rate, the smaller the average sizes of the
Ge nanoparticles and the volume of their crystallized
fraction.

Ellipsometry, electron microscopy, infrared (IR)
spectroscopy, and Raman spectroscopy have previously
been used to show that such films are composed of a
vitreous GeO2 matrix containing built-in amorphous or
crystalline germanium clusters (depending on the dep-
osition conditions) [9]. In series A, the films were
deposited on sapphire substrates. The substrate temper-
ature was varied in the range 500–520°C. In series B,
the films were deposited on silicon substrates whose
temperature was varied from 540 to 580°C. The depo-
sition technology was described in more detail in [10].

The samples of series C were anomalously thick
films of native germanium oxide on a Ge (111) sub-
strate. After etching of the Ge plates in HF, natural
~0.5-µm-thick oxide layers grew on these plates. The
fabrication of such layers is based on the effect of
chemical and mechanical treatment of the Ge plates on
their oxidation rate during both heating and growth of
the natural oxide. The mechanism of such growth is not
yet adequately understood. According to data obtained
by IR transmission spectroscopy [11], the chemical
composition of the anomalously thick layers of native
germanium oxide corresponds to a highly hydrated ger-
manium monoxide of the GeOx(H2O) type, with x ≈ 1.
Some of the samples were subjected to a subsequent
thermal treatment, namely, to thermal annealing in an
He atmosphere for 15 min at a temperature of 630°C
(sample C1) and 550°C (sample C2). Sample C3 was
not annealed. The films of all types were kept open, i.e.,
not coated with special layers to protect from interac-
tion with the atmosphere.

2.2. Experimental Procedures

The PL was excited at the radiation wavelength λ =
337 nm of a pulsed N2 laser. The spectra were recorded
using an SDL-1 spectrometer and an FÉU-79 photo-
multiplier as a detector. For the samples that were
grown on transparent substrates (sapphire), the trans-
mission spectra were recorded using a double-beam
SF-20 spectrometer. For the samples that were grown
on nontransparent substrates (germanium or silicon),
the spectra of the ellipsometric parameters were
recorded at the wavelengths λ = 260–650 nm. The mea-
surements were carried out with the use of a spectral
ellipsometer produced at the Institute of Semiconductor
Physics, Siberian Division, Russian Academy of Sci-
ences. The Raman spectra were obtained at room tem-
perature under excitation with an Ar laser at 514.5 nm
(2.41 eV). The Raman setup on the basis of a DFS-52
spectrometer was automated according to the CAMAC
standard. The Raman signal was measured in the quasi-
SEMICONDUCTORS      Vol. 39      No. 10      2005
backscattering mode of measurements Z(XY) , in
which case the polarization planes of incident and scat-
tered light are orthogonal to each other. In addition, the
layout of some of the experiments was such that the
polarization of scattered light was not analyzed. Struc-
tural studies were carried out using a JEOL-4000EX
high-resolution electron microscope, which provided,
with the accelerating voltage 250 keV, a spatial resolu-
tion of 0.19 nm.

3. RESULTS AND DISCUSSION

Figure 1 shows the PL spectra of a sample of series A
(sample A1, for which the temperature of the sapphire
substrate was 500°C) and of three samples of series C.
For the samples of series B, a PL signal was not
observed in the visible spectral region. For convenience
of presentation, the PL spectra are brought to the same
amplitude. It is evident that, for the samples of series C,
the PL peak is shifted to the blue spectral region. At the
same time, the PL intensity became higher. In particu-
lar, the PL intensity for sample C3 was several times
higher than the PL intensity for sample A1. Taking into
account the light interference in the structure, the pho-
ton energy corresponding to the absorption edge was
determined from an analysis of the transmission spectra
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Fig. 1. Photoluminescence spectra of the GeO2 films of
series A and C with built-in Ge nanoclusters. The intensity
is normalized to the peak amplitude.
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of sample A1 [8]. The absorption edge (~1.8 eV)
appeared to be shifted appreciably from the band gap of
germanium (Eg = 0.67 eV) [12]. The optical gap of
GeO2 is ~5.5 eV [13]. It follows that the absorption is
controlled by the germanium inclusions. The intense
PL at room temperature and the substantial blue shift of
the PL peak (Fig. 1) may be caused by quantum-con-
finement effects in the germanium nanocrystals. The
large width and the asymmetry of the peaks are most
likely due to the size dispersion of the nanocrystals.
No PL signal from the sapphire, germanium, or silicon
substrates was detected. One argument that counts in
favor of the hypothesis that the PL signals from the
films are controlled by the Ge nanocrystals rather that
by some defects in GeO2 is provided by the following
experimental result: no PL signal was obseved when
studying the GeO2 films that were grown by thermal
oxidation of germanium.

The structure of the germanium inclusions was stud-
ied using Raman spectroscopy. When combined with
calculations, rapid and nondestructive Raman measure-
ments can provide a considerable body of data on
nanoobjects [14]. The position of the Raman peak
related to scattering by optical phonons depends on the
nanocrystal size, which means that the size can be
determined by convolution of the effective density of
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Fig. 2. Raman spectra of samples A1 and C1. The spectrum
of the Ge bulk sample is shown for comparison.
states [15]. The larger the shift of the Raman peak
towards smaller wave numbers with respect to the peak
for the germanium bulk, the smaller the Ge NC size. In
contrast, compressive stresses promote a shift of the
peak towards larger wave numbers. Figure 2 shows the
Raman spectra of the A1, C1, and bulk Ge samples. In
the spectrum of the A1 sample, a broad peak at
~297 cm–1 is evident. This peak is due to scattering by
the optical phonons localized in the Ge nanocrystals. In
addition, a low-intensity peak related to Raman pro-
cesses in amorphous germanium (a-Ge) clusters is
observed. In the Raman spectrum of the C1 sample, the
peak at ~302 cm–1 related to the Ge substrate is domi-
nant. Against the background of this peak, the peak of
the Ge NCs can be seen at 294 cm–1. The Raman spec-
trum of the Ge substrate is also shown in Fig. 2 for com-
parison. The peak resulting from scattering by the long-
wavelength optical phonons of bulk germanium was
subtracted from the Raman spectra of the samples of
series C. These results and the Raman spectra of the
samples of series B are shown in Fig. 3.

The shift of the Raman peak towards smaller wave
numbers (Fig. 3) is a consequence of a decrease in the
average Ge NC size, which results from a lowering of
the substrate temperature when growing the samples
from GeO vapors (series B) or from varying the anneal-
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ing temperatures (series C). In the case of series B, the
lowering of the substrate temperature suppresses the
surface diffusion of germanium, which means that, at
the same deposition rate, the Ge atoms have no time to
segregate into large clusters. In the case of series C, the
higher annealing temperatures yielded larger Ge cluster
sizes, since thermal treatments stimulate segregation of
Ge atoms into clusters. The temperature of these treat-
ments was noticeably higher than the growth tempera-
ture of samples A and B. This observation suggests that
the diffusion of Ge atoms inside the film is suppressed
in comparison to the surface diffusion when growing
the films. The broadened peaks in the region 275–
280 cm–1 are also evident in the Raman spectra of the
samples of series C. These peaks are related to amor-
phous Ge clusters. In fact, the above-indicated spectral
region corresponds to the maximum in the density of
optical-vibration states for amorphous germanium.

In order to ensure that Ge NCs do exist in GeO2
films, HRTEM experiments were carried out for the
purpose of direct observation of the NCs. The thin
membranes required for the HRTEM measurements
could be most easily prepared from the samples of
series B (grown on the silicon substrate). Figure 4
shows an HRTEM image and the corresponding
microdiffraction pattern of the sample grown under
conditions close to those for sample B1. It is evident
that the nanocrystalline inclusions embedded in the
amorphous matrix are clearly visualized as darker
regions in the image. The characteristic feature of the
image of these inclusions is a regular system of interfer-
ence bands that correspond to traces of the {111} atomic
planes oriented orthogonal to the image plane. The
electron diffraction in these inclusions yields a system
of rings typical of polycrystalline materials. The inter-
plane spacings calculated from the microdiffraction
pattern for the first three rings are 0.32, 0.20, and
0.17 nm, which are consistent with the interplane spac-
ings in the cubic crystalline Ge lattice. When calculat-
ing the interplane spacings in the nanocrystals, we used
the diffraction pattern for the Si single crystal of the
substrate as a reference pattern (see Fig. 4b). As can be
seen from Fig. 4a, the NC size varies from 3 to 10 nm. In
the case of samples B, the average NC size was ~10 nm.

The presence of Ge inclusions in the films of series
C is confirmed by the data obtained using spectral ellip-
sometry. The spectra of the ellipsometric parameters of
the samples, Ψλ and ∆λ, were studied at the wave-
lengths λ = 260–650 nm. When interpreting the data,
we used a model that involves a Ge substrate and a
homogeneous film. In the first step of the calculation,
we computed the optical constants of the film in the
context of Bruggeman’s model [16] for the mixture of
GeO2 and amorphous Ge, taking the reference data for
these materials from the handbook. The adjustable
parameters were the film thickness and the volume
fractions of both phases. These parameters were chosen
SEMICONDUCTORS      Vol. 39      No. 10      2005
from the best fit of the calculated spectral dependences
of the ellipsometric parameters to the experimental
spectra. For the three samples under study (C1–C3), the
volume fraction of germanium in the clusters deter-
mined in such a way was 15, 14, and 9%, and the thick-
ness of the films was in the range 80–90 nm.

With the approximately determined thickness of the
films, it was possible to calculate the spectral depen-
dences of the optical constants, the refractive index n,
and the absorption index k. For this purpose, the nonlin-
ear equation exp(i∆λ) = f(λ, n, k) was numeri-
cally solved for each wavelength in succession. Figure
5 shows the results of this calculation, i.e., the depen-
dences of the refractive index n (Fig. 5a) and the
absorption index k (also referred to as the extinction
coefficient) (Fig. 5b) on the photon energy for one of

Ψλtan

10 nm

Si(220)
0.192 nm

Ge111)
0.32 nm

(‡)

(b)

Fig. 4. (a) An HRTEM image and (b) the relevant microdif-
fraction pattern of the amorphous GeO film of series B with
built-in Ge nanocrystals. The film was grown on an Si sub-
strate.
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the samples (C2). It is evident that the absorption in the
film increases as the wavelengths decrease, with this
dependence exhibiting several peaks. The broad peak at
3.7 eV is consistent with the absorption peak in amor-
phous Ge. As was mentioned above, the film actually
contained amorphous clusters, as follows from the
Raman data. The narrower peak at 4.37 eV is probably
related to the absorption edge of GeO2. In addition, a
2.28-eV absorption peak with a half-width of 0.12 eV
is observed against the background of the smooth slope
in the spectral dependence. This feature of the spectrum
may be due to absorption in the quantum dots (QDs),
i.e., the Ge nanocrystals. It should be noted that, for
sample C2, the PL peak is also in the range 2.2–2.3 eV
(Fig. 1).

We now proceed to the discussion of the results. The
average size of the Ge NCs was estimated in the context
of a model of the effective convolution of vibration
modes [15, 8]. The model is briefly outlined below.
Because of the relaxation of the momentum selection
rules for finite-sized nanocrystals, the vibration modes
with nonzero wave vectors are involved in the Raman

0.10

0.05
2

k

Photon energy, eV

0.15

0.20

0.25

3 4 5

(b)

GeNCs GeO2

1.85

n

1.90

1.95

2.05
(a)

2.00

Fig. 5. Spectral dependences of (a) the refractive index and
(b) the extinction coefficient of film C2. The dependences
were obtained by processing the spectral ellipsometry data.
spectra. If the nanocrystals are nearly spherical in shape,
the Raman scattering intensity can be written as [15]

(3)

where n(ω) is the Bose–Einstein filling factor, ωi(q) is
the phonon dispersion in the ith phonon branch, Γ is the
line width, r0 is the nanocrystal radius, and q is the wave
vector. The phonon dispersion curves ωi(q) were repre-
sented as a set of harmonic functions, with the parame-
ters found from the approximation of the experimental
phonon-dispersion curves for germanium [17]. In this
way, the Raman spectra of the Ge NCs were calculated
in relation to the NC size. The calculated position of the
Raman peak as a function of the nanocrystal size is
shown in Fig. 6. The estimates presented in Fig. 6 are in
agreement with the localized optical phonon frequen-
cies calculated for the crystalline Ge clusters in the con-
text of the microscopic model of valence forces [18].
The results of [18] are also shown in Fig. 6. Thus, the
average size of the Ge NCs was determined for the
films of series A, B, and C.

I ω( ) A n ωi q( )( ) 1+[ ]
0

1

∫
i 1=

6

∑=

×
4πq2 q2r0
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---------------------------------------------------- q,d
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Wavenumber, cm–1
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Fig. 6. Spectral positions of the Raman peak calculated
according to a model of the folding of the effective density
of states in relation to the Ge NC size (solid line). The open
circles refer to the results given in [17].
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It should be noted that, in accordance with the molar
relationship Ge : GeO2 = 1 : 1 in the heterofilm, as fol-
lows from chemical considerations of its synthesis, the
average distance between the spherical nanoparticles in
the oxide is equal, with regard to the different densities
of Ge and GeO2, to ~1/2 of their diameter; i.e., it can be
1.5–2 nm. If the diameter is ~3 nm, the density of the
NCs in the cross section of the layer is ~1013 cm–2.

Since the barriers for electrons and holes in Ge sur-
rounded by GeO2 are 2 and ~3 eV, respectively [13], a
Ge NC can be considered as a type I QD. Due to the
strong localization of electrons and holes in the QDs
and to the relaxation of the momentum selection rule,
efficient radiative recombination is expected to be
observable in the Ge:GeO2 films.

The energy levels of the localized states of electrons
and holes in the Ge nanocrystals were calculated. The
maximum of the valence band of germanium is at the
point Γ. For germanium, the effective masses of heavy
holes mhh and light holes mlh are, correspondingly,
0.33m0 and 0.042m0, where m0 is the free-electron
effective mass [11]. The minimum of the conduction
band is positioned in the (111) direction; the transverse
and longitudinal electron effective masses are me⊥  =
0.082m0 and me|| = 1.58m0, respectively.

The problem of finding the energies E of the levels
in a spherically symmetric well of radius r0 with a bar-
rier height U0 has been solved [19]. In this case, the sep-
aration of variables yields the following equation for
the radial wave function:

(4)

We are interested in the ground state, in which the
orbital moment L is equal to zero and the equation is
transformed into a one-dimensional equation with the
potential well U(r). In the case of an infinite potential,
this equation can be solved exactly, and the finite solu-
tion inside the well at r = 0 is given by

(5)

where α = /" = π/r0.
Being localized, the states with wave vectors paral-

lel and orthogonal to the [111] direction are “mixed.”
Following the approach of [20], we take the effective
electron mass as me = 3me⊥ me||/(2me|| + me⊥ ), so that
me = 0.123. The “hole” level was calculated for heavy
holes with mhh = 0.33 [12]. Then, with the energy mea-
sured in eV and the radius of the well expressed in
nanometers, the energy of the optical transition is

(6)
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In the case of a finite barrier, the solution can be
found from joining the wave function and its derivative
at the well–barrier interface:

(7)

where mwell and mbar are the effective masses in the well
and barrier, respectively.

The corresponding equations were solved numeri-
cally, with the discontinuity of the electron and hole
masses in the well and in the barrier either disregarded
or taken into account. The masses of electrons and
holes in GeO2 are unknown. However, since GeO2 is
believed to be a wide-gap material, we assumed, by
analogy with [20], that the carrier masses were close to
the free-electron mass.

The results of the calculation are shown in Fig. 7. It
is evident that, if the barriers for electrons and holes are
assumed to be finite, the calculated energy of the opti-
cal transition for a Ge nanocrystal 2.6 nm in diameter
(sample A1, Raman data) coincides with the PL peak
position. In addition, Fig. 7 shows the experimental
data for samples C1 and C3, for which the average
nanocrystal size was, correspondingly, 2 and 1.2 nm, as
followed from the Raman data. For these samples, a

Ψwell Ψbar,
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Fig. 7. Optical gap of the spherical Ge nanocrystals in GeO2
calculated (1, solid line) disregarding and (2, open squares)
regarding the finiteness of the barrier height and (3, open
circles) taking into account the finite barrier height and
mass discontinuity. The experimental data (4, crosses) are
shown for comparison.



1174 GOROKHOV et al.
noticeable discrepancy between the experimental and
calculated data can be seen. Apparently, for such small
Ge NCs, the effective mass approximation becomes
invalid, and ab initio models should be used for the cal-
culations. The narrower optical gaps found experimen-
tally in the nanocrystal–dielectric heterosystem may be
due to the following mechanism of radiative recombi-
nation: an excited electron localized in the nanocrystal
moves to the level of a surface state at the nanocrystal–
dielectric interface and, thus, emits a photon [21]. The
level of the surface state no longer depends on the
nanocrystal size. As a consequence, the quantum-con-
finement effect will be less pronounced. In addition,
there exists another reason for the decrease in the
experimental optical gap. In fact, the width of the bar-
rier between neighboring NCs can be so small that tun-
neling of the carriers becomes more probable. The esti-
mated distance between neighboring NCs can be as
small as 1.3–2 nm [8]. With such barrier widths, the
tunneling effects can bring about the transformation of
the discrete energy level into a miniband. In this case,
the lowest level in the miniband will be located deeper.
In addition, it is possible that the barrier structure
involves a transition layer of GeOx (0 < x < 2). As a con-
sequence, the well is found to be triangular rather than
rectangular. This circumstance causes the experimental
optical gap to be narrower.

As was mentioned above, the PL intensity for the
samples of series C (small Ge NCs) is several times
higher than the PL intensity for the samples of series A
(relatively large Ge NCs). The efficient radiative
recombination in the NCs of indirect-gap materials at
room temperature is probably due to relaxation of the
momentum selection rules in optical transitions [22].
The smaller the NC, the larger the uncertainty in the
momentum and, hence, the higher the probability of
radiative transitions [23]. We observed such a depen-
dence experimentally. It should be noted that the very
small sizes of the NCs formed at room temperature
without thermal treatments are due to the metastability
of the GeO films. It is well known that, because of the
effect of the surface energy, the critical size of a crystal-
line Si nucleus in an amorphous medium is 2–3 nm.
In the case considered here, the contribution of the
Ge−GeO2 interface to the free energy exists for both the
amorphous Ge clusters and the crystalline ones. How-
ever, the crystalline state is energetically more favorable.
Therefore, the amorphous clusters are crystallized.

For the samples of series B, the Ge NC sizes were
8 nm and above, as follows from the Raman and
HRTEM studies. Thus, a PL signal was not observed
for these samples in the visible spectral region. Accord-
ing to the calculations, the PL signal from such Ge NCs
is expected to be observable in the IR region. In addi-
tion, it should be also noted that, in the PL spectra of
samples C3 and C2, a substantial enhancement of the
signal was observed in the longer wavelength region.
For sample C3, an intense PL peak was observed even
near 1.5 eV. This peak can be controlled by optical tran-
sitions that involve either surface states at the interface
between an NC and the surrounding interface or defects
inside the NCs. The additional PL peak revealed for
sample C3 can be related to the nonground (excited)
levels and allowed optical transitions from the exited
level to the ground level in the NCs. Unfortunately, the
spectral sensitivity of the photomultiplier was limited
on the red-emission side, which prevented detection of
a signal in the IR region.

4. CONCLUSIONS

In conclusion, we consider the possibility of con-
trolling the electron level structure (band-gap engineer-
ing) in heterosystems of the form “QDs in a dielectric
matrix.” The technology of the Ge:GeO2 film hetero-
system is distinguished by the possibility of modifying
the optical properties of the system using the following
processes [8]:

(i) In situ modification of the Ge NC size by varying
the temperature and rate of condensation of germanium
monoxide when synthesizing the film.

(ii) Ex situ controllable increase in the Ge nanocrys-
tal size and in the width of the barriers between the
nanocrystals by annealing in an inert atmosphere (with-
out changing the Ge:GeO2 ratio in the film) to provide
the diffusion-limited transformation of small Ge clus-
ters into larger ones.

(iii) Controllable decrease in the Ge NC size by oxi-
dation (with all of the treatments performed below
550°C).

(iv) Variations in the height of the potential barriers
of quantum wells in the heterosystem using chemical
and phase transformations of the constituent compo-
nents [24]; in particular, the fraction x in germanium
silicate glass GeO2(x):SiO2(1 – x) can be changed in the
range from unity to zero, simultaneously resulting in
near-linear changes in the optical and electronic param-
eters of the dielectric [25–27]; in this case, the band
gap Eg increases from ~5.5 to ~9 eV.

(v) The use of glasses of complex composition and
their crystallization at low temperatures (below 650–
700°C [28, 29]) to modify the properties of the dielec-
tric barriers; it is worth noting that, on crystallization,
the permittivity of the films increases by an average of
~20%, and this is favorable for quasi-nonvolatile MOS
memory devices based on the trapping of charge carri-
ers by QDs [24].

It should be noted that, in the GeO2 films containing
Ge nanocrystals, the PL signal was detected at room
temperature. The shift of the PL peak was observed as
the nanocrystal size decreased (quantum-confinement
effect). The barriers for electrons and holes in the
Ge:GeO2 heterostructure is substantially lower than the
barriers in the Ge:SiO2 heterostructure, which has
already been used in developing experimental optoelec-
tronic devices [30]. For this reason, the Ge:GeO2 het-
SEMICONDUCTORS      Vol. 39      No. 10      2005
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erostructure appears to be more efficient for the injec-
tion of electrons and holes and, hence, shows consider-
able promise with respect to use in various
optoelectronic components.
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Abstract—The electronic structure of Si46 and Na8Si46 clathrates has been calculated using the linearized aug-
mented plane wave method. The calculation yielded their band structure, total and partial electron densities of
states, and SiKβ1, 3 and SiL2, 3 X-ray emission spectra. The calculated and experimental spectra for the Na8Si46
clathrate were compared. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Silicon clathrates were synthesized for the first time
in 1965 [1]. However, only recently have they become
the subject of active experimental and theoretical stud-
ies [2–6]. Such interest is primarily due to the active
search for new semiconductor materials. Since silicon
is the most commonly used and available semiconduc-
tor, many studies are directed towards the production of
new silicon nanoforms. From this standpoint, clathrates
represent very promising compounds. Attempts to syn-
thesize silicon clathrate compounds initially encoun-
tered the problem of stabilization of the silicon clath-
rate structure. This problem was solved by introducing
alkali and (or) alkaline-earth metal atoms into voids in
the semiconductor lattice [7, 8]. It was found that metal
atoms strongly affect the properties of silicon clathrate
compounds. For example, M8Si46 clathrates (M = Na or
K) are thermoelectric materials and have extremely low
thermal conductivity [6]. Partial substitution of Na
atoms with Ba atoms results in superconducting prop-
erties. The NaxBa8 – xSi46 clathrate becomes a supercon-
ductor at temperatures of 2–4 K, depending on the ratio
of Na and Ba concentrations [9, 10]. If all the Na atoms
are replaced with Ba atoms, the superconducting tran-
sition temperature increases to 8 K [8]. Thus, doping of
a silicon clathrate structure with atoms of various met-
als makes it possible to produce compounds with the
desired properties. However, study of the influence of
various impurities on the properties of silicon clathrate
compounds is impossible without a detailed analysis of
the electronic structure of silicon and silicon–metal
clathrates. In this paper, we present a calculation of the
electronic structure of Si46 and Na8Si46 clathrates. The
calculation yielded such characteristics of the elec-
tronic structure as the total and partial electron densities
of states and the SiKβ1, 3 and SiL2, 3 X-ray emission
1063-7826/05/3910- $26.00 1176
spectra. Furthermore, we also calculated the electronic
structure of crystalline silicon (c-Si) and, as a result,
obtained the related SiKβ1, 3 and SiL2, 3 spectra. The cal-
culated spectra of the Na8Si46 clathrate and crystalline
silicon were compared with the relevant experimental
data [11].

2. CALCULATION DETAILS

The electronic structure of the Si46 and Na8Si46
clathrate compounds and crystalline silicon c-Si was
calculated using the linearized augmented plane wave
(LAPW) method [12] within the local density approxi-
mation of the density functional employing the
exchange-correlation potential in the approximation
applied in [13] and the scalar-relativistic approximation
[14]. The latter takes into account all the relativistic
effects except for spin–orbit splitting. The LAPW
method was previously used with good results to calcu-
late the electronic structure and spectral characteristics
of transition metal silicides [15–17]. In order to calcu-
late the electronic structure of the clathrates and crys-
talline silicon c-Si, bases of 1213 and 113 LAPWs were
used. When expanding the basis function in spherical
harmonics, contributions up to lmax = 5 were taken into
account.

The eigenfunctions ψi, k(r) and eigenenergies Ei(k)
obtained by band calculation in the one-electron
approximation were used to calculate the intensity of
the X-ray emission spectra:

.I E( ) = 
2

ΩBZ

--------- Mi
2 k( )δ E Ei k( )– Ec+( ){ } kd
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∑
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Here, i is the energy band index; ΩBZ is the Brillouin
zone volume; Ec is the energy of the core state to which

the transition occurs; and (k) is the matrix element
of the X-ray transition probability, which was calcu-
lated using the dipole approximation.

Silicon and silicon–metal clathrates crystallize into
a primitive cubic cell that has the Pm3n space group
[3, 18]. The lattice is composed of two Si20 dodecahe-
dra and six Si24 tetra-kaidecahedra connected to each
other. The cavities in Na8Si46 polyhedra are filled with
Na atoms. The structure contains two nonequivalent
sites for sodium atoms (2a and 6b) and three nonequiv-
alent sites for silicon atoms (6c, 16i, and 24k) with sym-
metries of 4m2, 3, and m, respectively. The unit cell
parameters and atomic coordinates are listed in Table 1.

3. BAND STRUCTURE

Figure 1 shows the band structures of the Si46
(Fig. 1a) and Na8Si46 (Fig. 1b) clathrates in the region
near the Fermi level. The energy band structures of
these compounds are almost identical; only the relative
positions of the Fermi level differ. This finding can be
explained within the rigid-band model [13]. According
to this model, the energy band structures for isostruc-
tural compounds such as Si46 and Na8Si46 clathrates are
similar. When a silicon structure is doped with Na
atoms, the number of valence electrons increases (one
valence electron is supplied by each metal atom); there-
fore, the band filling increases, thus shifting the Fermi
level upwards.

In Si46, 92 energy bands are completely filled and
the Fermi level lies in the band gap. Thus, this com-
pound is a semiconductor, and its band gap is 0.9 eV.

In Na8Si46, the Fermi level lies in the conduction
band, i.e., this clathrate has metallic properties. In the
conduction band, the Fermi level bounds an energy
interval that attains a maximum width of 0.6 eV at the
point X. This range is separated from the main part of
the valence band by a gap of 0.7 eV.

The structure of the main part of the valence band
for a Si46 clathrate is the same as for a Na8Si46 clathrate.
This band can be divided into two regions, each includ-
ing 46 bands. In the Si46 and Na8Si46 clathrates, these
regions are separated by gaps of 2.0 and 1.8 eV, respec-
tively. The width of the region near the bottom of the
valence band is 7.4 eV in pure silicon clathrate and
decreases to 7.2 eV in Na8Si46. The part lying closer to
the Fermi level, although it also includes 46 subbands,
is much narrower: 2.3 eV in Si46 and 2.5 eV in the
Na8Si46 clathrates.

The calculated valence band structure of crystalline
silicon c-Si is generally similar to that well known from

Mi
2
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the available publications. In Table 2, we compare the
energy gaps of the calculated valence band at a number
of high-symmetry points of the Brillouin zone with the
results of an (already classical) empirical calculation
using the orthogonalized plane wave method [19].
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2

1

0

–1

Energy, eV
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–2

–3
X R RM Γ

Fig. 1. Band structure of (a) Si46 and (b) Na8Si46 clathrates
in the region near the Fermi level.
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Table 1.  Coordinates of atoms in Si46 [11] and Na8Si46 [12] clathrates measured in the unit cell parameter a = 10.069 Å for
Si46 and a = 10.196 Å for Na8Si46

Atomic site
x y z

Si46 Na8Si46 Si46 Na8Si46 Si46 Na8Si46

Si1(6c) 0.25 0.25 0 0 0.5 0.5

Si2(16i) 0.1840 0.1851 0.1840 0.1851 0.1840 0.1851

Si3(24k) 0 0 0.3160 0.3077 0.1170 0.1175

Na1(2a) – 0 – 0 – 0

Na2(6b) – 0.25 – 0.5 – 0
4. ELECTRON DENSITY OF STATES

Figure 2 shows the total and partial electron densi-
ties of states (DoS) in the Si46 and Na8Si46 clathrates.
The total DoS in these compounds are similar; how-

Table 2.  Energy gaps (eV) of the valence band of crystalline
silicon c-Si at the Γ, X, and L points of the Brillouin zone
(directions are denoted according to [19])

Direction This calculation Data of [19]

X1–X4 5.4 5.0

–Γ1
12.3 11.7

L1– 2.9 2.7

L1– 6.1 6.4

Γ25'

L2'

L3'

Table 3.  Energy positions (in eV, measured from the Fermi
level) of the features in the SiKβ1,3 spectra of Si46 and
Na8Si46 clathrates and crystalline silicon c-Si

Feature Si46

Na8Si46 c-Si

Calcula-
tion

Experi-
ment [11]

Calcula-
tion

Experi-
ment [11]

A –5.2 –6.5 –6.9 –6.8 –6.9

B –0.6 –2.2 –2.2 –2.0 –2.0

B' –1.3 –2.8 –3.0 – –

C – –0.2 0.8 – –

Table 4.  Energy positions (in eV, with respect to the Fermi
level) of the features in the SiL2,3 spectra of Si46 and Na8Si46
clathrates and crystalline silicon c-Si

Feature Si46

Na8Si46 c-Si

Calcula-
tion

Experi-
ment [11]

Calcula-
tion

Experi-
ment [11]

A –8.4 –9.7 –9.7 –9.6 –9.5

B –5.2 –6.7 –6.7 –7.0 –7.0

C –1.3 –3.1 –4.0 –3.4 –3.5

D – –0.4 –0.7 – –
ever, doping the silicon structure with Na atoms results
in a shift in the Fermi level to higher energies, with the
result that it falls into the conduction band. This situation
can be interpreted using the above-described rigid-band
model. It has been shown that, when silicon-sodium
clathrate is considered instead of silicon clathrate, the
band structure remains almost unchanged, and only the
Fermi level position changes. Hence, there should be no
significant differences in the total DoS either.

In the Na8Si46 clathrate, the contribution made by
the states of metal atoms to the total DoS is insignifi-
cant. In the entire energy range under study, the main
contribution is made by the electronic states of silicon
atoms. As can be seen in Fig. 2, the contribution of sil-
icon p states is predominant near the valence band top;
however, when going into the depth of the valence
band, the contribution of Si s states becomes predomi-
nant. The situation is the same for pure silicon clathrate.
The region in which Si p states make the main contribu-
tion to the total DoS is separated from the region where
the main contribution comes from Si s states by a gap
of 1.4 in Si46 and 1.7 eV in the Na8Si46 clathrates.

5. X-RAY EMISSION SPECTRA

Figures 3 and 4 show the calculated SiKβ1, 3 and
SiL2, 3 spectra of the Si46 and Na8Si46 clathrate com-
pounds and crystalline silicon c-Si. Tables 3 and 4 list
the energy positions of the main features in these spec-
tra. For crystalline silicon and doped clathrate, the cal-
culated spectra are compared with the experimental
data [11]. The calculated and experimental spectra
were superimposed according to the main maximum
position.

The SiKβ1, 3 spectra correspond to 3p  1s transi-
tions, i.e., they map silicon valence p states. The Kβ1, 3
spectrum of silicon clathrate has two features: a main
peak (B) in the near-Fermi region and a much less
intense peak at –5.2 eV. Peak B has a complex structure
including an additional feature (B'). In the Na8Si46 spec-
trum, the main peak shifts into the depth of the valence
band, and a peak (C) appears near the Fermi level. This
feature can be interpreted using Fig. 2 for the DoS. As
was noted above, the Fermi level in doped clathrate
SEMICONDUCTORS      Vol. 39      No. 10      2005
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Fig. 2. Total and partial electron densities of states of (a) Si46 and (b) Na8Si46 clathrates.
shifts into the conduction band. This circumstance
gives rise to an additional feature in the SiKβ1, 3 spectra
near EF. Comparison of the spectra of SiKβ1, 3 clathrates
and crystalline silicon c-Si shows that the structures of
the spectra are, for the most part, identical; however,
some differences can be observed. Main peak B is sym-
metric in the spectrum of crystalline silicon, while this
peak is split and asymmetric in the clathrate spectra.

The SiL2, 3 spectra correspond to 3s3d  2p tran-
sitions and, hence, map the Si3s and Si3d states in the
valence band. In the clathrate spectra, the main contri-
bution comes from Si3s states, with the contribution of
Si3d states being much smaller.

In the SiL2, 3 spectrum of the Si46 clathrate, as in the
spectrum of crystalline silicon, three features, denoted
by A, B, and C, may be distinguished in Fig. 4. In the
Na8Si46 spectrum, an additional peak (D) arises in the
region near the Fermi level due to, as in the case of the
SiKβ1, 3 spectrum, a shift in the Fermi level into the con-
duction band.

In addition to this difference between the L2, 3 spec-
tra of the clathrates, it should be noted that, in the SiL2, 3
spectrum of silicon–metal clathrate, the relative inten-
ICONDUCTORS      Vol. 39      No. 10      2005
sity of peak B increases and this maximum becomes
higher than maximum A. The comparison of experi-
mental and calculated SiL2, 3 spectra presented in Fig. 4
shows that the shapes of the spectra and the energy
positions of the features are identical. Certain differ-
ences are observed only in relation to the ratios of the
intensities of the main maxima. This circumstance may
be caused by the nonideal stoichiometry and crystalline
structure of real Na8Si46 clathrate, while, in the calcula-
tion, we studied a structure with an ideal stoichiometric
composition and crystalline structure. This could also
cause the difference in relative intensities of the fea-
tures in the experimental and calculated spectra.

6. CONCLUSIONS

(i) The band structures of Si46 and Na8Si46 clathrates
are identical; only the Fermi level positions differ. The
Si46 clathrate is a semiconductor, while Na8Si46 has
metallic properties.

(ii) In the total electron densities of states of clath-
rates, the contribution of Si s states is predominant in
the depth of the valence band; near the Fermi level, the
main contribution comes from silicon p states. The
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influence of metal atom states in Na8Si46 on the total
electron density of states is insignificant.

(iii) The SiKβ1, 3 and SiL2, 3 spectra of the Si46 clath-
rate exhibit two and three peaks, respectively. Doping
of a silicon structure with Na atoms results in an addi-
tional maximum in the spectra near the Fermi level.

(iv) Comparison of the calculated SiKβ1, 3 and SiL2, 3
spectra with the relevant experimental spectra [11]
shows good agreement. A difference is observed only in
the intensity ratios of the main maxima. We interpret
this difference as resulting from the nonideal stoichi-
ometry and crystalline structure of real clathrates.
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Abstract—The terahertz electroluminescence of a GaAs/AlGaAs quantum-cascade structure in the range
~33−60 cm–1 (1–1.8 THz) is studied and an energy-level diagram of the structure is calculated. The strongest
transitions in this system are analyzed and their dependence on the applied electric field is investigated. The
analysis indicates that the observed line of terahertz radiation can be related to spatially indirect transitions of
electrons between the states localized in neighboring quantum wells and corresponding to the minima in the
quantum-confinement subbands. The results of numerical simulations satisfactorily describe the spectral posi-
tion of the electroluminescence line and its shift as the bias voltage increases across the quantum-cascade struc-
ture. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Recently, electromagnetic waves in the terahertz (or
far-infrared) range have become the subject of intensive
study. The reason for this interest is related to the pros-
pect of their widespread application in diverse areas of
science and technology, in particular, their use in tomo-
graphic systems, intrascopy, microscopy, scanning
imaging systems in medicine and biology, and control
and communication systems. The absence of compact
and wide-band sources of terahertz (0.1–10 THz) radi-
ation has stimulated studies aimed at the development
of emitters based on quantum-cascade structures
(QCSs), which rely upon unipolar electron injection
and intersubband radiative transitions with energies
lower than the longitudinal-phonon energy (36 meV for
GaAs). Structure designs with diagonal (interwell)
transitions and those with vertical transitions (between
the levels or minibands within the same well) have been
investigated [1–3].

Vertical transitions have larger dipole moments and,
consequently, higher radiative transition rates. How-
ever, the pronounced spatial overlap of the wave func-
tions of the initial and final states also implies a high
rate of nonradiative transitions due to phonon emission.
In the case of spatially indirect transitions, both rates
become lower. “Band-structure engineering” provides
control over both the level energies and the probabili-
ties of direct and indirect radiative transitions in QCSs.
It is possible that, for spatially indirect transitions, the
rate of radiative processes is higher than the rate of non-
radiative ones; however, this issue requires detailed
1063-7826/05/3910- $26.00 1182
experimental and theoretical investigation. In addition,
in structures with diagonal radiative transitions, it may
be possible to tune the emission wavelength by varying
the applied electric field. All these considerations deter-
mine the interest in the outlined problem.

The properties of two QCSs with a similar composi-
tion and design, one of them with diagonal and the
other with vertical transitions, were experimentally
compared in [4]. As was expected, the line of terahertz
emission in the QCS with diagonal transitions exhib-
ited a considerable Stark shift. In addition, spontaneous
emission appeared at lower current densities than in the
QCS with vertical transitions. The authors concluded
that the nonradiative scattering rate is lower when the
working levels of a QCS are spatially separated.

Here, we report on a study of a GaAs/GaAlAs QCS
with sufficiently thin barriers (on the order of tens of
angstroms) between the quantum wells (QWs) and
between neighboring periods of the structure to provide
a high probability of diagonal radiative transitions.
Experimentally recorded spectra of the spontaneous
terahertz emission of this GaAs/GaAlAs QCS are com-
pared with a theoretical calculation of its energy-level
diagram. The strongest transitions in this system and
their dependence upon the applied electric field are the-
oretically analyzed.

2. EXPERIMENTAL TECHNIQUES 
AND RESULTS

The structures under study were grown by molecu-
lar-beam epitaxy (MBE) in the EPSRC MBE Center at
© 2005 Pleiades Publishing, Inc.
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the University of Sheffield (UK). One structure con-
sisted of 40 periods, each containing four GaAs QWs
separated by Al0.15Ga0.85As tunneling barriers. The
layer sequence within a period was as follows: a 280-Å
QW, a 25-Å barrier, a 180-Å QW, a 40-Å barrier, a
160-Å QW, a 25-Å barrier, a 150-Å QW, and a 40-Å
barrier; the structure was then repeated. The structure
was terminated on both sides with contact layers of
n+-GaAs (n ≈ 2 × 1018 cm–3; the upper and lower layer
thicknesses were 2 and 0.1 µm, respectively) and
100-nm-thick spacer layers of undoped GaAs, which,
in combination with the n+-GaAs layers, provide for
two-dimensional injection contacts. After their growth
by MBE, the wafers were cut into samples with an area
of 3 × 3 mm2, and a number of independent mesa struc-
tures, with diameters from 200 to 400 µm, were formed
on them. In order to guide the terahertz radiation out of
the structure along the direction normal to its surface, a
20-µm-period coupling grating made of Cr/Au alloy
was deposited onto the top contact layer of each mesa.
Such a grating transforms the radiative modes of the
QCS into a mode with the wave vector normal to the
plane of the QWs.

The samples were mounted on a cold finger of a liq-
uid-helium optical cryostat with windows made of a
TPX material. A positive bias was applied to the sam-
ples (with the positive lead of the voltage source con-
nected to the upper contact layer) in the form of a train
of rectangular pulses with a duty cycle of 2 at a
500-kHz repetition rate, which was modulated by low-
frequency rectangular pulses (with a repetition rate of
80 Hz, duty cycle of 2, and modulation coefficient of 1).
Electroluminescence (EL) spectra were measured
using a Fourier-transform (FT) spectrometer for the
5−400 cm–1 range, constructed on the basis of a
Grubbs–Parsons instrument. A liquid-helium-cooled
silicon bolometer (QMS Si detector) was used to detect
terahertz radiation. The detector signal was recorded
using a resonance amplifier with a phase-sensitive
detector (PSD). Control of the step motor driving the

5

2

Emission intensity, arb. units

Voltage, V

0

10

15

0 4 6 8

T ≈ 7 – 13 K
2 – 400 cm–1

Fig. 1. Integrated intensity of the terahertz electrolumines-
cence from a GaAlAs/GaAs QCS in the frequency range 5–
325 cm–1 (0.15–9.75 THz) as a function of the bias voltage U.
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movable mirror of the FT spectrometer, measurements
of the PSD signal, control of the amplitude of the bias-
voltage pulses applied to the structure, as well as the
fast Fourier transform of the interferograms obtained,
were carried out on a PC. The emission spectra were
taken with a ~10 cm–1 resolution.

Low-temperature (6–9 K) EL in the terahertz spec-
tral range was observed in the QCSs under study [5].
The intensity of the terahertz emission grew sharply as
the applied voltage was increased (Fig. 1). The emis-
sion spectra for several values of the bias voltage are
shown in Fig. 2. It can be seen that a broad line (about
30 cm–1 FWHM) dominates in the EL spectra, and the
peak of this line shifts to higher frequencies with an
increase in the applied voltage. In the bias range 4 to
~7 V, the peak of the emission line appears between
33.7 and 59.4 cm–1 (4.14–7.37 meV or 1–1.78 THz) and
shifts to higher frequencies nearly linearly with the
applied voltage at a rate of ~8.9 cm–1/V.

3. THEORETICAL CALCULATIONS 
AND DISCUSSION 

OF THE EXPERIMENTAL RESULTS

The energy spectrum and wave functions of elec-
trons in the QCSs were determined in the context of the
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Fig. 2. Spectra of the terahertz electroluminescence from a
GaAlAs/GaAs QCS for the bias voltages U = (1) 4, (2) 4.5,
and (3) 5.5 V.
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effective-mass approximation by solving a one-dimen-
sional (kx = ky = 0) Schrödinger equation for a model
structure containing an infinite number of periods:

Here, V(z) is the periodic potential energy and m(z) is
the effective mass, which varies stepwise at the hetero-
interfaces. Solutions satisfying the Bloch boundary
conditions

(where D is the period of the structure (900 Å) and K,
varying between –π/D and π/D, is the electron wave
vector in the z-axis direction) were sought for in the
form of the expansion
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Fig. 3. Potential profile and the energy spectrum of a QCS
under zero bias.
In this basis, the problem is reduced to finding eigenval-
ues and eigenvectors of the Hamiltonian matrix, which
depends upon K as a parameter:

This procedure was implemented numerically on a PC.
Carrying out calculations with a Hamiltonian matrix of
dimensionality 300 × 300, we obtained the energies and
wave functions with an error no larger than 0.01% for
the 13 lowest quantum-confinement subbands. The
parameters of the AlxGa1 – xAs alloy used in the calcula-
tions are listed in the table.

Figure 3 shows a calculated electron energy diagram
under zero bias for 13 levels located below the barrier
in the Al0.15Ga0.85As/GaAs QCS under study (the struc-
ture parameters are specified in the previous section).
The energy corresponds to the conduction band edge in
the barrier layers. The calculation indicates that the
widths of the quantum-confinement subbands for the
five lowest levels are small in comparison with the
energy spacing between them and does not exceed
0.1 meV; i.e., they may be considered as virtually dis-
crete levels. In Fig. 4, we plotted the coordinate depen-
dences of the squared moduli of the wave functions
|Ψi(z)|2 within a single period of the QCS for the
13 lowest states (K = 0). There is a certain correlation
between the degree of localization of the electron wave
function within a QCS period and the width of the cor-
responding quantum-confinement subband. Thus, the
five lowest levels correspond to electron states local-
ized within one or two QWs, while the other states are
split into subbands as a result of the tunneling effects.
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Fig. 4. Wave functions of the 13 lowest states within one
period of a QCS. For clarity, the curves are shifted relative
to each other along the vertical axis.
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Under the action of an external electric field applied
to the QCS, electrons move in the z-axis direction and
emit terahertz radiation due to radiative transitions to
lower energy levels. If we assume that the electron
coherent-motion length does not exceed the period of
the QCS (900 Å), the analysis can be restricted to a sin-
gle period of the structure in an external field. Thus, we
performed calculations for a model structure whose
“unit cell,” repeated periodically, represents a single
QCS period (four QWs) in a uniform external electric
field oriented along the z axis. Figure 5 shows the
dependences of the level energies in such a structure on
the voltage ∆U across a structure period, which were
calculated under the assumption of field uniformity. It
can be seen that, along with a Stark shift of the levels
towards lower energies, a considerable transformation
of the entire energy spectrum takes place, which is
caused by a mixing of the states in the electric field and
their anticrossings. As an example, in Fig. 6, we show
the wave functions and corresponding energy levels of
the four lowest states for ∆U = 45 mV. Obviously, as far
as the wave-function localization is concerned, the
ordering of the energy levels under the applied electric
field is opposite to that existing in an unbiased QCS
(Fig. 3).

On the basis of the data obtained, we calculated the
matrix elements of optical transitions from state j to
state i for K = 0,

and determined the bias-voltage dependences of the
values of |Mij|2, which are proportional to the transition

Mij Ψi* z( ) ∂
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-----Ψ j z( ) z,d
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Fig. 5. Calculated dependences of the energies of the four low-
est levels on the voltage ∆U across a single period of a QCS.
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probabilities. The corresponding curves are plotted in
Fig. 7. It follows from these results that, for voltages
∆U > 20 mV, the most intense transitions accompanied
by photon emission are spatially indirect transitions
between the ground states in QWs of width 160 and
150 Å, i.e., transitions from energy level E2 to energy
level E1 (see Figs. 5, 6). It may be assumed that this
transition is the main one and determines the emission
spectrum of the structure under study in the terahertz
range. In order to check this assumption, we calculated
the electric-field dependences of the spectral positions of
the EL lines for the most intense transitions: E4  E3,
E3  E2, and E2  E1. Comparison of these data
with the experimentally observed shift of the EL line in
the electric field unambiguously indicates that the main
contribution to the emission spectrum comes from the
E2  E1 transitions. In Fig. 8, we show theoretically
calculated EL spectra for several values of the voltage
∆U assuming Gaussian broadening. It can be seen that
the calculated positions of the spectral lines are close to
the experimentally observed ones (Fig. 2).

Theoretical and experimental dependences of the
spectral position of the luminescence line peak upon
the voltage U applied to the QCSs are compared in
Fig. 9. Note that the theoretical data are represented
taking into account the deviation of the actual field
within a period of the structure from the average field.
For this purpose, we introduce a factor f to account for
the difference between the mean field in a sample Eav =
U/L (where L is the full length of the structure) and the
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Fig. 6. Energy levels and wave functions of the four lowest
states under the bias voltage ∆U = 45 mV. For convenience,
the wave-function curves are shifted vertically so that their
baselines represent the corresponding energy levels.
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model field within a single period of the structure
Emod = ∆U/D: f = Eav/Emod. Such a difference can be
caused by a voltage drop across the contacts and the
spacer layers as well as by field screening due to an
injection of electrons from the contact layer. Factor f
was taken as an adjustable parameter. Such a kind of
“electrostatic leverage factor” is usually introduced into
analysis of the vertical transport in QW structures (see,
e.g., [8–10]).

The best agreement of the calculation results with
the experimental data was obtained for f = 2.32. It can
be seen from Fig. 9 that, for this value of the parameter f,
the calculated dependence ∆E21(U) adequately
describes the shift of the electroluminescence line
occurring with an increase in the voltage across the
structure.

It should be added that when the calculations were
carried out with values of the band-structure parameters
of the AlxGa1 – xAs alloy taken from other sources (e.g.,
[11, 12]) and differing from the ones listed in the table,
we obtained a somewhat different energy spectrum, but
the energies of intersubband transitions did not change
by more than 5–6%.

Thus, the results obtained made it possible to
explain the energy position of the terahertz EL line and
identify the optical transitions in QCSs as spatially
indirect transitions of electrons between the states at the
minima of the quantum-confinement subbands local-
ized in neighboring QWs (160 Å and 150 Å wide). Fur-
thermore, the shift of the terahertz radiation line when
the bias voltage across a QCS was increased was also
explained.
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Fig. 7. Dependence of the squared absolute values of the
optical transition matrix elements (1) |M12|2, (2) |M23|2, and

(3) |M34|2 on the voltage ∆U.
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Abstract—The optical properties of quantum dots (QDs) formed in GaAs or Al0.3Ga0.7As matrices by over-
growth of initial InAs islands formed in the Stranski–Krastanov mode with thin AlAs/InAlAs layers have been
studied. It is shown that no transport of carriers between the QDs occurs in the temperature range 10–300 K, so
the carrier distribution is of a nonequilibrium nature. The thermal excitation of carriers from the QDs is sup-
pressed by an increase in the energy spacing between the ground and excited states, absence of the level related
to the wetting layer, and higher carrier localization energy in the QDs with respect to the continuum states when
the Al0.3Ga0.7As matrix is used. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studies of methods for control over the formation of
arrays of self-organized quantum dots (QD), which
would make it possible to obtain QDs with a prescribed
density, size, shape, and, correspondingly, energy spec-
trum, are of great importance both for a detailed inves-
tigation of self-organization processes in the course of
growth and for the application of QDs in modern semi-
conductor devices, e.g., lasers. It is well known that one
of the factors predetermining the poor temperature sta-
bility of QD lasers is the strong temperature depen-
dence of the optical gain. This effect is related to ther-
mal excitation of carriers from the ground to excited
states of a QD, into the wetting layer, or into the matrix.
At the same time, at low temperatures, the excitation of
carriers from the QD states is suppressed, so a nonequi-
librium distribution of carriers is formed over the states
of the QD array [1], the threshold current is temperature-
independent (the characteristic temperature T0  ∞),
and the operation speed of QD lasers increases signifi-
cantly [2]. For example, in [3], the modulation band-
width f(–3 dB) = 30 GHz was obtained in a QD laser at
80 K, whereas, at room temperature, it did not exceed
8 GHz. An important factor for improving the tempera-
ture stability of laser characteristics is that the nonequi-
librium distribution of carriers over the states of the QD
array is maintained, in particular, via an increase in the
energy spacing between the ground and first excited
states. Therefore, the development of methods for con-
trolling the QD energy spectrum is a constructive
approach to improving the characteristics of QD-based
devices. The majority of current publications are
devoted to studies of MBE-grown QD arrays in an
InAs/GaAs (001) system. The existing methods for
1063-7826/05/3910- $26.00 1188
control of the QD shape and energy spectrum are direct
variation of the principal technological parameters dur-
ing QD deposition (the substrate temperature, growth
rate, pressure of As in the growth chamber, and inter-
ruptions of growth) [4] and use of various sublayers and
modes of QD overgrowth. For example, the possibility
of independent control over the density and size of QDs
in the top layer and an in-phase correlation with the
QDs in the bottom layer has been demonstrated [5].
A method for increasing the volume of QDs while pre-
serving their density, based on the effect of activated
decomposition of the solid solution during the over-
growth of QDs with an InGaAlAs layer, was described
in [6]. An effective technology allowing control of the
volume and shape of InAs QDs is the overgrowth of
QDs with a thin AlAs layer. During the deposition of
AlAs onto the QDs, In atoms are displaced from the
InAs wetting layer and migrate to the QDs, which leads
to an increase in their height [7].

In this paper, we report a study of the optical prop-
erties of QDs produced by a combination of the above-
described technologies [7–10]: InAs islands formed in
the Stranski–Krastanov mode were successively over-
grown with thin AlAs and InAlAs layers. QDs were
formed in both the GaAs and the Al0.3Ga0.7As matrices.
The studied optical characteristics of the QDs are com-
pared with the properties of conventional InAs QDs
capped with an In0.15Ga0.85As layer. Photoluminescence
(PL) excitation spectroscopy and that of PL under res-
onance excitation are applied in order to study the
mechanisms of carrier relaxation to the QD ground
state and the temperature dependences of the optical
properties in the range 10–300 K.
© 2005 Pleiades Publishing, Inc.
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2. EXPERIMENTAL

The structures under study were MBE-grown on
n-GaAs substrates in a Riber 32P machine with a solid-
state As source. The structures comprised three QD lay-
ers placed in the middle of a GaAs (structures A, B,
and C) or Al0.3Ga0.7As (structure D) layer confined by
barriers on the surface and substrate sides. Between the
QD layers, 25-nm-thick layers of the matrix material
were deposited. The substrate temperature was 485°C
during deposition of the QD and capping layers and
600°C for all the other parts of the structure. The QD
layers were formed by deposition of 2.3 monolayers
(MLs) of InAs and different capping layers. In structure
A, the QDs were capped with a GaAs layer; in structure
B, the formation of QDs was followed by deposition of
a 4-nm-thick In0.15Ga0.85As layer; and, in structure C,
2 MLs of InAs and 4 nm of InxAl1 – xAs with x = 0.25
were deposited. In structure D, layers with QDs and
capping layers were formed in the same mode as in C
but in the Al0.3Ga0.7As matrix.

Photoluminescence was excited in the structures by
a CW Ar+ laser (the emission power W = 1–1500 W/cm2

and the wavelength λ = 514 nm) or by the second har-
monic of a YAG:Nd laser (W = 10 MW/cm2 and λ =
532 nm) in a pulsed mode. Studies in the temperature
range T = 10–300 K were performed in a closed-cycle
helium cryostat. In the range 300–500 K, the samples
were fixed onto a copper holder in a thermostat. The PL
excitation and resonance PL spectra were recorded
under excitation with light emitted by a halogen incan-
descent lamp and passed through a monochromator; the
samples were mounted in a flow-through helium cry-
ostat. The signal was detected using a monochromator
and a cooled Ge photodiode.

3. RESULTS AND DISCUSSION

Figure 1 shows the PL spectra of the structures
recorded under excitation with the second harmonic of
the YAG:Nd laser in a pulsed mode (the pulse power
density 10 MW/cm2). The application of high-power
optical pumping makes it possible to estimate the crys-
tal perfection of the structure [11] and the energy spec-
trum of states. In all the structures, the observed PL
spectra demonstrate a line related to recombination via
the QD ground state as well as peaks corresponding to
emission from excited states of the QDs and GaAs
matrix. The spectra of structures A and B also show a
peak: in the case of structure A, it corresponds to the
wetting layer (WL); for structure B, it corresponds to
the quantum well (QW) formed by the WL and
In0.15Ga0.85As layer. In the case of structure B, the
ground-state line is red-shifted by 70 meV with respect
to its position for structure A. The red shift of the QD
PL upon deposition of an In0.15Ga0.85As layer onto the
QD layer (structure B) has been thoroughly studied
[6, 8, 12] and is accounted for by several factors. It is
believed that the principal reason for this shift is an acti-
SEMICONDUCTORS      Vol. 39      No. 10      2005
vated decomposition of the InxGa1 – xAs solid solution
over the QDs, which enlarges the volume of the QDs
and reduces the stresses around them. During the over-
growth, it is energetically more favorable for In atoms
to diffuse toward the QDs, whose lattice constant is
close to that of InAs, and for Ga atoms to diffuse to
regions in between the QDs, where the lattice constant
is close to that of GaAs. This process results in the
effective enlargement of the initial QD size and,
accordingly, in a red shift of the PL line.

In the case of successive deposition of thin AlAs and
InAlAs layers on top of InAs islands (structure C), the
PL spectrum is also red-shifted with respect to initial
structure A [7–10]. As was stated earlier, the deposition
of a thin AlAs layer onto QDs enlarges their volume. As
the QDs are further overgrown with InxAl1 – xAs, the
InxAl1 – xAs solid solution undergoes activated decom-
position, similarly to the case of overgrowth with
InxGa1 – xAs, which results in the region near and above
a QD being enriched with In and depleted of Al [8].
This circumstance leads to an even more pronounced
increase in the QD volume and to a corresponding
increase in the energy spacing ∆ex between the ground
and first excited states. It is noteworthy that the broad-
ening of the band gap of the matrix material in the case
of the Al0.3Ga0.7As matrix (structure D) does not induce
a blue shift of the QD PL line. We believe that this fact
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Fig. 1. PL spectra of the structures under excitation with a
YAG:Nd laser (W = 10 MW/cm2 and T = 300 K).
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can be attributed to strong localization of the electron
and hole wave functions of the QD ground state, which
results in their weak penetration into the matrix mate-
rial and low “sensitivity” to the matrix band gap.

The optical properties of the structures were studied
in the temperature range T = 10–500 K under excitation
by an Ar+ laser (W = 1 W/cm2). Figure 2 shows temper-
ature dependences of the FWHM of the QD ground-
state lines. Structures A and B demonstrate standard
temperature dependences, which can be accounted for
by the redistribution of carriers between the QDs [13].
At low temperatures, carriers are randomly distributed
over the states of the QD array; at a sufficiently low
excitation density, the PL spectrum reflects the energy
spectrum of the ground states in the QD array [14]. At
temperatures <50 K, the FWHM remains virtually con-
stant. As the temperature increases, carriers can be
excited from small QDs with relatively weak carrier
localization and captured in larger QDs via the level
related to the WL or matrix. This process depresses
luminescence from the small QDs and reduces the PL
linewidth. Such a reduction is observed at temperatures up
to 200 K. A further increase in temperature leads to a com-
pletely equilibrium distribution of carriers among the QDs
and to gradual thermal filling of small-sized QDs.

For structures C and D, the PL linewidth remains
virtually unchanged in the entire temperature range
studied. In these structures, the reduction in the integral
intensity as the temperature increases to 300 K is an
order of magnitude weaker than in structures A and B
(see the inset in Fig. 2). Evidently, this fact is related to
depression of the thermal redistribution of carriers
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Fig. 2. FWHM of the spectral lines associated with the QD
ground state for structures A, B, C, and D. The inset shows
the temperature dependences of the integral intensity for
these structures. Excitation was carried out using an
Ar+ laser with W = 1 W/cm2.
among the QDs and of their excitation into the matrix.
It necessary to note that the localization energy, which
is defined as the difference between the band gap of the
matrix and the energy of the ground-state transition in
a QD, is the same in structures B and C. Therefore, the
temperature stability of the linewidth in structures C
and D is related to the existence of AlAs/InAlAs barri-
ers, absence of a WL level, and increased energy spac-
ing between the levels of the ground and excited states.

Figure 3 shows the PL spectra (Ar+ laser with W =
1.5 kW cm2) and PL excitation spectra of structures B,
C, and D at T = 7 K. The arrows indicate the energies of
signal detection EDET used in the study of the PL exci-
tation spectra. Spectral lines related to absorption in the
WL and in the QW are observed only in structure B. At
excitation energies below 1.35 eV, the PL excitation
spectra of all the structures demonstrate sets of reso-
nance lines related to absorption on the excited states in
QDs and to LO-phonon relaxation of carriers into the
ground state [15]. The lines equidistant from the detec-
tion energy for the PL excitation spectra, whose relative
positions remain unchanged when the point EDET
moves along the PL line, correspond to 1LO, 2LO, and
3LO phonon resonances. All the structures demonstrate
phonon lines spaced by ~32 meV, which corresponds to
the phonon energy in InAs QDs. The phonon energy in
a QD may differ slightly from 32 meV because it is
affected by the distribution of stresses within a QD
[16]. It can be seen that, when QDs are overgrown with
a thin In0.15Ga0.85As layer (structure B), ∆ex is 82 meV,
whereas, when QDs are capped with
AlAs/In0.25Al0.75As layers, ∆ex increases to 105 and
115 meV (structures C and D). Along with the LO lines
associated with InAs QDs, structures C and D demon-
strate phonon resonances spaced by ~40 meV, which
corresponds to the LO phonon mode of the InxAl1 – xAs
layer (LO*).

Figure 4 shows PL excitation spectra recorded at
different temperatures for structures B, C, and D. In
these measurements, the detection energy corre-
sponded to the peak energy of the PL spectrum at the
given temperature. For convenience, all the spectra
were shifted along the energy scale by the detection
energy EDET. The PL excitation spectra of structure B
exhibit a gradual decrease in the intensity of resonance
lines as the temperature increases, with nearly complete
quenching at T = 270 K. No specific features are
observed in the excitation spectra at room temperature.
This circumstance means that thermal excitation of
electrons and holes and their lateral transport become
so efficient that carriers photoexcited from QDs with a
certain energy are redistributed over the entire ensem-
ble and excitation is no longer selective for QDs with a
ground-transition energy corresponding to EDET. The
same conclusion can be drawn in an analysis of the PL
spectra recorded under resonant excitation of this struc-
ture (Figs. 5a, 5b). The PL spectra recorded at low tem-
peratures under excitation with a monochromatic light
SEMICONDUCTORS      Vol. 39      No. 10      2005
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at an energy close to the energy of the QD ground state
(Fig. 5a) demonstrate phonon lines that correspond to
phonon replicas in the excitation spectrum (Fig. 4). The
presence of LO-phonon resonances, which define the
shape of the QD PL resonance spectrum, is indicative
of selective excitation of QDs in which the energy spac-
ing between the ground state and the excitation line is a
multiple of the LO phonon energy [15]. In the spectra
recorded at room temperature (Fig. 5b), increasing the
excitation energy results only in a broadening of the PL
lines, whereas the peak position remains unchanged
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and no LO-phonon replicas are observed. It is notewor-
thy that, in the room-temperature PL excitation spectra
of this structure, the absorption in the matrix is sup-
pressed, which indicates that nonradiative recombina-
tion of carriers occurs in the GaAs matrix.

In the PL excitation spectra of structure C (Fig. 4b),
a resonance line corresponding to absorption in the
excited state is observed up to room temperature. The
modification of the resonance PL spectra at T = 300 K
(Fig. 5d) as the excitation energy is varied and the pres-
ence of LO phonon lines indicate that thermal excita-
tion of carriers from QDs, as well as subsequent lateral
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transport and capture into another QD, is suppressed
and the conditions of selective excitation of QDs are
preserved.

The increase in the localization energy occurring in
the case of the AlxGa1 – xAs matrix used in structure D
results in the effects typical of structure C becoming
more pronounced. The resonance lines in the PL exci-
tation spectrum are observed up to room temperature
over the entire energy range. In addition, the strong
modulation of resonance PL spectra is preserved at
300 K (Fig. 5f). Thus, at room temperature, all the car-
riers captured in QDs in structure D are completely iso-
lated; moreover, the distribution of the carriers over
states is of a nonequilibrium nature, since thermal exci-
tation of the carriers from the QDs and their subsequent
lateral transport are lacking.

4. CONCLUSIONS

InAs QDs formed in GaAs or Al0.3Ga0.7As matrices
and overgrown with thin AlAs/InAlAs layers have been
SEMICONDUCTORS      Vol. 39      No. 10      2005
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studied by means of PL and PL excitation spectroscopy.
The wavelength of QD emission at T = 300 K is
1.27 µm. The FWHM of the PL line associated with the
ground state remains virtually constant in the tempera-
ture range 10–400 K. As the temperature increases, the
decrease in the PL integral intensity is significantly less
than in the case of InAs QDs capped with a thin
In0.15Ga0.85As layer. The spectra of resonance PL dem-
onstrate peaks corresponding to phonon relaxation at
temperatures up to room temperature, which indicates
the absence of thermal distribution of carriers among
the states in the QDs. Thermal redistribution of carriers
among different QDs at 300 K is suppressed due to the
presence of AlAs/InAlAs barriers, increased energy
spacing between the ground and excited states in the
QDs, absence of a level related to the wetting layer, and
an increase in the carrier localization energy in the QDs
when the Al0.3Ga0.7As matrix is used.
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Abstract—The photoluminescence and magnetoresistance spectra of p–-3C-SiC/n+-6H-SiC heterostructures
are studied at temperatures ranging from 6 to 80 K. These studies show that the heterojunction affects both the
photoluminescence spectrum and the magnetoresistance. However, the rather poor structural quality of the epi-
taxial structures has so far prevented the classical effects for structures with a two-dimensional electron gas
from being observed. Presumably, a refinement of the experimental technique and, also, optimization of the
growth and postgrowth technologies for SiC will make it possible to observe these effects in the near future.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Recently, a number of publications concerned with
fabrication and study of heterostructures formed from
various SiC polytypes have appeared [1–7]. For exam-
ple, Lebedev et al. [1] were the first to study the electri-
cal characteristics of p-3C-SiC/n-6H-SiC heterostruc-
tures and used the experimental data obtained to con-
struct an energy-band diagram that was found to be
close to the theoretical diagram. In particular, this dia-
gram indicated that it is basically possible to obtain a
two-dimensional electron gas (2DEG) at the heter-
oboundary of the above pair of semiconductors. In
order to realize the 2DEG by the method of sublimation
in vacuum, structures with modulated doping were fab-
ricated; in these structures, the wide-gap semiconductor
with n-type conductivity (6H-SiC) was heavily doped,
whereas the narrow-gap semiconductor (3C-SiC) had
conductivity close to the intrinsic state [8]. In the emis-
sion spectra of diodes fabricated on the basis of these
structures, a shift of the luminescence band related to
recombination of free excitons in 3C-SiC to shorter
wavelengths was observed. The experimentally observed
shift was in good agreement with the calculated value
obtained for the shift of a localized state in a two-
dimensional quantum well [8, 9].

In this paper, we report the results of studying the
photoluminescence spectra and galvanomagnetic effects
(transport phenomena) in initial p–-3C-SiC/n+-6H-SiC
epitaxial structures before the formation of mesas on
them.

2. PHOTOLUMINESCENCE

The structures under study were obtained by sublima-
tional epitaxy in vacuum. Similarly to [5, 8], a lightly
1063-7826/05/3910- $26.00 1194
doped (Na – Nd ≈ 1 × 1016 cm–3) p-3C-SiC layer was
grown directly on a heavily doped (Nd – Na ≈ 3 ×
1018 cm–3) 6H-SiC substrate.

The photoluminescence (PL) spectra were mea-
sured at liquid-helium (T = 6 K) and liquid-nitrogen
(T = 80 K) temperatures. The PL was excited with radi-
ation from an LGI-505 pulsed nitrogen laser (the radia-
tion wavelength was 337.1 nm; the pulse width, 10 ns;
the repetition frequency, 1 kHz; and the power in a
pulse, 5 kW). The laser radiation was focused onto the
sample in the form of a spot with a diameter of ~1 mm.
The excitation density could be varied in the range from
1 to 100 kW/cm2 using preliminarily calibrated filters.
The spectral sensitivity curve of the setup was mea-
sured before carrying out the studies; the PL spectra
were then corrected according to this curve.

The well-known band peaked at 2.64 eV was preva-
lent in the PL spectrum of the studied heterostructures.
This band is related to recombination at the N–Al
donor–acceptor pairs in 6H-SiC. In addition to this
band, another band, in which four features located at
1.95, 2.02, 2.06, and 2.13 eV could be recognized, was
observed in the long-wavelength portion of the spec-
trum (1.9–2.2 eV). It is worth noting that this band is
located at an energy lower than the 3C-SiC band gap
(2.39 eV) (3C-SiC is the narrow-gap semiconductor in
the heterostructure) and, correspondingly, at an energy
lower than the energy position of the characteristic
structure in the PL spectrum of the bulk 3C-SiC sample
(Fig. 1).

We also studied the PL spectra of an isotype n-3C-
SiC/n+-6H-SiC heterostructure, at whose heterobound-
ary a potential well for electrons should not be formed.
The PL spectrum of this sample differed radically from
that considered above; i.e., although the band peaked at
© 2005 Pleiades Publishing, Inc.
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2.64 eV was still observed, the structure observed in the
long-wavelength region of the spectrum was different and
was characteristic of the bulk 3C-SiC samples (Fig. 2).

3. CONDUCTANCE IN A MAGNETIC FIELD
We used similar heterostructures to fabricate sam-

ples for the Hall measurements. These samples had the
shape of 2 × 0.5 × 0.5 mm rectangular parallelepipeds,
with six ohmic contacts arranged in the form of a dou-
ble Hall cross. The measurements were carried out at a
constant current in a magnetic field with an induction as
high as 1.2 T.

We studied the two-dimensional motion of charge
carriers in the structures under consideration by mea-
suring the conductance anisotropy in magnetic fields
that were either perpendicular (H⊥ ) or parallel (H||) to
the interface. In order to establish the presence of con-
ductance anisotropy in the magnetic fields applied to
the structures under study, we rotated the rod with the
sample attached about the vertical axis, thus changing
the angle between the magnetic-field vector and the
sample plane.

The low charge-carrier mobility, as well as the fairly
high contact resistance at low temperatures, led to seri-
ous difficulties with the measurements and prevented
precise identification of the experimental dependences.
However, we managed to establish that the structures’
conductivity (~8.7 × 10–4 Ω–1 cm–1 at T ≈ 80 K) is
almost two orders of magnitude higher than the con-
ductivity of a 6H-SiC substrate with the same geomet-
ric parameters and the same doping level but without
the p–-3C-SiC epitaxial layer. This observation sug-
gests that there is a two-dimensional conducting layer
at the heteroboundary; however, possibly, this layer
does not exist over the entire area of the heterostructure.

4. DISCUSSION
The absence of the PL spectrum (observed in the

p–-3C-SiC/n+-6H-SiC samples) in the structures with-
out modulated doping shows that this PL is related to
the presence of a triangular quantum well at the
3C-SiC/6H-SiC heteroboundary. In the absence of a
quantum well at the heteroboundary, radiative recombi-
nation proceeds according to the conventional mecha-
nisms characteristic of hexagonal and cubic polytypes
of silicon carbide. At the same time, the PL spectrum
observed in this study is located in a different energy
region from the electroluminescence (EL) spectrum of
heterodiodes formed on the basis of a similar hetero-
structure.

In order to explain the origin of the observed PL
spectrum, let us consider the energy-band diagram of
the heterostructure. The wide-gap semiconductor with
n-type conductivity is heavily doped, whereas the
p-type narrow-gap semiconductor is lightly doped.
A potential well for electrons is formed at the heter-
oboundary, and the bottom of this well is located below
the Fermi level. This circumstance gives rise to transi-
SEMICONDUCTORS      Vol. 39      No. 10      2005
tions of electrons from the wide-gap semiconductor to
the potential well, with the resulting formation of a
2DEG (Fig. 3). When the PL is excited, electron–hole
pairs are formed. It is important that, as a result of the
band bending in the vicinity of the heteroboundary,
photogenerated holes drift from the boundary into the
depth of the narrow-gap semiconductor. Correspond-
ingly, in the course of radiative recombination, the tran-
sition under consideration is found to be indirect in real
space; moreover, the energy of this transition can be
smaller (in relation to the magnitude of band bending)
than the band gap of the narrow-gap semiconductor
with dimensional-quantization energy added. This
mechanism of recombination has previously been sug-
gested by Bergman et al. [10] for GaAs/AlxGa1 – xAs
heterostructures. The fact that a shift of the free-exciton
line to shorter wavelengths was observed in the EL
spectrum of heterodiodes formed on the basis of a sim-
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Fig. 1. PL spectra of the samples at T = 6 K. Spectrum 1 cor-
responds to a 3C-SiC single crystal and spectrum 2 corre-
sponds to the p–-3C-SiC/n+-6H-SiC heterostructure.
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Fig. 2. PL spectra of the samples at T = 80 K. Spectrum 1
corresponds to the n-3C-SiC/n+-6H-SiC heterostructure
(without modulated doping), spectrum 2 corresponds to a
3C-SiC single crystal, and spectrum 3 corresponds to the
p–-3C-SiC/n+-6H-SiC heterostructure.
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ilar 3C-SiC heterostructure was apparently related to a
decrease in the band bending as a result of the applied
voltage and, also, a higher charge-carrier concentration
(injection) in the vicinity of the heteroboundary.

5. CONCLUSION

Our studies show that the heterojunction affects
both the PL spectrum and the resistivity. However, spe-
cific features of the SiC semiconductor (difficulties
encountered with the formation of high-conductance
contacts at low temperatures), as well as the inadequate
structural quality of epitaxial the structures (the
absence of a heavily doped spacer and the possibility of
the heterojunction forming over part of the structure
area, see [8]) has so far precluded observation of effects
that are considered classical for structures with a two-
dimensional electron gas. Presumably, a refinement of
the experimental techniques (for example, application
of an external field when measuring the PL spectra) and

n+-6H-SiC

E6H
g

2DEG hν

p–-3C-SiC

E3C
g

Fig. 3. Energy-band diagram and schematic representation
of radiative transitions in the studied p–-3C-SiC/n+-6H-SiC
heterostructure.
optimization of the growth and postgrowth technolo-
gies will make it possible to observe the above effects
in the near future.

ACKNOWLEDGMENTS

This study was supported in part by the Russian Foun-
dation for Basic Research, project nos. 03-02-16054b and
04-02-01-6632a.

REFERENCES
1. A. A. Lebedev, A. M. Strel’chuk, D. V. Davydov, et al.,

Appl. Surf. Sci. 184, 419 (2001).
2. A. Fissel, U. Kaiser, B. Schroter, et al., Appl. Surf. Sci.

184, 37 (2001).
3. R. S. Okojie, M. Xhang, P. Pirouz, et al., Appl. Phys.

Lett. 79, 3056 (2001).
4. A. A. Lebedev, G. N. Mosina, I. P. Nikitina, et al., Pis’ma

Zh. Tekh. Fiz. 27 (24), 57 (2001) [Tech. Phys. Lett. 27,
1052 (2001)].

5. A. A. Lebedev, A. M. Strel’chuk, N. S. Savkina, et al.,
Pis’ma Zh. Tekh. Fiz. 28 (23), 78 (2002) [Tech. Phys.
Lett. 28, 1011 (2002)].

6. A. A. Lebedev, A. M. Strel’chuk, N. S. Savkina, et al.,
Mater. Sci. Forum 433–466, 169 (2003).

7. S. Juillaquet and J. Camassel, Mater. Sci. Forum
483-485, 335 (2004).

8. A. A. Lebedev, A. M. Strel’chuk, N. S. Savkina, and
A. N. Kuznetsov, Mater. Sci. Forum 457–460, 597
(2004).

9. S. Yu. Davydov, A. A. Lebedev, and O. V. Posrednik, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 39 (2005) (in press).

10. J. P. Bergman, Q. X. Zhao, P. O. Holtz, et al., Phys. Rev.
B 43, 4771 (1991).

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 39      No. 10      2005



  

Semiconductors, Vol. 39, No. 10, 2005, pp. 1197–1203. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 10, 2005, pp. 1239–1245.
Original Russian Text Copyright © 2005 by Dan’ko, Indutny

 

œ

 

, Lysenko, Ma

 

œ

 

danchuk, Min’ko, Nazarov, Tkachenko, Shepelyavy

 

œ

 

.

                             

AMORPHOUS, VITREOUS,
AND POROUS SEMICONDUCTORS

                          
Kinetics of Structural and Phase Transformations in Thin SiOx 
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Abstract—Infrared spectroscopy and analysis of photoluminescence spectra have been used to study variations
in the composition of the oxide phase in a SiOx film and the precipitation of the Si phase in the course of a rapid
thermal annealing for 1–40 s at temperatures of 500–1000°C. Kinetics of phase segregation has been observed
for the first time at temperatures of 600–700°C: an increase in the amount of precipitated silicon as the anneal-
ing duration increases followed by an eventual leveling off. The phase separation is brought to completion in a
time as short as 1 s at temperatures higher than 900°C. The diffusion coefficient is estimated in the context of
a model of the diffusion-controlled formation of Si nanoparticles. The obtained values of the diffusion coeffi-
cient exceed, by five to ten orders of magnitude, those of the silicon diffusion coefficients in SiO2 and Si and
are comparable to the diffusion coefficients of the oxygen contained in these structures. It is assumed that oxy-
gen mobility forms the basis for the mechanism of structural and phase transformations in the SiOx layers and
for the formation of Si nanoparticles in the course of annealing. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Recently, increasing interest has been displayed in
films of silicon suboxide (SiOx) in their role as a possi-
ble initial material for the fabrication of silicon light-
emitting structures under the condition of formation of
silicon nanoparticles in the oxide matrix. These nano-
particles (amorphous or crystalline) are formed in the
course of thermally stimulated decomposition of amor-
phous SiOx into silicon and SiO2 phases. The process of
incomplete decomposition is often described by the
reaction

(1)

The annealing temperature controls the nanoparti-
cles’ structure: annealing at temperatures below 800°C
gives rise to amorphous inclusions, whereas Si nanoc-
rystals (nc-Si) are formed at higher temperatures;
moreover, the electronic structure of these nanocrystals
is modified owing to the quantum-dimensional effect
[1–3]. The photoluminescence (PL) observed in
annealed SiOx layers in the spectral region 700–900 nm
is related to the presence of Si nanoparticles.

In order to gain insight into the PL origin and to
accomplish controlled variations in the PL spectra, we
have to study the processes that lead to the formation of
silicon nanoparticles. The diffusion-related phenomena
observed in the course of annealing have been studied
in many publications; however, there is, as yet, no sat-
isfactory model or quantitative estimates that can be
used to describe these phenomena. Estimates of the dif-

ySiOx xSiOy y x–( )Si, 0 x y 2≤< <( ).+
1063-7826/05/3910- $26.00 1197
fusion coefficient reported in various publications dif-
fer by orders of magnitude.

The effect of the duration of annealing of silicon-
oxide layers on the PL spectra was studied in [4–6]. It
was shown [4] that complete decomposition of SiOx
into Si and SiO2 phases occurs as a result of annealing
for 1 min at a temperature of 1250°C. Further annealing
leads to a slow increase in the luminescence intensity;
the annealing duration insignificantly affects the shape
of the PL band. The position of the PL peak remains
virtually unchanged in the course of annealing.

Annealing for less than 1 min involves certain diffi-
culties. Gallas et al. [6] applied laser annealing using
pulses with a duration of tens of nanoseconds. It was
shown that SiOx was partially decomposed into silicon
and silicon dioxide and that the process had a threshold
character. It was admitted [6] that pulsed-laser anneal-
ing makes it impossible to both control the film temper-
ature and study the temperature distribution in depth of
the film. The results show that the temperature at the
surface is equal to approximately 1550°C and
decreases to 1000°C at a depth of 100 nm. It was also
shown [6] that evaporation (ablation) of the material
occurs as a result of irradiation with laser pulses.

Daigil et al. [7] annealed oxide layers using short
pulses generated by an excimer laser (with a pulse
width of 30 ns and wavelength of 308 nm). It was
shown that such annealing did not give rise to silicon
nanoparticles even at high heating temperatures (as
high as those corresponding to melting of the silicon-
oxide layer).
© 2005 Pleiades Publishing, Inc.
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Recently, a large number of publications concerned
with thermally stimulated transformations in SiO2 films
implanted with Si ions, some of which were also con-
cerned with the effect of pulsed annealing, have
appeared [8–10]. A specific feature of this method con-
sists in the fact that a large number of defects are
formed as a result of ion implantation, and PL is often
observed even in unannealed samples. Kachurin et al.
[8] used two types of pulsed annealing procedures:
either with a pulse width of 1 s at temperatures of 900–
1200°C in an Ar atmosphere or with a pulse width of
20 ms at temperatures of 1050–1350°C (with a constant
component of 600°C) in a N2 atmosphere. The kinetics
of the formation of silicon nanocrystals in the course of
annealing was not studied in [8]; however, the results
made it possible to conclude that silicon nanoparticles
were formed at a high rate in the implanted films. These
results cannot be explained in the context of the mech-
anism of silicon diffusion in the SiO2 matrix.

In this paper, we report the results of a more detailed
study of the kinetics of silicon-nanocluster formation in
SiOx films in the course of rapid thermal annealing. The
studies were carried out using the methods of photolu-
minescence and infrared (IR) spectroscopy.

2. EXPERIMENTAL

Samples in the form of thin SiOx films were
obtained by thermal evaporation in vacuum (at a resid-
ual pressure of 1 × 10–3 Pa) of silicon monoxide with a
purity of 99.9% (Cerac Inc.). As substrates, we used
either silicon wafers polished on both sides or wafers of
fused quartz for optical measurements in the visible
region of the spectrum. The deposition rate for the sam-
ples was measured using a quartz oscillator and was
kept constant and equal to 1.5 nm/s for all the samples.
The thickness of the films was measured using an MII-4
microinterferometer with an accuracy of ±5 nm and
was equal to 350–450 nm. This thickness was chosen in
order to avoid interference effects in the PL spectra.

Annealing at temperatures of 500, 600, 650, 700,
900, and 1000°C was carried out using an Impuls-3
semiautomatic system of pulsed annealing. This system
makes it possible to control the sample temperature at
an annealing duration longer than 1 s. The time taken
for heating from 0 to 1000°C was 4 s, and the duration
of cooling to a temperature of 500°C was 9 s. The
annealing was performed in a nitrogen atmosphere.
Some of the samples were also annealed in vacuum for
1–4 min at temperatures of 600 and 700°C.

The IR transmission spectra were measured in the
wave-number range ν = 800–1200 cm–1 using a
Specord 80 spectrometer, and a silicon substrate with-
out a deposited film was used as the reference sample.
Photoluminescence was excited with an argon laser at a
wavelength of 488 nm. The PL spectra were measured in
the wavelength range 600–1100 nm at room temperature.
The transmission and reflection spectra of the sam-
ples in the visible region of the spectrum were mea-
sured at room temperature using an MDR-23 spectrom-
eter. We calculated the absorption-coefficient spectrum
of the deposited SiOx layer using the obtained values of
transmittance and reflectance, the film thickness, and
the refractive index of the quartz substrate.

The ratio between the atomic contents of oxygen
and silicon (the value of x) in the deposited samples was
determined using two methods. In the first method, we
used the experimental dependence of the position of the
band of the interband-absorption edge on the composi-
tion of the SiOx film. This dependence was tabulated at
a level of the absorption coefficient equal to 104 cm–1 by
Zuther [11]. This method makes it possible to deter-
mine x for freshly deposited homogeneous samples in
which, as has previously been shown [12], there are no
silicon inclusions. The silicon phase is additionally seg-
regated in the film as a result of high-temperature anneal-
ing, and the dependence of the absorption edge on the
averaged composition becomes nonmonotonic [2].

The second method (see [13]) is based on the depen-
dence of the position of the absorption band in the IR
spectra of SiOx films in the range 1000–1100 cm–1 on
the film composition. The position of the peak of the
band under consideration shifts monotonically from
980 cm–1 for SiO to higher frequencies as the oxygen
content in the oxide increases. This band is caused by
stretching vibrations in the bridge oxygen (the stretch-
ing Si–O–Si mode). Since only vibrations of the sili-
con–oxygen phase manifest themselves in this region
and Si–Si bonds are not detected, this method can be
used to determine the composition of the oxide matrix
both in the as-prepared and in the annealed samples that
contain the silicon phase.

Thus, the position of the IR absorption band under
consideration is sensitive to a variation in the oxide-
matrix composition and makes it possible to determine
the ratio between the content of atomic oxygen and sil-
icon before and after annealing (the values of x and y in
expression (1)). In turn, measurements of the stoichio-
metric coefficient of the matrix make it possible to find
the amount of silicon that precipitated in the form of
nanoparticles and to determine the specific volume of
nanoparticles in the matrix.

For all the freshly deposited samples, the value of x
was equal to 1.32 if determined from the interband-
absorption edge and to 1.27 if determined from the IR
spectra.

3. RESULTS AND DISCUSSION

In Fig. 1, we show the IR transmission spectra of the
SiOx films immediately after deposition (curve 1) and
after annealing in a nitrogen atmosphere at T = 650°C
for 1 s (curve 2) and 38 s (curve 3). It can be seen that
the IR absorption band shifts to higher frequencies as
the annealing duration increases: the position of the
SEMICONDUCTORS      Vol. 39      No. 10      2005
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peak of this band was 1023 cm–1 for an unannealed film
and became 1030 cm–1 after annealing for 1 s and
1040 cm–1 after annealing for 38 s; simultaneously, the
shape of the band somewhat changes. Similar depen-
dences were obtained at the annealing temperatures of
600 and 700°C.

At higher annealing temperatures (T = 900 and
1000°C), the shift of the band to higher frequencies is
virtually the same for all the annealing durations, from
1 s upwards (the results for the annealing temperature
of 900°C are shown in Fig. 2).

An annealing carried out at a temperature of 500°C
did not lead to a detectable change in the IR spectra of
the SiOx layers in the region 1000–1100 cm–1 in the
range of annealing durations under study (1–40 s).

In Figs. 3a and 3b, we show the dependences of the
high-frequency shift for the IR band (∆ν) on the dura-
tion of the rapid thermal annealing. Since the value of
∆ν characterizes the variation in the composition of the
oxide matrix (i.e., the amount of excess silicon precip-
itated in the form of nanoclusters), the dependences
shown in Fig. 3 describe the kinetics of thermally stim-
ulated phase decomposition in SiOx. It can be seen from
Fig. 3 that, at annealing temperatures higher than
900°C, the process of phase separation is complete
after even 1 s of annealing. This observation is consis-
tent with the results reported by Kachurin et al. [9],
according to which nanocrystals were formed in
implanted SiO2 layers even after 1 s and 20 ms of
annealing at temperatures of 1200 and 1350°C, respec-
tively. A slower kinetics of the process is observed at
lower annealing temperatures (Fig. 3a): a gradual
increase in the amount of precipitated silicon as the
annealing duration increases and ultimate flattening out
of the dependence on the annealing duration. The time
required for the process to attain saturation decreases as
the temperature increases. This time is equal to ~40 s
for annealing at 600°C, 10 s at 650°C, and 4 s at 700°C.
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Fig. 1. IR transmission spectra for (1) an unannealed sample
and samples annealed for (2) 1 s and (3) 38 s at 650°C.
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It is worth noting that the degree of decomposition
of the oxide matrix at the stage of process saturation,
i.e., the difference y – x in Eq. (1), depends on temper-
ature. In Table 1, we list the values of the stoichiometric
coefficients for the oxide phase of the SiOx layers
annealed at different temperatures for a time that
exceeds the time required for the process of thermally
stimulated decomposition to come to saturation. We
recall that the layer composition before annealing cor-
responds to x = 1.27.

It follows from Table 1 that almost complete decom-
position of the suboxide into Si and SiO2 occurs only at
temperatures higher than 900°C, in which case crystal-
line silicon nanoinclusions are formed. At lower tem-
peratures, the decomposition process attains saturation
under an incomplete decomposition of the oxide, and
the atomic fraction of the precipitated silicon phase
(∆Si) decreases as the temperature decreases.

The PL in the freshly deposited films has a low inten-
sity, which makes it difficult to separate a pronounced
band; this low intensity can be attributed to the presence
of defects in the deposited films. It is also impossible to
recognize a separate PL band in the samples annealed at
500°C, which is caused by the absence of the silicon
phase in the samples.

Broad PL bands in the red and near-IR regions of the
spectrum were observed for the samples annealed at
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Fig. 2. IR transmission spectra for (1) an unannealed sample
and samples annealed for (2) 1 s and (3) 30 s at 900°C.

Table 1.  Composition of the annealed SiOx layers

T, °C 500 600 650 700 900 1000

y 1.27 1.4 1.5 1.52 1.92 2.0

∆Si, at % 0 4.09 6.75 7.25 14.9 16.1

Note: T is the annealing temperature, y is the stoichiometric coef-
ficient that corresponds to the annealed oxide matrix and is
determined from the position of the IR absorption band, and
∆Si = [(y – x)/y(1 + x)] × 100% is the atomic fraction of the
silicon phase.
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higher temperatures (Figs. 4, 5). For the annealing tem-
peratures of 600 and 650°C, the peak of the band corre-
sponds to the wavelength λ = 800 ± 20 nm; this peak is
located at λ = 900 ± 20 nm at a temperature of 1000°C.
Both bands can be separated in the PL spectra obtained
after annealing at intermediate temperatures.

As was shown in [12, 14], the PL with its peak at a
wavelength of 900 nm can be related to the emission
from crystalline silicon nanoparticles or from the
recombination centers located at the nanocrystal–oxide
interface, whereas the band at shorter wavelengths cor-
responds to radiative recombination of electron–hole
pairs in amorphous silicon nanoparticles. However, this
interpretation is incorrect for the annealing temperature
of 700°C, since the crystalline silicon phase has not yet
been formed. Such a two-mode PL structure has been
observed in the PL spectrum of silicon-implanted and,
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Fig. 3. Dependence of the shift of the peak of the IR absorp-
tion band on the annealing duration. The annealing temper-
ature T = (a) (1) 600, (2) 650, and (3) 700°C, and (b) (4) 900
and (5) 1000°C.
then, annealed silicon oxide grown in a water-vapor
atmosphere [15]. It was assumed [15] that the long-
wavelength band is caused by interfacial states; how-
ever, reliable identification of the origin of the two-
mode PL structure requires additional study.

The PL intensity depends on the annealing duration
of the structures studied. In the annealing-temperature
range 600–700°C, the PL intensity increases as the
annealing duration increases and attains a maximum
after several tens of seconds. This increase in intensity
correlates with the kinetics of precipitation of the sili-
con phase in the course of annealing, which confirms
the assumption that the short-wavelength PL band is
related to the amorphous silicon nanoinclusions.

For the annealing temperatures of 900 and 1000°C,
the highest PL intensity was observed for the shortest
annealing duration (1 s). As the annealing duration
increases, the PL intensity decreases drastically and
then begins to increase gradually at an annealing dura-
tion in excess of 16 s. The increase in the PL intensity
continues as the annealing duration increases to 30 min
[14], which is in good agreement with the results of
other studies [4, 5], where an increase in the PL inten-
sity was observed over 4 h of annealing. This behavior
is accounted for by annealing-stimulated passivation of
the centers that give rise to nonradiative recombination
at the boundary between the Si and SiOy phases.

Using the obtained data on the kinetics of precipita-
tion of the silicon phase in the course of annealing
(Fig. 3), we can estimate the parameters of the diffusion
process that controls the formation of silicon nanopar-
ticles. In order to perform this estimation, we have to
know the sizes and shape of the nanoparticles that are
formed. Expressions that relate the optical-gap width
Eg and the position of the PL-band peak to the sizes of
silicon nanocrystals have been derived in a number of
theoretical studies. As an example, we can cite the fol-
lowing expression derived by Delerue et al. [16]: Eg =
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Fig. 4. PL spectra of the samples annealed at a temperature
of 700°C. The annealing duration was (1) 3, (2) 5, and
(3) 20 s.
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1.12 + 3.73/d1.39, where Eg is the energy corresponding
to the peak in the PL spectrum expressed in eV and d is
the nanoparticle diameter expressed in nanometers. In
the case under consideration, the nanoparticles in the
samples annealed at temperatures of 600–700°C are
amorphous; therefore, the above expression cannot be
used for a quantitative analysis. In turn, as shown by
Nesheva et al. [12], the sizes of the amorphous nano-
particles that act as centers involved in PL are approxi-
mately equal to the sizes of crystallites. Therefore, the
use of the above dependence for approximate estima-
tion of the nanoparticle sizes is justified. According to
the above expression, the nanoparticle diameter is equal
to 4.7 nm for an emission wavelength of 800 nm.

We earlier employed high-resolution electron
microscopy to determine the sizes of the silicon nanoc-
rystals in samples that were similar to those used in this
study (x = 1.3, and a thermal deposition of SiO) and
annealed at a temperature of 1000°C [12]. We found
that the Si nanocrystals were distributed uniformly in
the oxide matrix and their average diameter was equal
to 4.3 nm.

Thus, we can assume that the diameter of the nano-
particles is equal to 4–5 nm in the case under consider-
ation in order to approximately estimate the diffusion
coefficient. It was assumed in earlier studies concerned
with nc-Si–SiOx structures that nc-Si nanocrystals are
formed as a result of diffusion of silicon atoms from the
environment to the nuclei [17]. It has been assumed in
a number of recent publications, on the basis of experi-
mental data and the results of theoretical simulations,
that the formation of nanoclusters and chains of silicon
atoms at temperatures below 700°C is related to perco-
lation phenomena [8–10]. As the annealing temperature
is increased, the percolation-induced precipitates are
transformed into nanodimensional particles of a silicon
amorphous phase. The diffusion coefficient of Si in
SiO2 becomes sufficiently large for the diffusion-con-
trolled growth of silicon precipitates only at tempera-
tures higher than 1000°C. However, this model was
suggested for layers obtained by implantation of Si into
SiO2, in which case small silicon clusters can be formed
even in the course of implantation and luminescence is
observed even before annealing. A model of the diffu-
sion-controlled formation of nanoparticles appears to
be preferable for the more homogeneous amorphous
layers obtained by thermal deposition.

Let us assume that silicon nanoparticles grow in the
form of spherical particles with a radius of 2.5 nm; fur-
thermore, the growth occurs owing to diffusion of sili-
con atoms into these particles from the surrounding
region (the so-called diffusion sphere), which has a

radius of 2.5 nm + , where  is the diffusion
length, D is the diffusion coefficient, and t is the diffu-
sion time. We assume that the diffusion time is equal to
the time required for leveling off of the kinetic curve
that describes the thermally stimulated precipitation of
the silicon phase. This time is unknown for annealing

Dt Dt
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temperatures higher than 900°C; we can only state that
it is shorter than 1 s. Knowing the initial composition of
the film and the matrix composition in the region of the
diffusion sphere after the silicon phase has precipitated,
we can determine first the diffusion-sphere radius for
each temperature and, then, the value of D. For temper-
atures higher than 900°C, in which case almost com-
plete decomposition of SiOx into SiO2 and Si occurs,
the oxide composition within the diffusion-sphere
region corresponds to SiO2. For lower annealing tem-
peratures, the experimental value of y represents an
averaged composition of the oxide matrix after anneal-
ing. If the oxide matrix is homogeneous after anneal-
ing, we can use the value of y to estimate the diffusion
coefficient D. Otherwise, each nanoparticle is sur-
rounded by a shell with an increased content of oxygen,
whereas the medium in the space between the particles has
the composition of SiOx. It is noteworthy that the averaged
composition of the oxide matrix corresponds to the value
of y. We estimate the value of D for temperatures 600–
700°C in two limiting cases: (i) the oxide matrix is homo-
geneous after annealing (the maximum value of D) and
(ii) the diffusion spheres with a SiO2 composition overlap
(the minimum value of D). The results obtained are listed
in the first row of Table 2 (Dexp).

Let us compare the data obtained with the results of
measurements of the diffusion coefficients for silicon in
similar structures. Data on the diffusion coefficient for
thermally deposited oxide SiOx layers are lacking in the
available publications. The diffusion of silicon atoms
implanted into SiO2 has been studied using secondary-ion
mass spectrometry [18]. It was shown that the obtained
experimental data can be adequately approximated by the
expression  [cm2/s] = 33.2exp(–5.34 eV/kT),

where  is the diffusion coefficient for silicon in
SiO2; T is temperature, which was varied in the range
1000–1200°C; and k is the Boltzmann constant. The
values of  obtained using this expression are
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Fig. 5. PL spectra of the samples annealed for (1) 1, (2) 6,
and (3) 36 s at a temperature of 1000°C.
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Table 2.  Values of the diffusion coefficient

T, °C 600 650 700 900 1000

Dexp 4.6 × 10–15–7.3 × 10–16 9.6 × 10–15–2.9 × 10–15 2.1 × 10–14–7.3 × 10–15 >3 × 10–14 >3 × 10–14

3.2 × 10–30 2.5 × 10–28 7.7 × 10–27 3.9 × 10–22 2.5 × 10–20

DSi–Si 1.4 × 10–26 5.9 × 10–25 1.7 × 10–23 6.0 × 10–19 3.2 × 10–17

5.5 × 10–11 1.3 × 10–10 2.7 × 10–10 2.8 × 10–9 7.0 × 10–9

DO–Si 5.9 × 10–16 3.5 × 10–15 1.6 × 10–14 2.3 × 10–12 1.6 × 10–11

Note: All the values of the diffusion coefficient are expressed in cm2/s.

DSi–SiO2

DO–SiO2
listed in the second row of Table 2. It can be seen that
the diffusion coefficient that controls the process of for-
mation of silicon nanoparticles in the layers studied is
ten or more orders of magnitude larger than the diffu-
sion coefficient for silicon atoms in SiO2. It is conceiv-
able that the diffusion coefficient would be larger in the
oxide matrix enriched with silicon. Therefore, in the
third row of Table 2, we list the values of the self-diffu-
sion coefficient for silicon atoms in crystalline silicon
DSi–Si from [19] (extrapolation to the temperatures
of 600–700°C was carried out using the expression
DSi–Si [cm2/s] = 9.0 × 103exp(–5.17 eV/kT), which was
reported in [19] for the temperature range 1100–
1300°C). It can be seen that these values are also no less
than five orders of magnitude smaller than those we
obtained for the diffusion coefficient D.

Thus, the assumption that silicon nanoparticles are
formed owing to a diffusion-related drain of excess
Si atoms is in conflict with the results obtained. How-
ever, the nanoparticles in the silicon phase can be also
formed as a result of a thermally stimulated diffusive
drain of oxygen atoms from the localization region of a
silicon nanoparticle under formation into the diffusion
sphere. The assumption that this process is possible was
advanced in one of our previous publications [20]. This
assumption was based on a detailed analysis of the
phase and structural transformations in SiOx films in the
course of heat treatments in vacuum. In that particular
study, we used IR spectroscopy [20]. It was shown that
slightly oxidized molecular clusters in the initial SiOx
layer (mainly, SiOSi3) lose oxygen and transform into
SiSi4 tetrahedra. Oxygen diffuses, interacts with highly
oxidized clusters (for example, SiO3Si), and transforms
them into SiO4. As a result, local precipitation of the sil-
icon phase and enrichment of the oxide phase with oxy-
gen occur.

In the fourth and fifth row of Table 2, we list the val-
ues of the diffusion coefficients for oxygen in SiO2

( ) and silicon (DO–Si). The data for the tempera-
ture range under consideration were taken from a refer-
ence book [21].

It can be seen from Table 2 that the diffusion coeffi-
cient for oxygen atoms in both oxide and silicon
exceeds, by many orders of magnitude, the diffusion
coefficient for silicon atoms and is consistent with the

DO–SiO2
values obtained in this study at temperatures of 600–
700°C. The estimate of the lower value of D at 900 and
1000°C is also closer to the values of the diffusion coef-
ficient for oxygen. This observation favors the hypoth-
esis that it is oxygen mobility that forms the basis for
the mechanism of phase separation in SiOx layers.

4. CONCLUSIONS

The rapid thermal annealing of SiOx vacuum-depos-
ited layers for 1–40 s in the temperature range 600–
1000°C leads to a change in the composition of the lay-
ers’ oxide phase, precipitation of the silicon phase, and
the appearance of an absorption band in the near-IR
region of the spectrum. The amount of silicon that
forms the clusters and, also, the matrix composition
after annealing (SiOy) depend on the temperature and
duration of annealing. The process of phase separation
is complete after even 1 s of annealing at temperatures
higher than 900°C. At lower annealing temperatures,
we observed, for the first time, the kinetics of the phase
separation in silicon oxide. We observed both an
increase in the amount of precipitated silicon as the
annealing duration increased and a leveling off of the
duration dependence. The time required for the leveling
off of the duration dependence of silicon precipitation
decreases as the temperature increases. This time is
equal to ~40 s for annealing at 600°C, 10 s at 650°C,
and 4 s at 700°C.

The peak of the photoluminescence (PL) band cor-
responds to a wavelength of 800 ± 20 nm for annealing
temperatures of 600 and 650°C and to 900 ± 20 nm for
1000°C. Both bands can be recognized in the PL spec-
tra of the samples annealed at intermediate tempera-
tures.

We used a model of the diffusion-controlled forma-
tion of silicon nanoparticles to estimate the value of the
diffusion coefficient. The obtained values of the diffu-
sion coefficient D that controls the process of formation
of silicon nanoparticles in the layers studied exceeds,
by almost ten orders of magnitude, the value of the dif-
fusion coefficient for silicon atoms in SiO2 and
exceeds, by five orders of magnitude, the self-diffusion
coefficient for silicon atoms in crystalline silicon. At
the same time, the experimental values of D are compa-
SEMICONDUCTORS      Vol. 39      No. 10      2005
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rable to the diffusion coefficients for oxygen in SiO2
and silicon.

The results reported validate the assumption that
oxygen diffusion plays the determining role in the pro-
cess of structural and phase transformations in SiOx
layers and in the formation of Si nanoparticles.
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Abstract—A new method for calculating the characteristics of the ultrasubmicrometer field-effect transistors
used in modern microelectronics is suggested. This model combines the traditionally simplified quasi-one-
dimensional representation of the electric-field distribution in the transistor channel (the approximation of a
uniform channel and charged layers) and an advanced quasi-hydrodynamic description of the high-field elec-
tron drift (the energy-balance equation) and adequately describes the situations in which there are high temper-
ature gradients in the electron gas. A detailed mathematical formulation of the model; the method of its numer-
ical implementation; the calculated current–voltage characteristics of test transistor structures; and a physical
analysis of the electrical characteristics of ultrasubmicrometer transistors with an allowance made for specific
features of the distributions of mobile-charge concentrations, electric fields, and temperature in the transistor
channel are presented. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The phenomenal progress made in relation to micro-
electronic metal-oxide-semiconductor (MOS) technol-
ogy leading to successful implementation of the pro-
duction of integrated circuits with a characteristic tran-
sistor channel length of ~10–5 cm gave rise to a certain
crisis in the understanding of the physics involved in
the operation of devices with the aforementioned very
short channels. The reason is that nonlocal electric
heating largely governs the electrical characteristics of
ultrasubmicrometer MOS transistors, and this heating
is further aggravated by the two-dimensional spatial
distribution of high electric fields (105–106 V/cm) in the
device structure. Therefore, the transistor models that
are used in contemporary computer systems of cir-
cuitry-engineering design [1, 2], are based on the drift–
diffusion variant of the so-called uniform-channel
approximation, and include as many as a hundred
adjustable parameters should be considered as no more
than methods for analytical approximation of the corre-
sponding experimental dependences.

At the same time, the available elaborate software
packages intended for two-dimensional simulation of
transistor characteristics and based on the so-called
energy-transport model [3, 4] are not only rather time
consuming but also unconvincing from the standpoint
of verification of the electron-drift mechanisms and
parameters that are included in the software, which
makes physical interpretation of the results of any sim-
ulation difficult. In our opinion, it is the above circum-
stance that limits the use of two-dimensional quasi-
hydrodynamic transistor models for design in practice.
1063-7826/05/3910- $26.001204
Taking into account the above-described insight into
the current situation in the field of simulation of the
characteristics of ultrasubmicrometer MOS transistors,
we decided to develop an intermediate-level transistor
model; this model combines the traditionally simplified
quasi-one-dimensional representation of the distribu-
tion of electric fields in the transistor channel (the
approximation of a uniform channel and charged lay-
ers) with an advanced quasi-hydrodynamic electron-
drift description that is adequate in situations in which
there are high temperature gradients in the electron gas.
This paper is devoted to presentation of the model
under consideration. We describe the mathematical for-
mulation of the model and methods for its numerical
implementation. We also calculate the electrical char-
acteristics of a test transistor structure and physically
analyze the electrical properties of the transistor taking
into account specific features of the distributions of
concentrations, fields, and temperature in the channel.

2. THE UNIFORM-CHANNEL APPROXIMATION

As is well known, the term “uniform-channel
approximation” [5, 6] implies (i) disregard of the diver-
gence of the electric-field lateral component Ex in the
Poisson equation for a semiconductor-substrate region
near an insulator; and (ii) the assumption that the distri-
bution of the inversion-layer density along the normal
coordinate z corresponds to a quasi-equilibrium state
(the Boltzmann distribution). These assumptions make
it possible to write the first integral of the Poisson equa-
tion, express the z electric-field component that exists
in the oxide and is induced by charges in the semicon-
 © 2005 Pleiades Publishing, Inc.
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ductor, determine the voltage drop across the oxide, and
derive, as a result, the well-known formula

(1)

which is written with relevant simplifications that cor-
respond to the state of inversion. Here, as is conven-
tional, VG is the gate potential minus the flat-band volt-
age, φ = φ(x) is the surface potential, T is the electron
temperature expressed in volts, N is the acceptor con-
centration, εiε0/d = C0 is the specific oxide capacitance,
d is the oxide thickness, εi and εs are relative permittiv-
ities of the oxide and semiconductor, ε0 is the permittiv-
ity of free space, and q is the elementary charge. We call
attention to the fact that the exponential function in (1)
incorporates, along with the so-called inversion poten-
tial 2φB = 2Tln(N/ni), the local Fermi potential V(x),
which is a priori unknown. As a result, formula (1)
makes it possible to find the desired relation between
the gate voltage and the surface potential only at the
channel boundaries where the Fermi potential is speci-
fied by the neighboring heavily doped regions of the
source (V(0) = 0) and drain V(L) = VD (VD is the drain
voltage). In order to consider the channel region 0 < x < L
itself, we use the following specific change of variables:

(2)

Here, Qinv is the surface charge density in the electron

inversion layer and  is the surface charge
density in the acceptor depletion region. Formulas (1)
and (2) allow us to express the surface charge density in
the inversion layer in terms of the current value of the
surface potential:

(3)

We now define the drift surface current by the formula

(4)

and, then, use the continuity condition for this current,
dI/dx = 0, to establish the following relation between
the surface potentials at the channel boundaries:

(5)

We substitute the boundary values of the surface poten-
tial into (5); these values are determined to within a cer-
tain accuracy from (1). As a result, (5) is transformed
into a formula for the current–voltage (I–V) character-
istics of a transistor. It is worth noting that the very

VG = φ d
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--------- 2εsε0qN φ T

φ 2φB– V x( )–
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=  Qinv 2ε0εsqNφ.+

2ε0εsqNφ

Qinv C0 VG φ– φ1φ–( ),=

φ1 2ε0εsqNC0
2– .=

I Qinvµ
dφ
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I
µC0

L
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2
-----–

2
3
---φ φ1φ– 
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φ 0( )

φ L( )

.=
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crude approximation φ(0) = 2φB and φ(L) = 2φB + VD is
typically appropriate for the conducting states of the
transistor.

3. QUASI-HYDRODYNAMIC MODIFICATION

Thus, we have expounded, in sufficient detail, the
essence of the uniform-channel approximation, which
is sometimes referred to as the model of charged layers
[7]. We now consider a quasi-hydrodynamic modifica-
tion of this approximation while retaining formula (3)
for the surface charge density in the inversion layer as
the starting expression.

First, we introduce the temperature dependence of
mobility into the consideration in the form

(6)

restricting the analysis to the simplest power law (α = 1
or 0.5). Here, µ0 = 1500 cm2/(V s) is the initial low-field
mobility of electrons in silicon and T0 = 0.025 V is the
equilibrium lattice temperature. We then write the fol-
lowing formula for lateral electron current taking into
account all its components (drift, diffusion, and thermal
diffusion):

(7)

We note that the derivative of the potential at the cen-
troid of the inversion charge is written in formula (7) in
the form of the effective lateral electric field; this
charge is smaller than the surface charge by exactly the
value of the temperature. We then, as is standard, write
the following expression for the flux of the electron-gas
temperature:

(8)

Here, (5/2 – α) is the Peltier coefficient and the terms in
the second bracket describe the thermal conductivity
and convection. Finally, the so-called energy-balance
equation is written as

(9)

It should be remembered [8] that the law of variation in
energy-relaxation time involving the temperature τe(T)
can be made consistent with the formula for the mobility:

(10)

Here, v s ≈ 107 cm s–1 is the saturation velocity.
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Now, in order to lend a certain “elegance” to the
final mathematical formulation of the model, we intro-
duce the dimensionless variables

(11)

where L is the distance between the drain and source,
i.e., the channel length. Then, instead of (7), we obtain
the following expression for the current:

(12)

Here, in accordance with (3), a dimensionless current is
given by

(13)

Correspondingly, we have

(14)

(15)

The energy-balance equation that in fact forms the
model in combination with the condition for the conser-
vation of current (13), din/dx = 0, takes the form

(16)

It is worth noting that the squared ratio between the

so-called thermal length lT =  ≈ 30 nm and the
channel length of a transistor is incorporated in the
relaxation term in (16) and, in fact, represents the most
important parameter of the model.

4. THE BOUNDARY CONDITIONS

We now consider the boundary conditions for
energy-balance Eq. (16). Evidently, we cannot formulate
these conditions on the boundaries between the channel
and the heavily doped regions of the source and drain in
a traditional way since we do not know, a priori, the elec-
tron-gas temperature at these boundaries, which cannot
be physically defined with confidence. Our experience
with simulation of a high-field drift in n+–n–n+ structures
[8] shows that the boundary conditions in the problem
under consideration should be effected at the exterior
boundaries between the drain and source and the corre-
sponding metal contacts, where the electron-gas tem-
perature can be considered as corresponding to the
equilibrium state with a higher degree of confidence. To
this end, we formulate a new quasi-one-dimensional

φ φ
T0
-----, T

T
T0
-----, x

x
L
---,= = =

jn

µ0C0

L
------------T0

2in.=

in = T α– dφ
dx
------ 2 α–( )dT
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------– T

d
dx
------– VG φ– φφ1–( ).

jT

µ0C0

qL
------------T0

3iT ,=

iT
5
2
--- α– 

  T1 α– dT
dx
------ VG φ– φφ1–( )– inT+ .=

diT

dx
------- in

d
dx
------ φ T–( )=

– VG φ– φφ1–( ) T 1–( )Tα 1– L
lT

---- 
  2

.

µ0τ0T0
representation of the electron drift in the drain and
source regions of a transistor. By following the ten-
dency of modern MOS technology towards a decrease
in the thickness of the source and drain regions to its
limits, we position the implanted donor centers virtu-
ally at the interface with the oxide and, thus, transform
these centers into a built-in charge screened by the cor-
responding inversion layer of mobile electrons. As a
result, a surface potential is formed; the relation of this
potential to the inversion-layer density can be described
by the same formula (1) if VG in this formula is replaced

by the corresponding flat-band voltage VFBS = DS ≈
100 V, where DS [C cm–2] is the implantation dose. It is
clear that, by adding the term VFBS f(x), where f(x) is a
fairly sharp auxiliary function whose values are close to
zero in the channel and to unity in the drain and source
regions, to the terms in the corresponding brackets in
Eqs. (13) and (16) we correspondingly widen the range
of the simulation and specify the necessary boundary
conditions at the exterior boundaries as

(17)

(18)

5. THE ALGORITHM FOR CALCULATIONS

Finally, the system of model equations consists of
the continuity and heat-balance equations given by

(19)

where  = VGf(x) + VFBS[1 – f(x)],

(20)

and in and iT are defined by formulas (13) and (15) with
VG replaced by . Correspondingly, the conditions at
the drain and source exterior boundaries are written as

(21)

where φS and φD are the surface potentials determined
from (17) and (18). It is worth noting that the values of
the dimensionless coordinates 1 ≤ x ≤ 2 correspond to
the channel region proper.
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In order to discretize system (19), we use the
method of integral identities; as a result, we obtain

(22)

Here, ai = xi – xi – 1, and the densities of the electron cur-
rent and heat flux are given by

(23)

where dni/dx = (ni – ni – 1)/ai and dTi/dx = (Ti – Ti – 1)/ai.

System of Eqs. (22) with boundary conditions (21)
was solved by a modified form of the Newton method.
As the initial approximation, we used a uniform distri-
bution of impurity with a gradual transition to abrupt
n−n+ boundaries. In particular, the properly corrected
final approximation for the previous step was used as the
initial approximation for the potential at each current
value of the voltage. This procedure ensured a fairly
rapid convergence of the iterative process; specifically,
we had to carry out no more than five to six Newton iter-
ations for each new value of the applied voltage VD.
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Fig. 1. Typical spatial structure of an ultrasubmicrometer
MOS transistor.
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6. VERIFICATION OF THE MODEL

In order to test the applicability of the developed
model of high-field electron drift in the inversion layer
of a submicrometer MOS transistor and try to reveal
some fine physical features of the drift process that are
impossible to understand in the context of the conven-
tional drift–diffusion approach, we used the traditional
simplified concept of a spatial–technological device
structure; i.e., we assumed that the substrate of the test
transistor is uniformly doped and the boundaries of the
drain and source regions are abrupt and disregarded
(temporarily) the specific features of the LDD, halo,
and side well found in real ultrasubmicrometer struc-
tures (Fig. 1).

In Fig. 2, we show the resulting output I–V charac-
teristics of a transistor with the parameters N = 1017 cm–3,
d = 10 nm, and L = 0.5 µm. The characteristics were
calculated for two values of the parameter α in the tem-
perature dependence of mobility: α = 0.5 and 1.0. As
expected, the slope of the initial portion (slight heating)
of the curves is the same for different values of α; in
contrast, the I–V characteristics with α = 0.5 and 1.0
differ significantly at high currents, which indicates
that the effect of the character of mobility thermal deg-
radation on the shape of the I–V characteristics is pro-
found. Since a priori data on a specific value of α are
lacking, this quantity should be considered as an impor-
tant adjustable parameter of the model.

It is worth noting that we did not hope to observe the
so-called pinch-off of the channel when we were still
relying on the uniform-channel approximation. There-
fore, while increasing the drain voltage VD, we termi-
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Fig. 2. Calculated current–voltage characteristics of a test
transistor structure with L = 0.5 µm and d = 10 nm at α = 0.5
(solid lines) and α = 1.0 (dashed lines). VG = 3, 4, 5, and 6 V.
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nated calculations just at the point where the conver-
gence degraded. For clarity, we indicated values of the
saturation voltage that corresponded to the elementary
transistor theory, VDsat = VG – Vth (see the circles in the
I–V characteristics); as is conventional, we determined
Vth = 1.5 V from the intersection of the gate-voltage
dependence of the channel conductance at small values
of VD with the horizontal axis.

In order to illustrate the sensitivity of the model to
variations in the structural parameters, we show, in
Fig. 3, a series of calculated I–V characteristics that
correspond to α = 0.75 for transistor structures with L =
0.25 µm, d = 5 nm, and N = 1017 or 4 × 1017 cm–3.

Internal distributions of the temperature, potential,
and local electron velocity over the channel length and
in the neighboring regions of the drain and source,
which were obtained in the course of calculating the
I−V characteristics, are of great physical interest. As an
example, Figs. 4 and 5 show the distributions of the
above quantities for a number of typical points in the
I−V characteristic represented in Fig. 3; these points
correspond to the drain voltage VD = 2 V and the gate
voltages VG = 4, 5, and 6 V.

Particular attention should be given to the tempera-
ture distributions in Fig. 4, where dashed curves repre-
sent the heat-flux density in arbitrary units. These dis-
tributions illustrate the main specific feature of electric
heating in ultrasubmicrometer transistor structures:
spacial separation of heating (in the channel) and cool-
ing (in the drain region). In this case, the differential
rigidity of the process (the continuity of the first deriv-
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35

Fig. 3. Calculated current–voltage characteristics of test
transistor structures with L = 0.25 µm, d = 5 nm, and N =
1017 cm–3 (solid lines) or N = 4 × 1017 cm–3 (dashed lines)
at α = 0.75. VG = 3, 4, 5, and 6 V.
ative of temperature) brings about an appreciable drop
in temperature even in the near-drain part of the chan-
nel, where the thermal current changes its sign and is
added to the drift and diffusion currents. The latter
effect, in combination with the corresponding jump in
mobility, gives rise to a specific peak in the electron
velocity in the near-drain region of the channel (Fig. 5).
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Fig. 4. Calculated distributions of the temperature and heat-
flux density (in arbitrary units) that correspond to the
regimes indicated by circles in Fig. 3 (VD = 2 V; VG = 4, 5,
and 6 V).
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Fig. 5. Typical distributions of the electron velocity v  and
surface potential under the conditions VD = 2 V and VG = 4,
5, and 6 V.
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It is worth noting that the absolute values of the
velocity in this case appreciably exceed the saturation
velocity. In addition, it should be emphasized that, in
the near-drain region of the channel under consider-
ation (and also in other regions of the channel), the
intensity of Joule heating significantly exceeds the ther-
mal-relaxation intensity. Intensive cooling of the
charge carriers in this region is mainly caused by diver-
gence of the heat flux that transfers the excess electron-
related heat to the drain region with a low electric field,
where thermal relaxation becomes dominant and ther-
mal conductivity becomes the main component of the
heat flux.

It is noteworthy that the above-described process of
local cooling of the charge carriers in the near-drain
region of the channel becomes more abrupt and pro-
nounced in regimes that are close to the pinch-off state
of the channel.

7. CONCLUSION

In summary, we can state that this study and the cor-
responding new approach to simulation of the high-
field drift in submicrometer transistor structures are
based on the suggested model representation of the
drain regions as ultradense inversion layers. As a result,
it becomes possible to consider the complete transistor
structure in the quasi-one-dimensional approximation.
Thus, we could use a powerful tool such as the quasi-
hydrodynamic approach [9], which describes, with
exceptional completeness, the high-field drift in its
most illustrative (one-dimensional) variant.

We also note the relative simplicity of mathemati-
cal implementation of the developed intermediate-
level model, which can appropriately be referred to in
future as MESOMOS by analogy with the well-known
MINIMOS model of Selbercher [10].

We believe that it would be highly beneficial to
introduce the MESOMOS model into the practical
research and development being carried out in micro-
electronics, since the transistor characteristics obtained
as a result of test calculations are consistent with the
typical characteristics of real transistor structures and
exhibit a fairly high sensitivity (controllability) to
numerical values of the relevant parameters. It is clear,
however, that a certain modification of the model is
required in order make its implementation feasible; this
modification should include both the physics of the
drift process and an adequate consideration of the struc-
tural–technological features of the device design.
SEMICONDUCTORS      Vol. 39      No. 10      2005
In the next more advanced MESOMOS version, we
will use the following more general expression for the
mobility instead of elementary formula (6):

(24)

This expression makes it possible to take into account
electron scattering by the interface roughness and Cou-
lomb centers in the surface region of the semiconduc-
tor. We also plan to replace formula (3) by a somewhat
more cumbersome expression that takes into account
the depletion of the polysilicon-gate edge. In addition,
we are going to use a pair of auxiliary coordinate func-
tions in order to introduce into the consideration a lat-
eral nonuniformity of doping of both the drain and
source regions (LDD) and the substrate (halo). Finally,
knowing the electron-temperature profile, we could,
without much difficulty, introduce the impact ioniza-
tion (the hole current in the substrate) and the above-
barrier injection into the oxide (the gate current and the
initial stage of degradation) into the model.
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Abstract—The temperature dependence of the threshold current in GaInAs-based laser structures has been
studied in a wide temperature range (4.2 ≤ T ≤ 290 K). It is shown that this dependence is monotonic in the
entire temperature interval studied. Theoretical expressions for the threshold carrier density are derived and it
is demonstrated that this density depends on temperature linearly. It is shown that the main contribution to the
threshold current comes from monomolecular (Shockley–Read) recombination at low temperatures. At T > 77 K,
the threshold current is determined by radiative recombination. At higher temperatures, close to room temper-
ature, Auger recombination also makes a contribution. The threshold current grows with temperature linearly
in the case of radiative recombination and in accordance with T3 in the case of Auger recombination. © 2005
Pleiades Publishing, Inc.
1. INTRODUCTION

An important parameter of semiconductor lasers is
their threshold current. It is known that, as the temper-
ature (T) becomes higher, the threshold current in het-
erolasers and, in particular, quantum-well (QW) lasers
increases. The temperature dependence of the threshold
current density Jth is frequently described in publica-
tions by the following expression:

(1)

Here, A and T0 are parameters, with T0 being a charac-
teristic temperature. Several linear portions are fre-
quently distinguished in the lnJth(T) dependence, with
each portion having its own values of A and T0; i.e.,
A  and T0 are themselves temperature-dependent. The
temperature dependence of the threshold current den-
sity has been extensively studied [1–7]. However, the
influence of temperature on the threshold current has
been examined in sufficient detail only in a narrow tem-
perature interval.

In this study, GaInAs-based laser structures were
experimentally examined in a wide temperature range,

J th A T /T0( ).exp=
1063-7826/05/3910- $26.00 1210
4.2 ≤ T ≤ 290 K, and it was shown that the threshold
current density has a monotonic temperature depen-
dence in structures of this kind in the entire temperature
range considered. In addition, the influence exerted by
the main processes of carrier recombination on the
threshold current density in QW lasers in the studied
temperature interval was analyzed.

2. EXPERIMENTAL

Semiconductor lasers based on strained InGaAs–
AlGaAs heterostructures with QWs and with an emis-
sion wavelength λ of 0.95–1.54 µm at room tempera-
ture were chosen for experimental study. The sample
parameters are listed in the table (where a stands for
QW width).

The threshold current was measured in the tempera-
ture range 4.2 ≤ T ≤ 290 K, with the structures excited
by 1-µs pulses. The threshold current was found from
the cutoff of the light–current characteristic. Figure 1
shows the temperature dependences of the threshold
current for the samples studied. A monotonic tempera-
Parameters of the samples studied

Sample no. Composition Number of QWs a, Å λ, µm (T = 300 K) λ, µm (T = 4.2 K)

1 Ga0.2In0.8P0.25As0.75 in In0.1Ga0.9As0.7P0.3 2 65 1.54 1.42

2 In0.28Ga0.72As in GaAs 1 90 1.06 0.99

3 In0.22Ga0.78As in GaAs 2 80 1.03 0.92

4 In0.2Ga0.8As in Al0.125Ga0.875As 1 70 0.95 0.89
© 2005 Pleiades Publishing, Inc.
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ture dependence of the threshold current is observed for
all the laser structures.

It can be seen that the threshold current is virtually
temperature-independent at T < 60 K and a linear
dependence Jth(T) is observed at T > 60 K. For sample
nos. 1 and 3, the linear dependence gives way to a steep
rise in Jth at T > 170, whereas, for sample nos. 2 and 4,
the linear dependence Jth(T) is preserved up to room
temperature. In the following sections, we consider
mechanisms that may lead to this temperature depen-
dence of the threshold current density.

3. THRESHOLD CONCENTRATION
In order to calculate the threshold current density in

a laser structure with QWs, it is primarily necessary to
know the threshold concentration nth of 2D carriers and
its temperature dependence. The threshold concentra-
tion can be obtained as follows. Under strong injection
conditions, the electron–hole plasma in a QW is quasi-
neutral and the electron and hole concentrations are
equal:

(2)
This condition can be supplemented by the lasing
threshold condition

(3)

Here, g(ω) is the gain of a QW laser, Γ is the optical
confinement factor, αi is the internal loss, R is the mir-
ror loss, and L is the cavity length. For large L, such that
L–1lnR–1 ~ αi, the lasing threshold virtually coincides
with the inversion threshold [8, 9]. Then, condition (3)
takes the form

and we obtain

(4)

where Fe and Fh are the quasi-Fermi energies for elec-
trons and holes and εe and εh are the energies of the first
quantum-well levels for electrons and holes, calculated
from the conduction and valence band edges, and G(ω)
is the absorption coefficient in the absence of injection [9].
Substituting the dependences of the electron and hole
concentrations on the quasi-Fermi energies into (2) in
the explicit form

(5)

n p.=

Γg ω( ) α i
1
L
--- 1

R
---.ln+=

g ω( ) G ω( ) 1
1 Fe– εe+( )/T[ ]exp+
-------------------------------------------------------=

+
1

1 Fh– εh+( )/T[ ]exp+
------------------------------------------------------- 1– 0,≈

Fe εe F+ h– εh– 0,=

n Nc 1
Fe εe–

T
----------------exp+ ,ln=

p Nv 1
Fh εh–

T
----------------exp+ ,ln=
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as well as expressing Fh and εh in terms of Fe and εe

with the use of (4), we obtain an expression for  =
(Fe – εe)/T:

(6)

which leads to the following equation for x = exp( ):

(7)

Here, me, mhh, and mhl are the effective masses of elec-
trons and heavy and light holes, respectively. Expres-
sion (7) was derived under the assumption that elec-
trons occupy the ground quantum-well level. This
expression leads to the following conclusion: the ratio
of the difference between the quasi-Fermi energy and

that of a quantum level to temperature, i.e., , is a con-
stant dependent only on the ratio of the effective masses
of carriers. A similar result was obtained for the 3D
case in [10]. For the 2D case, an approximate expres-

sion for  was derived in [9].

According to (5), the threshold concentration of 2D
electrons (or an equal concentration of holes) is given by

(8)

Thus, the threshold concentration is a linear function of
temperature. This result is important because it is pre-
cisely this fact that largely determines the temperature
dependence of the threshold current. It is noteworthy
that, in the 3D case, the concentration would be propor-

F̃e
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Fig. 1. Experimental temperature dependences of the
threshold current density for samples with the following
room-temperature emission wavelengths λ: (1) 1.54,
(2) 1.06, (3) 1.03, and (4) 0.95 µm. The curve numbers cor-
respond to the sample numbers in the table.



1212 BAZHENOV et al.
tional to T1.5, as demonstrated in the above-cited refer-
ence [10].

4. THRESHOLD CURRENT OF A LASER

The expression for the threshold current density Jth
of a QW laser can be written as follows:

(9)

where Rph, RA, and Rm are the rates of radiative recom-
bination, Auger recombination, and monomolecular
recombination involving local centers, respectively.
The relative efficiency of these recombination mecha-
nisms varies with temperature. Let us consider the role
of each of these recombination mechanisms.

4.1. Radiative Recombination

In the limiting case, when electrons and holes are on
the ground quantum-well levels, and in the absence of
a spin–orbit interaction, the following analytical
expression can be obtained for the rate of radiative
recombination (see [11], chapter 7):

(10)

Here, the coefficient of bimolecular recombination
γ(T)  ∝  1/T. Consequently, according to (8)–(10), the
current due to radiative recombination linearly depends
on temperature.

In the case of a single QW, the exact expression for
the threshold current associated with radiative recombi-
nation has the form [12]:

(11)

(12)

Here, α = e2/"c is the fine structure constant, Eg is the
band gap of the active region, κ0 is a low-frequency
dielectric constant, ∆0 is the energy of the spin–orbit
interaction, M = mhh/me, E0 = Eg + εe + εh, and Icv is the
overlap integral between the wave functions of elec-
trons and holes in the QW in the direction perpendicu-
lar to its plane.

The temperature dependence of expression (11) is
contained in integral (12), which can be evaluated if we

use expression (4) and assume that  @ 1 (this corre-
sponds to a situation in which electrons are degenerate
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and holes are not). In this case, the integral can be taken
analytically:

(13)

Here, we take into account that E0/T @ (1 + M) in the
temperature range under consideration. If we take into
account (13), expression (11) also yields a linear tem-
perature dependence of the threshold current.

4.2. Auger Recombination

The expression for the rate of Auger recombination
has the form

(14)

where the subscripts CHCC and CHHS refer to recom-
bination involving an electron and a heavy hole, with
the energy transferred to, respectively, an electron or a
heavy hole that passes into a split-off band. Expressions
for CCHCC and CCHHS were reported in [11–14]. Here,
we emphasize that, in the case of relatively narrow
QWs, both Auger recombination coefficients show a
weak, rather than exponential, temperature depen-
dence; therefore, it should be expected, taking into
account (8), that the corresponding threshold current
shows a power-law dependence on temperature in the
form Tβ, where β is close to 3.

4.3. Monomolecular Recombination

At low temperatures (i.e., at low threshold concen-
trations), recombination should be strongly affected by
irradiative recombination via local centers. In this case,
the type of temperature dependence of Jth can be deter-
mined as follows. Let us write the expression for the
current resulting from monomolecular recombination
in terms of the carrier lifetime τ:

(15)

It was shown in [15] that, in the case of a cascade
mechanism of carrier capture in 2D systems, the time of
capture by attracting centers changes from τ ∝  T3 at
T > T0 to τ = const(T) at T < T0, where T0 is a certain
characteristic temperature estimated, in the case under
consideration, to fall within the range 20–60 K. It is
clear that we have, in this transition region, a certain
intermediate dependence and, taking into account the
temperature dependence of nth, which is again defined
by expression (8), we find that Jth may be temperature-
independent or even increase as the temperature is low-
ered. Consequently, this mechanism may also be
important for the temperature dependence of Jth at low
temperatures.

I1 T2 1 M+( )2 F̃e–( ) 1 M+( )
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5. DISCUSSION OF RESULTS

Figure 2 shows a theoretical curve for sample no. 4
that was calculated using expression (11) for the threshold
current governed by radiative recombination (curve 2).
The structure parameters were taken from [16]. The
best agreement between the theoretical and experimen-
tal results was obtained at a value of the overlap integral
Icv equal to 0.73, which is quite reasonable. The calcu-
lated curve describes the experimental dependence at
temperatures exceeding 70 K well.

At temperatures close to liquid-helium temperature,
Jth tends to a constant value. In [17], the assumption
was made that one of the reasons for such behavior is
recombination of electrons and holes via the density-
of-states tails of the conduction and valence bands.
However, the possible degree of disorder for the struc-
tures studied, which could give rise to density-of-states
tails, is low. At the same time, recombination processes
should be strongly affected at low temperatures by non-
radiative recombination via local centers. As the tem-
perature dependence of the threshold concentration
nth(T) is known and described by (8) at any temperature,
we can determine the type of temperature dependence
of the carrier lifetime, corresponding to experimentally
observed Jth(T), by fitting the calculated temperature
dependence of the current generated by monomolecular
recombination to the experimental dependence. For
sample no. 4, it has the form

, (16)

where τ is given in seconds and T is in degrees Kelvin.
The corresponding threshold current is represented by
curve 1 in Fig. 2. This expression for the temperature
dependence of the time of monomolecular recombina-
tion is valid in the temperature range 4.2 ≤ T ≤ 60 K.

Deviations from the linear dependence Jth(T) for
sample nos. 1 and 3 at T > 170 K may be due to the initia-
tion of nonradiative Auger recombination mechanisms.
For example, for long-wavelength lasers (λ ≈ 15 µm), the
key role is played by Auger recombination processes at
room temperature [11]. As was demonstrated in [14],
Auger recombination in QW structures is a zero-thresh-
old process that largely depends on the number of het-
erointerfaces in a structure, i.e., on the number of QWs.
Comparison of the data in the table and Fig. 1 shows
that a deviation from linearity is observed for the
dependence Jth in samples with two QWs, whereas the
structure with a single QW exhibits linear behavior of
Jth(T) up to room temperature. In addition, approxima-
tion of the experimental curve for Jth(T) for sample
nos. 1 and 3 at T > 170 K with the dependence Jth(T) =
αTβ gives a value β ≈ 2.7, which, as was mentioned in
the preceding section, is close to the theoretically pre-
dicted value β = 3. These facts indicate that Auger
recombination predominates at T > 170 K. A detailed
analysis of the behavior of Jth for this temperature range
will be given elsewhere. Here, we focus our attention
on those fundamental recombination mechanisms that

τ 1.07 10 11– T 3.22 10 14– T2×–×( )=
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make a major contribution to the threshold current in
the semiconductor QW lasers under consideration.

6. CONCLUSION

The temperature dependences of the threshold cur-
rent density were studied in the range T = 4–300 K. The
analysis performed demonstrated that the threshold
current density is determined in different portions of
the dependence by different recombination mecha-
nisms. For example, the main contribution to the
threshold current at low temperatures is made by mono-
molecular recombination (the Shockley–Read mecha-
nism). At T > 77 K, the threshold is determined by radi-
ative recombination. At higher temperatures, close to
room temperature, a contribution to the threshold cur-
rent is also made by Auger recombination.
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Abstract—This review presents the results of the research and development work carried out at the ORION
RD&P Center (Federal State Unitary Enterprise) on HgCdTe photodiodes and focal plane arrays based on solid
solutions of mercury and cadmium tellurides for the 3–5 and 8–12 µm spectral ranges. The structure, topology,
and parameters of the photodiodes and staring and time-delay-integration focal plane arrays, as well as the
structure and circuitry of silicon multiplexers developed for the focal plane arrays, are discussed. The parame-
ters of photodiode arrays of various formats and of a prototype thermal imager based on a 128 × 128 staring
focal plane array are presented. © 2005 Pleiades Publishing, Inc.
The overwhelming majority of modern IR optoelec-
tronic devices use photodetectors based on a mercury
cadmium telluride (MCT) solid solution in spite of the
complicated technology and high price of this material.
The main reasons are the following unique physical
properties of Hg1 – xCdxTe [1–5]:

(i) MCT possessing optimal characteristics for the
detection of IR radiation within the main spectral win-
dows of the Earth’s atmosphere can be obtained by sim-
ply varying the relative content of Hg and Cd in the
solid solution: the range 1–2.5 µm at x ≈ 0.4, 3–5 µm at
x ≈ 0.3, and 8–12 µm at x ≈ 0.2 (Fig. 1).

(ii) MCT detectors for all the spectral ranges can be
fabricated using the same planar technology.

(iii) MCT can be produced both as an n-type mate-
rial with a low carrier density and as a p-type material
with high structural perfection. This circumstance
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Fig. 1. Spectra of the detectivity of MCT photodetectors.
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makes it possible to produce high-performance photo-
resistors for a range up to 15 µm, as well as high-speed
photodiodes.

(iv) MCT-based transistors can be created [6, 7].

(v) MCT can be grown in the form of both single
crystals and thin epitaxial layers on substrates that are
transparent in the desired spectral range, which makes
it possible to form large focal plane diode arrays.
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Fig. 2. Distribution of the photosensitivity of an MCT pho-
todiode.
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(vi) Owing to the high density of structural defects,
MCT photodetectors are much more resistant to pene-
trating radiation than devices based on InSb, Si, and
other semiconductors.

The diodes were developed on the basis of p-MCT
with a hole density of about 1016 cm–3 by either implan-
tation of ~160-keV boron ions or double-charged Al or
by treatment in Ar plasma with an ion energy on the
order of several hundreds of electronvolts [4, 5]. In the
latter case, microscopic regions of MCT are fused
under the impact of the Ar ions. This process results in
a sharp increase in the local concentration of “free” Hg
atoms, which quickly diffuse via interstices into the
crystal bulk and compensate the existing vacancies.
Under fast cooling, the introduced excess of interstitial
Hg leads to inversion of the conduction type [8].
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Fig. 3. (1) Current–voltage characteristic and (2) differen-
tial resistance Rd of a photodiode fabricated from bulk MCT
single crystal.
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Fig. 4. Frequency characteristics of photodiodes in the het-
erodyne mode. Heterodyne emission power Pb: (1, 2) 0.5
and (3) 1 mW. Photodiode current I: (1) 0.5; (2) 5; and
(3) 10 mA.
At liquid-nitrogen temperature, the electron mobil-
ity in MCT is high, (3–5) × 105 cm2/(V s), so the diffu-
sion length can reach several hundred micrometers.
When a forward current is passed through a diode,
minority carriers injected from the p–n junction are
transferred a rather long distance. These carriers are
generated in an n+-type region, and the absorption of an
energy slightly exceeding the band gap occurs; this
energy is then released in the recombination taking
place at the second contact. Therefore, the n+-type
region is cooled, and the region of the second contact is
heated. This injection-related heat transport was pre-
dicted by one of the authors in 1960 [9]. This effect was
discovered and studied experimentally in 1974 [10], in
which case additional cooling to 5 K below liquid-
nitrogen temperature was obtained.

Schottky diodes were also produced. In order to
improve the quality of the interface between the metal
and semiconductor, a tunnel-transparent 3- to 5-nm-
thick dielectric Al2O3 layer was deposited [6, 7]. In this
structure, the density of surface states near the midgap
was (2–3) × 1011 cm–2 eV–1, the density of slow surface
states was ~1010 cm–2, and the density of the built-in
positive charge was ~(3–5) × 1010 cm–2 [7].

The photodiodes in focal plane arrays and in photo-
detectors with a small number of elements had p–n junc-
tions ranging in size from 15 × 15 to 300 × 300 µm, and,
in single-element detectors, they were as large as 2 × 2 mm
or even more. The effective area of a photosensitive ele-
ment exceeds that of a p–n junction because the carriers
generated by light are collected by the p–n junction
from within an adjacent region limited by the diffusion
length or by the distance to the second contact. Figure 2
shows a typical distribution for the diode photosensitiv-
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ity. For a p–n junction ~20 µm in size, the real size of
the photosensitive area at a 0.5 level is 35–40 µm [11].

The detectivity D* and the current photosensitivity
Si are somewhat higher and the reverse current is
smaller in photodiodes produced in LPE-grown MCT
layers, as compared with diodes fabricated in layers
grown by other epitaxial techniques [12].

Figure 1 shows the detectivity spectra of MCT
detectors. Figure 3 shows the current–voltage charac-
teristic of a photodiode fabricated on bulk MCT single
SEMICONDUCTORS      Vol. 39      No. 10      2005
crystal. The operation speed of the photodiodes reaches
several tens of megahertz in the direct detection mode
and 1 GHz in the heterodyne mode. At liquid-nitrogen
temperature, the noise equivalent power (NEP) at a
10.6-µm wavelength is below 10–19 W/Hz [4, 5, 13].
Figure 4 shows the frequency characteristics of photo-
diodes in the heterodyne mode.

The currently existing concepts concerning the
instability of MCT and devices based on MCT (see,
e.g., [14]) are associated, in our opinion, with the insta-
Table 1

Number
of elements Format Element

dimensions, µm Pitch, µm λco, µm Field of view
,

cm W–1 Hz1/2

32 × 32 N × N 40 × 40 70 10.5–11.5 60° (3–4) × 1010

128 × 128 N × N 30 × 30 35 10.5–11.5 60° (4–5) × 1010

384 × 288 M × N 25 × 25 28 10.3–11.2 60° (3–4) × 1010

256 × 256 N × N 25 × 25 30 10.8 >40° 4 × 1010

Note: λco is the cutoff wavelength, and  is the detectivity at the maximum spectral sensitivity.

Dλ max*

Dλ max*
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bility of the sample surface, caused by its poor pretreat-
ment and protection. The techniques developed by the
authors for pretreatment of the MCT surface and depo-
sition of a protective dielectric coating provided for the
fabrication of high-stability temperature-resistant pho-
todiodes. A prolonged (up to 10 years) storage at tem-
peratures up to 80°C did not impair the photodiode
parameters. The admissible temperature of long-term
storage is +70°C [15, 16]. These data have been con-

Fig. 7. Topology of a 384 × 288 MOS multiplexer with an
FPA element pitch of 28 µm.
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Fig. 8. Structure of a photosensitive element.
firmed by recent studies [17] performed at the Institute
of Semiconductor Physics, Siberian Division, Russian
Academy of Sciences.

Focal plane arrays (FPAs) based on MCT best sat-
isfy the requirements of modern thermal imaging
instruments as regards radically decreasing their weight
and size, increasing the range of vision, etc. Two-
dimensional FPAs are designed in a configuration with
M × N elements, where M and N are the number of ele-
ments in the rows and columns, respectively. Two types
of FPAs have been developed: staring and time-delay-
integration (TDI) types.

Staring FPAs contain tens or hundreds of thousands
of elements, and, usually, M ≥ N. Systems for the IR
range containing staring FPAs for obtaining thermal
images of objects do not require mechanooptical scan-
ning, which simplifies a thermal imager and reduces
its price.

Multiple-row TDI FPAs are intended for systems
using time delay and integration of photosignals. The
time-delay-integration mode consists in the integration
(accumulation) of signals from all the M elements in
each row, with the delay in the readout of signals from
each element in the row synchronized with the speed of
the image scanning along this row. The extension of a
thermal imaging system by introduction of a mecha-
nooptical scanning device is rewarded by an increase in
the signal-to-noise ratio by a factor of M1/2, since the
signal is multiplied by M and the noise, by M1/2. Addi-
tionally, M-fold redundancy improves the temporal sta-
bility and reliability of the FPA.

FPAs include an array of MCT photodetectors and
Si integrated circuits (ICs), which are placed in the
focal plane of an evacuated case, for readout and front-
end processing of a photosignal. The case serves as
device protection and connection with the system for
cooling to the necessary operation temperature.

Arrays of photosensitive elements were fabricated
on the basis of p-type epitaxial MCT layers with a hole
density of about 1016 cm–3, in which photodiode arrays
were formed using a planar batch process. Epitaxial
layers were grown by different techniques: an LPE
layer of ~15 µm in thickness was grown on a
Cd0.96Zn0.04Te substrate (developed by “Giredmet”
Federal State Unitary Enterprise); a 7- to 10-µm MBE
layer was grown on a GaAs substrate possessing a
CdZnTe sublayer (developed by the Institute of Semi-
conductor Physics, Siberian Division, Russian Acad-
emy of Sciences), or an MOCVD epitaxial layer was
grown on a GaAs substrate possessing a CdZnTe sub-
layer (developed by the Institute of Chemistry of High-
Purity Substances, Russian Academy of Sciences, and
Lobachevski State University, Nizhni Novgorod).

The MCT surface was protected with a dielectric
layer. p–n junctions were formed in the windows of the
protective passivating layer, and ohmic contacts to the
p-type layer common to all the diodes were fabricated
on the peripheral areas of the epitaxial layer that were
SEMICONDUCTORS      Vol. 39      No. 10      2005
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free of p–n junctions. Indium bump microcontacts to
the n-type region of the diodes were fabricated with a
20 × 20 µm base and height of ~12 µm. They provided
a connection to the similar microcontacts of the arrays
formed on a sapphire substrate or on a Si MOS multi-
plexer IC. Mechanical and electrical bonding of the
indium microcontacts were performed using the flip-
chip technique. Several thousand In microcontacts
were aligned on the photodiode array and the Si crystal
of the IC using a specially developed IR microscope,
with the microcontacts being joined and visualized
through the Si crystal of the IC.

An important parameter of an FPA is the element
crosstalk. A strong crosstalk may lead to significant
smearing of the thermal image. Three types of crosstalk
are possible: optical, electric, and photoelectric. Opti-
cal crosstalk is defined by the quality of the optical path
of a thermal imaging device. Photoelectric crosstalk is
related to diffusion of photogenerated carriers within
the common semiconductor layer of the photodiode
array. Electric crosstalk is defined by the voltage drop
in the charge transport from the p–n junctions to inac-
tive contacts and by the coupling between the input
channels of the cooled silicon IC.

In order to monitor the crosstalk between the ele-
ments in the working mode of an FPA, the spot of the
optical probe or a band of IR light formed by an optical
slit is focused onto an element of the array and the sig-
nal from neighboring elements is measured. As the
optical probe is shifted across the illuminated element,
the effective size of the photosensitive area is measured
from the dependence of the photosignal on the beam
coordinate (Fig. 2). In the wavelength range 2–14 µm,
the width of the optical probe at a 0.5 level was about
ICONDUCTORS      Vol. 39      No. 10      2005
15 µm and the minimum displacement was 3 µm. For a
p–n junction area of 20 × 20 µm and pitch of 35 µm, the
crosstalk in an FPA, determined by processing the pho-
tosignal, was within 5% [11]. The presence of an addi-
tional layer with an inverse type of conduction on the
MCT surface can enhance the electric coupling.

Silicon ICs for readout and preprocessing of photo-
signals can be fabricated by MOS or complementary
MOS (CMOS) technology, which are more promising
than CCD (charge-coupled device) technology. This
approach yields a higher capacitance of MOS integra-
tion capacitors, which is important for wavelengths
longer than 5 µm, at which the background illumination
is strong. Furthermore, a higher coefficient of filling of
the cell area by the integration capacitor, denser pack-
ing, higher and more uniform electrical parameters at
77 K, lower control voltage, and wider dynamic range
are reached.

In the developed FPAs, an Si MOS multiplexer is
responsible for the integration of signals from separate
photodiodes on the corresponding capacitors, amplifi-
cation, parallel transfer of the accumulated charge from
integration capacitors to storage capacitors, and succes-
sive readout of information from hold capacitors to out-
puts from the cold zone for further processing. Figure 5
shows a block diagram of a Si MOS multiplexer. Thus,
accumulation and readout of information are spatially
separated. Two-phase dynamic shift registers are used
in the multiplexers. The photocurrent input in the mul-
tiplexers is attained by direct injection. The coefficient
of current transfer to the integration capacitors is over
0.95, with the noise characteristics of a photodiode
remaining satisfactory even under rather lax require-
ments on the noise level of the input transistor (up to
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100 nV/Hz1/2). A multiplexer IC contains a compara-
tively small number of elements, it does not consume
power during the integration cycle, and provides good
control of the voltage applied to the photodiodes. Sim-
ilar multiplexers are used both in TDI FPAs and in star-
ing FPAs with the due regard for their specific features
[18, 19]. Figure 6 shows the electric circuit of a MOS
multiplexer. The topology of a 384 × 288 multiplexer
with a 28-µm pitch is shown in Fig. 7.

The multiplexers were fabricated by n-channel tech-
nology and had polysilicon gates and a thickness of the
subgate insulator equal to ~50 nm. Polysilicon was also
used in the first-level wiring. For insulation of the ele-
ments, either local oxidation of silicon (LOCOS) tech-
nology or p+-type stop-diffusion regions was used. The
source–drain regions were formed by implantation of
phosphorus or arsenic ions at a dose of 400 µC. The
threshold voltage of the channel region was adjusted by
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Fig. 10. Block diagram of a cooled 2 × 256 unit.
boron ion doping at a dose up to 0.05 µC. The interlayer
insulation and surface planarization were achieved
using deposition of a 0.45-µm-thick SiO2 layer by
decomposition of tetraethoxysilane.

Studies of the spectral density of the noise of input
transistors operating in the subthreshold mode at 77 and
300 K have shown that, at low frequencies, the noise
may increase by a factor of 1.5–2. The level of this
noise was reduced by fabrication of dielectric layers
and annealing of the ion-implanted regions at tempera-
tures no higher than 950°C.

Staring FPAs for the spectral ranges 3–5 and
8−12 µm have been developed in formats of 32 × 32,
128 × 128, and 384 × 288 elements [12, 20, 21]. Figure
8 shows the structure of a photosensitive element for
the example of an element of a 384 × 288 FPA with a
28-µm pitch and p–n junction area of 16 × 16 µm2. The
incident radiation falls through the epitaxial layer sub-
strate, which is transparent and antireflection-coated in
the required spectral range, and then enters the active
photosensitive MCT layer. The array of photosensitive
elements is connected by indium microcontacts with
the Si multiplexer IC. The height of the In contacts on
both crystals is ~12 µm, and their area is 20 × 20 µm.
The thus hybridized assembly is cemented, with the Si
microchip side, onto the surface of the supporting sap-
phire substrate. Photosignal readout, feeding, and con-
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Table 2

Number
of elements Format Element

dimensions, µm Pitch, µm λco, µm Field of view
,

cm W–1 Hz1/2

4 × 48 4 × N 30 × 30 60 ≥10.5 30° ≥7 × 1010

2 × 96 2 × 2N 30 × 30 60 ≥10.5 30° ≥5 × 1010

2 × 256 2 × 2N 35 × 35 70 ≥10.5 ≥32° ≥5 × 1010

4 × 288 4 × N 28 × 28 56 ≥10.5 ≥32° ≥1011

Dλ max*
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Fig. 12. Distribution of the (a) detectivity and (b) voltage sensitivity of a 2 × 256 FPA at a photocurrent integration time of 25 µs.
trol leads are wire-bonded to contact pads on the sub-
strate. The cooling diaphragm and heat sensors are
mounted on the same substrate. The obtained photore-
ceiver unit is mounted onto its place in the evacuated
cryostated case. The heat emission from the unit does
not exceed 60 mW. The total number of signal, control,
and auxiliary leads is 24. Photosignals are output via
two channels.

The detectivity D* and voltage photosensitivity SV
of the developed and studied FPAs based on LPE-
grown MCT epitaxial layers are higher than in FPAs
based on layers produced by other epitaxial techniques.
However, FPAs based on MBE-grown layers demon-
strate more uniform characteristics. The main parame-
ters of the developed staring FPAs are listed in Table 1.

Figure 9 shows a histogram of the distribution of the
detectivity D* over elements of a 128 × 128 FPA, which
was recorded under a 50-mV reverse bias on the photo-
diodes, 60-µs integration time, and 60° field of view.

TDI FPAs for the spectral range 8–12 µm are devel-
oped in formats of 4 × 48, 2 × 96, 2 × 256, and 4 × 288
elements [22, 23]. The pitch along and across the strips
SEMICONDUCTORS      Vol. 39      No. 10      2005
is 70 µm for each topology. The formats 4 × 48 and
4 × 128, in combination with a regular pattern of pho-
todiodes, are destined for TID over 4 elements; in the
case of integration over 2 elements, 2 × 96 and 2 × 256
formats with a staggered pattern are used. In a 4 × 288
FPA with a staggered pattern of photosensitive ele-
ments, the pitch along the scanning direction is 42 µm,
and, in the reverse direction, it is 56 µm. The Si IC con-
tains two mirror-positioned 4 × 144 MOS multiplexers
with a channel pitch of 14 µm. The FPA has eight infor-
mation outputs, four on each side.

Each photodiode is connected by In microcontact,
via an intermediate contact grid on the sapphire sub-
strate, to its cell in the Si multiplexers located on the
same substrate. Signals are output via two channels on
each side in the (4 × 48)–(2 × 256) FPAs and via four
channels in the 4 × 288 FPA. The signals are transmit-
ted to Si multiplexers, which are also connected via In
microcontacts.

Figure 10 shows the topology of photosensitive ele-
ments in a cooled 2 × 256 FPA unit, and Fig. 11 shows
the structure of a 4 × 288 FPA unit. Figures 12a and
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12b, respectively, show the distributions of detectivity
and voltage sensitivity of a 2 × 256 FPA at the photo-
current integration time of 25 µs. General parameters of
the developed TID FPAs are listed in Table 2.

Processes in a large-scale IC (LSIC) are controlled
by the multiplexer circuit. Signals from each strip of
photosensitive elements are successively transmitted to
an FPA output. The processes in the LSIC are main-
tained with four clock signals and four supply voltages,
two of which bias the photodiodes and must have a low
ripple. Silicon LSICs provide a speed of information
output up to 10 MHz. The heat emission in the cooled
FPA unit does not exceed 60 mW.

Fig. 13. 384 × 288 FPA with a microcryogenic cooler system.

Fig. 14. A thermal image.
The FPA design is based on an evacuated cry-
ostated case, which is connected to a microcryogenic
cooler operating according to the Stirling cycle or to a
throttled cooling system using the Joule–Thompson
cycle (both developed at Cryogenic Engineering Scien-
tific and Technological Open Joint-Stock Corp., Omsk,
Russia). The heat inflow of the design is ~0.4 W. The
incident light arrives at the array of photosensitive ele-
ments through a sapphire (for the 1–5 µm range) or ger-
manium (8–12 µm) window with an antireflection coat-
ing. A getter, maintaining the necessary vacuum during
the shelf life of the devices (up to 10 years), is mounted
within the case. The cooled photodetector unit contains
two Si-diode temperature sensors, one of which is used
in the feedback circuit of the control unit of the micro-
cryogenic cooler system while the other monitors the
operation temperature. The temperature of ~80 K is
maintained within 0.1 K. Figure 13 shows the outward
appearance of a 384 × 288 FPA with a microcryogenic
cooler.

The photodetector unit forms the standard TV out-
put signal. The developed unit comprises an FPA, an
interface subunit, and subunits for analog-to-digital
conversion (ADC), digital processing, and a secondary
power supply. The ADC subunit subtracts the dc com-
ponent of the photosignals related to background irra-
diation, compensates for the scatter of the voltage sen-
sitivity of the photosensitive elements via a two-point
correction, performs interpolation or replaces defective
or “inactive” elements, forms control and special
marks, imparts (when necessary) pseudocolors to a
thermal image, etc. For TID FPAs, the subunit also pro-
vides time delay and integration of signals, spatial
superposition of even and odd lines in the staggered
pattern and lines in the direct and reverse scanning,
joining of scanning zones, etc. The unit can also include
microcryogenic cooler system and calibration devices.

A thermal imager with a staring FPA for the
8−12 µm range is based on a 128 × 128 FPA [24]. The
thermal imager includes an FPA, a Stirling cycle micro-
cryogenic cooler system, interface units, ADC and dig-
ital processing units, an IR lens system with a focal
length of 70 mm and aperture ratio 1 : 1.5, a case, and
a display.

The average detectivity of the FPA used in the ther-
mal imager is 4.5 × 1010 cm W–1 Hz1/2. The interface
unit controls the FPA operation, i.e., forms feeding
voltages and clock pulses, amplifies the signals (two
channels), and reduces them to the admissible input
range of ADCs. The subunit for ADC and digital pro-
cessing, developed in cooperation with the Siberian
Research Institute of Optical Systems, Novosibirsk,
Russia, performs analog-to-digital conversion of photo-
signals, corrects the scatter in the photosensitivity,
eliminates defective or inactive elements in the thermal
image, and forms a standard TV output signal. The
noise-equivalent temperature difference ∆T at a zero
spatial frequency is below 40 mK. Figure 14 shows a
SEMICONDUCTORS      Vol. 39      No. 10      2005
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thermal image obtained using this instrument. The ther-
mal imager can be used in the detection and identifica-
tion of heat leakages in heating systems, living and pro-
duction areas, and for medical purposes, as well as in a
wide range of industrial and specialized applications.
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Abstract—Comparative studies of the effect of chloride treatment of CdS/CdTe thin-film heterostructures on
the output characteristics of ITO/CdS/CdTe/Cu/Au solar cells and the crystal structure of their base CdTe layer
are carried out. Structural mechanisms determining variation in the efficiency of photoelectric processes in
ITO/CdS/CdTe/Cu/Au thin-film solar cells produced by varying the thickness of the CdCl2 layer during the
chloride treatment are suggested. It is shown for the first time by X-ray diffractometry that the metastable hex-
agonal CdTe phase transforms into a stable cubic modification during the chloride treatment. This circumstance
provides a substantial improvement in the photoelectric properties of CdS/CdTe thin-film heterostructures.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The potential to solve energy-related environmental
problems lies in the wide-scale use of environmentally
clean ground-based renewable energy sources, specifi-
cally, photoelectric converters of solar radiation [1].
Currently, the efficiency of the best laboratory samples
of CdS/CdTe thin-film solar cells approaches the effi-
ciency of conventional solar cells based on single-crys-
tal Si [2]. However, thin-film solar cells are more eco-
nomical due to their low material and energy cost [3].

From the point of view of solid-state physics,
CdS/CdTe-based solar cells are new objects, specifi-
cally, multilayer polycrystalline thin-film heterostruc-
tures. Due to the developed grain-boundary surface of
the base CdTe layer and the high temperatures required
to obtain such device structures, phase interaction sig-
nificantly affects the solar cell efficiency [3]. Chloride
treatment is an obligatory technological operation in
the fabrication of high-efficiency CdS/CdTe-based
thin-film solar cells [2]. This treatment increases the
solar cell efficiency by a factor of 5–6 due to the phase
interaction of the base layer with CdCl2 [2]. One of the
main causes of an increase in solar cell efficiency is an
increase in the minority-carrier lifetime [4]. This
increase is usually attributed to the experimentally
identified decrease in the degree of development and
inhibition of the grain-boundary surface of the CdTe
layer [5, 6]. However, the structural variations inside
the grains have not been analyzed in sufficient detail.
This circumstance has impeded further optimization of
the design and technology for CdS/CdTe-based thin-
film solar cells [2]. Thus, study of the structural mech-
anisms of optimization of the photoelectric properties
of CdS/CdTe thin-film heterostructures during chloride
treatment solves a concrete applied problem. At the
1063-7826/05/3910- $26.00 1224
same time, such studies are of interest for physical
materials science of a new class of solid objects.

2. EXPERIMENTAL

In order to obtain laboratory samples of
ITO/CdS/CdTe/Cu/Au solar cells, 0.4-µm-thick CdS
films were deposited by thermal evaporation at 200°C
on glass substrates with a preliminarily deposited
0.5-µm-thick ITO (indium–tin oxide) layer. Then,
4-µm-thick CdTe films were deposited without a vac-
uum break at a substrate temperature of 300°C. After
that, the chloride treatment of the base layers was car-
ried out. For this purpose, CdCl2 films were deposited
by thermal evaporation in a vacuum chamber on the
surface of the CdTe layer without heating the substrate.
The obtained ITO/CdS/CdTe/CdCl2 heterostructures
were thermally treated in air in a closed volume at
430°C for 25 min. Then, the annealed heterostructures
were etched in a bromomethanol solution to remove the
by-products of the phase interaction, and two-layer
Cu−Au contacts were formed by thermal evaporation
on the CdTe surface.

The efficiency (η) and output parameters of the solar
cells, specifically, the open-circuit voltage Uoc, the den-
sity of the short-circuit current Isc, and the filling factor
(FF) of the current–voltage (I–V) characteristics under
illumination, were determined from the I–V character-
istic under illumination at a luminous flux density of
100 W/cm2.

In order to reveal the specific structural features of
the CdTe base layers prior to and after the chloride
treatment, we used the following complex of proce-
dures for detecting and recording the diffraction spectra
[7, 8]:
© 2005 Pleiades Publishing, Inc.
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(i) The diffraction spectrum was automatically
recorded under continuous 2θ scanning in the angle
range 2θ = 20°–120° using Bragg–Brentano focusing
of radiation from a copper anode. During such record-
ing, the diffraction pattern is formed by the grains with
reflection planes [hkl] parallel to the sample surface.

(ii) The diffraction reflections from the planes of the
sphalerite and wurtzite modifications of CdTe, which
are not revealed by the above detection method due to
the fact that such samples are textured, were detected
and point-by-point recorded in radiation from an iron
anode by the method of θ/2θ scanning according to the
procedure of so-called skew recording. For this pur-
pose, a sample was rotated relative to its initial position
by the corresponding angle between the plane that
formed the most intense diffraction peak under the
Bragg–Brentano focusing and the specified plane. The
use of softer X-ray radiation allowed us to increase the
angle spacing between the diffraction peaks.

(iii) The point-by-point recording of the profiles of
the diffraction peaks was carried out by the method of
ω scanning in order to determine the degree of texture
scattering, which is expressed in terms of the half-width
of the diffraction profile (in arc degrees) in the ω curve.

The precise determination of the lattice period was
carried out using the extrapolation function
(cos2θ/sinθ) + (cos2θ/θ) [9].

3. RESULTS AND DISCUSSION

We measured the I–V characteristics exhibited
under illumination for the ITO/CdS/CdTe/Cu/Au solar
cells obtained using CdCl2 layers of various thicknesses
(Fig. 1). Three characteristic intervals can be separately
identified in the dependences of the output characteris-
tics and efficiency on the thickness of the CdCl2 layer.
An increase in the thickness of the CdCl2 layer up to
0.06 µm leads to an increase in the solar cell efficiency
from η = 1.1% to η = 7.4% (Fig. 1, curves 1, 2). This
increase in the efficiency is equally governed by an
increase in all the output parameters. As the thickness
of the CdCl2 layer increases from 0.06 to 0.35 µm, the
solar cell efficiency increases from η = 7.4% to η =
10.3% due to an increase in the open-circuit voltage
and filling factor of the I–V characteristic under illumi-
nation (Fig. 1, curves 2, 3). A further increase in the
CdCl2 layer thickness from 0.35 to 1.20 µm leads to a
decrease in the solar cell efficiency from 10.3 to 5.4%,
which is caused by a decrease in the filling factor of the
I–V characteristic under illumination (Fig. 1, curves 3, 4).

Two diffraction maxima are revealed at the angles
2θ = 23.56° and 2θ = 75.92° in the X-ray diffraction
pattern of the ITO/CdS/CdTe heterostructure without
the chloride treatment, which was recorded using
Bragg–Brentano focusing (Fig. 2a). According to
ASTM File no. 15-0770, these reflections can be iden-
tified with those from the (111) and (333) planes of
cubic CdTe, which indicates that the base layer is tex-
SEMICONDUCTORS      Vol. 39      No. 10      2005
tured. The texture axis is the [111] direction, and the
degree of texture scattering is 10°. Since we failed to
reveal reflection from the CdS layer in the X-ray dif-
fraction pattern of the ITO/CdS/CdTe heterostructure,
we also recorded the X-ray diffraction pattern of an
ITO/CdS heterostructure. It was found that these CdS
films, which belong to a hexagonal crystal system, are
textured along the [0002] direction. The application of
scanning microscopy to a transverse cleaved surface of
the ITO/CdS/CdTe device heterostructure showed that
the CdTe and CdS layers are columnar and that the
grain size for CdTe is governed by the grain size for CdS.
Thus, the emergence of texture in the base layers is gov-
erned by oriented growth of CdTe on the textured CdS
layers. According to [1], the columnar structure of the
base layers provides a substantial decrease in the delete-
rious effect of the grain-boundary surface on photoelec-
tric processes. However, the ITO/CdS/CdTe/Cu/Au
solar cells that were not subjected to the chloride treat-
ment had η of about 1% (Fig. 1, curve 1).

The data of ASTM File no. 19-0193 show that the
reflections revealed by the structural analysis of the
ITO/CdS/CdTe heterostructures can also be identified
with those from the (002) and (006) planes of metasta-
ble hexagonal CdTe. In this case, the texture axis for the
base layer is the [0001] direction. In order to resolve the
problem of which of the two modifications occurs in the
sample under study, we carried out skew recordings. It
was found that an attempt to introduce the (105) plane
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Fig. 1. I–V characteristics exhibited under illumination for
ITO/CdS/CdTe/Cu/Au solar cells in relation to the thick-
ness of the CdCl2 layer. (1) No CdCl2 layer: Uoc = 400 mV,

Jsc = 10.7 mA/cm2, FF = 0.280, and η = 1.19%; (2) the
CdCl2 layer is 0.06 µm thick: Uoc = 645 mV, Jsc =

19.0 mA/cm2, FF = 0.576, and η = 7.4%; (3) the CdCl2
layer is 0.35 µm thick: Uoc = 773 mV, Jsc = 20.1 mA/cm2,
FF = 0.670, and η = 10.3%; and (4) the CdCl2 layer is

1.20 µm thick: Uoc = 702 mV, Jsc = 19.0 mA/cm2, FF =
0.414, and η = 5.5%.
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of the hexagonal modification into the reflecting posi-
tion also introduces the (331) and (422) planes of the
cubic modification into this position (Fig. 3a). This cir-
cumstance is associated with the fact that the angles
between the (002) and (105) planes of the hexagonal
modification and the angles between the (111) and
(331) planes and the (111) and (422) planes of the cubic
modification differ only slightly. Their magnitudes are
20.7°, 22.0°, and 19.5°, respectively. Thus, in the initial
state, the CdTe base layer is two-phase, and the solar
cell efficiency is low. A two-phase state, twinning, and
a high density of stacking faults are characteristic of
CdTe films (see, for example, [9]) because of the insig-
nificant (about 1% [10]) difference between the ener-
gies at which the cubic and hexagonal crystal lattices
are formed and the low energy at which stacking faults
are formed.

Using the method of skew recording, we showed
that the chloride treatment of the CdTe films when the
thickness of the CdCl2 layer was equal to 0.06 µm leads
to the formation of single-phase layers with a stable
cubic modification (Fig. 3b). We observed a decrease in
the width of the diffraction peaks for reflections from
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Fig. 2. X-ray diffraction patterns of ITO/CdS/CdTe hetero-
structures exposed to radiation from a copper anode with
Bragg–Brentano focusing (a) prior to the chloride treatment
and (b) after the chloride treatment with the use of a CdCl2
layer 0.06 µm thick.
the (331) and (422) planes. This result qualitatively
demonstrates that, along with a decrease in microstrain
and an increase in the coherent scattering region, the
density of stacking faults also decreases. The sensitivity
of these lines to stacking faults is associated with the
fact that |h + k + l| = 3N ± 1 for them.

The reflections from planes (331), (400), (331),
(422), and (511) + (333) of the cubic modification are
revealed in the X-ray diffraction pattern, recorded using
Bragg–Brentano focusing, of the CdS/CdTe hetero-
structure with a CdCl2 layer 0.06 µm thick and sub-
jected to chloride treatment (Fig. 2b). This observation
indicates that the texturization of the base layer
decreases. The degree of texture scattering is 5° (Fig. 3b).
The experimentally observed decrease in the degree of
texture scattering from 10° to 5°, despite a decrease in
the structure quality, is associated with the fact that a
texture of only one type is formed in the base CdTe
layer after the chloride treatment, specifically, in the
[111] direction.

We found that an increase in the thickness of the
CdCl2 layer from 0.06 to 0.35 µm leads to an increase
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Fig. 3. X-ray diffraction patterns of ITO/CdS/CdTe hetero-
structures exposed to radiation from an iron anode after
sample rotation by 22° (a) prior to the chloride treatment,
and (b) after the chloride treatment with the use of a CdCl2
layer 0.06 µm thick.
SEMICONDUCTORS      Vol. 39      No. 10      2005



STRUCTURAL MECHANISMS OF OPTIMIZATION OF THE PHOTOELECTRIC PROPERTIES 1227
in the degree of texture scattering to 9.3°. The angular
width of the (331) and (422) reflections decreases,
which suggests a further decrease in the microstrain
and density of stacking faults and to an increase in the
sizes of the coherent scattering region. We also
observed a decrease in the lattice constant of CdTe from
a = 6.494 Å to a = 6.488 Å. According to ASTM File
no. 15-0770, the lattice constant of strain-free CdTe
layers of high structural quality is 6.481 Å. Therefore,
the base CdTe layers subjected to chloride treatment
with the use of a CdCl2 layer 0.35 µm thick exhibit less
lattice strain than when a CdCl2 layer 0.06 µm thick is
used. The experimentally observed lattice constant of
the CdTe layer is larger than its theoretical value. This
circumstance can be attributed to a difference of 9.7%
between the lattice constants of the CdS and CdTe lay-
ers [11]. Due to this difference, an oriented CdTe layer
grown on a CdS layer is strained. The strain causes an
increase in the lattice parameter of the base layer.

According to the phase diagram of the CdTe–CdCl2
system, the Cl atoms possess subatomic solubility in
CdTe at the chloride treatment temperatures [12].
Therefore, after the chloride treatment, Cl is experi-
mentally observed on the grain surface of the base layer
rather than in the grain bulk [13]. The physical mecha-
nism by which Cl causes structural variations in the
CdTe layers relies on the formation of CdO and TeCl2
compounds on the grain-boundary surface of the base
layer in the course of annealing in air [14]. Since TeCl2
is a gas under the annealing temperatures used, its pres-
ence leads to an increase in mobility of the Cd and Te
atoms. This increased mobility leads to nucleation in
the spacings between the CdTe grains [15]. It is evident
that the nuclei are formed in the intergrain spacings
near which the Cl content necessary for the above-men-
tioned structural transformations of CdTe is required.
Therefore, CdTe starts to recrystallize from the surface
[16]. This phenomenon causes the experimentally
observed decrease in the texturization of the CdTe base
layers after the chloride treatment. Since the base layer
grows on the CdTe layer during recrystallization, this
circumstance causes a decrease in the lattice strain and,
correspondingly, lowers the lattice period. Such recrys-
tallization also causes a decrease in the stacking fault
and twin density and an increase in the sizes of the
coherent scattering region, which leads to the experi-
mentally observed decrease in the width of the diffrac-
tion maxima corresponding to the (331) and (422)
planes of cubic CdTe (Fig. 3b).

As the thickness of the CdCl2 layer is further
increased from 0.35 to 1.20 µm, the lattice constant
increases from a = 6.488 to 6.494 Å. This increase is
accompanied by a decrease in the degree of texture
scattering from 9.3° to 8.2°, while the angular width of
reflections (331) and (422) increases. It has been shown
that the Cl atoms are segregated on the CdS/CdTe inter-
face if the CdCl2 layer is excessively thick [17]. There-
fore, nucleation can also start near this interface and not
SEMICONDUCTORS      Vol. 39      No. 10      2005
just in the bulk during recrystallization of the base layer
in this case. As a result, there is an increase in the ori-
enting effect of CdS on the crystal structure of the CdTe
layer. We experimentally revealed the crystal lattice
strain of the base layer, which leads to an increase in the
lattice constant. The probability of emergence of stack-
ing faults and twins in the base layer also increases. An
increase in their concentration in the base layer causes
the observed increase in the width of the diffraction
peaks that correspond to the (331) and (422) planes of
cubic CdTe.

4. CONCLUSIONS

As the thickness of the CdCl2 layer increases to
0.06 µm, transformation of the two-phase CdTe base
layer to a single-phase one exerts a determining effect
on the intensification of the photoelectric properties of
CdS/CdTe thin-film heterostructures. Metastable hex-
agonal CdTe transforms into a stable cubic phase.

A further increase in the thickness of the CdCl2
layer to 0.35 µm leads to optimization of the photoelec-
tric properties of CdS/CdTe heterostructures due to a
decrease in the crystal-lattice strain, a decrease in the
stacking fault and twin concentration, and an increase
in the sizes of the coherent scattering regions of the
base layer. This behavior is caused by the specific fea-
tures of recrystallization of CdTe during chloride treat-
ment, which leads to a decrease in the orienting effect
of the CdS layer on the crystal structure of CdTe.

Excess thickness of the CdCl2 layer (above 0.35 µm)
causes a decrease in the efficiency of the photoelectric
processes in the CdTe layer. This decrease is caused by
the fact that, as the Cl content at the CdS/CdTe interface
increases, cubic CdTe can nucleate near the CdTe sur-
face. Due to this circumstance, during rectystallization
of the base layer, the orienting effect of CdS on the
crystal structure of the base layer is enhanced.
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Abstract—Electroluminescence (EL) in the range 1.0–1.65 µm from LEDs strained by four-point bending at
700°C has been studied at currents up to 400 mA. The LEDs are fabricated by implantation of B and P ions into
p-Si wafers grown by the floating-zone (FZ-Si) and Czochralski (Cz-Si) methods followed by annealing at 700
and 1100°C. The intensity of dislocation-related EL is higher in the FZ-Si than in the Cz-Si samples. It is also
higher in the samples subjected to low-temperature post-implantation annealing than in those that underwent
the same annealing at a high-temperature. The current-related transformation of the FZ-Si EL spectra is
described well by eight Gaussian lines. The peak positions are 1.22, 1.244, 1.26, 1.316, 1.38, 1.42, 1.52 and
1.544 µm, and they are independent of current. Dependences of the integral intensity and line width on current
are studied. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The needs of modern optoelectronics have stimu-
lated the development of silicon-based LEDs, which
has, in turn, increased the intensity at which this prob-
lem is being studied [1]. A promising approach is the
development of LEDs based on single-crystal Si with
dislocation-related electroluminescence (EL). Until
recently, the EL quantum efficiency of such structures
was about 10–3% [2, 3]. In 2004, LEDs with an external
quantum efficiency of dislocation-related EL equal to
~0.1% were reported [4]. Hopes for a further rise in
quantum efficiency are based on the fact that the EL
mechanism has not been thoroughly studied and on the
great variety of fabrication methods used in the produc-
tion of LEDS with dislocation-related EL, namely,
uniaxial compression [2, 4], bending deformation [5],
laser recrystallization [3], and implantation of rare-
earth ions combined with high-temperature annealing
of Si supersaturated with intrinsic point defects [6, 7].
The overwhelming majority of studies concern disloca-
tion-related photoluminescence (PL). This approach
significantly restricts the information that can be
obtained; in particular, it limits the possibility of study-
ing the effect of excitation levels on luminescence spec-
tra. In [5], to reveal the specific features of PL spectral
lines related to bending deformation, a variety of initial
samples were studied, including different orientations
of wafers, types of dopants, concentrations of oxygen,
and conditions of deformation and subsequent anneal-
ing. In our earlier study [8], virtually identical EL spec-
tral lines were observed for LEDs fabricated by implan-
tation of B and P ions into (100) n-Si grown using the
floating-zone method (n-FZ-Si) and strained according
to the four-point bending method. The goal of the
1063-7826/05/3910- $26.00 ©1229
present study was to investigate the effect of deforma-
tion on the EL of LEDs formed in p-Si by ion implan-
tation and subsequent annealing.

2. EXPERIMENTAL

In order to produce n+–p junctions, phosphorus ions
with an energy E = 75 keV were implanted into (100)
p-Si wafers at a dose Φ = 1 × 1015 cm–2. The Czochral-
ski-grown (Cz-Si) samples to be studied had a resistivity
ρ = 15 Ω cm and thickness of 400 µm (sample series 5).
The FZ-Si samples had ρ = 100 Ω cm and a thickness
of 310 µm (sample series 10). Ohmic contacts were
produced by implantation of B ions (E = 40 keV and
Φ = 1 × 1015 cm–2) into the back of the wafers. Isochro-
nous (20 min) post-implantation annealing treatments
were performed in an Ar atmosphere at temperatures of
700 or 1100°C. Extended rodlike {311} structural
defects, Franck’s loops, and perfect prismatic disloca-
tion loops were found in the samples annealed at the
lower temperature of 700°C (sample nos. 5-700 and
10-700), but were not observed in the samples annealed
at the higher temperature of 1100°C (sample nos. 5-1100
and 10-1100) [9]. In order to introduce dislocations, rect-
angular samples ~4 × 15 mm2 in size were deformed by
four-point bending at a load of 3.5 kg/mm2 for 30 min at
700°C in a setup including a sapphire sample holder.
The surface with the n+–p junction was stretched. The
dislocation density after the deformation attained val-
ues up to ~106 cm–2. LEDs with a mesa-type edge con-
figuration were fabricated using standard technology,
with Al deposited onto both sides of the samples. The
diameter of the n+–p junctions was 0.8 mm.
 2005 Pleiades Publishing, Inc.
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In all the samples, EL was studied under the max-
imum deformation at 80 K and amplitudes of forward
current pulses up to 400 mA. The pulse width was
1−5 ms, and the repetition rate, 33 Hz. EL spectra were
recorded in the range 1.0–1.65 µm using an MDR-23
monochromator with a 7-nm resolution, an InGaAs
photodetector, and a lock-in nanovolmeter. All the
spectral characteristics presented below are corrected
for the spectral response of the detector and the whole
optical path.

3. RESULTS AND DISCUSSION

Figure 1 shows spectra of all the samples under study
at a current of 200 mA. In all the samples, dislocation-
related EL was observed in the range 1.2–1.6 µm. The
intensity of dislocation-related EL in the FZ-Si LEDs
was higher than in the identically fabricated Cz-Si ones.
A similar result was observed for the intensity of dislo-
cation-related PL in the strained p-type FZ-Si and
Cz-Si wafers [10] and for the intensity of dislocation-
related EL in the strained n-type FZ-Si and Cz-Si LEDs
[8]. The intensity of dislocation-related EL in the LEDs
annealed at the above-specified lower temperature and
containing extended structural defects (sample nos. 5-700
and 10-700) was higher than in the LEDs annealed at
the higher temperature and free of extended structural
defects (nos. 5-1100 and 10-1100). A similar effect of
the temperature of post-implantation annealing on the
intensity of dislocation-related EL has been observed
for n-type FZ-Si and Cz-Si LEDs [8].

Figure 2 shows the EL spectra for sample no. 10-700,
which were recorded at different driving currents. At
low currents, the well-known dislocation-related EL
lines D1, D2, D3, and D4 are dominant (their positions
are marked by vertical dotted lines). Edge lumines-
cence peaks can be seen at currents ≥40 mA. As the cur-
rent increases, the D1 and D2 lines are asymmetrically

0.5

0
1.1

Intensity, arb. units

λ, µm

1

2

3
4

1.0

1.5

2.0

2.5

1.2 1.3 1.4 1.5 1.6

Fig. 1. EL spectra of sample nos. (1) 10-700, (2) 10-1100,
(3) 5-1100, and (4) 5-700 measured at a current of 200 mA.
broadened. Similar transformations of the spectra of
dislocation-related PL are usually attributed to the
appearance of additional luminescence lines [5]. The
current-induced transformation of EL spectra is
described well by decomposition of the spectrum into
eight Gaussian lines. The corresponding peak posi-
tions, 1.22, 1.244, 1.26, 1.316, 1.38, 1.42, 1.52 and
1.544 µm, were obtained in [8]. Figure 3 shows an
example of such decomposition of the dislocation-
related EL spectrum for sample no. 10-700 at 400 mA.
Figures 4 and 5 show current dependences of the EL
integral intensity A and FWHM for each line in the case
of LED no. 10-700. The integral intensity was calcu-
lated as the product of the peak intensity and FWHM.
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Fig. 2. EL spectra of LED no. 10-700. Current: (1) 10,
(2) 40, (3) 80, (4) 200, and (5) 400 mA.
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Fig. 3. Decomposition of the EL spectrum of sample no. 10-700
at a current of 400 mA. The solid line indicates the experi-
ment; the dotted lines, Gaussian curves; and the dashed line,
the overall approximating curve. Peak positions are listed in
the text.
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Similar behavior is observed for p-FZ-Si LED
no. 10-1100, which was annealed at the higher temper-
ature: as the current increases, the D1 and D2 lines are
asymmetrically broadened, and the current-induced
transformation of the EL spectra can be described by
eight Gaussian curves with current-independent peak
positions, which coincide with those listed above for
LED no. 10-700. It is noteworthy that all the listed
lines, with the exception of those at 1.22 and 1.26 µm,
were observed in the PL spectra of strained samples
in [5]. The peak positions coincide within experimental
accuracy in spite of significant differences in the sam-
ple technology, luminescence excitation mode, and tem-
perature of PL observation. In order to obtain the com-
plete set of PL lines in [5], it was necessary to fabricate
several samples under different conditions, whereas each
of our FZ-Si samples demonstrates all the lines.

The obtained data on current dependences of the
integral intensity and FWHM in LEDs belonging to the
no. 10 series, based on p-FZ-Si, can be compared with
the n-FZ-Si LED we studied earlier [8]. In this sample,
the 1.38-µm line with a FWHM ≈ (40–90) nm was
dominant, while the second largest in intensity was the
1.52-µm line with a FWHM ≈ (65–85) nm. Two more
lines should be mentioned: the 1.42 µm line with a
FWHM ≈ (30–50) nm and the 1.542-µm line with a
FWHM ≈ 20 nm. In p-FZ-Si LED no. 10-700, the line
at 1.38 µm also dominates and has virtually the same
FWHM (see Figs. 4 and 5). However, at a high current,
the second largest in intensity is the line at 1.42 µm,
which demonstrates significant broadening (FWHM ≈
365 nm). The FWHMs for the 1.52- and 1.544-µm lines
virtually coincide for the n- and p-FZ-Si LEDs. The
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Fig. 4. Current dependences of the integral EL intensity for
the Gaussian lines at (1) 1.22, (2) 1.244, (3) 1.26, (4) 1.316,
(5) 1.38, (6) 1.42, (7) 1.52, and (8) 1.544 µm. Sample
no. 10-700.
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1.38-µm line, with nearly the same FWHM, also dom-
inates in p-FZ-Si LED no. 10-1100 (corresponding fig-
ures are not presented here). The second largest in
intensity at a high current is the line at 1.544 µm, but it
is significantly broadened (FWHM ≈ 118 nm). The two
above-mentioned 1.52- and 1.42-µm lines are charac-
terized by FWHM values that remain nearly the same
as in the n-FZ-Si LED. We believe that the observed
broadening of the 1.42- and 1.544-µm lines can be
attributed to differences in the spectra of the structural
defects and electrically active centers formed in LEDs
as a result of interaction between growth-, implanta-
tion-, and deformation-induced defects and impurity
atoms contained in the initial Si or entering it during the
thermal treatment. Changes in the charge state of the
existing centers can also make a considerable contribu-
tion. In the spectra of the p-Cz-Si LEDs annealed at
both the temperatures applied in our study and strained,
the D3 and D4 peaks, which are observed against the
background of a broad EL band, dominate (see Fig. 1).
Unambiguous decomposition of this band into peaks
was not achieved. We believe that the formation of the
broad band can be attributed to an effect produced by
the high concentration of oxygen atoms in Cz-Si, as
broadened dislocation-related PL lines have previously
been observed in Cz-Si with a high concentration of
oxygen [5, 10].

4. CONCLUSION

Under study were the spectra of dislocation-related
EL in LEDs fabricated by ion implantation on p-FZ-Si
and p-Cz-Si and subjected to four-point bending. The
effect of the method of Si growth, temperature of post-
implantation annealing, and current in the diode on the
intensity of dislocation-related EL was revealed. The
well-known dislocation-related spectral lines D1–D4
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Fig. 5. Current dependences of the FWHM of the Gaussian
lines at (1) 1.22, (2) 1.244, (3) 1.26, (4) 1.316, (5) 1.38,
(6) 1.52, (7) 1.542, and (8) 1.42 µm. Sample no. 10-700.



1232 SOBOLEV et al.
dominate in FZ-Si LEDs at low currents. As the current
increases, the D1 and D2 lines broaden.

The transformation of EL spectra under the effect of
current is reasonably well described using eight Gauss-
ian lines with current-independent peak positions. The
dependences of the EL integral intensity and line width
on the current have been studied.
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ERRATA
Erratum: “Interpretation of the Visible 
Photoluminescence of Inequisized Silicon 
Nanoparticles Suspended in Ethanol” 
[Semiconductors 39, 884 (2005)]

V. E. Ogluzdin

The correct title of Section 2 (p. 885) should read A MODEL OF MULTIPHOTON-RELATED
INCREASE IN THE TRANSMITTANCE OF A MEDIUM: OBSERVATION OF LUMINESCENCE IN A
MEDIUM CONSISTING OF AN ENSEMBLE OF CLASSICAL LORENTZ OSCILLATIONS WITH
DIFFERING FREQUENCIES. A RETARDATION OF THE PROPAGATION OF LUMINESCENT EMIS-
SION PHOTONS IN A BROADENED MEDIUM. In this section, in the 11th line from the bottom (left col-
umn), multiphonon should read multiphoton. Also, in this page in line 5 from the top (right column), the
subscripts j should read subscripts i. In p. 888, line 10 from the bottom (right column), anti-Stokes should
read Stokes. In p. 889, line 7 from the bottom (left column), multiphonon should read multiphoton.
1063-7826/05/3910- $26.00 © 2005 Pleiades Publishing, Inc.1233
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