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We study theoretically the temperature and array-length dependences of the resistance of a finite
one-dimensional array of Josephson junctions. We use both analytic approximations and
numerical simulations, and conclude that within the self-charging model, all finite arrays are
resistive in the low-temperature limit. A heuristic analysis shows qualitative agreement

with the resistance obtained from Monte Carlo simulations, establishing a connection between
resistance and the occurrence of vortices in the correspondiid IXY model. We

compare our results with recent experiments and conclude that while the self-charging model
reproduces some of the experimental observations, it underestimates the superconducting
tendencies in the experimental structures. 2@02 American Institute of Physics.
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1. INTRODUCTION The paper is organized as follows: Sec. 2 presents the
model. In Sec. 3 we present a qualitative analysis of the
The one-dimensional Josephson junction array is a primgiependence of the linear-response resistance on parameters
example of a system exhibiting a zero-temperaturesych as system length, temperature, and Josephson coupling.
superconductor—insulator quantum phase transiiQRT).  The qualitative results are put on a firmer footing in Sec. 4,
Various investigations of the system, using different approxiin which we present Monte Carlo data in support of the pre-
mations for the capacitance matrix and dissipatiohhave  ceding arguments and make a comparison with existing ex-

revealed a rich phase diagram. Most theoretical studies so fglerimental data. Conclusions and discussion follow in Sec. 5.
have focused on the limit of infinite system size and zero

temperature. This sequence of limits by definition excludes, \1opeL
finite size effects and is therefore mathematically simple,
lending itself to standard quantum statistical mechanics treat- Among the simplest models incorporating both charging
ments. Recent experimeften chains consisting of 63 to and Josephson effects is the self-charging moateivhich
255 junctions ShOW resu'ts Suggestive of the predicted)nly the Self-CapaCitanC@() of the individual islands is taken
infinite-system QPT. However, the measured array resisinto account(Fig. 1). The Hamiltonian in this case takes the
tances were found to depend both on the number of junctiongmple form
and the temperature in a non-obvious fashion. In particular,
the resistance of a given array varied nonmonotonically asa H= 2 [Ecﬁiz— 2E;co8 ¢+ 1~ ¢i)],
function of temperature and exhibited regions of pronounced '
quasi-reentrant insulating and superconducting behaviors. where Ec=(2€)?/(2C,) is the charging energyE; is the
this paper we investigate this as yet unexplained nonmonalosephson energy, agg is the phase conjugate to the num-
tonicity in terms of a familiar path integral treatment of the ber of Cooper pair®; on graini.
problem. We also discuss the effects of finite chain length on  Quite generally, the behavior of a quantum
both sides of the nominal superconductor—insulator transib-dimensional system can be understood in terms @f a
tion point.

Finite one-dimensional arrays of Josephson junctions

have previously been analyzed by Inoaeal,® who dis- Cq
) the zort Y behavior | | k(S ... (e[
cussed the zero-temperature behavior in terms of real-time
phase slips. They calculated thg Iengt.h dependepce of the  wv(t) Co= Co<= Co Co Co
crossover between low- and high-resistance regimes, and T T T T T

found qualitative agreement with the measurements of Chow L =

et al. Explicit resistance values were calculated only in the

N—oo limit, though. Our results agree with those of Inoue FIG. 1. Regions marked witB denote superconducting grains, separated by
et al. in that we also find a resistive low-temperature behay-U""e! junctions. Each grain is capacitively coupled to a ground plane
. . . through a capacitanc€,. The response to the externally applied voltage
ior, but in contrast to the earlier work we also analyze theyt) is measured by a fictitious ideal current-mefebetween any two

finite-temperature behavior of the array. grains. The total number of Cooper pairs on the array is conserved.
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+1-dimensional classical system, where the extra dimensiogingle vortex and multiplying €wr by an entropic factor

is imaginary time’. As was shown by Bradley and Doniath, which gives the number of possible places where a vortex
the self-charging model maps onto a 20¥-model on a may appear. This argument by Kosterlitz and Thodtéss
cylindricaf lattice of lengthN and circumferencdl,«T~%in  demonstrates the existence of a phase transition in an infinite
the imaginary-time(7) direction. The equivalent coupling 2D XY model, and for the present purposes we extend it to a
constant of theXY model is given byK=JE;/Ec. Hence, cylindrical geometry. A typical vortex configuration, centered

the QPT is of the Kosterlitz—Thouless—BerezinslliTB)  at (x,,7,), that satisfies periodic boundary conditions in the
type? corresponding to the unbinding of vortices in the 2Dimaginary time direction is|¢|<N/2)
spin field ¢(x,7)—in real-time formalism the vortices cor-
a
‘a{ N—”

respond to phase slifs\ote that the vortices that appear in o(x T)=arctar% Coﬂ-(l(x:xo)
1 NT
T+ msgn7)[1— 60(X—Xg)],

the analysis of 2D Josephson arrays are real vortices of the
field ¢(x,y) and hence are quite different from the structures .
that we focus on, which are vortices @{x, r) or phase slips +—
N
of ¢(X,t). T
The step sizeAr in the imaginary time direction is so where we choose the principal branch of arctan and where
chosen that the resultingY model is isotropic. This approxi- the last two terms were added to guarantee that the spin
mation is valid provided that the characteristic time scale fodirections end up in the proper quadrdhtUsing a con-
variations ofe(x,7) is slower thamAr, i.e., provided thak  tinuum approximation for the enerds,,, and taking the en-
is not too small. tropy Sy, to be ~InNN_, we find, apart from uninteresting
The current (x,t) arising in response to an applied volt- constants, a typical free energy
age V(t) can be obtained by standard linear response :
formalism?® In the 2D XY model this requires a knowledge F=E,—S %KT,[ n W} _r ﬁ}
of spin—spin correlations. v sinh(m(2/N;)) | 2 N,
—In(NN,). 1)

3. QUALITATIVE ANALYSIS In the following two Sections we investigate the depen-
dence offF on the chain lengtiN and temperaturel;l.
In order to facilitate a direct comparison with
It is well known"” that the appearance of resistance inexperiment$, we fix the charging energy tB.=500 ueV
Josephson junction arrays can be associated with isolatethd varyK by varyingE;. ExperimentallyE; can be tuned
vortices in the two-dimensionaXY model. However, the by means of an external magnetic field. For simplicity, we
quantitative connection between the number of isolated vorgnore the temperature dependencegf
tices and resistancR is not clear, but the resistance is be-
lieved to be a monotonic function of the number of indepen-
. . . . 3.2. Results
dent vortices. In this Sec. we use this connection to
determine the qualitative temperature and system size depen- Keeping the aspect ratb=N, /N« (NT)* fixed in Eq.
dences ofR for finite one-dimensional arrays of Josephson(1) and sending\ to infinity, we get
junctions. o , _ F~(mK—2)InN+O(N~1)+const,
Since the vortex excitations and spin waves decouple in
the 2D XY model, we can write the partition function &  and we recover the familiar infinite-system result for a con-
:ZSWE?::OZH’ Wherezsw is the Spin-wave contribution and tinuum: a phase transition occurs lat= Kk1= 2/7r. Note,
Z,, is the contribution from a spin configuration withvor- ~ however, that the limitdéN— andT—0 do not commute.
tices (Zo=1). In general it is unclear which of the vortices The experimentally relevant limit whefe is kept fixed asr
should be classified as isolatéahd hence contribute signifi- 1S lowered is

3.1. Introduction

cantly to the resistangend which of them belong to closely 2 N 10
bound vortex—antivortex pairs. However, we know that in F~(K7—1)InN-InN,-K Ty const— — .
the limit of largeK the free energy cost of creating an iso- 2 N,

lated vortex is very high, and most vortices occur in @)
vorticity-neutral pairs, and we can therefore approximate Hence, in the limit of low temperatures, free vortices are
Zyny1~2Z1Z,,. Hence, for largeK, the number of unbound always present in a finite array, suggesting that the low-
vortices is approximatelyNy)~(Z;_1Z1Z,,)/(Zn-0Zn) temperature behavior of finite arrays is insulating rather than
=Z,/(1+Z;)~Z,. In the opposite limit of smalK all vor-  superconducting. This is an immediate consequence of the
tices are nearly independent, an(N,)~(=,_,nZ,)/ periodic boundary conditions in the imaginary-time direc-
(25-0Zn)- In this limit the vortex gas can be described as ation, which remove the customary logarithmic divergence of
collection of indistinguishable particles, so that, Eyp

=(1/n")Z], and we again findN,)~Z,. Consequently, we While the limitF— —«~ asT—0 is independent of both
useZ; as an estimate for the number of free vortices in thethe coupling constark and the array lengti, the number
system. of free vortices at a particular temperature, and hence the

The partition functionZ,= [ De(x,t)e "¢l (where the resistancer(N, T,K), depends oM andK as shown in Fig.
integration extends over single-vortex configuratigns,t) 2. However, in the limitN_ >N, the value ofF is roughly
only) is estimated by calculating the typical eneifgy, of a  independent of the chain length at a special value oK
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FIG. 2. Variation ofZ, with K for different chain length# at a very low temperature. Note that the quantity on the vertical axis is not the actual resistance,
but the number of free vortices in the system, a quantity that is related to the resistanke> Kdr=1/7r the number of free vortices decreases with chain
length, while forK <K*, Z, decreases with increasiny{j(a). Corresponding measured resistan¢Beproduced from Ref. 6 with permissiorib).

=K*=1/7, which is different from the critical coupling of Using the Wolff algorithm:® a sequence of equilibrium
the infinite systemK rg=2/7r.Y This suggests the possibil- configurations was generated, from which the desired corre-
ity of a length-independent resistanaethis special value of lation function could be evaluated. The number of update
K. Furthermore, in the insulating regimeK{K*), steps taken was typically of the order of’10
Z,=e F(~R) increases with increasing array length, while The problem of analytically continuing imaginary-time
in the superconducting lim, seems to decrease with chain Monte Carlo data to real frequencies is notoriously difficult,
length(Fig. 23. This is indeed what experimentalists report. and sophisticated statistical methods have been developed to
The observed value of the special couplif,~0.5 lies in  deal with it However, in accordance with earlier work on
between these two valudstg andK*. two-dimensional Josephson junction arrayse have found

The preceding analysis disregards the effect of vortex-it sufficient to fit the MC data to a functional Patigoe form
antivortex pairs on the free energy of isolated vortices. Thesthat can easily be analytically continued,
pairs partially screen out the spin—spin interactions, hence A
lowering the energy of vortex configurations, or equivalently, Xjj(a=0jiwy) = ——g .
renormalizing the coupling constant to an effective value Bwp+Clwg|+1
Ken(K)<K. This effect is more pronounced beld® , when This functional form is motivated by analytic calcula-
vortex—antivortex pairs are abundant, effectively bending thejons on the superconductihgnd insulatind? sides of the
curves in Fig. 2a upwards for smadl. However, this argu-  superconductor—insulator transition in infinite arrays at zero

ment does not explain whif.(K) should reproduce the ex- temperature. It has the required symmetry and accurately fits
perimentally observed similar slopes of the different curveshe |ow-frequency part of the MC data.

in the two regimes separate(iFig. 2.

4.2. Results

4. NUMERICAL ANALYSIS The conductance is now obtained straightforwardly.

4.1. Methods Conditions for the fitting parameters are imposed by the re-
quirements that the resulting real-time Green’s function be
causal, and that the conductance be positive. A typical fit is
shown in Fig. 3.

The w—0 limit of the intrinsic linear-response conduc-
tance of the array can be compactly expressed as

19 The simulations suffer from noise problems and there-
90T T 7 e Xj5(a=0,0)|,=o- (3 fore become quite time-consuming, particularly at low tem-
10 . ) peratures. This problem becomes rather pronounced, since
As usual,” the retarded response function is obtained fromy, . dependences we wish to examine typically vary only

the analytic continuation logarithmically. We were therefore forced to consider only
o _ hp small systemgtypically, N=10 and values td\, ranging
X;f(@=0,0)= lim Jl) dren 2 Xjj (X, 7) from N/2 to 8N) and to focus on the temperature dependence

iop—w+is only. A plot of the resulting resistance, together with the

of the corresponding temperature Green’'s functioncorresponding heuristic result, is shown in Fig. 4. Compari-
Xjj (X, 7)=(in-x(7)in(0)). Here o,=n27/B denotes the son between the MC data and the heuristic argurtféigt 4)

nth  bosonic  Matsubara frequency, andjy(7) suggests that the connection betwdem@mnd Z, is roughly
=(2e/h)E;siMo(x,n—e(X—1,7)] is the local current at R(K,T)=Ry(K)[Z(K,T)]* and a~2, whereRy(K) is a
(x,7). coupling-constant-dependent resistance scale.
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FIG. 3. Example of a Padiype rational polynomial fit torj; (q=0,iwn) for £ 5 The quantityZ, (~number of isolated vorticggor a N=63 chain.
small Matsubara frequencies. In this particular cdse;10, N,=40 and  Tpg different curves correspond, from top to bottom, to increasing values of
K=1.2.(The correlation function is given in units of the critical current . o coupling constank =E /Ec (0.5, 1, and 2, respectively Inset:

J -~ ’ il -

squared) ). “phase diagram” showing regions whe@Z, /9T>0 (shaded areafor a
N=20 array. The location and width of the shaded region both scai& s
(a). Experimentally measured linear-response resistance versus temperature,
4.3. Comparison with experiments R(T), for two chains of respectively 6@lashed lingand 255(solid line)
Josephson junctions. From top to bottom in each set of curves, the ratio
In the experiment by Chovet al® the mutual capaci- E,/Ec increases(From Ref. 6 (b).

tanceC,, between grains was much larger than the ground

capacitanceC,, and therefore the experiment does not ex- _ _ _ . _ .

actly correspond to the self-charging model we have investilMents with the simple analytic estimates in Sec. 3. Figure 5a

gated. TheC,>C, case was analyzed by Bradley and shows the estimated number of isolated vortiZesplotted

Doniach! who concluded tha€,,-dominated arrays are al- as @ function ofT for several different values of the coupling

ways insulating in theT—0, N— limit, as opposed to constantK_. For low values ofK, whigh are consister_u with

Gg-dominated arrays, which become superconducting fofhe charging and Josephson energies in the experiments, we

large values of;/E . Consequently, we expect that includ- find that Z, increases monotonically with decreasing tem-

ing nonzero mutual capacitances would result in an increas@erature, suggesting a monotonically increasi(d@). For

of the resistance at finitN andT. large values ofK,? the number of isolated vortices varies
The large values dfl used in experiments render a direct nonmonotonically with temperature, reaching a minimum at

MC analysis unfeasible; we therefore compare the experi@ lOW temperaturd y;, that is roughly independent &, and
exhibiting a local maximum at a highef-dependent tem-

peratureT .- This is indicated in the inset of Fig. 5a, where
the shaded area corresponds to regions with/dT>0.
This is in qualitative agreement with the experimental results
by Chowet al® shown in Fig. 5b. However, since this struc-
ture appears for very largk and is rather weak, it is not
clear that it can be identified with the experimentally ob-
served re-entrant behavior.

5. CONCLUSIONS AND DISCUSSION

We have studied the linear-response resistance of a finite
one-dimensional array of Josephson junctions as a function
of the array lengthN and the energy scalds:, E;, and
G- kgT. The model we have used is the simplest one that incor-
porates both charging phenomena and phase coupling be-
tween adjacent superconductors. Using a standard mapping
onto a two-dimensionaXY model on a cylinder, we can re-

102 : 1 L . late the resistance to phase fluctuations or vortices irxthe
0 200 400 600 800 1000 model. We have analyzed the model both using analytic ap-
T, mK proximations and by means of numerical Monte Carlo calcu-
FIG. 4. The resistance obtained from Monte Carlo calculations for a chail@tions.
of length N=10 (dashed-dotted lines are included as a guide to the. eye We find that the low-temperature resistance is indepen-
From top to bottom, the data correspondkie-0.65, 0.8, 0.93, 1.2, and 1.5, dent of the array length fdg;/E-~ 1/72~0.1, which can be

respectively. The solid lines plot the quantiy(K)[Z,(K)1? of Sec. 4.2. : : :
for the two lowest values df. For larger values oK, both the MC data and Compared with the experlmental value of apprOX|mater 0.2.

the analytic expression display few features, and a comparison becomes Ie\ége also conclude, based on a_nalytical and numerical results,
meaningful. that the array becomes highly resistive in the low-

YT T
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temperature limit for all values dE;/E. This is in appar- was provided by the Swedish Foundation for Strategic Re-
ent contradiction with the experiments that indicate a saturasearch (SSH program “Quantum Devices and Nano-
tion of resistance at low temperatures. However, since th&cience” and by the Swedish Natural Science Research
temperature dependence that we find is quite wesdarith-  Council.
mic), one has to be careful in identifying the measurements _
at a low but finite temperature as the zero-temperature limit,E-ma Klase@fy.chamers.se . o

. . . A standard finite-size scaling argument would imply size-independent be-

The experllmentally observed resistance saturation at IOWhavior atk =2/7. However, such an argument appliesigotropic rescal-

temperatures is puzzling and may be due to processes thahg, where bottN andN, are changed.
are not included in our model. A possible explanation is tha®Non-monotonicity appears fdt=1.63-3.4N"*+O(N"2).
random background charges result in frustration, hence re-
ducing the charge order and, consequently, the resistance of
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Pinning of Abrikosov vortices on dislocations and the critical current in high-
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The microscopic mechanisms for single-particle core pinning of quantum vortices on the
insulating cores of isolated dislocations are investigated for both parallel and mutually tilted
orientations of the vortex and dislocation and also for pinning on an infinite periodic

chain of edge dislocations. The theoretical results are consistent with experiment in regard to the
temperature and orientation dependences of the depinning critical current in low magnetic

fields, when the interaction between vortices is exponentially small, and they also predict strong
anisotropy of the pinning force along and transverse to the chains of edge dislocations.

© 2002 American Institute of Physic§DOI: 10.1063/1.1449179

INTRODUCTION of mutual misorientation of the blocks9&5°) both in the
plane of the layersgb) and with respect to the direction of

In an external magnetic field the critical current in the c axis. Here Josephson weak links can be formed at the
type-Il superconductors is determined by the pinning forceboundaries between blocks, substantially suppressing the su-
on the vortex lattice at defects and inhomogeneities of th¢perconducting current and leading to a dependendg oh
crystal lattice®? The elementary pinning forces of individual magnetic field.
vortices can be due to various causes: interaction of the nor- Epitaxial films of cuprate MOCs deposited by various
mal core of the vortex with microscopic cavitiggores in  methods on single-crystal substrates with close values of the
the superconductdr* magnetic interaction of the vortex cur- lattice constant, as a rule, contain a certain number of growth
rents with their mirror images near the surface of thescrew dislocation$SD9 and a much larger number of edge
superconductdrand with small ferromagnetic particlédp-  dislocations(EDs) oriented both along the axis and in the
cal variation of the Ginzburg—Landau parameiteror the  ab plane, parallel to the two-dimensional Cufayers. In the
upper critical fieldH ., due to nonuniformities of the electron process of polygonization or thermal annealing of the films it
mean free path’ for scattering on point defectso-calledsl is energetically favorable for pileups of linear EDs parallel to
pinning), paraelastic and dielastic interactions of vorticesthe axisc|z and perpendicular to the substrate to align into
with dislocations and with other defects of the crystal latticequasiperiodic chain&islocation wall$ with Burgers vectors
due to the change of the specific volume and elastic moduBB perpendicular to the plane of the wall, since in that case
at the phase transition from the nornidlto the supercon- the energy of the elastic deformations of the crystal lattice is
ductingSstate®'*and the change of the electrostatic energyminimum because of the mutual compensat@nnihilation
of interaction of the normal core of the vortex with chargedof the elastic straingdilatationg of different sign from the
cores of dislocations in the ionic lattice of a metal as a resulheighboring EDS® As a result of this, an epitaxial film sepa-
of the change of the screening properties of the conductionates along its entire thickness into a system of single-crystal
electrons at thé\—S transition'? blocks slightly misoriented in th@ab plane, separated by

The question of the value of the critical current has bedow-angle boundaries with misorientation angles of adjacent
come particularly topical since the discovery of high-blocks <5° and accordingly with average distances be-
temperature superconductdt$TSC9.™® The problem of in-  tween EDs ofl~|B|/#=45 A for |B|~a~4 A. At the same
creasing the critical current densify in HTSC materials time, the characteristic dimensions of the blocks, i.e., the
based on layered cuprate metal-oxide compouMi®Cs)  length L of the low-angle boundaries, can vary in different
and the study of the specific physical mechanisms that limifiims from several hundred to several thousand angstroms
the superconducting currents in various HTSC samples havd ~300—3000 A, depending on the structure of the sub-
been the subject of a colossal number of pagees, e.g., the strate, the method of deposition, and the thickness of the
reviews*19. In particular, it is necessary to understand whyfilm.
the critical current density, in thin films of cuprate MOCs, Upon the passage of a transport supercurrent through the
as a rule, is much higher than in rather perfect crys€a  epitaxial films the low-angle boundaries can play a dual role.
The key to this puzzle may be the fact that the systems an@n the one hand, they lead to a limiting pf due an effect
types of structural defects of the crystal lattice in thin filmsconsidered in Ref. 20, viz., a local suppression of the super-
and bulk samples are different, as can be observed by eleconducting order parametéralong the boundaries in a layer
tron and scanning tunneling microscafy. with a thickness of the order of several coherence len§ths

In the growth of layereccrystals of cuprate MOCs a and, accordingly, to suppression of the local depairing cur-
large-scale block structure can arise, with rather larger angle®nt densityj,~ ¢° flowing through the superconducting

1063-777X/2002/28(1)/6/$22.00 11 © 2002 American Institute of Physics
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channels between nonsuperconductiimgulating cores of  drical symmetry, e.g., a cylindrical chanr(ehdiation track

the EDs in the low-angle boundaries. The theoreticakreated by a fast ion or the insulating core of an ®DSD),

result€®?! as to the dependence {pf on the misorientation in the case of a parallel mutual orientation of the vortex and

angle ¢ of the blocks and on the parameter=1—T/T, axis of the defect is given by the expression

(whereT. is the temperature of the superconducting transi-

tion) are in good_ agreement with the experimental dep(_an- spm(u):_f d2rU (1) py(r —u). (1)

dencesj.(6) andj.(7) in the absence of external magnetic

field 222 Here py(r)=1—|yn(r)|? is the structure factor of the vor-
On the other hand, the plastically deformed insulatingtex, 4, (r) is the radial distribution, normalized to the bulk

cores of the linear EDs oriented along the low-angle boundvmue%, of the dimensionless superconducting order param-

aries can serve as effective pinning centers for Abrikosowter inside the vortex core, andl,;(r) is the effective pin-

quantum vortices and thereby make for an increase of thging potential, which for a hollow channel or an insulating

critical supercurrents in external magnetic fields and in theyisiocation core of radius,™> & can be written in the form
self-field of the supercurrent, especially in the case of a par-

allel orientation of the vortices and dislocations. This is con- 01
firmed by the experimental data on the orientational depen- Upin(r) = 0, r>rg
dence ofj. on the angled between the direction of the ) )
magnetic fieldH and thec axis?®?* The empiricalj(6) whereeo= (@o/4m\)?, ¢ is the magnetic flux quantum,
curves for films are, as a rule, characterized by the presencgo/ /7 is the London penetration depth for the magnetic
of two maxima(peaks at angles¢=0° and #=90°, which field, andé=&,/+/7 is the coherence length. We will make
corresponds to the maximum pinning of the vortices on ED4/se of the following approximating relations obtained by
oriented along the axis in theab plane. The presence of a Variational and numerical method:

r<=rgp

" Up=eo/2mE2, 2)

maximum inj.(#) at #=90° can also be explained by the r 2
pinning of vortices on insulating interlayers between the su-  |W(r)|= ——; py(r)=2——. (3)
perconducting Cu@ layers (intrinsic pinning.?> However, Vr242¢2 re+2¢

for the HTSC compound YBaCuO, where the coherenceS
length ¢ is larger than the distance between adjacent LuO
layers, this effect is apparently not dominant.

In this paper we consider the microscopic mechanisms ~
for single-particle core pinning of vortices on insulating €pin(U) = —&olN
cores of isolated EDs and SDs for both parallel and tilted
mutual orientations of the vortex and dislocation and also orvhere
an infinite periodic chain of EDs. We discuss the possibility
of an interaction of vortices with elastic dilatational fields W(U,To) =
produced by the dislocations. The theoretical results are con-
sistent with experiment in regard to the temperature and ori- T=u/l2¢; To=rol2¢. ®)
entation dependences fin low fields, when the interaction
between vortices is exponentially small, and predict a strondror a coaxial arrangement of the vortex and channel or dis-
anisotropy of the pinning force along and transverse to thdocation core(i.e., for u=0) expression(4) reduces to the
chains of EDs. minimum value of the pinning potential given in Ref. 14:

epin(0) = —eoln(1+15/2¢), (6)

ubstituting expression®) for U ,,(r) and(3) for py(r) in
(1) and doing the integration, we obtain

e e ey 1
W(U,To) —TU+T5+ =

5| @

1/2
To+(1-2U)Ta+

1
T ~2
2+U

SINGLE-PARTICLE PINNING OF VORTICES ON EDGE
DISLOCATIONS and in the case of a parallel displacement of the vortex to the

. S L edge of the channel or dislocation core=(ry) we find,
The core of a dislocation in an ionic crystal of a cuprateaCCOroling to(4) and (5),

MOC of the YBaCuO type in the general case has a rather

complex structure, but in the simplest approximation it can 1

be represented as a nonsuperconducting metallic or insulat-  €pin(f0) = —8o|n(zvl/4+ 2(r0/2§)2>. (7)
ing channel of radiusy. The problem of the electromagnetic

interaction of a vortex with a cylindrical insulatingor Figure 1a shows the,(u) curves calculated according

empty cavity was considered by Mkrtchyan and Shrhidt to formulas(4) and(5) for different values of the ratioy/2¢,
under the conditiorry>¢. However, for a dislocation core and Fig. 1b shows the corresponding pinning fortggu)
this inequality does not hold, and it is therefore necessary te= —dep,(u)/du. We see that the maximum value of the core
do a more detailed analysis of the core pinning of vortices ompinning force forr,> ¢ is reached for displacements=r .
dislocations. For a cylindrical channelpore of larger radius K
According to Ref. 14, in the framework of the > ¢) the pinning energy both at the center of the chart@gel
Ginzburg—LandayGL) theory the energy of pinning of an and at its boundary7) increases with increasing, diverg-
isolated vortex is determined by the local suppression of théng logarithmically forr ;—oo. Formally this means that for a
bulk superconducting order parameter near the defect. Theortex localized near a plane boundary of a superconductor,
pinning energy(per unit length of a vortex on an extended an infinitely high potential barrier for its entry into the vol-
structural defect of the crystal lattice characterized by cylin-ume of the superconductor arises. At the same time, how-



Low Temp. Phys. 28 (1), January 2002

u/2§ .
0 L 1 L
o
w
~
£
[=%
w
1.01 b
) ]
S
~
o
£ 057 4
N
- 3
1N
0 2 4 6
u/2§

FIG. 1. Energy(a) and the corresponding pinning forde as functions of
the displacement for an isolated vortex at a parallel insulating channel for
different values of the dimensionless parameterr ,/2¢: 0.25(1), 0.5(2),
1(3), 2 (4.

ever, the maximum pinning force at the boundary of a chan

nel with u=r,— o tends toward a constant limit Qﬁso/g.

The logarithmic divergence of potentials) and(7) for
ro— is due to the power-lawquadrati¢ decay of the form
factor pycr ~? asr—o, according to Eq(3). However, if
expression(3) for | (r)| is cut off at a distance=\ and is
formally complemented in the regiarn>\ by an exponential
asymptotic expression of the form

TN

|¢v(r)|:1_2

exp(—r/\), 8

K2I’

corresponding to the exponential decay of the vortex supe

current (here k=\/¢ is the Ginzburg—Landau parameter
the value of the pinning potentidll) for ry—o remains

finite and is practically equal to the value obtained in Ref. 4

for the electromagnetic pinning energy of a vortexBean—
Livingston barriey at the boundary of a semi-infinite super-

conductor:
o m In(A/u), E<U<A\
S u)=— 9
gpin (W)= 80 Jarh/2uexp( —u/\), US>\ ©

On the other hand, under the conditiop<<¢&, which
holds for the cores of EDs and SDs, E¢4). and (5) imply
the simple expressions for the potential and pinning force:

ra 2urd

0
_80u2+2§2; fpin(u):_so(u2+2§2)2-
(10)

The result(10) can also be obtained directly frofi)
together with(3) with the use of a 2Ds-function potential

Spin(u) =

for the insulating core of a dislocation of small radius

ro—>o:
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Upin(r) =Uomr§82(r). (11)

It should be noted, however, that fog<¢ it is neces-
sary to take the proximity effect into account, so that the
minimum effective radius of the dislocation core is equal in
order of magnitude t@ (see Ref. 14

According to Eq.(10), the maximum pinning force on a
vortex at the core of an Elor SD) is reached at a vortex
displacementi= \/2/3¢ and has the value

2 1/280rg
32(3) &

Assuming that in thin films in low magnetic fields the
main role is played by the pinning of vortices on the cores of
dislocations and not on point defects of the lattisee Ref.
15), we can use relatioii12) to obtain an estimate of the
maximum depinning critical current at> ¢ for YBaCuO:
jo=Cfind @o~2X 1073/ £ Alem+2 for &~12 A, \
~1000 A. If the radius of the insulating core of the disloca-
tion is of the order of or smaller tha&, then we should
substituteé for rq in (12) in view of the proximity effect;
consequently, the temperature dependence becpmes’

(cf. Ref. 21.

In concluding this Section we note that in HTSC mate-
rials as a result of the strong anisotropic dependence of the
critical temperatureT. on pressure, which is manifested
upon uniaxial compression or extension of the crystafé,
the elastic stress field produced by the dislocations can lead
to a local variation ofT, and of the superconducting order
parameter. For example, the elastic strain field around an
isolated ED parallel to the axis|z is determined by the
dilatation:

B |B|(1—20) sing
= Fmii=o) 1

f max_

ma (12)

(13

whereg is Poisson’s ratiogp is the azimuthal angle in theb
plane, measured from the directi@|y, andr=/x2+y?2.
When the characteristic anisotropy of the pressure depen-
rc_ience ofT; in YBaCuO crystals is taken into account, the
local variation ofT; as a function of and ¢ in the field of
dilatation (13) has the forrf

|B|Csing

(STC(T,QD):—m[(l—zo)'i‘ZﬁCOSz@], (14)
where
C=(Cat+Cp)/2; B=(Cy—Cp)/(Ca+Cyp);
(15

Ca: _&Tclafa; Cb: _5Tc/(96b,

and e, and ¢, are the diagonal components of the strain
tensor along the andb axes(for Bl|a). From Eq.(14) we
can find the region within which the local valug.(r,¢)
=Tt 6T(r, @) (WhereT is the critical temperature of
the undeformed crystals below the sample temperatufe

ra(@,T)=Ro(T)|sing(1+ Bocos )], (16)
where
chli-20) B
Rl Tl PoT120)

(17)
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T=1-T/Te.

For parameter values typical for the optimally doped
YBa,Cu;0;_ 5 crystal, which is anisotropic in thab plane
(C,~—220K;Cp~320 K; 0~0.28; T;p~92 K), we obtain
estimates for the effective radius of a normal metallic do-
main Ry(T)~0.43/ A and anisotropy parametgg~ —25.
For T=77 K (7=0.16) the maximum value of the radius
(16) in the direction o=—m/4 is r)"®~25 A. For the
BiSrCaCuO crystal withT.~110 K, which is nearly isotro-
pic in the plane of the layerab (C,~Cy,~300 K, 8~0,
ando~0.25), we obtain the estimaf,(T)~1.33k A.

The local variations of the superconducting order param-
eter ¢ in the vicinity of the boundary16) of the normal
region arising near an ED in the field of the elastic dilatation

can be found only with allowance for the proximity effect b c
through a solution of the GL equation with inhomogeneous
coefficients. Here the region of suppressed valueg agar -2d-d X d 2j-d ¥  d

ning of vortices at metallic domains in the fields of elastic
dilatations of EDs and SDs, as a rule, is much less efficient Epin €pin
than at dislocation cores found in the insulating state.

r, is smeared on a scale of the orderéfso that the corre-

sponding derivative of the potentidl;;, with respect tor, M /\
which ultimately determines the pinning force, is substan- |
tially decreased in absolute value. This means that the pin- !

FIG. 2. Shape of the pinning potential of an isolated vortex on a periodic
infinite chain of edge dislocation&); the cross section of the potential

along the “gully” (the y=0 plane (b); transverse cross sections of the
potential in the planes corresponding to the minimum and maximum of the

As we have said, the Iow-angle boundaries betweerpPngitudinal periodic potentialthe pIane§<=0(curve1) andx=3/2 (curve
slightly misoriented single-crystal blocks in epitaxial films of 2 ©.
cuprate MOCs are quasiperiodic chains of EDs with a dis-
tance between adjacent dislocatiah®)~|B|/9=45 A, if
the misorientation angles of the blocls<5°. Such features where
of the crystal structure can play the role of pinning centers  _
for vortices in an external magnetic field of practically any £=2m\2¢ld, X=2m\2x/d,
valueH # 0, since the demagnetizing factor of a thin film is _ (21
close to unity, and the magnetic inductiBr=H. y=2m2y/d.

With allowance for(10), the pinning potential created by
an infinite chain of insulating cores of EDs periodically dis-
tributed along thex axis takes the form

]

PINNING OF VORTICES AT CHAINS OF DISLOCATIONS

Figure 2a shows the shape of this potential in ¥ye
plane. As we see from the figure, the potential has the shape
of a deep “gully” with a periodic spatial modulation of the

5 _ - “bottom” along the'x axis. Shown are the cross sections of
Epin(X,y) = _Soronzz_oc [((nd+x)7+y+287]1°%  (18)  the potential in different planes corresponding to the periodic
behavior of the potential along the “gully(Fig. 2b) and the
wherex andy characterize the position of the vortex relative minimum and maximum of the modulation in the transverse
to the central ED at the point=y=0. We note that elastic ¢ross sectioriFig. 20.

dilatations of adjacent EDs in the chain have opposite signs  Figure 3a shows the behavior of the maximum pinning

and compensate each other, so that the pinning of the vortiprces {12 and {1 along and transverse to the chain of
ces on a collective dilatation of the chain of EDs is sup-Eps as a function of the distancebetween dislocations at a
pressed to an even greater degree than for an isolated EDfixed value of the coherence lengthand Fig. 3b shows the

Doing the summation ir{18) with the use of the well-  ratio of these forces as a function of the paraméter We

known formula see that ford<2¢ there exists a strong anisotropy of the

o pinning force acting on a vortex along and transverse to the
> (n+2) 1=mcot(nz), (190  chain of EDs, and fod= ¢ the longitudinal pinning force is

n=-e exponentially small, i.e., the bottom of the “gully” becomes

we obtain an expression for the pinning potential of a vortexalmost flat, which makes for a free “slipping” of the vortices
on a periodic chain of EDs: along the chain of EDs. In the transverse direction the poten-

tial barrier and the pinning force fall off a8—T. by a

2722 sinhy€2+72 power law, which determines the temperature dependence of

, (20 the critical current. In particular, for<1 and é>d it fol-

Epi (va) =& - _
P d2\E2+y? coshy£2+V2— cosx lows from (20) that j o 72 for £>r, (cf. Ref. 22.
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FIG. 3. Pinning forces for an isolated vortex on a periodic infinite chain of
edge dislocations, calculated according to form@@): a — pinning force
transverse tdcurve 1) and along(curve 2) the chain as functions of the

distanced between adjacent dislocatioffer £=30 A); b — the ratio of the ! . : * : T T T
longitudinal and transverse pinning forces as a function of the parameter n/2 8 /2
&ld.

FIG. 4. Pinning force of a rectilinear isolated vortex at a dislocation core as

a function of the tilt angle of the vortex with respect to the dislocation, for
PINNING OF VORTICES ON DISLOCATIONS IN ATILTED various values of the parametge=L/¢&: 20 (1), 15 (2), 7 (3).

MAGNETIC FIELD

As we mentioned in the Introduction, the critical current
jc in epitaxial films of cuprate MOCs with theaxis oriented 5 oyt off the integration ovez in (23) at some finite length
perpendicular to the substrate in an external magneticileld o {he rectilinear part of the dislocation and/or vortex. In

exhibits a highly anisotropic dependence on the amge- 5 ticylar, for symmetric limitd /2 and— L/2 we obtain the
tween the directions dfl andc. As a rule, in such films one expression

observes two maximdpeaks on j.(6) at angles#=0°

(H|lc) and #=90° (H_L c), which is apparently indicative of o) 28,65 t L|sing| 24
the existence of two pronounced systems of extended defects €pinlU,0) = — —————— arClg ————.
(dislocation$ oriented along the axis and in theab plane, |sin6| Ju®+2¢ 2VuTH2¢

and of the efficiency of the mechanism for the pinning ofwhich remains finite ap=0, where it takes the valuf.

Abrikosov vortices on such defects. Eq. (10

We shall show that the simplest model of a single- 5
particle core pinning of vortices af-function dislocation 3. (U, 0)=— roL (25
core with a potential of the forntll) in a tilted magnetic Epint t foy2yper

field allows one to describe correctly the experimental orien- . .
tation dependence gf(6) in cuprate epitaxial filmd®23:24 Figure 4 shows the theoretical angle dependence of the

. L ma .
The total volume energy of pinning of a vortex inclined maximum pinning forc Pinx( 0) calculated on the basis of

at an angled to the dislocation line, which is parallel to the expressior(24) for different values of the dimensionless pa-

Z axis, is given in Cartesian coordinates by the expression rameterL/¢ in Fhe angle interval- m/2< §< 77/2.' Wwe _see
g y P that the theoretical dependeniciy(6) agrees quite satisfac-

~ o L torily with the experimentally measured dependejg®) in

Zpin( U )_f dxf dyf dzUpin(xy)pu(r' +U"), (22 ygacyo epitaxial films(Fig. 5. The difference of the ex-
where the form factopy, is written in a coordinate system per.imental angle dependencgs for different. SVS‘e”.‘S O.f dislo-
rotated by an angl# about they axis. Here the displace- canns(paraIIeI and perpendicular to t@aX|s) and in dif-
ments of the vortices along theandz (or x' andz') axes f_erent films may bg due _to both a dlfferent Iength_ of the
can be neglected, since they correspond to parallel transchWear parts of the d|s|ocat_|o(or vortey lines and to differ-
of an infinitely long vortex relative to a rectilinear disloca- ent values of the core radiug.
tion, and the displacement,=u,=u.

Introducing aé-function pinning potential of the type
(11), with 6%(r)=6(x)8(y), at a dislocation core of small 22

. A . i AL, O
radius and taking into account the obvious relatinh _-:-_2; EH 8§8§IA{EO§ -10.14
=zsin g, we obtain for the form factof3) as a result of the o 1.8F = 85K, 0.25T, LaAlO; N
integration in(22) (for 6+0); § B 10.127¢
- 1.4+ S
- o o [ dz < o 4010 <
gpn(U,0) = —2m15Uo¢ f_wzzsin20+ u?+2¢2 S 1of E
R = -0.08 3
[*]
meol s 23 = 0.6 -
. — - —0.06
|sin6| Ju+ 2§2 0.2 L I | 1 !
-40 0 40 80 120
Expression(23) diverges at the poin=0, i.e., for a 6 ,deg

parallel orientation of an infinitely long vortex and infinitely
long dislocation. To eliminate this divergence it is necessaryIiG. 5. Experimentally measurgd(6) curves for YBaCuO filmg®
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Fluctuation conductivity in YBgCu;0;_, (YBCO) films with different oxygen concentrations is
investigated. All of the samples exhibit a clear transition from the Maki—Thompson
mechanism of scattering of fluctuational pairs to the Aslamazov—Larkin mechanism as the
temperature approachd@s. The values of the transition temperature are used to determine the
coherence lengtl (0) along thec axis and the phase relaxation timg(100K) of the
fluctuational pairs. Despite the decreasd pfrom 87.4 to 54.2 K with decreasing oxygen content
in the samples studied, a valag(100K)=(3.35=0.01)x 10 %3 s is obtained for all the

samples. It is shown that the dependenc& g0) on T, conforms to the standard theory of
superconductivity. The mechanisms for the scattering of charge carriers and for
superconducting pairing in highz superconductors are analyzed. 2002 American Institute of
Physics. [DOI: 10.1063/1.1449180

INTRODUCTION with two different types of excitation®? In the best-
known and most widely discussdthut extremely exotic

It is now thought that the property of superconductivity model of resonant valence bandsthese excitations are
in high-T superconductoréHTSCs can be basically under- spinons and holons, which contribute to the resistivity. How-
stood by studying their normal-state properties, which arever, the holon contribution is assumed to be the governing
extremely specifi¢-* However, in spite of the significant one, whereas the spinons, which are efficiently coupled to
efforts of investigators, the physics of superconducting pairthe magnetic fieltH, should determine the temperature de-
ing and the mechanisms for the scattering of charge carriefsendence of the Hall effect.
in the normal state are not yet completely clear. Even the The second group of papers use models based on the
results of such classic experiments as resistivity measureoncept of anisotropy of the carrier scattering, the cause of
ments and the Hall effect are extremely contradictory. Theifwvhich may be the complex band structure of the cuptatés
temperature dependence, especially for the optimally dopegr the influence of spin fluctuatiort&-*® However, in spite
YBCO systems, is known to be directly opposite. For ex-of considerable efforts the goal of explaining all of the ex-
ample, the Hall coefficienRy<1/T and exhibits a pro- perimentally observed anomalies, primarily the different
nounced maximum af,,, corresponding to the onset of the temperature dependencewmf, andR, in terms of a unified
resistive transition to the superconducting stat¢ the same theory has long remained elusive. The situation was clarified
time, the longitudinal resistivity,, is a linear function off  considerably with the advent of the “nearly antiferromag-
over an anomalously wide temperature interval. Thus, in ornetic Fermi liquid” (NAFL) model®
der to explain the experiment, it is necessary to assume that According to the NAFL model, the scattering of carriers
the scattering mechanism can have appreciable anisotropy @t HTSCs is governed by an extremely nonuniform antifer-
to consider at least two different scattering mechanisms, opromagnetic interactio’.4. The main scattering centers are
erating in the absence and in the presence of a magnetihose points of the Fermi surface that intersect the magnetic
field® Moreover, the electron—phonon interaction constanBrillouin zone — so-called hot spots. This naturally leads to
Aeph In HTSCs is too small to account for the high critical appreciable anisotropy in the behavior of the charge carriers,
temperatureS . observed in experiment in terms of the or- since the temperature dependence of the intensity of their
dinary electron—phonon interactiori;® and this also points scattering at the hot spots is different from that on the rest of
to the necessity of considering an alternative scatteringhe Fermi surface. It is assumed that the intensitWgf is
mechanism for explaining the linear temperature dependendemperature dependent. As a result, three regions with differ-
of the resistivity. This problem has been the subject of a greatnt temperature dependence of the low-frequency magnetic
many papers, a detailed analysis of which is given in Ref. 6behavior in YBCO are founfi!® These are the mean field
These papers can be roughly divided into two groups. (MF) regime at high temperatures, which gives wajyf gtto

The first group consists of papers based on the assump:pseudoscalinPS regime, existing down to a temperature
tion that the scattering in cuprates is due to the interactio, , and at temperatures below, a pseudogapgPG) re-

1063-777X/2002/28(1)/8/$22.00 17 © 2002 American Institute of Physics
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gime, characterized by a change in the spectrum of magneti linear dependence is observedTqi,> T, . With the adop-
fluctuations and by the presence of a strong temperaturgon of the NAFL theory this definition ofy(T) can be
variation of the band structure of the quasiparticles, whichconsidered fully justified.
should lead to evolution of the Fermi surfee?! To obtain information about the mechanisms for scatter-
In this approach the NAFL theory successfully explainsing and superconducting pairing in HTSCs we have analyzed
both the anomalous Hall effect and the temperature depenhe fluctuation conductivity, which was first measured for
dence of the resistivity. According to the NAFL theory, in the well structured YBaCuO;_, films with different oxygen
MF and PS regimes the temperature dependeng€T)  concentrations. There are two fluctuation contributions to
should be linear, as is observed in experiment. In they’'(T). The direct contribution, which was given a theoreti-
pseudogap regime the effective size of the Fermi surfaceal foundation by Aslamazov and LarkiAL),*? arises as a
should decrease as the temperature decreases. This actuali§ult of the spontaneous formation of fluctuation-induced
leads to a closing of some of the scattering channels foCooper pairs abova,. An additional contribution, intro-
charge carriers, and that can explain the observed deviatigfced by Maki and ThompsdiMT)33 in an extension of the
of pxx(T) down from a linear trend fol, o<T, . Thus the AL theory, is interpreted as being the result of an interaction
linear dependence of,(T) can be considered a reliable of gjready existing fluctuational pairs with normal charge
indicator of the normal state of the system, which, accordxarriers and is governed by pair-breaking processes in the
ingly, is characterized by stability of the Fermi surface in theparticular sample. The MT contribution depends on the life-
MF and PS regimes. This conclusion is important for analyjme 7, of the fluctuational pairs and is dominant in the
sis of the fluctuation conductivity, in which the determination region of two-dimensional2D) fluctuations® especially in

of the normal state plays an important role. well-structured samples, i.e., in the case of weak pair-
All of the critical temperatures separating the temperayeaking, whereas the AL mechanism dominates in three-

ture regimes m.entlloned above depend strongly on .the OXYgimensional3D) region of fluctuation conductivity nedr .

gen concentration in the sample and decrease rapidly witfy ayered structures, including HTSCs, the AL contribution

increasing oxygen index, propablly beca_use of a Igssemng 9‘1' usually determined by the Lawrence—DoniadhD)

the influence of the magnetic interaction with increasing,, j4135 \which predicts a smooth dimensional crossover
in1,22-24 : ;

doping. For the optimally doped YBCO systenl { from 2D to 3D fluctuation behavior fof —T.. Here the MT

= A9 i =~ =~

_h90 .K) ttne tthe?r?? g|vetshT*_110 K a.ndt:]—”_ 150 f b contribution is assumed to be insignificant and, naturally, the
showing hat In this case he crossover In the Magnetic b&y, iy of a changeover of fluctuation mechanisms does not
havior of the system and the transition to the pseudogaérise

regime occur very close td.. It should be noted that from , .
the standpoint of studving the mechanism of superconduct- In the first papers on the measurement of the fluctuation
P ying P onductivity in HTSC&~?8it was observed that the tempera-

INg painng it is the pseudogap regime that is of gr_eatesf re dependence af'’ is described rather well by the LD
interest, since, as we suppose, it is in the temperature interva

T.<T<T, that the nucleation of the superconducting statemOdeI' However, a S|gn_|f|cant_ quantitative discrepancy be
. tween theory and experiment is observed, probably because
occurs in YBCO systems. However, the parameters of the :
f the nonuniform flow of current over the sample due to the

e et homogeeiesof s srucure, i cannot b taken i
describe the scattering of charge carriers in the normal redecount theorepcally. Therefore, it has bee”ZE roposgd toin-
gion, i.e., aboveT, ,, can describe the experiment in this troduce a scaling factor, the sq-cgll@jfactor, by which .

temperature interval. the experimental data are multiplied in order to agree with

At the same time, as we have shown previodslgy the theoretical calculations. Clearly, the more the valu€ of

optimally doped systems the interval,<T<T.= (110 differs from unity, the poorer the structure of the sample.
C C . .. .
+5) K is precisely that temperature region in which the Thus, measurement of the fluctuation conductivity in the

temperature dependence of the resistivity is governed by s2S€ of observation of a dimensional crossover provides a

perconducting fluctuations, leading to the onset of fluctuatioﬁ'ather simple method of obtaining reliablg information about
conductivity o' = o(T) — on(T). Thus the study of fluctua- the coheren-ce lengt(0) along thec axis, 7,, and the
tion conductivity(FC) can yield information about the scat- dimensionality of the electronic system of the HTSC, and

tering and fluctuational pairing mechanismsTaapproaches also about the structural imperfection of the sample, from the

T.. The equation determining the FC is conveniently writtenV2lu€ Of theC factor. A comparison of,, and the transport
as relaxation timer of the charge carriers is decisive for under-

standing the scattering and superconducting pairing mecha-
nisms in HTSCs. At present, however, except for measure-
o' (T)=[pn(T) = p(T) [ pn(T)p(T], (1) ments on YBCO-PrBCO superlattic®) it has remained

impossible to observe the MT contribution and, accordingly,

the MT—AL crossover in measurements of the fluctuation
wherep(T) = p,(T) is the actually measured resistivity, and conductivity, both in single crystafsand in thin films?>=2°
pn(T)=aT+b is the normal-state resistivity of the sample Besides, all of the previous experiments have been done on
extrapolated to low temperatures. Although such a definitioroptimally doped samples. There are no data on the behavior
of pn(T) is widely used for calculatinge’(T) in of the fluctuation conductivity in systems with a low,
HTSCs?>~3it has long remained in dispute, especially for (~60 K), even though such information is exceptionally im-
lightly doped systems, for which a deviation @f,(T) from  portant.
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SAMPLES AND EXPERIMENTAL TECHNIQUES T,0=(190=£0.2) K and in the temperature interval 190-330
it is well extrapolated by the functiopy(T)=aT+b

dashed line in Fig. Lwith a relative rms error of 6.52

X 10 % In accordance with the concepts of the NAFL

theory, this linear dependence extrapolated to the low-

For these experiments it was necessary to prepare YBC
films having different oxygen concentrations and demon-
strating the explicit presence of the MT fluctuation contribu-

tion to the temperature dependenaé(T). Samples with : . . o
thicknesses from 650 AT,~54.2 K) to 1050 A (T,~87.4 emperature region defingg(T), used in calculating'(T)

¢ ' . € : according to Eqg.(1). A similar procedure for determining
K) were prepared at the Max-Planck-Institute in Stuttgart, ; N .
Germany by pulsed laser deposition on SiFiA00) sub- on(T) was used in calculating’ (T) from .expenment for
strates, a method which is widely covered in the literafure sample F6 as well. We note also tha{(T) intersects ther

and reproducibly yields-oriented epitaxial films of YBCO, axis near zero, and the ratjeyoo/pioe=3.2. Both of these

. . facts are additional evidence of the good quality of the
as was monitored by studying the x-ray and Raman spectr%. moled®
To provide for resistive measurements and measurements 3 Es th.e oxvaen concentration decreases. one observes the
the Hall effect the films were processed photolithographi- Y9 ’

cally to yield samples with dimensions of 168.2 mm and ex.pected rapid increase M, Wh'.Ch. in this case I -de.ter
- mined by extrapolation of the resistive transition to its inter-
the necessary number of contacts. The resistive measure- . : . . .
cept with the temperature axis, as is shown in the inset of
ments were made by the standard four-probe scheme ona

fully computerized setup. Careful shielding of the equipmentong'thlé ﬁﬁ:\?:)s}srir?:aggn?gxxi d?ndi:* %ggd;?;ee%%tax;m fhe
lowered the noise level to-500 nV. The special care in pidly, I g 9

. : . . : conclusions of NAFL theory. This means that the scattering
preparing the samples, this made it possible to obtain repro- : . . .
ducible, reliable, and systematic results mechanism for normal carriers in the HTSC at Idw is

Figure 1 shows the,(T) curves for the most typical determined mainly by the magnetic interaction. Indeed,
gu IOWS TNy . ypical sample F6 exhibits resistive behavior typical for very lightly
YBCO films with different oxygen concentrations. To obtain 37 . . .
I . doped YBCO systen?$®” and is characterized by a wide
the optimal information we chose samples A1%£87.4 K), . . : . 4
. temperature intervall{<T, o) in which spin fluctuations are
close to the optimally doped system, and sample Fg ( . : .
— . . dominant, leading to the observed peculiar shape of the re-
=54.2 K), representing a very lightly doped system. By

. . : sistive curve(Fig. 1). Nevertheless, aboVvg, ;= (250+0.3)
comparing the results with the analogous curves obtained fc& the p(T) curve is linear, as before. According to the
single crystals,” one can estimate the oxygen index of theseNAFL fﬁéory the extrapolati;)n of this Iiﬁear dependence to

samples as (#y)=6.85 (sample F]l and =6.56 (sample : : ST .
F6). As expected, sample F1 exhibits the resistive behaviotrhe low-temperature regiodashed line in Fig. Jldefines

; : . pn(T), as before. We note that all of our attempts to to draw
typical of almost optimally doped systems, for which the T . .

o T . _the dashed line in some other way did not give reasonable

magnetic interaction is gradually replaced by a correlation

. . . : results for the determination of . In our view, this fact is an
interaction as the number of charge carriers increh$e¥ " . .

i . additional argument in favor of the correctness of the defini-
and the region of pseudogap behavior turns out to be rath

622 g, enron of the normal state of the system. We also note that,

small>““As a consequence, thg,(T) curve is linear above : . .
despite the lowT; and low oxygen concentration, especially

in the case of sample F6, the widMT of the resistive tran-
; sition, determined in the presence of an applied magnetic
100 field, as is shown in the inset in Fig. 1, is extremely narrow.
This confirms the good structural quality of our samples,
which is important for analysis of the fluctuation conductiv-
F6 ity. The parameters of the samples are given in the tables.

50

ANALYSIS OF THE RESULTS

<— P, pQ-cm

The general theory of the fluctuation conductivity in lay-

£
© ered superconductors was developed by Hikami and Larkin
< (HL)**and considers both the AL and MT fluctuation mecha-
- nisms. In the absence of magnetic field the AL contribution is
> given by
P o =[€*(16hd)](1+2a) Y21, 2
(o

and the MT contribution is given by the theory as
our=1€%[8hd(1—al )]}

| (Sla)[1+a+(1+2a)]] | 3
100 T20& 300 A v 2e (8 )

Here a=2¢£2(T)/d?=2[£,(0)/d]%¢ ~* is the coupling pa-

FIG. 1. Temperature dependence of the resistivity for samples F1 and Fg; _ mfy__ (1 mfymf _
the dashed line is the extrapolation of the resistivity in the normal state intf)}arm:"ter’8 ln(T/TC ) (T TC )/TC is the reduced tempera

mf e - -
the low-temperature region. The inset shows the resistive transition o¥ure-_Tc 15 the crltlcal_temperf’;\ture in the mean-field ap-
sample F1 in zero magnetic fieldurve1) and in a fieldH=0.6 T (curve2). proximation,d=11.7 A is the distance between conducting
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layers in the HTSC, and §=1.203(/&,,)(16/7Hh) the straight line aTy can be regarded as a reliable indication
X[fC(O)/d]szTT‘P is the depairing parameter. The factor that the scattering mechanism for the fluctuational pairs at
1.203(/&,p), wherel is the mean free path angl, is the T>T, is indeed of the MT type. If the fluctuational MT
coherence length in thab plane, takes into account the mechanism is absent in the sample, then the data always
clean-limit approximation introduced in the theory of Bieri, deviate to the left afl,.?° As we have said, before the
Maki, and ThompsorBMT).3 Equation(2) actually repro-  present studies were done, the fluctuation mechanism of the
duces the result of the LD mod&which assumes the pres- MT type and, accordingly, the MT—AL crossover, had never
ence of a Josephson interaction between conducting layerseen observed in single crystals and thin films: tH€T)
This is the most probable situation for the 3D region, sincecurves only show the smeared 2D—3D transition predicted
£.(T)>d nearT,, whereas the MT mechanism dominatesby the LD modef®~3°
for kB(T—TrC“f)>ﬁ/fr‘p (Ref. 34, where pair tunneling be- In contrast to the previous studies, our samples exhibited
tween layers cannot occur, sinégT) <d (2D region. Thus  a pronounced MT—AL transitiofindicated by an arrow on
the HL theory predicts both a change in the electron dimenthe curves in Figs. 3 and)4which, as a rule, is simulta-
sionality of the samplé2D—3D crossovérand a change of neously a 2D—-3D crossoverThis fact allows us to deter-
the fluctuation mechanisifMT—LD crossover as the tem- minee, quite accurately and, using E@), to obtain reliable
perature approachég . Accordingly, the 2D—3D crossover values of¢.(0). However, we still can't determine,, [see
should occur at Eq. (5)], since neithel nor &,,(0) is measured experimen-
_ 2 tally in a study of fluctuation conductivity. To fine, we
To=Te{1+2[£(0)/d], @ proceed as follows: we denofd.203(/&,,)]1=8; Wé as-
where a=1/2, i.e., £(0)=(d/2)eg?, while the MT-LD  sume as before that,(T)=1/T,>**®and for our subsequent
crossover should occur at a temperature whirey, which  estimate ofr,(100K) we assume that,T= const. Equation
gives (5) can be rewritten as

go=(mh)/[1.2031/&,p)(8KgT7,)] (5

and makes it possible to determimg.>*
It follows from Egs.(2) and(3) that outside the region of where A= 7#/(8kg) =2.988<10 1% s. Now the parameter
critical fluctuations, o’(T) depends only one=(T 7,(100K) is also clearly determined by the measured value
—TMH/T™ with TT being the temperature that separatesof &, and can be used for analysis of the fluctuation conduc-
the region of fluctuation conductivity from the region of tivity. Thus in the given case the only adjustable parameter is
critical fluctuations. Thus the determinationBf" is excep-  the C factor. We note that, as compared to the previous stud-
tionally important for analysis of the fluctuation conductivity. ies, we introduce th€ factor in a more logical manner as the
We determined™ by extrapolation of the linear part of the factor by which Eqs(2), (3), and(7) must be multiplied for
o' ~?(T) curve to its intercept with the temperature s, agreement with the experimental data.
since in the 3D region near, the dependence of'(T) Figure 3 shows the temperature dependemt€rl) for
should diverge asT— Tg‘f)‘”2 [Eq. (2)]. The data points in sample F1 in comparison with the calculated dependence
Fig. 2 show a plot ofs’ ~%(T) for sample F1. One can
clearly see the extended 3D region, extrapolated by a straight
line whose intercept with th& axis immediately giveé'g1f
=88.46 K. The observed deviation of the data to the right of

7,B8T=mh(8Kgeo) =Aeg (6)

T
0.02 =
“ 5
g
£
b
o =
§ -
o ©
% 0.01 ‘é’
"
L
]
6 -5 -4 3 )
In(e)=(T/TT-1)
0
87 93 FIG. 3. Comparison of the experimental curves ofotf)(versus In§)

T, K (pointy for sample F1 T"=88.46 K with the fluctuation theories: curve
1 — the MT contribution C,p=0.544,d=11.7 A), curve 2 — the LD
FIG. 2. Plot ofo’ ~2 versusT for sample F1; the solid straight line is the contribution C3p=0.55,d=11.7 A), curve3 — the AL contribution(3D)
extrapolation of the 3D region; its intercept with thiewxis determine§'2”. (Csp=1), curved — the MT contribution C,p=0.494,d=4.2 A).
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obtained using the HL theory in the clean limit. The solid Ty, as a consequence of the internal nature of the fluctuation
curvel in the figure is the MT term, and the dashed cuve conductivity in HTSCS:*? Figure 3 also shows the MT term
is the LD term. As expected, the MT—A(2D-3D) cross- calculated ford=4.2 A (curve4), which is the distance be-
over is clearly seen on the curve ateE=—3.92 (T, tween the 1D CuO chains in YBCO. We see that in this case
=090.22 K). It is also seen that, in contrast to all the previousthe theory does not agree with experiment, indicating that the
measurements of the fluctuation conductivity in HTSCs, thelD chains do not contribute directly to the fluctuation con-
curve determined by the LD model does not agree with theluctivity even in the case of optimally doped YBCO sys-
experimental data in any temperature interval. In additionfems. It must also be emphasized that the fluctuation mecha-
the valueé.(0)=0.825 A determined by the LD model ac- nism of the MT type, corresponding to a 2D electronic state
cording to Eq.(4) is extremely small. On the other hand, it is of the sample, obviously requires that the Gué®nducting
clearly seen that in the 3D region tle€ (T) curve is linear planes not have defects. Thus the observation of an MT con-
and is extrapolated beautifully by the standard equation ofribution can serve as an additional indication of good struc-
the AL theory(line 3), which determines the fluctuation con- ture of the sample. Nevertheless, in the given case it was
ductivity in any 3D systeni? necessary to use a fact@Grp=0.544 in order for the theory
, o 1 to correctly describe the experiment. This fact provides a

Ta={€7[32hEc(0) ]}~ @ second important result of the analysis of the fluctuation con-
This means that the ordinary 3D fluctuation superconductiveuctivity: C* = C455/C,p=1.84, from which one may con-
ity is realized in HTSCs al—T.. The result also means clude that the effective volume of the sample in the 2D re-
that in the case of well-structured samples the relation begion of fluctuation conductivity is equal to approximately
tween.(0) andd does not so strongly influence the pairing one-half of the actually measured volume. In fagt,(T)
processes in this temperature region as would follow frone1/d, [see Eq.1)], whered, is the geometric thickness of
the LD modef*® Therefore, we denote the observed crossthe sample, and{,(T) < 1/deg. SinceC,p=0.544, we have
over as MT-AL, unlike the MT—LD transition predicted by aéxp(T)w%a{h(T), and hencel s~ 3d,. From this result we
the HL theory®® It is clear on physical grounds that with can conclude that abovg, the fluctuational pairs, like the
increasing temperature the 3D fluctuation regime will persishormal carriers, lie within the CuQOplanes, whereas in the
until &,(T)>d.*° Thus in this case the crossover should oc-3D fluctuation region, wheré (T)>d and pair tunneling
cur até(T)=d, i.e., at along thec axis is allowed, the fluctuational pairs interact

£.(0)=del? ) throughout the entire volume of the sample.

¢ 0 Despite the very low value of ., sample F6 exhibits

which is larger by a factor of two than is predicted by the LD extremely similar behavior of the fluctuation conductivity
and HL theories. Now from Eq(8) we obtain £.(0) (Fig. 4), thus confirming the correctness of the analysis de-
=(1.65+0.01) A, in good agreement with the published veloped in this paper. At ky=—2.98 (T;=58.72 K) one can
data®?8294!As expected, using the value found #(0) we  clearly see the MT—AI(2D—3D) crossover on the plot, from
can reconcile the experimental data@itT) with the theory ~ which the valuesé,(0)=(2.64+0.02) A and 7,(100KB
in all the temperature intervals studig¢Blig. 3). The most =5.9x10 **s can be obtained with the use of E(®). and
important result in this case is th&;p=1, i.e., in the 3D
region the experimental data are unambiguously described
by the theory on account of the good structure of the sample.
On the other hand, we can conclude from the equality
=1 thaté¢.(0) has been chosen correctly. In fact, for sample
F1 we did not need to use any adjustable parameters. For this
reason we take F1 as the base sample.

Above T, all the way up to Iregy=—2.3 (T;(=97.3 K),
the o’ (T) curve is well extrapolated by the MT contribution
of HL theory (curvel in Fig. 3) with the parameterg.(0)
=1.65 A andr,,(100K)B=15.06x 10" '3 s determined from
the measured value ef,, andd=11.7 A. As we have said,
the temperature region abovg is a region of 2D fluctua-
tions. Thus the result obtained permits the conclusion that the
scattering mechanism for fluctuational pairs n€gr i.e., in
the region of the 3D fluctuation conductivity, is different
from that in the region of 2D fluctuation conductivity above

9.0

[6’in (Q-cm™"]

In(g’)

7.0 1 | I i 1
TABLE I. Resistive parameters of the samples. ~5 -4 ‘f3 -2
m
In(e)=(T/Ty -1)

T AT T (100 (300 K)
do, c c P K) P T*o,

FIG. 4. Comparison of the experimental curves ofotf)(versus In§)

Sample A K uQ-cm K ’ b > ! !

(points for sample F6 {7 =55.88 K) with the fluctuation theories: curve
F1 1050 874 2.3 88.46 148 476 190 1 — the MT contribution C,p=1.105,d=11.7 A), curve 2 — the LD
F6 650 542 35 5588 364 1460 250 contribution C3p=2.04,d=11.7 A), curve3 — the AL contribution(3D)

(C3p=2).
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(6), respectively. Using the parameters found and assumingan easily be determined. In HTSCs all of the parameters,
thatd=11.7 A, one can match up the experimental and calincluding Ry, are functions of temperature, and the subse-
culated results both below and aboVg NearT. the tem-  quent estimates were therefore mad& &t100 K, as is cus-
perature dependence of (T) is determined, as before, by tomary in the literature. Here we give a detailed analysis for
the 3D contribution of the AL theorfsee Eq(7)] (curve3of  sample F1. The corresponding parameters obtained in a simi-
Fig. 4). The LD term, even when constructed with this samelar way for sample F6 are given in the tables. According to
value of £.(0) (curve 2 of Fig. 4) again fails to fit the ex- the theory of Ref. 45, the density of charge carriers is given
periment. AboveT, the fluctuation contribution of the MT by »=r[1/(eRy)], wheree is the electron charge, the coef-
type [see Eq.(3)] is a good extrapolation of’(T) up to  ficient r=(72)/(7)?, and 7 is the mean time between the
Inegn=—2.25 (Tx=61.9 K), although the 2D region itself is charge carrier collisions. Thusactually reflects the scatter-
rather short. Nevertheless* =C3/C,p=1.81, as before, ing mechanism in the normal state. For purely phonon scat-
confirming the universality of this ratio for HTSCs. How- tering r=1.18, while in the presence of ionized impurities
ever, the absolute values of ti@ factors in this case are r=1.93%%Knowing that the samples in question do not con-
twice those for sample FC;p=2 andC,p=1.105. We as- tain impurities, in the analysis of the results we shall assume
sume that the main reason for this result is the growth of the¢hatr;=1 andr,=1.18.
resistivity of the sample by nearly a factor of two for Using the valueRy(100K)=2.45<10 ° m®/C mea-
>62 K (see Fig. 1, which, in turn, may be due to several sured for sample F1, we obtam = —2.55x 10?* cm 3 (r,
causes. These are a strong influence of spin fluctuatians, =1) andn,=3.01x10** cm 2 (r,=1.18). The carrier den-
appreciable decrease in the carrier denstfyand possibly  sity normalized to the unit cell volume is,=nV,, where
the inability of the 1D CuO chains to participate in the trans-Vy=1.74x 10?2 cn. Accordingly, ng;=n;V,=0.44 and
port of normal carriers, since, according to Ref. 43, theny,=0.52. To determine the real value of théactor one can
chains are clearly unlinked in underdoped YBCO systems. Iwonsider theT.(n,) diagram*® Using this diagram, one can
the present case most likely all three mechanisms influenceasily findT.;=85 K andT.,=95 K. Thus the experimen-
the transport of normal carriers, which, as a result, is extally measured valu&.=87.4 K lies right in the investigated
tremely comple®. temperature interval, but the valtig,= 95 K determined for
Another aspect of the behavior that is common to bothr,=1.18 is clearly overestimated. Using the diagram, we
samples is the practically equal values of the relative temfind that the real value of . corresponds to=1.06 and,
perature at which the experimental data deviate from the cahence,n=2.7x 10?* cm™ 3. Clearly both estimates actually
culated results with increasing In eo=Ind=(—2.3+=0.05).  represent average values. In the analysis below we consider
We recall that the pair-breaking paramei®iwas initially ~ only the parameter values correspondingrtp=1.06. Using
introduced?® as 6=(T¢— T)/T., WhereT, is the hypo- a similar approach for sample F6 we obtain =1.07. Thus
thetical critical temperature in the absence of any pairthe scattering mechanism of the Hall carriers seems to be the
breaking processes. This result also suggests that the pagame in the two samples. Comparing this result with the
breaking processes and, possibly, the formation otheory of Ref. 45, we can conclude that, as expected, the
fluctuational pairs are identical in the two samples. Thus thesamples are free of impurities. In addition, the electron—
study of the fluctuation conductivity in samples with a low phonon interaction is extremely weak <€1.18), as was
oxygen concentration permits the conclusion that spin flucshown in our previous studiés.
tuations and other possible types of magnetic interaction in  Continuing our analysis of sample F1, we obtain for the
HTSCs, while strongly influencing the transport properties,surface density of carriers,=nd=3.16x 10" cm 3. Using
have practically no effect on the fundamental mechanism ofhe measured valup(100 K)C3p=148 n{)-cm, since in
fluctuational pairing in cuprates and, in the final analysisthis case C;p=1, we obtain the Hall mobility wy
lead only to a proportional increase in t@efactors. =r/(pne)=16.55 cm/(V-s). According to the formula
Considering these arguments, in the analysis of the Halll= (% u/e)(27ns) > we easily obtain the mean free path
effect results for sample F6 we, as before, uSgg=1 and  of the charge carriers in sample At vr7=48.6 A, where
not 2. This approach seems reasonable, since it allows one tq is the Fermi velocity. Finally, for sample F1 we chose the
obtain a self-consistent picture of the behavior of the twoaverage value from the literatuf&®®47£,,=13.0 A. In the

samples. general theory of superconductivify
In order to obtain the values of,(100K) in explicit
form, it is necessary to determine the values of the parameter &o~#hve/[7A(0)], (13)

B(100K), for which we used the results of the Hall-effect ) o
measurements. It is knw&hthat the Hall resistivity is given WhereA(0) is the order parameter dt=0 K. Taking into

by the expression consideration that 2(0)/kgT,=5-5.5 in HTSCS? and as-
suming thaté,= &,,, we obtain for the Fermi velocity
Pr(T)~[Viy(T)/ 1] =Ryy=Ry(T)dy B, (9)  =(1.17-1.28X 10" cm/s, and for the effective mass of the

carriersm* /my= (pIn€?)/(vemy)=4.68—4.23. After this it is
whereV,,(T) is the transverse voltage measured in the exeasy to calculate the transport time of the normal carriers:
periment,| ., is the current along the sampld, is the thick-  7(100 K)=1/vg=(0.42-0.38x 10 '3 s. All of the esti-
ness of the sample, ari, is the magnetic field. Thus the mates obtained above are in good agreement with the analo-
Hall coefficient gous results obtained for optimally doped YBCO
systems:%28:30.3%The only exception i$(100 K) (Table 1),
Ru=Ryydo/B; (10 which came out somewhat smaller. Nevertheles)
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TABLE II. Electronic parameters of the samples.

Ry(100 K),  n(100 K), No £,(0), r 1(100 K),  n(100 K),
Sample Czp 10°°m¥C  10**cm 2 (100 K) A (100 K) A cm?/(V-9)
F1 1 2.45 2.7 0.47 1.65 1.06 48.6 16.55
F6 21) 5.80 1.15 0.20 2.64 1.07 30.5 15.93

>1(100 K)>&,, as before, so that it can be stated that theferent oxygen content and used it to detect a clear MT—-AL
investigated films are in fact type-Il superconductors in the(2D—3D) dimensional crossover on the’(T) curves. We
clean limit. Ultimately we find that B(100 K)  have shown that in well-structured samples the LD model
=[1.203(/¢&,p)]=4.5. Using the value 7,(100 K)g does not describe the experimental data in any of the tem-
=15.06x 10" 12 s found above, we obtain the desired valueperature regions. Nedr, a 3D fluctuation superconductivity
7,(100 K)=3.35x 10~ 135, which is in good agreement with is realized, which is extrapolated beautifully by the 3D equa-
the analogous results obtained in measurements of the magen of the Aslamazov—Larkin theory. Abovi, the data are
netoresistance on YBCO-PrBCO superlattifesSimilar ~ extrapolated by the Maki—Thompson equation, showing that
calculations for sample F6 give,(100 K)=3.36x10 *s  here a 2D fluctuation conductivity is realized. This conclu-
(see Tables Il and )] i.e., the value ofr,(100 K) is indeed ~ sion is confirmed by the rati@* = C3p/C,p=1.82 obtained
the same for the two samples. for both samples; this in turn allows us to say that in the 2D
We can now analyze the parameters of the fluctuatioriegion the effective volume of the sample is approximately
conductivity. It is clear that, in accordance with the results ofone-half of its real volume. We can thus conclude that in this
analogous measuremenfg® the sample with the lowef,  temperature region the fluctuational pairs are two-
corresponds to the larg&; , while the carrier density,, |, dimensional and, like normal carriers, are located in the CuO
and 7(100 K) decrease accordingly. However,, andve 2 planes, since, as we have shown, the 1D CuO chains do not
are practically the same for the two samples. This result cagontribute to the fluctuation conductivity. The analysis for
be regarded as additional evidence of the correctness of otfie two samples gives a value,(100 K)=(3.35+0.01)
approach to the analysis of the fluctuation conductivity, sincex 10~ **s, which allows us to say with a high probability that
un=Ry/(pCsp), Where all of the parameters are measuredhe magnetic interaction in HTSCs, while strongly influenc-
independently. Finally, in spite of the significant differenceing the scattering of normal carriers at Iaw, does not have
of all the initial parameters, the values (100 K)=(3.35 an appreciable effect on the fluctuational pairing processes.
+0.01)x10 3 s and C*=(1.82+0.02) were found for In closing the authors thank Prof. V. M. Dmitriev for
both samples; this is the main experimental result of thig/aluable comments made in a discussion of the results of this

study and confirms the conclusion reached previously thagtudy.
spin fluctuations and other possible types of quasiparticle
interactions in HTSCs, while strongly influencing the scat-,
tering mechanisms for normal carriers with changing oxygen
concentration, have practically no effect on the mechanism————

of superconducting fluctuational pairing, which is just char-

acterized by the quantity, . Another result is that the ratio 1y e in physical Properties of High Temperature Superconductors I
betweené. and T for the two samples was found to be in  D. M. Ginsberg(Ed), World Scientific, Singaporé1992, p. 285.
Complete agreement with the genera' theory of Superconducz_c. P. S”Cht?l’, inStrongly Correlated Electronic Systeneslited by K. S.
tivity [see Eq.(11)]. It is easily found that their values in 3I?/I(-.:‘d:gt’qL?:rilsg?lé\é\(;SII-Ti)ShN'?ngT)Oerr%t%grj.Superconductivity: Models and
samples F1 and F6 have the rafiqgF1)/T (F6)=1.61 and MeasurementsWorld Scientific, Singaporé1994.
£.(0)(F6)/£.(0)(F1)=1.6, which indicates a clear relation “T.R. Chien, Z. Z. Wang, and N. P. Ong, Phys. Rev. L&71.2088(1991).
between¢, andT, . This result suggests that the mechanisms°S: J- Hagen, A. W. Smith, M. Rajeswari, J. L. Peng, Z. J. Li, R. L. Greene,
of superconducting pairing in HTSCs is to some degree i%,Niol\gi?ié(é; Xi, S. Bhattacharya, Qi Li, and C. J. Lobb, Phys. Rev. B
analogous to the pairing mechanisms in conventional supersg. p. stojkovic and D. Pines, Phys. Rev.58, 8576(1997.

conductors. ’S. Yu. Davydov and E. I. Leonov, Fiz. Nizk. Temp5, 536 (1989 [Sov.
J. Low Temp. Phys15, 302(1989].
8G. M. Eliashberg, J. Supercond, 525 (1994.

CONCLUSION 9A. L. Solovjov, V. M. Dmitriev, H.-U. Habermeier, and I. E. Trofimov,

. Phys. Rev. B55, 8551(1997).
We have developed an approach to the analysis of flucrop ojeman, A. 3. Schofield, and A. M. Tsvelik, Phys. Rev. LZ81.1324

tuation conductivity in YBaCuzO;_y HTSC films with dif- (1996.

113, G. Kaplan, S. Wu, H.-T. S. Lihn, H. D. Drew, Q. Li, D. B. Fenner, Julia
M. Phillips, and S. Y. Hou, Phys. Rev. Leit6, 696 (1996.

E-mail: solovjov@ilt.kharkov.ua

TABLE Ill. Electronic parameters of the samples. 2A. S, Alexandrov, A. M. Bratkovsky, and N. F. Mott, Phys. Rev. L&,
1734(1994.
VE, 7(100 K), 7,(100 K), 3p. W. Anderson, Phys. Rev. Le@7, 2092 (1991).

Sample 107 cm/s m*/m, 107 '%s B100K 10 %s C* G, A Levin and K. F. Quader, Phys. Rev.48, 5872(1992.

15D, M. Newns, H. C. Pattnaik, and C. C. Tsuei, Phys. Rev¥® 3075

F1 1.17-1.28 4.68-4.23 0.42-0.38 45 3.35 1.84 (199).

F6 1.15-1.27 3.1-2.8 0.26-0.24 1.76 3.36 1.81 ®A. Carrington, A. P. Mackenzie, C. T. Lin, and J. R. Cooper, Phys. Rev.
Lett. 69, 2855(1992.




24 Low Temp. Phys. 28 (1), January 2002

R. Hlubina and T. M. Rice, Phys. Rev.®, 9253(1995; ibid. 52, 13043
(1995.

M. Lercher and J. M. Wheatley, Phys. Rev58, R7038(1995.

19y, Barzykin and D. Pines, Phys. Rev. 3, 13585(1995.

200, Narikiyo and K. Miyake, Solid State Commu®0, 333 (1994).

Solovjov et al.

32|, G. Aslamazov and A. I. Larkin, Phys. Lett. 26, 238 (1968.

33K, Maki, Prog. Theor. Phys39, 897(1969; R. S. Tompson, Phys. Rev. B
1, 327(1970.

343, Hikami and A. I. Larkin, Mod. Phys. Lett. B, 693 (1988.

35W. E. Lawrence and S. Doniach, Proceedings of the Twelfth Interna-

213 R. Engelbrecht, A. Nazarenko, M. Randeria, and E. Dagotto, Phys. ReV. tjonal Conference on Low Temperature Physics; Kioto (19p1861.

B 57, 13406(1998.

22, Bucher, P. Steiner, J. Karpinski,
Lett. 70, 2012(1993.

V. V. Eremenko, V. N. Samovarov, V. N. Svishchev, V. L. Vakula, M. Yu.
Libin, and S. A. Uyutnov, Fiz. Nizk. Tem®6 739 (2000 [Low Temp.
Phys.26, 541 (2000].

24V, V. Eremenko, V. N. Samovarov, V. L. Vakula, M. Yu. Libin, and S. A.
Uyutnov, Fiz. Nizk. Temp26, 1091 (2000 [Low Temp. Phys26, 809
(2000].

25p_ P, Freitas, C. C. Tsuei, and T. S. Plaskett, Phys. R&6, B33(1987).

26B. Oh, K. Char, A. D. Kent, M. Naito, M. R. Beasley, T. H. Geballe, R. H.
Hammond, A. Kapitulnik, and J. M. Graybeal, Phys. Rev3B 7861
(1988.

27Y. Matsuda, T. Hirai, and S. Komiyama, Solid State Comm6&. 103
(1988.

36H.-U. Habermeier, Appl. Surf. Sc9, 204 (1993.

E. Kaldis, and P. Wachter, Phys. Rew7y |15 K Takenaka, and S. Uchida, Phys. Rev. L&, 3995(1993.

387, B. Bieri, K. Maki, and R. S. Thompson, Phys. Rev4& 4709(1991).

3%y, Matsuda, T. Hirai, S. Komiyama, T. Terashima, Y. Bando, K. lijima,
K. Yamamoto, and K. Hirata, Phys. Rev.4®, 5176(1989.

40y, M. Dmitriev, A. L. Solov'ev, and A. I. Dmitrenko, Fiz. Nizk. Temf,
682(1985 [Sov. J. Low Temp. Phyd1, 374(1985].

“IW. Volz, F. S. Razavi, G. Quirion, H.-U. Habermeier, and A. L. Solovjov,
Phys. Rev. B55, 6631(1997).

42y B. Xie, Phys. Rev. B46, 13997(1992.

437. 7. Wang, J. Clayhold, and N. P. Ong, Phys. Rew3@ 7222 (1987).

4A. L. Solovjov, Fiz. Nizk. Temp24, 215 (1998 [Low Temp. Phys24,
161(1998.]

43, M. Sze,Physics of Semiconductor Devigcaa/iley-Intercience, New

28). Sugawara, H. lwasaki, N. Kabayashi, H. Yamane, and T. Hirai, Phys. York (1969, p. 45.

Rev. B 46, 14818(1992.

46K. Semba and A. Matsuda, Phys. Rev5B 11103(1997.

2W. Lang, G. Heine, P. Schwab, X. Z. Wang, and D. Bauerle, Phys. Rev. BJ. Axnas, B. Lundqvist, and O. Rapp, Phys. Re\6® 6628(1999.

49, 4209(1994.

30H.-U. Habermeier, A. L. Solovjov, and V. M. Dmitriev, Physica235-
240, 1959(1994).

31K. Winzer and G. Kumm, Z. Phys. B - Condensed Mag&®2r317(1991).

“8p, G. De Gennessuperconductivity of Metals and AllgyBenjamin, New
York—Amsterdam(1966).

Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 28, NUMBER 1 JANUARY 2002

LOW TEMPERATURE MAGNETISM

Inhomogeneous states for small magnetic particles with exchange anisotropy
B. A. Ivanov?

Institute of Magnetism of the National Academy of Sciences of Ukraine, pr. Vernadskogo 36 b, 03142 Kieyv,
Ukraine; Taras Shevchenko Kiev University, pr. Glushkova 2, 03127 Kiev, Ukraine

A. Ya. Volk and A. Yu. Merkulov

Taras Shevchenko Kiev University, pr. Glushkova 2, 03127 Kiev, Ukraine
(Submitted June 5, 2001
Fiz. Nizk. Temp.28, 36—41(January 2002

In a ferromagnetic particle with exchange anisotropy a state with a nonuniform distribution of
spins can arise in the presence of a magnetic field perpendicular to the easy axis. The
presence of inhomogeneous states substantially modifies the standard dependence of the
magnetization of the particle on the magnetic field. The form of the boundary conditions on the
macroscopic equations for the magnetization is refined on the basis of a comparison of the
results with the solutions in the continuum approximation. 2@02 American Institute of Physics.
[DOI: 10.1063/1.1449181

Artificial magnetic structures containing ferromagnetic eter of the exchange interaction, aAdre the vectors of the
elementd(films, granules, magnetic dotaith a characteris- nearest neighbors. In this case the anisotropic Hamiltonian
tic size of the order of tens or hundreds of nanometers anphge) (the second term of the sunis determined by the in-
separated by nonmagnetic spacers have attracted a great deglality of the interaction constants of the spin components
of attention in the last ten years. Such materials are importarg|X~y and &, i.e., by the quantity *y, with y<1. The
for practical applicationghigh-density magnetic recording; single-ion anisotropy is taken into account by adding to the
the use of the giant magnetoresistance and giant magngsotropic(with y=1) exchange HamiltoniaH, in (1) a term
toimpedance effectsand are also interesting as fundamen-H(Sh
tally new objects for the basic physics of magnetisthOf :
course, for materials of this kind the role of the surface be- (sh_ _
comes much more important than for bulk materials. In real a
magnets the surface comes into play for two reasons. First,
even on an ideal atomically smooth surface the spins have A study of the substantially inhomogeneous states for the
different coordination numbers than in the bulk, and consemicroscopic Hamiltoniar{1l) was done by Gochev. He con-
quently the intensity of the exchange interaction is differentStructed exact one-dimensional solutions describing a do-
Second, in real magnets the surface atoms have a differefain walf and inhomogeneous states localized near the
environmental symmetry, which leads to a specific single-iorsurface’ In particular, a unique property of modél), con-
anisotropy for the spins on the surface with a preferred axis§isting in the fact that for any, even a very large, value of the
coinciding with the vector normal to the surface. anisotropy, when the thickness of the domain wall is compa-

In the physics of magnetism there are two approaches t[ﬁb'e to the lattice constant there is no pinning of the wall.
the analysis of the static and dynamic problems: microscopiépparently this demonstrates special properties of the model,
and macroscopic. The microscopic approach is based on thghich are close to the properties of exactly integrable mod-
use of a discrete spin Hamiltonian in which the spls €ls. Gochev’s results cannot be generalized to more general
(quantum or treated quasi-classicaliye specified at the lat- mModels, e.g., incorporating the single-ion anisotrgpy or,
tice sited. In discrete models the magnetic anisotropy can bavhat is of interest here, an external magnetic field perpen-
introduced in two different ways: as single-ion anisotropy,dicular to the easy axis. Those pagétare therefore an ex-
and as anisotropy of the exchange interaction. In the spigeptional case, and the study of the microscopic Hamiltonian

Hamiltonian these anisotropies are described by teﬂﬁg is usually done numerically, for Iarge but finite lattices. In

and H{®, respectively. In the case of a ferromagnet withthat case the special role of the surface is manifested directly

exchange anisotropy of the easy_axis type the Hamiltonian |g)r the first mechanism; the SpeCifiCS of the Sing|e-i0n anisot-
chosen in the form ropy can easily be taken into account by the replacement

K—Kg#K for the spins on the surface. We note that in the
He J S (g e yay description of the macroscopic inhomogeneities of the mag-
ST [S'S+6T V(S SHsTSS45) 1, (D) netization in weakly anisotropic materials witH,<H,,
both of the aforementioned ways of incorporating anisotropy
wherelJ is the exchange integraj; is the anisotropy param- are completely equivalent, as has been mentioned repeatedly

K
7 2 [(8)7, K>o0. @

1063-777X/2002/28(1)/5/$22.00 25 © 2002 American Institute of Physics
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in the literature, but models with exchange anisotropy are
considerably more convenient for numerical study.

In the macroscopic approach, which has long been the 50%
main approach used to study the macroscopic inhomogene-
ities of the magnetization, such as domains and domain H=05H
structures, magnetic solitons, etc., the state of a magnet is PSS
described by a normaliz€dinit) magnetization vectam(r), 45 A=20.23589
m?=1. For describing the macroscopic inhomogeneities K=1.72521
of the magnetization in weakly anisotropic materials
(for 1— y<1 or K<J) both of the ways of introducing an- o
isotropy described above are completely equivalent and give 3

a magnetic anisotropy energy density of the form - 40 -
D

1 2
Wa= — Eﬁmzv

where the constanB=2Z(1— y)JS/2a® (Z is the coordina- 35
tion number of the lattice, and is the lattice constantor

B=KS?/a® for the cases of exchange or single-ion anisot-

ropy, respectively. We shall show below that when the sur-

face is taken into account, this equivalence is lost, and that 30 -

leads to important effects—in particular, to the appearance of

a new mechanism for the formation of inhomogeneous states N S S R SN TP S

of small magnetic particles. 6 1 2 3 4 5 6 7
In this paper we show that in the case of exchange an- x/a

Isotropy, In _the presence of a magnetlc flt?ld perpe.ndlcular t_n“:llG. 1. Deviations of the spins from the anisotropy axis for the Ising model
the easy axis a state of the particle can arise in which the spig a value of the magnetic field=0.54, . The points are the deviations in
distribution is nonuniform, while this effect is absent in the the positions of the atoms found numerically; the solid curve was con-
case of single-ion anisotropy. We note that analysis of th&tructed using the exponential depende(@eand the dotted curve repre-
inh tates resuiting from the maanetic di Oleientsaﬂt of the functioKi7) to the numerical values through _ch0|ce_0f the
m. qugeneoqs S. g . g p arameterg\, 4, and«. The values oA and x found from the fit are given
dipole interaction is one of the most important problems ofﬁl the upper right-hand corner of the figure.

the physics of magnetism. In recent years interest in such

states for submicron particles has risen significattiif—

Our proposed mechan|sm is different, and the Inhomoget'ance is equal ta. To ascertain the basic relationships of the
neous states arise solely because of the presence of a surf

q | ic field and q dinol ftBblem it is sufficient to consider a semi-infinite chain of
an an_exte_lr_na mlagne:]lp 1 ﬁm are not due tﬁ a Ipﬁ toms(Fig. 1). We shall assume that the magnetic anisotropy
Interaction. To explain .t IS mechanism, we note.t at in e, ises because of anisotropy of the exchange interaction, i.e.,
presence of a magnetic field<H, (H, is the anisotropy

. . , the system is described by Hamiltoni@l. We also take into
g)e(:g) the magnetic moment makes an anglewith the easy account an external magnetic field perpendicular to the easy

axis, which in our case is the axis. We assume that the
atoms on the surface are in no way different from the atoms
Sinfo=1~ (3) in the bulk, except that they have a different number of near-
a est neighbors. The Hamiltonian of the chain is written in the
where in the case of exchange anisotropy,=(1  form
—¥)SZJ2ug, where ug is the Bohr magneton. It is clear o
that the coordination numbe&t’ near the surface is smaller
than that in the bulkZz’ <Z. Therefore, one expects that the
deviation of the spins from the easy axis will be larger near
the surface than in the bulk. The character of the spin distri-
bution in this state is determined both by the difference of  Here 6,, and 6,, are the angle variables for the atomic
the anisotropy fields at the surface and in the bulk and by thepins in the chainh=2ugH/J is the dimensionless mag-
exchange interaction of the spins. Our analysis of this probrnetic field. The boundary atom is assigned the number
lem is based on numerical and analytical studies of the disn=1. It is obvious that the ground state corresponds to
crete Hamiltonian without the assumption that the anisotropyp,,=0, and we must minimize the given energy with respect
is small. Based on a comparison of the results with the soluto the anglesd;, 6,, 65, etc. Thus we obtain an infinite
tions in the continuum approximation, we refine the formsystem of transcendental equations which is impossible to
and character of the boundary conditions for the magnetizasolve analytically. We shall therefore analyze this problem
tion. numerically; here, of course, the problem will be solved for a
Let us consider a model ferromagnet occupying the halthain of relatively large, but finite, length. However, there is
spacex>0, in which the surface is an ideally smooth atomican important limiting case in which the problem can be
plane coincident with the plane=0; the interatomic dis- solved analytically.

H=-J 2 [cosé,,c0S0,, 1+ ySIiNnG,sSinb,, ¢
n=1

X coq ¢,— ¢n_1) +hsind, cose,]. 4
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Both numerical analysis and simple arguments show that. 77/2) the value ofA is small, A—cos#,. A substantial
in the presence of a surface the deviations of the variahjles simpiification arises in the limiting case of a weakly aniso-
from 6, are small @, is the angle of deviatio(8) of the spin  {opic magnet, for + y<1:
from the easy axis in the magnet when the surface is not

taken into account Of course, if the applied magnetic field va. V1—ysinby
is small, then the deviatio, will also be small. However, if A= 2 <bo- (11)

H is large, then the characteristic size of the inhomogeneity

increases, and the role of the surface states becomes insig- It follows from these limiting expressions that the as-
nificant; as a result, the deviation @, from 6, becomes sumption thatA is small is sensible over a wide interval of
smaller and smaller. Therefore, the angles of deviatign Parameter values. Consequently, for a weakly anisotropic
from the equilibrium position can be decomposed into twoMagnet it holds automaticalfsee Eq.(11)] because in that

terms, casex is small and the surface spin aligns itself with the bulk
spins. This is valid for high fields, whex<1 even for large
0h= 6o+ &n, (5 anisotropy, including the Ising model. On the other hand, for

small fields the value of is itself small, and although it can
é’nappen thatA is of the order ofé, (for the Ising model,
A— 6, in the low-field limit), the conditionA<1, which is
sufficient for applicability of the linear approximation, re-
mains in force. Thus it is found that the linear approximation
we have used and the formul#8)—(11) obtained on the
basis of it are applicable, at least qualitatively, for a wide
class of models, including strongly anisotropic ones.

where it is assumed that thg are small. Since the surface
spins are found in a somewhat different position than all th
others, it is necessary to write separate equationgfoi,
and for ¢,, for all the remaining atoms with=3. For these
last the equations do not contain the surface deviatjcend
have the same form as in an unbounded magnet:

e =2(y=1)cos oén—[1+ (y—1)cos fo] To check the assumption that the linear approximation is
applicable we also carried out a numerical analysis of the
X(2&n—én-1—&n+1) =0. (6)  problem for the Ising model. A field valuel =0.5H,, i.e.,

0,=30°, was chosen, which from the standpoint of applica-
bility of the linear theory corresponds to the least favorable
situation: on the one hand, the value sfis not small—it
E=Ae ("L (7)  follows from Eq.(8) that k= 2.0634—and on the other hand,
the value ofA is not small—a calculation on the basis of Eq.
(10) gives A=20.365°. We see that the numerical calcula-
tions (see Fig. 1 are in good agreement with the analytical
formula obtained, even for the case whers not very small,
and the characteristic scale of variation of the magnetization,

By virtue of this circumstance the solution of our system
of equations may be sought in the form

where A is a constant. The exponential depende(®efor
spins in the interior of the crystal follows from the Bloch
theorem. The quantity, which determines the character of
the exponential damping, is found from E§):

k051 y)cog 6, alk, is smaller. than the Iattic_e constaant _
smhz§= - . (8) If we consider a rea(nonidea) small particle bounded
sin? 65+ y cos’ 6, on all sides, then the situation become more complicated,

In the absence of magnetic fieldd=0) this formula @nd the problem may be analyzed only numerically. We in-
corresponds to Gochev's expresgidor the thickness of the Vestigated the distribution of spins in a>2Q0 square par-
domain wall in model(1) for an arbitrary value of the an- ticle descnbeo! b)( the Ising model H'amlltonlan. .F|gur.e 2
isotropy parametey. If the anisotropy is small, i.e., in the shows the projection of the atomic spins on the field direc-

casey— 1<1, expression(8) assumes the standard form: tior_1 in a two-dimensiqnal lattice. In each qf Figs. 2a—-2c,
which correspond to different values of the field, the arrows

k=+2(1-1vy). showing the spin projections are represented in different

An analysis showed that the exponential substitution iSscales. These arrows reflect the relative lengths of the vectors

also consistent with Eq6) for n=2, and the constar can corresponding to d|ﬁerer1t _pomts of the same f|_gulre. T_he ab
: : L .. solute values of the deviations at the characteristic points for
be evaluated from the equation obtained by variation with . : ) ;
) each figure are presented in the caption. Figure 3 shows the
respect to the value of the boundary spin

magnetization curves of the particle, from which we see that

(1— y)sin 6, cosé, the presence of inhomogeneous states substantially modifies
= ” - . (9)  the standard dependenéehich is linear, by virtue of the
e&—1— (1~ y)(e“cos fo—sir’ fo) relation sindy=H/H, for a uniform distribution.

Ising model (y=0), which corresponds to the limiting case atomic spins on the surface differs from the deviation of the

of large anisotropy: spins in the bulk. However, the greatest value of the devia-
tion occurs for spins located at the corners of the lattice.

Alsing sin 6, cosfy 10 Intuitively this result is clear: the corner spins have an even
sir? 60+coseo\/m' smaller coordination number than the spins at regular points

of the surface. In this connection the problem arises of how
In this case for6,—0, i.e., for a weak field, we have to go from the discrete to the macroscopic description of
A— 6y, and for a field close to the anisotropy fieldy( effects of this kind, if only in that region of parameters of the
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FIG. 3. Magnetization curve for a square particle; the curve with the sym-
bols was found numerically for a particle with exchange anisotropy in an
inhomogeneous state, while the dotted curve corresponds to the theoretical
linear dependence of the magnetization on field when inhomogeneous states
are not taken into account.

netic equations, and the properties of the surface are taken
into account through the choice of the particular boundary
conditions for these solutions. The question of taking the
surfaces into account was posed back in the 1950s and can
be regarded as thoroughly investigated. In particular, it is
generally accepted that for an ideal atomically smooth sur-
face, the properties of the atoms on which are the same as in
the bulk, one must choose free boundary conditions for the
c magnetizationn;(d;m/dx;)=0, wheren is the vector nor-

mal to the surfac&~’If it is instead assumed that there is a
specific single-ion surface anisotropy with a volume density

1
wS=EK§(m.n)25(|r—rs|), (12

whererg is a vector parametrizing the surface, the boundary
conditions are chosen in the form

mx AningK;‘(n-m)n =0, (13
I
FIG. 2. Inhomogeneoqs states for.a square partic!e at diﬁeren@ values of the hereA is the inhomogeneous exchange constant. Boundary
field; the arrows describe the relative scale of the inhomogeneity of the spi e . ; o
components in the field direction; the valuesgait the corners, at the center CONditions(13) entail a universal characteristic of the mag-
of the boundaries, and in the center of the square for parts a, b, and ¢ arpet, k* = K;‘/A_ Thus it is regarded as established that the
a—H/H,=0.2;22.6°, 15.4°, 11.5% bH/H,=0.5;53.5°, 39.9°, 30°; ¢— poundary conditions are characterized by a single parameter
H/H,=08;79.9%, 68.6°, 53.3". with dimensions of length, 4%, and differ from free bound-
ary conditions only in the presence of a specific single-ion
surface anisotropy.
problem wherec<1, the gradients are small, and, at least for ~ Our analytical and numerical results for a spin chain can
the bulk region of the particle, the macroscopic approactbe described on this basis with the use of an effective anisot-
should be adequaté-!’ ropy energyw,=—pBm2/2, B=2(1—y)J3S2a’, if it is
In the macroscopic approach the form of the functiontaken into account that the direction of the axis of the surface
m(r) is determined by the solution of differential micromag- anisotropy coincides with that of the bulk anisotropy and not
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JSZan, + K(e,m)e,| =0, (14
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The possibility of realization of a metallic ferromagnetic state in a generalized Hubbard model
with correlated hopping and exchange interaction integrals is investigated. The single-

electron energy spectrum recently obtained by means of the mean-field approximation is applied
for the description of ground-state and finite-temperature properties of the system. An

expression for the Curie temperature is found, and the behavior of the temperature dependences
of the magnetization and paramagnetic susceptibility is analyzed. Taking the correlated

hopping into account allows one to explain certain peculiarities of the ferromagnetic behavior of
transition metals and their compounds. 2002 American Institute of Physics.
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1. INTRODUCTION lation was studied and the criterion of ferromagnetism and
magnetization of the system in the ground state was derived;
An important problem in the explanation of ferromag- in this paper the importance of interatomic exchange inter-
netism in a single band of electrons is that of correctly takingaction is also emphasized.
into account the Coulomb correlations between electrons. At the same time, from our point of view it is in prin-
The Hubbard modet*which describes a single nondegen- ciple necessary to considéin addition to the interatomic

erate electron band with local Coulomb interaction, is overexchange interactiorihe matrix elements which describe the
simplified and requires generalization. It is natural to genergorrelated hopping of electroffsfor explanation of ferro-
alize the Hubbard Hamiltonian by taking into account Othermagnetism in a single-band model. In this model an electron
matrix elements of electron—electron interactionaddition hopping from one site to another is correlated both by the
to the intra-atomic Coulomb repulsipand to consider the ;..\ nation of the sites involved in the hopping process and
ferromagnetism in the generalized Hubbard mdétet a re- 0 5ccypation of the nearest-neighbor sites. Taking into ac-

wewNof th'ﬁ prcr)]blem Elee Reffs. 4*|? . < in theSOUN the correlated hopping allows one to obtain an addi-
_ Note that the problem of metallic ferromagnetism in the, o) echanisit2? for the stabilization of ferromagnetic
single-band Hubbard model and its generalizations has a'rdering

tracted much attention to a series of papers employing the The importance of correlated hopping for understanding

dynamical mean-field theory; the Gutzwiller variational of metallic ferromagnetism was discussed in Ref. 13, where

wave function roximation® th ral densi . . o
ave 1u c_tollzapp 0 atq ot © §pect al ~ density the results obtained by means of exact diagonalization for
approximatiort'? the exact diagonalization methdtiand : ) . .
small one-dimensional chains were compared with mean-

mean-field theory*~1%1n the papers of Hirsé¢i=°a gener- > .
I ¥ pap ! g field theory results. It has been shown that in the strong-

alization of Stoner—Wolfarth theot{*®was carried out. The ; . . )
Stoner—Wolfarth theory has been used for the description O(fouplmg regime, correlated hopping favors ferromagnetism
more strongly for electron concentration>1 than forn

itinerant electron magnetisfnote in this connection that the - ) .

calculations in this theory essentially depend on the shape L (the reverse situation occurs for weak |nteracﬁ8)ns
and peculiarities of the density of states: in particular, it isthiS result agrees with conclusions of Ref. 23. Using the
known that the incomplete ferromagnetism in this model isCutzwiller approach, the authors of Ref. 9 have shown that

absent if the density of states is rectangtflar This the correlated hopping strongly favors the ferromagnetic or-
generalizatioff~'®has shown that the interatomic exchangedering close to the point of half filling.

interaction plays an important role for obtaining a ferromag- ~ The magnetic properties of the system at nonzero tem-
netic state with partial polarization. Using the mean-fieldPerature have been analyzed in a series of pdpers:
theory, Hirsch has obtained the condition for realization of afowever, the important question concerning the influence of
ferromagnetic state, nonmonotonic behavior of the concencorrelated hopping on the Curie temperature and on the be-
tration dependence of the magnetization, an expression fdravior of the magnetization and magnetic susceptibility at
the Curie temperature, and the temperature dependences fifinzero temperature has not yet been considered.

the magnetization and magnetic susceptibility. Using a local  In this paper the theory of metallic ferromagnetism in a
approximation developed from the Gutzwiller wave function model which includes the intra-atomic Coulomb interaction,
method, the authors of Ref. 10 suggest alisoagreement the interatomic exchange interaction of electrons, and the
with Ref. 19 the importance of the interatomic exchange electron—electron interaction due to electron hoppggre-
interaction for stabilization of the ferromagnetic state withlated hopping is formulated. The application of the mean-
partial spin polarization. In Ref. 19 the case of strong correfield approximation to this generalized Hubbard model with

1063-777X/2002/28(1)/7/$22.00 30 © 2002 American Institute of Physics
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correlated hopping leads to a correct description of ferromagwe introduce dimensionless parametegs= T, (i] )/|tij|, T

netism for zero temperatur@n this case our results agree =T2(ij)/|tij| which are independent of the number of the

with the results obtained by Hirsth'® and can also elimi-  site.

nate the problem of overestimation of the Curie temperature  Using the mean-field approximation in the Green func-

(in consequence of taking into account the correlated hoption method, we have recently obtaiféthe single-electron

ping). Besides, the mean-field analysis of this model, in spiteenergy spectrum. In an external magnetic field it has the

of its limitations, allows one to reproduce the behavior of theform

magnetic moment and Curie temperature with changing elec- _ )

tron concentration and obtain the correct temperature depen- E,()==n+ B+ 05U —znJ=hry,+tno) y(k);

q : 2
ence of the magnetic moment of the system. Note that the

mean-field treatment of models which include only the band€re the spin-dependent shift of the band centers is

part of the Hamiltonian and intra-atomic Coulomb interac- 2

tion (or exchange interactigmpredicts values for the Curie ,BUZN E To(i] )(ai}ai;), 3
temperature which are larger than those observed in transi- !

tion metals by an order of magnitude. z is the number of nearest neighbors to a site, for the spin

The paper is organized as follows. In Sec. 2 the Hamil-o=1(]) we havey,=1(—1), y(k)=2ge'R (the sum goes
tonian of the generalized Hubbard model with correlatedover the nearest neighbors to a siteand the spin- and
hopping and interatomic exchange interaction is written, andoncentration-dependent hopping integral is
the single-electron energy spectrum obtained by means of the

. . . zJ
Green function technique is analyzed. In Sec. 3 the ground-  t(ng)= ( 1-7n—27n;— — E A, |t=a,t, (4)
state properties of the system are considered, the equation for W g

the critical parameters of the system, and the expression f%herew=z|t| is one-half the bandwidtt, is the hopping

the magnetization are derived. In Sec. 4 the f'n'te'integral between nearest-neighbor sites, and
temperature properties of the system are considered, and ex-

pressions for the Curie temperature and the temperature de- 1 E ( G/ & )

’

pendences of the magnetization and magnetic susceptibility “‘v'~ N
are obtained. Sec. 5 is devoted to the conclusions.

w aio”aja'/

2 ©)
i
Energy spectruni2) will be used in the next Sections for the

description of the model properties in the ground state and at

2. THE MODEL HAMILTONIAN AND SINGLE-ELECTRON finite temperature.

ENERGY SPECTRUM

. Consudgr the Hamiltonian proposed in Ref.. 24, general-& THE GROUND-STATE PROPERTIES OF THE MODEL
ized by taking into account a weak magnetic field:

The concentration of electrons with spinis
H=—pnX aja,+> 'tj(naa, w
" 7 nff p(e)f(E,(¢))de, (6)

-w

+ij20 "(Ta(i )aif,ajgni;+h.c.)+uzi NitNiy wherep(e) is the density of states, arfi@E (&)) is the Fermi
distribution function. Thus the occupation number and the

J magnetization are expressed, respectively, as

t5 2 aga,apa,-hy (n-ng), @)

ijoo’ w

n:nﬁLnl:f WP(S)[f(ET(S))‘*’f(El(S))dsi (7)

wherea; , a;, are the creation and annihilation operations

of an electron on sité, o=1,|, n;,=a".a;, is the number

lo

. . . . w

operator for electrons with spim on sitei, n=(n;;+n;|), u m:nT_nl:f p(e)[f(E (e))—f(E (¢))]de. (8

is the chemical potential;;(n)=t;;+nT,(ij) is the effec- w

tive hopping integral of an electron from sjt¢o sitei, t;; is Let us assume a rectangular unperturbated density of
the band hopping integral of an electron from §ite sitei, states,p(e) =0 (s2—w?)/2w. In the case of zero tempera-

Ti(i]) andT(ij) are the parameters of correlated hoppingy e gne can obtian for the correlation functidy and the
of electrons,U is the intra-atomic Coulomb repulsiod,is  pig B, of the center of ther subband

the exchange integral for the nearest neighbors,taisdthe
external magnetic fiel@the units ofh are such that the mag- A,=Nny(1-n,), 9
netic moment per electron is unjtyThe prime on the sums _ _ _
in Eq. (1) signifies thati #j. The concentration dependence By=2WroA,=2WToN, (11, ), (10
of the effective hopping integral;(n) is caused by the cor- Where the concentration of electrons with spin
related hoppingf of electrons.

The peculiarities of the model described by Hamiltonian  n
(1) are the taking into account of the influence of site occu-
pation on the hopping procesgsorrelated hoppingand the heree,=u,/a, is the solution of the equatioE, (¢)=0,
direct exchange interaction between electrons on the neighwhere u,=u—B,+zn,J—n;U+hyn, and a,=1—7mn
boring sites. To characterize the value of correlated hopping-2mny;—zJwX /A, .

e,TW
0': 2W

: (11)
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On the basis of expressiof(#)—(8) using (9)—(10), one 1.0
can obtain the equation for the system critical parameters:

zJ 1 ) 2_q ) U h 0.8
ﬂ[ +n(2—n)—m-]= nry—75(2—n) wow

12

Expression(12), which determines the stability condition for °
ferromagnetism, agrees with the expression obtained froman g
analysis of the ground-state enefgyhe condition for onset 0.4
of ferromagnetic ordering is obtainddeplacing the equals

sign by an inequality signvhenm=0, and the condition for

the ferromagnetic state with full spin polarization is derived 02L
by puttingm=n in expression(12). The peculiar distinction

of our expression from the similar condtiion obtained in
Refs. 10 and 14-16 for the various generalizations of the 0 0'5

Hubbard model is the presence of correlated hopping, which ’

can substantially modify the properties of the model. TakingFIG. 2. Ground-state magnetization as a function oh for U/w=1.2 and
correlated hopping into account leads to the appearance ofZd/W=0.1. 1=7,=0 (1); 7,=0, 7,=0.05(2); 7,=0.05, 7,=0 (3); 7,
peculiar kinetic mechanism of stabilization of the ferromag—:”:o'os(“)'

netic ordering. This mechanism is caused by the presence of

the spin-dependent shift of the spin subband centers, which

is a consequence of correlated hoppiitgs analogous to the 5y, mic coulomb interactiotd/w. The solid curves corre-

shift of subband centers in consequence of the interatomigy, g 15 the onset of spin polarization and the dashed curves

direct exchange interaction o to the fully polarized ferromagnetic stafthe area below the
The spontaneous ground-state magnetizafiiorihe ab- 5. jine is paramagnetic, above the dashed line—fully po-

sence of magnetic fie)af the system is found from E¢12) larized ferromagnetic, between these lines—partially polar-

T

0.6

T

1.0 15 n

as ized ferromagnetic Similar phase diagrams were obtained
1-U/2w— 7n—715(2—n)|*? in Refs. 14 and 16, but in those works the correlated hopping
mo=|1+n(2—n)- 732w , was not considered. Note that the presence of correlated hop-

(13 ping (curves2 and 3 in Fig. 1) leads to a substantial change
of the phase boundary of the paramagnet—ferromagnet tran-
sition; in particular, to a shift of the minimum point, namely
to the inequivalence of the cases:1 andn>1.

In Fig. 2 the dependence of the ground-state magnetiza-
ion my on the electron concentratianfor fixed values of
exchange and Coulomb interactions, as well as for different
values of correlated hopping parameters, is plotted. In Refs.
h14 and 16 the concentration dependences of the magnetiza-
tion were obtained in the framework of the Hubbard model
with interatomic exchange, but they are symmetric with re-
spect to half-filling. In Ref. 19 a similamg(n) dependence
was obtained.

192 As mentioned above, asymmetry of the casesl and
n>1 is observed; in particular, an increase of parameter
leads to a shift of the ferromagnetic area to a region of larger
electron concentration, while an increase of parametes
gives a shift to smallen. Note also that taking into account
the correlated hopping enriches considerably the set of
curvesmg(n). The obtained concentration dependences of
the magnetization allow one to describe qualitatively the ex-
perimental curves for binary ferromagnetic alloys of the tran-
sition metals Fe, Co, and NSlater—Pouling curvé$).

which is valid in the casd>0 (whenJ=0 only the transi-
tion from the paramagnetic to the fully polarized ferromag-
netic state withmy=n occurs. If the calculated magnetiza-
tion my>n, then it is necessary to puty=n.

The influence of correlated hopping on the properties o
the system is illustrated in Figs. 1 and 2. In Fig. 1 the depen

the ferromagnetic ordering occurs is plottgad the absence
of magnetic fieldd as a function of band filling for various
values of correlated hopping parametets 7, and intra-

1.0

0.8

zZJ/w

0.6

0.4

0.2

4. THE PROPERTIES OF THE MODEL AT NONZERO
TEMPERATURE

1 1 1
0 0.5 1.0 1.5 n
FIG. 1. Critical values oz Jw as a function ofn at fixed value ofU/w. F_OI’ nonzero temperature f’ind unperturbed _rethngmar
Uw=1, ,=7=0 (1); Uw=1.2, =0, 7,=0.15 (2); U/w=1.3, 7, density of states the concentration of electrons with spig
=0.15,7,=0.1 (3). expressed forni6) as
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E (W) Oc 1-U/2w—7n—75(2—n)]*?
1+ex —=|1+n(2—-n)—
() 0] 2w zJ2w
n,=1- In . (14
2Wa,, E, (—w) 1
1+exp —g— 3 u zJ ) L 20
X\ =] |z—+=— n—-1)|.
222 2w ow 27D 20

Using expressior(8), one can obtain the equation for the

magnetization Taking into account expressiaid3), we finally obtain

for the Curie temperature

M Jegt (C) —=|— —+——271(n—1) |m,. (21
— 2
exp — = , 2w 27 2w 2w

0 In the absence of correlated hopping, form@®) repro-

(15  duces the result of Ref. 15. Note that the Curie temperature is
) closely related(in the approximation usedo the ground

whereJeg=2zJ+ U +27,w(1—n). To obtain the temperature  g¢51e magnetization of the ferromagnet. The pecularity of for-
dependence of the magnetization it is necessary 0 apply Nyy13 (21) is the presence of the term containing the corre-
merical methods inasmuch as the last equation cannot Qg;eq hopping parameters, (m, is also dependent on this
solved analytically. The numerical calculations show that thebarameter, which in the cas@>1 is negative and therefore
results could be approximately expressed using the approaghyyers the Curie temperature. The consideration of corre-
proposed ih Ref. 15. The Curie t.emperature can be obtaingd;eq hopping allows one to avoidor some values of the
by expanding(8) to lowest order inm— 0: correlated hopping parametgrmsverestimation of the Curie

1 U+z3-2Wrp(n—1) [we* If(X— u*) temperature and to obtain values which are close to the ex-
1=— - J — ——|dx perimentally observed oném this connection see also Ref.
2w @ ~Wa* oX 15, where the correlated hopping is not taken into acgount
Tz wat af (x— pu*) Let us assumégas in Ref. 13 that the bandwidth of the
-——— J {— —|xdX, (16 states in 8l ferromagnetic transition metals is approximately
w(a™)"J -war X 2 eV. In our work the band fillingn=1.2 corresponds to Fe,
wherex=a*¢e, a* = ay|m-o and u* = i, m-o- and for the values of correlated hopping=0.15, 7,=0.2
At low temperature one can approximately write our theory would predict values of the Curie temperature
between 1000 and 1600 K, depending on the values of the
Ul2w+zJ2w—2wy(n—1) 17 intra-atomic Coulomb repulsion and exchange interaction

1= ied i
1—(7+ m)n—2A*(Oc)zIw’ (these parameters are varied in the ranges from 0 to 0.4 and
whereA* (0)=A,(®)] o, ® =ksT, kg is the Boltzmann from 0.14 to 0.37, respectively; the larger the value of the
.parametetJ/w, the smaller the value of parametelw that
constant. In the case of zero temperature the last expressng)n .
is' needeyl The value of the Curie temperature for some

reproduces the criterion of the paramagnetic—ferromagnetiﬁxed values of the intra-atomic Coulomb interaction and in-
transition obtained in a recent papger.

To find A,(©), as in Ref. 15, one can apply the Som- teratomic exchange interaction agrees with the experimental

merfield expansids data even quantitatively.
P In Fig. 3 the concentration dependence of the Curie tem-
w &
Ao)=[" |-

de perature is plotted for various values of the exchange inter-
action. The peculiarity of this dependence is the lowering of

—w|  2w?|expE,(g)/0)+1
w0 )\?
zm(l—m)——(—) 05
3\ 2w
1 04} !
X .
[1-7n—2m5;—(A(0)+A(0))zJw]? 2
(18 3 03}
At the Curie point(when the magnetic momemi—0 and )
n,=n/2) the last equation is written as ©) 02 3
n(2—n) 2w?[0:\?
* — -
A*(Oc) 4 3 (Zw
0.1
X ! 19
[1—(71+ 7)N—2A%(Oc)zIw]? (19 . 1 )
Solving the system of equatiori4¢7) and (19), we can ex- 0 0.5 1.0 1.5 n

press the Curie temperature as a function of the model pas. 3. curie temperature as a function mfor U/w=1 and 7,=0.05,
rameters as 7,=0.1.2Jw=0.4 (1); zJw=0.5 (2), zJw=0.6 (3).
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4/ 3
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n U/w

FIG. 4. Dependences of the magnetizatisalid curve and Curie tempera-  FIG. 5. Curie temperature as a functionfw at half-filling. zJ/w=0.4
ture (dashed curveon electron concentration for U/w=1.5, 7,=0, 7, 1=1=0 (1); zJw=0.4, 1,=7,=0.1 (2); zJw=0.8 1,=7,=0 (3);

=0.8 andzJ/w=0.2. 2Jw=0.8, ;= 7,=0.1 (4).

the Curie temperature with increasing carrier Concentratiorbf the parameteU/W (these values of the model parameters
Besides, taking into account the correlated hopping causesorrespond to partial spin polarization of the systemd an
asymmetry of the curve with respect to half-filling which area where the Curie temperature changes in proportion to
allows one to explain qualitatively the higher Curie tempera-y/w (these values correspond to full spin polarization of the
ture in Co as compared to Fe. Note that this fact could not beystem. Note that increasing the interatomic exchange inter-
explained in Ref. 15 without further commers particular,  action leads to extension of the partially polarized ferromag-
taking into account peculiarities of the density of stat€n  netic area and also to a decrase of the critical valu& of
the basis of the expression obtained for the Curie tempergequired for the development of saturated ferromagnetism.
ture one can explain the peculiarities of the Curie temperaThe pecularity of the dependence of the Curie temperature
ture behavior in binary alloys of transition metéfslt is  on U/w is the increase of the critical value &f/w with
reasonable to interpret in the framework of our theory asncreasingn. Note also that the change of this critical value
being due to the paramagnet—ferromagnet transition in mefor chosen values of correlated hoppirig the casen>1
tallic phase with increasing temperature for the nonstoichioand with increaisng electron concentration is more pro-
metric chalcogenide chrome spinel@Fe,sS (where the  nounced than in the case<1. It is also interesting that,
Curie temperature is of the order of 1000.K depending on the magnitude bf/w, the system with elec-

In principle, our theory allows one to obtain the concen-tron concentratiom<1 can have a larger value of the Curie
tration dependences of the magnetization and Curie tempergemperature than the system with>1. However, starting
ture, which are similar to those observed experimentally in
the compounds Re,Cq,S, and Cq_,Ni,S, with a change
of electron concentration in thed3oand?® In these crystals
the same subsystem of electrons is responsible both for con-
ductivity and for the formation of localized magnetic mo- 0.6
ments. Although these compounds should be described in the
framework of a doubly orbitally degenerate model, neverthe-
less for some values of the model parameters it is also pos-
sible to obtain in terms of a single-band model the concen- 0.4
tration dependences of the Curie temperature and magnetic
moment of the systensee Fig. 4 in qualitative agreement
with the experimentally observed orfésThe plotted curves
show that for the choosen model parameters the values of the 02
above mentioned quantities are reproduced accurately.

The influence of the model parameters on the critical
temperature is illustrated in the next figures. In Figs. 5 and 6
the dependences of the Curie temperature on the intra-atomic
Coulomb interaction parameter are plotted at half-filling 0
(Fig. 5 and various values of the band fillingig. 6); the U/w
values of exchange integral and cqrrelated h°ppi_”9 are_ fiXeq—'lG. 6. Curie temperature as a function@fw at zJw=0.4, 7;=0.05,
The plotted curves have a pecularity; one can distinguish an,_ .2 and various band filing4, 2, 3, 4 and5 — n=0.5, 0.75, 1, 1.25.
area of sharp increase of the Curie temperature with increased 1.5, respectively.

Oc /W
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m 0.20 In Fig. 7 the temperature dependences of the magnetiza-
tion and inverse magnetic susceptibility are plotted. A similar
plot was obtained for the transition metals in Ref. 30 using

0.8 . : . )

10.15 the dynamical mean-field theory combined with the local
density approximation. For temperatures higher than the Cu-
0.6 - rie temperature the magnetic susceptibility demonstrates
1010 c% Curie—Weiss-like behavior.
0.4 =
02 0.05
5. CONCLUSIONS
0 ] g In this paper the ferromagnetic solution in a single-band
: generalized Hubbard model is derived. The peculiarity of the
©/0c model is the inclusion in the Hubbard Hamiltonian the inter-

FIG. 7. Dependences of the magnetization and inverse magnetic suscepﬁ:—tomic e_XChange_interaCt.ion and electron—electron i.nterac-
bility on reduced temperature fag/w=1, zJw=0.5, 7,=0.05 andr, tions which describe the influence of occupancy of sites on
=0.1; the wper, middle and lower curves correspond to the aasd,  the hopping process. The physical mechanism which leads to
n=0.5, andn=0.2, respectively. L . . .
realization of the ferromagnetic state is a shift of the electron
subband centers caused by the exchange interaction and cor-
related hopping; in addition, the band narrowing due to cor-

f_rom the c_ritica_1| point for the intra-atomic Couloml_) interac- rela;e;kir;c;pi);]r;g (I:Sc)?rleslc;tg]jpcr:rct)zgti.ng into account leads to

tion, the situation becomes the opposite: the Curie tempera- . .

ture is larger for the system with>1. asymmetry of the cgses_<1 andn>1 f(_)r the consideration
Next consider the behavior of the magnetization of theof ferromagnehsm in this model. An |n.crease of the corre-

system with change of temperature. To obtain the temperd@t€d hopping parameter, leads to a shift of the ferromag-

ture dependence of the magnetizationiet us use the as- netic area to a region of larger electron concentratipn

sumption(as in Ref. 15, that Eq.(17) is also valid for non- while an increase of the correlation hopping parametgrs

zero magnetization and for temperatures lower than th&auses a shift to smaller electron concentratioAn impor-

critical ®¢. Then, using(18) one can obtain the equation  tant consequence of this study is the conclusion that, for the

realization of ferromagnetism the case of a more than half-

27 ({012 1 1 5 filled band is more favorabléhis is the case of transition

= _[< ) < ) metals and their alloyshan the case afi<1.

\/5 (@ The concentration dependence of the ground-state mag-

}1/2 netizationm, qualitatively agrees with the experimental data

2w/ (a*)? 2\2w
1 1

* 2+ * 2
(a*+7mm)*  (a*—7om)

(22)  forthe 3 transition metals and their alloys; in particular, our
results can explain the Slater—Pouling cufiésr the binary
The results of numerical calculations forare plotted in ferromagnetic alloys of the transition metals Fe, Co, and Ni
Fig. 7. It should be noted that if the correlated hopping is nowith other 3 metals.
taken into account, expressi@2?) gives the analytical result Taking into account the correlated hopping in the calcu-
of Ref. 15. In the band limit the last expression reproducesation of the Curie temperature allows one to obtain values
the result of Ref. 29, where a similar treatment is applied tavhich agree with the experimentally observed ones. The cal-
the completely itinerant carriers. culated Curie temperature is characterized by peculiarities of
To find the magnetic SUSCGptib”ity let us take the deriva—the concentration dependence; in particu|ar' asymn‘(q';[]ry
tive of the magnetizatior8) with respect to the magnetic consequence of taking correlated hopping into acgowith

field, respect to band half-filling. This result agrees with the ex-
perimentally observed values of the critical temperature in
am(h) the ferromagnetic transition metalas. Besides, our results
x(0)= ah qualitatively reproduce the a typical concentration depen-
h—~0m-0 dence of the Curie temperature in the systems F&oS,
1 1 and Cq_,Ni,S, (Ref. 28.

2w o —Ul2w—zJ2w+27(n—1) 23

Using (17) for temperatures which are close @& one
can obtain

In conclusion, the correct taking into account of the
above-mentioned matrix elements of electron—electron inter-
actions allows one to explain some peculiarities of the ferro-
magnetic properties for transition metal and their alloys and
6W[U/2w+2zJ2w—27,(n—1)]? compounds both in the case of the ground state and at non-

x(0)= 2720 (0 —0c)zIw : @) ero temperatures.
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The effect of linearly polarized light illumination on the metamagnetic phase transition in the
antiferromagnetic garnet @dn,Ga0,, is studied. The crystal is exposed to light

propagating both along the tetragonal &i81] and along thd 100] direction. In both cases, a
change of the fieldH, of the metamagnetic phase transition is observed under illumination,

and this change depends on the orientation of plane or polarization of the light with respect to the
crystal axes. In the first cask]|H||[001], the value ofH, decreases on exposure to light

with the polarizationE|[110] and increases on exposure to light with the polariza&fi10]. In

the second casé]|H|[100], the value ofH, decreases irrespective of the orientation of the

plane of polarization of the light with respect to the crystal axes. However, the magnitudes of the
change ofH, are different for light with the polarizatio|[011] and with the polarization

E[[011]. The change of the field of the metamagnetic phase transition in the second case is much
larger than in the first case. A phenomenological theory of the photomagnetic effects

observed in the antiferromagnetic garnetl@a,Ge;0,, is developed. It is shown that the effect

of light illumination on the metamagnetic phase transition is related to the photoinduced
magnetic moment in this antiferromagnet. The magnetic moment induced by linearly polarized
light in the garnet CaMn,Ge;0,, is detected experimentally by means of a SQUID

magnetometer. €2002 American Institute of Physic§DOI: 10.1063/1.1449183

INTRODUCTION lated to the redistribution of the Mh and Mrf* ions in the
crystal lattice due to the photoinduced charge transfer be-
The study of possibility of controlling the magnetic state tween the ions was recently observed in another manganese
of crystals by using light illumination is attracting interest in oxide, namely in the AFM garnet @dn,Ge;0;, (Ref. 8.
terms of both a better insight into the nature of the effect and inearly polarized light alters the field of the metamagnetic
its application. Light-induced phase transitions have beeiyMm) phase transition. The effect of light on the phase tran-
observed in some magnetically ordered crystaor in-  sition in the garnet GMn,GeO, is related to the light-
stance, the linearly polarized light illumination of yttrium jnduced magnetic moment that arises in the AFM state.
iron garnets results in a spin-reorientation phase transition as  The mechanisms of the photoinduced phase transitions
a result of the photoinduced change of the crystalline magin the above manganese oxides have some common features;
netic anisotropy:® The changes in magnetic and electronicin particular, the optical transitions with charge transfer be-
states in response to light irradiation was recently observeglyeen the MA" and Mrf" ions are of great importance. A
in manganites with colossal magnetoresistehicen these  comprehensive elucidation of the mechanisms of the photo-
compounds the light induces a phase transition from an ininduced phase transitions in manganese oxides is of obvious
sulating antiferromagnetictAFM) state to a conducting fer- interest for the physics of photoinduced phenomena in mag-
romagnetic one. At the moment, the mechanism of the lightnets and is also necessary for application of these com-
induced phase transition in manganites remains unclear. Thgounds. The photoinduced effects observed in manganese
transition is thought to be a associated with the photoinducedxides could be used in devices for the storage and process-
melting of the charge-ordered state caused by optical transing of information.
tions with charge transfer between Rnand Mrf* ions. The paper reports experimental data on the effect of il-
The light-induced modification of the magnetic state re-lumination on the first-order MM phase transitions induced

1063-777X/2002/28(1)/8/$22.00 37 © 2002 American Institute of Physics
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by magnetic field in the AFM garnet @dn,Ge;0;,. The
experiments were carried out for two directions of propaga- @-.@-4}@4 . @@@@--}
tion of the inducing light and two directions of magnetic :

field with respect to the crystallographic axes: along the te- 1 2 153 34 565789 y\
tragonal axig001](k|H|[001]) and normal to this axis, i.e., < Q::) E
along the crystallographic directioft00] (k|H|[[100]). It 14 "1‘1— 12
was found that the effect of light on the MM phase transition

in the above two cases differs substantially. A phenomeno-

15
E b
logical theory has been developed to describe the observed (-5 ....... ){E@l _ _/@/‘/@ @__-_}
photoinduced effects. v ' g
R v )
H

9 10

EXPERIMENTAL TECHNIQUE

The effect of light irradiation on the first-order MM FIG. 1. The optical system of the experimental setup for visual observation

" . . . the domain structure: 1 — filament lamp; 2, 4, 8 — lenses; 3 — field
phase transitions in calcium-manganese-germanium gamglftaphrang — polarizer 6 — solenoid 7 — sample; 13, 14 — mirrors:

(CaMnGeG was investigated by means of magnetoopticalis _ helium—neon laseg). The optical system for measuring the angle of
and magnetometric techniques. The field dependences of thaation of the plane of polarization of the light: 1 — helium-neon laser;

angle of rotation of the plane of polarization of the light and2 — light attenuatqr3 — polarizer 4 — solenoid 5 — sample; 6 —
the field dependences of the magnetization were measuregﬂdu'atoﬂ_a”a'yzem_phOtom“'t'p"e” 9 — recorder; 10 —lock-in
Visual observations of the two-phase domain structure
formed during the MM phase transition were also performed. ] )
The samples under study were plates of several tens of mi- When the field dependences of the angle of rotation of
crons in thickness. The single crystal plates were cut perperil® plane of polarization were measured, it was necessary to
dicular to a direction of typg100]. The elastic stresses gen- t@ke into account that several magnetooptical effétie
erated in the plate surface layers due to mechanical polishingaraday effect, Cotton—Mouton effect, and the linear magne-
were removed by annealing at a temperature of abodPoptical effect(LMOE)™) arise in a magnetic field in the
1000 °C as well as by chemical polishing in orthophosphori@nt'f‘?”om?‘g”et CaMnGe.G.. Therefore: the |nC|d(_ent linearly
acid. It is known that the CaMnGeG crystals display thepolan;ed light became elliptically polarized even in the case
Jahn-Teller phase transition from the cubic to a tetragonalhen it passed through the crystal along the tetragonal axis.
phase aff~500 K2 This transition results in the formation N our experiments we measured the angle of rotadioof
of crystal twins in the low-symmetry phae' A special the ellipse axis of the trans_rmt_ted Ilght with respect to the
thermal treatment was used to obtain single-domairP!ane of polarization of the incident light. The anglede-
samples® As a result of the treatment, single-domain platesPeénded on the Faraday rotation and linear birefringence.
with the tetragonal axis oriented perpendicular or parallel to/Vhen the measuring beam of light passed through the crystal
the plate surface were obtained. along theg100] direction, i.e., perpendicular to the tetragonal
In the magnetooptical and visual experiments the sampl8XiS. the plane of polarization of the incident light was cho-
was placed on a holder in an optical helium cryostat and wagen Parallel to the crystallographic directifgi.0] or [001].
kept in vacuum. Temperature was measured by means of g this case, the contribution of crystalline birefringence to
resistance thermometer with an accuracy of about 0.1 K. Ahe modification of the polarization of the transmitted light
superconducting magnet produced a magnetic field that wa@s minimal. As a rule, the light ellipticity was sligtabout
perpendicular to the plate surface and parallel to the directiof’) in OUr experiments. That made possible to use a modula-
of light propagation. t!on technique with light modl_JIat|on in th(_a plane of polariza-
The optical scheme of the experimental setup for visuafion and sy_nchronous detection of the S|g.nal to measure the
observation of the two-phase domain structure is shown if"gle ® (Fig. 1b. The measurement of field dependences
Fig. 1a. The light from filament lampl) passes through CI)(H)_and the light |Ilum|nat|on of the sample were carried
polarizer (5), the sample(7), and analyzex9). The sample out with thg use of hellum—neon laser of Wa\'/ele'ngth633
image is projected by the objectiv®) onto the photocathode NM- The light flux density used for |IIum|naF|on of the
of a TV camera(10) and is displayed on a monitét1) and sample was about 0.1 W/t_?mTo measure the field depen-
saved by a video recordét2). To ensure that the magnetic dencesb(H), the flux density of the laser beam was attenu-
state of the crystal under study remains unchanged, the ligtft€d down to 0.01 Wicn o
flux density is decreased to 0.01 Wiy means of the The field dependences of the magnetization and photo-
filters. To investigate the effect of light illumination on the induced magnetic moment were measured by means of a
MM phase transition, the sample is exposed to the light of £ommercial  SQUID magnetometeQuantum  Design
helium-neon lase(15) with a wavelength=633 nm and a MPMS-5.
light flux density of about 0.1 W/cfn The optical system is
also equipped with rotary mirrordl3) and (14) and with a
field diaphragm(3) having a certain shape which allows lo- Before studying the effect of light illumination on the
cal irradiation of a chosen area of the sample. The image d¥IM phase transitions, we examined these transitions in an
the diaphragm on the sample surface is formed by the lensnexposed crystal. The data from the magnetooptical and
(4). visual studies were used to construct tHe-T magnetic

plifier (b).

EXPERIMENTAL RESULTS
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A 11 [001] X a 8
40 T,=135K A
MM ﬁ
o 30T A :
e : g
T s &
20 1 °
He~% £
nLy
108 AFM 7 S
\ , A_ . FIG. 3. The two-phase domain structure formed in theMPBGe;0;, plate
0 5 10 5 during the MM phase transition after exposure of the crystal to linearly
1 20 polarized light. The AFM—MM interphase wall is denoted by a dashed line.
T.K The sample temperatufie=7 K; the applied magnetic field|[001]. Part 1
(above the solid heavy lineexposed to light with the polarizatio||[110]
= and part 2below the solid heavy lineto light with the polarizatiorE|[110]
H 1l [100] b ' (a); part 1 exposed to light with the polarizati@f[110] and part 2 to light
40 A
Ty=13.5K . with the polarizationE|[110] (b).
A
30 MM ."A : ; it ET;
8 . lower one to light with the polarizatio&|[110]. Thereupon
x A we observed visually the magnetic-field-induced phase tran-
T 2} 4 sition from the AFM to the MM state. The two-phase domain
a structure formed during the transition in the exposed sample
ﬁ is shown in Fig. 3. The AFM—MM interphase wall is indi-
10+ AFM a PM cated by the dashed line, and the boundary between the crys-
27 tal parts exposed to the light with the different polarizations
is shown by the solid heavy line. As is evident from Fig. 3a,
0 5 1'0 1'5 20 the transition from the AFM to the MM state in the upper
T K part of the sample occurs before that in the lower part. To be

sure that the difference in the transition fields between the
FIG. 2. Magnetic phase diagrams of the garneiMigGe;O,, for H|[001] upper and lower parts of the sample is caused by the light
(@ andH|[[100] (b). The so_li_d and dotted_ lines correspond to the first- and j||lumination and not accidental factofsiternal mechanical
second-order phase transitions, respectively. stresses, temperature gradient, Jetn the second stage of
the experiments the upper part of the sample was exposed to
light with the polarizatiorE|[110] and the lower one to light
phase diagrams of CaMnGeG for two orientations of exterwith the polarizationE[[110]. In this case we observed the
nal magnetic field:H|[001] and H|[100] (Fig. 2. In both inverse effect, namely, the magnetic-field-induced phase
cases the transition from the AFM to the MM state is a first-transition from the AFM to the MM state in the lower part of
order phase transition at low temperatures. Rfi100] the  the sample occurs before that in the upper g&ig. 3b.
first-order AFM-MM phase transition is observed in the Thus the visual observation permits us to conclude that ex-
whole temperature rangé<Ty~13.5 K, whereTy is the  posure of the crystal to light with the polarizati@i[110]
Neel temperature. In the cas#f[001], theH—T phase dia- stimulates the MM phase transition in the garnet
gram exhibits a critical pointd.,~18 kOe,T,~11.5 K, at CaMn,Ge0;,,, while exposure to light with the polarization
which the line of first-order phase transitions passes into &|[110] inhibits the transition.
line of second-order ones. Because the effect of light illumi-  To determine the value of the photoinduced change of
nation on the first-order MM phase transition was studied, irthe phase transition fieldyH,, we measured the field depen-
the case H|[001] the experiments were performed at dences of the rotation anglé(H), shown in Fig. 4. The
T<T,. dependences were measured in the same area of the sample
In the first experiment we studied the effect of light ir- (~100 um in diametey exposed first to light with the polar-
radiation on the MM phase transition induced by a magnetiézation E|[110] and then to light with the polarization
field H[|[001]. In this case the directions of the inducing light E[[110]. In both cases the intensity and the duration of the
and the measuring light beam were parallel to[@&l] crys-  exposure were the same. The jump in théH) curve (Fig.
tal axis. The effect of light on the MM phase transition was4) corresponds to a first-order MM phase transition. The
first studied visually. For this purpose a single domain AFMtransition is accompanied by relatively small hysteresis. The
state was prepared by applying a magnetic ftél@ihe pro-  difference in transition fields, 2H,=H,,— H,;, between the
cess of monodomainization was monitored visually througlcases of exposure of the crystal to light with polarization
the LMOE. After the process was completed and the magE|[110] and E|[110] is about of 180 Oe at the temperature
netic field was switched off, the upper half of the sample wasT=7 K, i.e., AH;=90 Oe. The value#i;; and H;, were
exposed to laser light with the polarizati&[110] and the determined from the midpoint of the section of sharp change
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FIG. 4. The field dependences of the rotation angle measured in the case ) o ) )
k|H[001] in a sample area of about 1Q0n in diameter exposed beforehand G- 6. The field dependences of the magnetization measured in a field

to linearly polarized light with the polarizatiog|[110] or E|[110]. The  HI[100] at a temperaturd=11 K. O — unexposed sample® — the
sample temperaturé=7 K. sample was preliminarily exposed to linearly polarized light with polariza-

tion E||[011]. The direction of propagation of the inducting ligkif 100].

of the rotation angle on the curv@(H) measured with an At k|H|[100] we also observed a photoinduced change
increasing(or decreasing magnetic field forE[[110] and  of the MM phase transition field. The valuAH:-H,,
E[[110] (H=(H'+H")/2 [see Figs. 5 and)& The MM  —H, (H,=(H’+H")/2) also depended on the polarization
phase transition field in the unexposed sample, was of the inducing light. However, exposure to light with any
equal to~31.2 kOe. This is close to the value oH{; linear polarization always resulted in a decrease of the MM
+Hy)/2. transition field. The field dependences of the rotation angle,
In the second experiment we investigated the effect otb(H), measured at the temperatife= 11 K, are shown in
light illumination on the MM phase transition induced by a Fig. 5. The jump in theb(H) curves corresponds to the MM
magnetic fieldH|[100]. In this case the studies were per- phase transition. As it is evident from Fig. 5, after exposing
formed by means of magnetooptical and magnetometrighe crystal to light with the polarizatioB|[011] andE||[011],
techniques. The field dependences of the angle of rotation ahe phase transition occurs at a lower field that in the unex-
the plane of polarization and the field the dependences of theosed crystal. The photoinduced decrease in the transition
magnetization were measured. The direction of propagatiofield for E|[011] was larger than that fdE[[011]. It is noted
of the inducing light was parallel to the crystal afd®0]. In  that the different magnitudes of the rotation andien the
the magnetooptical experiments, the direction of propagatioMM state on the curves shown in Fig. 5 are related to the
of the measuring light beam was also parallel to th€0]  appearance of photoinduced linear birefringence in the illu-
axis. minated crystat?
Figure 6 shows the field dependences of the magnetiza-
tion measured at the temperatire11 K in the unexposed

0.6 -~ - H" sample and in the sample exposed to light with the polariza-
?Jﬁ ll(”OO] tion E[[011]. It is also seen in Fig. 6 that a decrease of the
051 MM transition field is observed after illumination of the
sample. _
04} In the caseE[[011] (larger magnitude ofAH,), the val-
ues of the photoinduced changes in the transition field,,
o before . . .
8 03l illumination at different temperatures were determined from the field de-
- = pendence® (H) measured in the temperature range 7—13 K.
e Eingll[011] The dependencAH(T) is shown in Fig. 7. As is seen in
0.2 EingI[071] Fig. 7, the value ofAH, increases with decreasing tempera-
ture, peaks af =10.5—11 K, and then decreases with further
0.1 reduction in temperature. In the case under consideration the
maximum value ofAH; is about of 1.2 kOe. This is much
s larger than in the previous case, where the inducing light
0 5 10 15 20 propagated along the tetragonal axis. The sign of Atg

H kOe remains unchanged in the whole temperature range studied.

FIG. 5. The field dependences of the rotation angle measured in the cag2lSCUSSION

k||H[100] in a sample area about 1@@n in diameter exposed beforehand to . . . .
linearly polarized light with the polarizatiof|[011] or E|[011] as well as in The experimental investigations demonstrated that the

the unexposed sample. The temperature of the sample K. exposure of the garnet gdn,Ge;0,, to linearly polarized
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1.5 The value and the direction of the photoinduced magnetic
moment are dependent on the polarization of the inducing
00 light as well as on the crystalline and magnetic symmetry of
OO o the crystalt®!® Using (1), we can derive an expression for
10F O Pm. To do this, we first expand th&F series to the second-
order inH and then we differentiate the resulting expression
@) with respect taH. As a result we obtain:

AH, ,kOe
O

o0sl H 1l K 1l [100] PPmy = Cjik EiEx+ BimikH mEi Exc, 2

' E i [011] O whereCj;, andB,,,;x are the first and the second derivatives

of the expression (1/%0)[d(we;)/dw]. Using (2), we can

T derive an expression for the magnetic mom#nt induced

0 \ , N , .| by linear by polarized light propagating along tf@1] di-

8 9 10 11 12 13 14 rection. For this purpose, we rewrite Eg) in the following
T,K form:

FIG. 7. The temperature d_epen_de_ncg of the change in the MM phase tran- DhmI = phml(l)+ phmI(Z) ) 3
sition field caused by light irradiation in the calgéH|[100] and E|[011].
In this expressio®'mY)=C;EE,, whereC; is an axial
c-tensor symmetric in and k, and P'm{® =B, ,iEiExHnm
light propagating along thg001] direction resulted in an  =""AximHm, WhereBy; is a polar i-tensor symmetric on
increase or a decrease in the MM phase transition field, dgwo pairs of indices, k andl, m. Let us obtain firsP"m(®.
pending on the polarization of the inducing light. On expo-Since CaMnGeG belongs to the point magnetic groUjrd
sure of the crystal to light propagating alofi0] the direc-  the tensor matrixC;, can be written in the form:
tion, the MM phase transition field decreases without regard
to the polarization of the inducing light. The reason why the 0 0 0 Cu Cis O
light irradiation affects the MM phase transition in the C,==*| O 0 0 —Ci5 Ciy O [, (4)
(_ZaMnGeG may be mag_netlg moment st|mu_lat|on by the Cis —Cyis O 0 0 Cu
light. Depending on the direction of the photoinduced mag- . o ] )
netic moment, the AFM phase in the magnetic field is more! h€ reduction of indices was used ). In this expression,
or less stable in the exposed crystals than in the unexposed” and “ =" correspond to the two time-inverted antifer-
crystal, and that results in the variation in the MM phase’®Magnetic states, AFMand AFM’, andCys=Cy=Cyy,
transition field. =Cy,x and C14=C,,,=C,,y=Cyy,. If the inducing light
Let us consider a phenomenological model for the apPropagates along tH@01] direction, the componentsm(™
pearance of a magnetic moment in this garnet under illumic@n be written as follows:
nation. It is known that on exposure of the crystal to light, its PhmD =0
internal energy per unit volume varies as follolfs: X
phm<y1>=0 (5)
AF:_(1/1677)[d(0)8|k)/d0)]E|Ek, (1) 1
wherew is the light frequencyk is the electric field strength MG =+ (CounB CayyByBy+2CEEy).
of the light wave, and:;, is the dielectric tensor of the crys- To determine the second teffm(® in Eq. (3), we calculate
tal. The change in the internal energy under illumination car?"A y,, taking into consideration the fact that the Laue crys-
generate a light-induced magnetic mom&hni in the crystal.  tal class of the garnet under studyGs:

Bis Bz Bz 0 0 By |[E: E
Biz B Bz 0 0 -—By|| E2 E;
By By By O O 0 0
Xm=l'g 0 0 By Bg O 0
O 0 0 -Bs By 0 |l O
Bes —Ber Bez O 0 Bes || 2E1 Eg]

[ B11E2+ B ,E3+ 2B E E, BgiEZ—BgiE5+ 2B ¢E E> 0
= B1ES+ By E5— 2B E E) 0 : (6)
BaiEZ+ BayE>
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Then, using(6), we can derive an expression for the magnetic morﬁ*én‘tz):

BEZ+ B E5+2B1gEE, BgE2—BgiEs+ 2B E 1, 0 H,
Phm(2) = B1ES+B1iE5— 2B16E1Es 0 Hy |, (7)
B3iE3+ By +ByE5 | L H,
where
P = (B4 BuxyyE o+ 2BrsxyExEy) Hyt (ByyxEL = BuyxdEa + 2ByyxyExEy) Hy
phm§/2) = (Bxxnyi—" BxxxxEs_ 2BxxxyExEy) Hy+ Bxyxin_ BxyxxE§+ ZBxxxyExEy) Hx (8)

phm(ZZ) =Bzl E>2<+ E?)Hz .

It should be noted that the matrix of the ten®&,;, is de-

termined iny py the crystal symmt;try gf CaMnGeG. There-  Hgre the anglep is measured from the axjd[010], and
fore, the direction of the momeRftm(* is independent of the (e signs “+”, as in the previous case, correspond to the two

magnetic state of the crystal. If we know the expressions fo%mtiferromagnetic states AFMand AFM ™. At k|H|[100],
P'm(*) andP'm(®, we can determine the magnetic momentinhe field componentH, and H, are equal zero. There-
Pm induced by light propagating along tfi@01] direction. fore,  P'm,=H,BylEl2cofe=2CJElSiN2e,  Pm,

Upon introducing the azimuthal ang{@measured_ from the _ H, Byl E|2cose=2C,, JE[?sin2p and Phm,
axis x|[100], the components of this magnetic moment, — B - 1E|2sin2p+C,,,JEcoe, i.e., in this case all com-
Pm,,P'my ,P'm, , can be given as follows: ponents of photoinduced magnetic moments do not equal
zero.
Pm, = (Byyx,COS @ + Bxxnyin2<P+ BxxxySinz‘P)|E|2Hx Experimental _verification of Fhe fact that a magn_etic mo-
_ ment is really induced by linearly polarized light in
+Hy(Byysoct Baxy) | E|*sin2¢ + cos2p); CaMn,Ge,0;, came from the magnetic measurements. The

photoinduced magnetic moment was measured by means of

a SQUID magnetometer. The uniformly magnetized crystal

was irradiated along tH®01] direction by helium-neon laser

+ Hy|E[?(ByyxC0S2p + ByyySiN2e); (9)  light with a wavelengtih=633 nm and a light flux density of
about 0.1 W/crh The plane of polarization the inducing
light was close to th€110) plane of crystal. The magnetiza-

0.15

phmy =( Bxxy)posz‘P + BxxxxSinZQD - BxxxySinZ(P) |E| ’H y

phmz: BZZX)J E|2Hzi | E|2( C,x,c0S2p + szySinZ(P)-

The signs “+” correspond to the antiferromagnetic states
AFM™ and AFM". For k||H|[001], field component$i, and
H, are equal to zero. Therefor&m,=0"m,=0 and”m, 0.10
= B2/ E|?H, = | E|?(C,c052p+C,ysin2p) in this case.

If the inducing light propagates along thi#00] direc-
tion, the induction of a magnetic moment is also allowed by 0.05
the symmetry. Repeating the line of calculation made for the

. . . . O]
previous case, we can derive expressions for the photoin- 9
duced magnetic moment components: € 0
=
Q
phmx:(HxBxxxx+ HyBxyxx)|E|ZCOSZQD -0.05
+ HyBxsz E|25in2§0 +(HByzxz
+2Cy0) | E|?sin2¢; -0.10
phmy:[(HxBxyxx+HyByyxx)|E|2COS2‘P -0.15
+H,B,y,4E|%sie]+(H,By,x,
2ai .
+2Cyx,)|E[*sin2¢; (10 FG. 8. The time dependences of the photoinduced magnetic moment in the

garnet CaMin,Ge;0,, exposed to linearly polarized light for two time-
oh ) - inverted antiferromagnetic states AEMind AFM ™. The direction of propa-
m,= HyBZZX)JE| +(HyBy o+ H,B,,x) |E|“sin2¢ gation and the polarization of the inducing light di§001] and E|[110],
respectively. The sample temperatiire5 K, and the applied magnetic field
+C, E|?co . is equal to 6 kOe and is oriented along fl#®1] axis.
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tion was measured along the azj|§001]. The sample was in posed and exposed crystal and solving the obtained set of
a magnetic fieldH,=6 kOe at a temperaturé=5 K. The  equations, we find the following expression for the photoin-
change of the magnetization of crystal under illumination,duced change in the MM transition field:
i.e., the photoinduced magnetic moment, was measured. Fig- ph M ph A

o : . ;" (Hy) —P'mi(Hy)
ure 8 presents the kinetics of the induced magnetic moment  AH = — . A e
measured for the two antiferromagnetic states of the sample, 2(%xii = "xii) £ mi/Hy

h

AFM™ and AFM . It follows from (9) that the value of'm,  \yhereH, is the field of the MM transition in the unexposed
changes when the antiferromagnetic state is modified fron&rystal.
AFM+ to AFM*..Indeed, the same exposure of.the c'rystal Using expressiofil4), we can estimate the value AH,
|nduc+ed magnetic moments of opposite dlrectlons in the poth cases considerek|H[[001] and k|H|[100]. In the
AFM™ and AFM" states(Fig. 8). The absolute magnitude of f st case no photoinduced magnetic moment was found in

the photoinduce_d magnetic moment upon saturati_on Waghe MM state by means of the SQUID magnetometer. By
0.12 and 0.13 G in the AFNand AFM™ states, respectively. substituting into Eq(14) PmM~0PmA~+0.12 G, {My,,

Thus the absolute magnitudes of the photoinduced magnetic Av,)=—3.6x10"% andm’~47 G, we obtained\H~
moments in the antiferromagnetic states AFlnd AFM™ 4 150 0e_ The estimated vefIlAaHt is somewhatless than
are almost identical. One can suggest that the polarization, time9 higher than the experimental magnitudéd,~
independent magnetic momeftm{® is appreciably less g0 Oe. However, taking into account the errors in the de-
than'm{") or is equal to zero. It should be noted that in theermination of the parameters substituted 14), the agree-
casek|[001] the photoinduced magnetic moment was notment between the experimental and the calculated values of
found in the MM state. the AH, is considered satisfactory. It should be mentioned
In the casek|[100], the magnetic measurements also rethatMy,,.”x,2,» andm> were determined from the field de-
vealed a photoinduced magnetic moment. In AFM state th§endenceM (H) (m? was determined by extrapolating the

value of”'m was lower than in the previous case. As in thejinear field dependence of the magnetization in the MM state
above case, the photoinduced magnetic moments in the antjy 4 ).

ferromagnetic states AFMand AFM™ are almost the same In the casek|H|[100], one has 'Cx,x—"xx)=—9
in value and opposite in direction. Thus, in the case considsc 10-4 andm®~23 G at the temperatufB=11 K (see Fig.
ered, the value of the magnetic moméfm{® is also much 6), as well as‘)’(hmffwo.zs G,”'m{~+0.05 G. By substitut-
lower than”m{") or is also equal to zero. The absolute Mag-ing these parameters into E@d4), we obtain two values for
nitude of the moment was approximately 0.05 Glat5 K the change of the transition fieldyH,~—1.2 kOe and
andH =6 kOe. In the case under consideration, the magnetig\Ht% —0.8 kOe. These could correspond either to the two
measurements also revealed a photoinduced magnetic MAntiferromagnetic states AFMand AFM™ or to the expo-
ment in the MM state. Its value was approximately 0.25 G alyre of crystal by the light with the two polarizatioB011]
T=5 KandH=35 kOe. and E[[011]. The estimated values are in a good agreement
Using the values ot'm measured with the SQUID mag- with the experimental valueaH,~—1.2 kOe andAH,~
netometer, one can estimate the change in the MM phase g 7 kOe that were obtained for illumination of the crystal
transition field, AH;, caused by the light irradiation in py |ight with the polarizationsE[[011] and E[[011] at the
CaMnGeG. The energy of a magnet in a magnetic field Cafemperaturél =11 K. As can be seen from Fig. 7, the mag-
be given in the form of expansion in powers tof"’ nitude of AH, decreases at higher and lower temperatures.
0 Apparently, the decreastH; as the temperature increases
E=Eo—myHi— x;;HH;+..., 1D from 11 K to Ty is related to the decrease of the photoin-
where E, is the energy of the magnet in the absence ofduced magnetic moment near theelNéemperature. Some
magnetic fieldm® is the spontaneous magnetic momen; decrease oA\I.—|t at temperature$<10.5 K can be explained
is the magnetic susceptibility. The photoinduction of a magY @ decreasing absolute value gf{— x») while the photo-
netic moment results in a change of the energy of the magné@duced r_nagnenc moment reaches saturation. For instance,
by a quantity®m;H; . Taking this addition into consideration ©N€ obtains a calculated valueH;~—1 kOe at the tem-
and restricting ourselves to the second-order term in the eXReratureT=9 K.
pansion inH, we can rewritg11) as follows:

(14

E=Eo—mPH;— xijHiH; —P'mi(H)H; , (12 ~ CONCLUSION

It follows from a comparison of the experimental results

phn =P (D) phA - H. i
where Pim; (H) m; .AX"H" Then, th? energies of obtained and the results of a theoretical consideration that the
the AFM and MM states in both cases considered above cal . . . .
: ) change of the MM transition field induced by linearly polar-
be written as follows:

ized light in the garnet GdMn,Ge;0,, is due to the induction

AE=AE,— Ay, H2—PmA(H)H ; of a magnetic moment under illumination. The appearance of
e photoinduced magnetic moment can be explained by the
' ' (13  the photoinduced ti tcan b lained by th
ME=ME—mPH; —My;iH2—PmM(H)H; . redistribution of the Mfi* ions between the magnetic sublat-

tices in the crystal. The garnet §4n,Ge,0;, contains MA™*
In (13) the notations A and M refer to the AFM and MM ions in a low concentratiot? In the ground state these ions
phases, respectively. Equating the energies of the AFM andre uniformly distributed between the sublattices. Illumina-
MM states at the point of the MM phase transition for unex-tion of the crystal by linearly polarized light leads to a non-
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The following sequence of phase transformations is observed in thgQsg,(Mn;_,Cr,)Os

system: antiferromagnek &0), mixed magnetic state (0.085%=<0.04), ferrimagnet

(0.04<x=<0.8), and spin glassx& 1). At chromium concentrations near- 0.5 the Nel

temperature increases sharply, and the contribution from the Nd sublattice increases substantially.
Since the chromium and manganese ions have a tendency to order, these results can be
interpreted in a model of superexchange interactions.2002 American Institute of Physics.

[DOI: 10.1063/1.1449184

INTRODUCTION magnet. It has been shown previously that a large external

magnetic field induces a metamagnetic transition to a ferro-
There have by now been several papers on the study ehagnetic metallic stat®.

manganites in which the manganese ions are substituted by

ions of Fe, Al, Cr, Ru, Ti, Mo, Cu, Sn, Co, Ni, etc! De-  LypERIMENTAL TECHNIQUES

pending on the ground state of the base compound, these

substitutions have different effects. For charge-ordered anti- Samples of the series hgCa (Mn;_,Cr,)O; were

ferromagnets the replacement of a small fraction of the mansynthesized by the usual ceramic technology from simple

ganese ions by other ions leads to stabilization of the ferrooxides and carbonates in air at 1550 °C. To minimize the

magnetic phase. This effect is manifested most clearly whed@viation from stoichiometry, the samples were cooled

the manganese ions are substituted by chromium anglOWly at a rate of 50°C/h. An x-ray phase analysis on a

ruthenium®~7 Stabilization of the ferromagnetic state gives PRON-3 apparatus in &, radiation did not reveal any

rise to metal-like properties and a colossal magnetoresistand€ces of extraneous phases. Theo BB, (Mn; -Cr,) Os

effect. The mechanism by which various substitutions aﬁec§ample§ had an orthorhomblcallyd distorted unit cell. The
the magnetic ground state is a matter of dispute. Some ajragnetic mea;urements Were made on a Foner magnetome-
r. The electrical conductivity was measured by the usual

thors assume that double exchange can occur through tiﬁg

Mn3*—O—CP* configuration if the energy difference be- our-contact method. The contacts were formed the ultra-
. . sonic deposition of indium.

tween the MA" e, band and the Ci" e, band is not too

large® In another approach it is assumed that thé"Qpns

are stable and the,-like conduction electrons cannot move RESULTS AND DISCUSSION

through the chromium_ po_sition, S0 'Fhat the chromium ions Figure 1 shows the temperature dependence of the mag-
can create only a d.ef|C|t' in the orbital subsystei. that. netization for the NglcCay 4 Mn; _Cr,)Os system in a field
approach the chromium ions are a source of random fieldgf 14 kOe. In this system substituting a small amount of
that disrupt the orbital and charge ordering. However, thgnanganese by chromium leads to a sharp change in the mag-
diamagnetic ions A" and T act on the ground state of netic ground state. Samples with<&<0.04 behave as
manganites much more weakly than do chromium ions. linetamagnetic materials. The critical fields inducing the tran-
should be noted that there have been no published compreition decrease sharply with increasing chromium concentra-
hensive studies of systems in which manganese has beg@n. A spontaneous moment appears in the sample at
substituted by other ions in a large concentration intervak=0.015. The spontaneous magnetization of samples with
(O=x=1). This makes it hard to interpret the results. The0.04<x<0.42 corresponds to a magnetic state in which an
goal of the present study was to construct the magnetic phasstiparallel ordering of the magnetic moments of the manga-
diagram of the NglgCa 4(Mn;_,Cr,) O3 system over a wide nese and chromium ions is realized. Figure 2 shows the de-
range of chromium concentration. As the base compound wpendence of the field-cooldfC) magnetization measured in
chose NgCa MnO3, which is a charge-ordered antiferro- a field of 100 Oe. It is seen that the samples in the interval

1063-777X/2002/28(1)/4/$22.00 45 © 2002 American Institute of Physics
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FIG. 1. Temperature dependence of the magnetization on heating after (:ocil\l

inginam

0<x=0.42 have a positive magnetizatidqgee Fig. 23
whereas for samples witk=0.48 (Fig. 2b at low tempera-

T,K

agnetic field =14 kOe(FC).
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FIG. 3. Temperature dependence of the magnetization in

-dO.GCam(Mnl,XCrX)O& measured in a fieltH=100 Oe and for different
regimes: zero-field coolingZFC), and field cooling(FC).

be due to frustrations of the exchange interactions, since the

tures the magnetization is directed counter to the magnetigleasurements were made after cooling in a magnetic field.
field, which is possible in the presence of two magnetic subThe anomalous behavior of the magnetization at low tem-
lattices with a large magnetic anisotropy. In the samples wittPeratures can only be due to negative polarization of the
0.04< x=0.3 the transition to the paramagnetic state is ratheP€odymium sublattice or to an orientational phase transition
sharp, while in the sample witk=0.42 the magnetization Prought on by a change in anisotropy. An argument in favor
decreases smoothly with increasing temperature. The coe®f the latter cause is that the samples witk0.04 and
cive force increases with increasing chromium concentrationX=0-42 did not show anomalous behavior of the FC magne-
In samples with 0.&x=<0.3 the FC magnetization decreasestization in the low-temperature region.

sharply with decreasing temperature, an effect which cannot

a
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T,K
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FIG. 2. Temperature dependence of the FC magnetization in a magnetlré1
field H=100 Oe for samples witk<0.42 (a) and in the concentration

T,K

interval 0.48<x=<1 (b).

At concentrations neax=0.48 the temperature of the
transition to the paramagnetic state increases shaRiy

2). The transition to the paramagnetic state is quite rapid, as
is typical for homogeneous magnets. It follows from the
measuredM (H) curves at different temperatures that the
spontaneous magnetization does not exceed 5 e.m.u./g. Such
a value of the spontaneous magnetization is typical for rare-
earth orthochromites RCegQin which the weak ferromag-
netism is due to the Dzyaloshinskii—Moriya interactfn.

However, the anomalous behavior of the magnetic prop-
erties at chromium concentrations neat 0.5 is apparently
due to a different cause. We made careful x-ray structural
studies of samples witk=0.48 andx=0.6. These revealed
two superstructural reflections of low intensity, which can be
interpreted as being the result of ordering of the manganese
and chromium ions in a checkerboard pattern. In this type of
ordering each chromium ion prefers a surrounding of man-
ganese ions. We assume that the tendency toward ordering of
the manganese and chromium ions is the cause of the anoma-
lous behavior of the magnetic properties in samples with
x=0.48.

At a temperaturd . the spontaneous magnetization goes
to zero. Compensation of the magnetic moment in rare-earth
magnets is ordinarily due to a competition between the con-
tributions from 31 and 4f ions. This is apparently true for
the sample withk=0.48 as well. The magnetization compen-
sation temperature decreases with increasing chromium con-
centration. Figure 3 shows the results of a study of the mag-
netization of samples withx=1 in a magnetic field
H=100 Oe. The curves do not exhibit any sharp anomalies
at could be due to a magnetic phase transformation. The
zero-field-cooled (ZFC) and FC magnetization diverge
smoothly, as is typical of inhomogeneous spin glasses. The



Low Temp. Phys. 28 (1), January 2002 Troyanchuk et al. 47

4.0 in the superexchange model if the orbital ordering is lifted.
Ndg Cag 4(Mny_Cr,) O3 This assumption agrees with the insulator behavior of
3.2t samples with 0.0 x=<0.42. The highest Curie poifit; in
§ manganites is not over 370 K. This temperature characterizes
w24l * the positive Mi*—Mn** exchange interaction. Spectro-

scopic studies show that the chromium ions enter the lattice
of manganites in the trivalent stateThe Mrf* and CF*

ions each have three unpairég, electrons. The negative
exchange interactions are Kn-Mn*t, Mn®*-CP",

ug/formu
o)

%) p
=08 crt—Cr*, and CF"—Mn**. The strength of the &f —
cr* and Mrf* —Mn** exchange interactions can be judged
. . TSN T from the Nel points of LaCrQ (300 K and
0 0.2 04 06 0.8 1.0 Sro.<Cay sMnO; (250 K).2* Apparently the same value of the

energy interactions can be expected in the case of the iso-
FIG. 4. Concentration dependence of the spontaneous magnetization in thgectronic 2l ions CPt and Mrf. Therefore, one can as-
system NgeCa { Mn;Cr) Os- sume that the positive and negative exchange interactions are

comparable in strength. If all of the nearest neighbors of a

magnetic moments are gradually blocked in the random an(_:hromlum lon areé manganese 1ons, then the magnetic mo-
isotropy fields. At a temperatufB~40 K the blocking pro- ments of the chromium are directed counter to the magnetic

cess is sharply enhanced. Figure 4 shows the magnetic pha@@Ments of manganese. Since the magnetic structure of
diagram of the system N@Ca,4Mn, ,Cr,)Os. The base Nc'io_GCao.“MnO3 is of the CE type, small qdmlxtures of'chro-
compound Ng¢CaMnO; is an antiferromagnet with a Mium shogld effectively des_troy the antlf_erromagnetl(_: state
Néel temperature of 160 K The M and M+ jons N manganites. The destruction of the antiferromagnetic state
order at a temperature of 240R Samples with 0.015x should be accompanied by destruction of the orbital and
<0.04 are most likely found in a mixed magnetic state incharge orderings on account of the rigid coupling between
which antiferromagnetic and magnetic domains coexistthe orbital and spin degrees of freedom. In the case when two
Samples with 0.04x<0.4 are found in a ferrimagnetic state chromium ions are nearest neighbors, frustrations of the ex-
characterized by antiparallel ordering of the manganese arfghange interactions can arise, which are characteristic of a
chromium ions. In samples with 6<dx< 0.3 at low tempera- State of the spin glass type. It should be noted that with
tures there is possibly a spin reorientation due to a change écreasing chromium content the fraction of #nions in-
the axis of easy magnetization. Samples with &48&0.8  creases sharply. For example, for samples with0.6 the
are ferrimagnets in which the magnetic moment of thenominal chemical formula is NGiCo J(MnG,Cro5)Os, i.e.,
neodymium sublattice is directed antiparallel to the momenthere are no M1 ions. The ordering of the € and Mrf"*
due to the 8 ions. It should be noted that a metal—insulatorions should lead to a sharp increase in the role of the anti-
transition neafl ¢ is observed only in a narrow concentration ferromagnetic interactions. In the case of an ideal checker-
interval 0.02<x=<0.07. The other samples all remain insulat- board orderNaCl typg of the system in respect to the ar-
ing as the temperature is lowered. rangement of the & and Mrf* ions for samples with
The magnetic properties of manganites are usually exx=0.5, the exchange interaction between chromium and
plained by a competition of the positive exchange interacmanganese becomes dominant, while the frustrations of the
tions arising as a result of “dual exchange” and the negativeexchange interactions will be minimal. Apparently the ten-
superexchange interactions via oxygen. However, aglency toward ordering of the chromium and manganese ions
was shown by Goodenouéﬁ,the Mt —O-Mre™ and is more pronounced in compounds where the tetravalent
Mn3*—O-Mrf* interactions should be ferromagnetic evenmanganese is larger and the distortion of the unit cell is
stronger. Samples of N@Ca ,CrO; are characterized by
properties inherent to cluster systerfisg. 4), while it is
known that NdCrQ is a weak ferromagnet with a etem-
perature of around 200 K. This means that the exchange
interaction between chromium ions of different valence is a
strong ferromagnetic interaction, as is observed in the case of
Mn®*—Mn**. It should be noted that further neutron-
diffraction studies are needed for a more precise determina-
tion of the magnetic ground state of jCa, Mn3 ', Cra £ O;.
Thus the properties of the system
P . , SG Ndy eCay4(Mn;_,Cr,)O; can be obtained in a superex-
0 0.2 0.4 0.6 08 10 change interaction model, assuming that th*GO—-CP*
and CP*—O-Mrf* magnetic interactions are negative and
FIG. 5. Magnetic phase diagram of the J¥@& (Mn;_,Cr,)O; system:  comparable in strength.
CO — charge-ordered phase, P — paramagnetic, A — antiferromagnetic, This study was done with the support of the Foundation

FiM — ferrimagnetic metal, Fil — ferrimagnetic insulator,(FD) — ferri- . . .
magnetic insulator with ordering of the €rand Mrf* ions; SG — cluster for Basic Research of the Republic of Belat®soject FO9R-

spin glass. 0398.
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The EPR spectrum of an Feimpurity in the organic substance bromcresol greesig,Br,05S)

is investigated in the temperature interval 4.2—295 K. At a temperature of 4.2 K the
spectrum is a superposition of two lines with effectiyéactorsg;=4.39 andg,=2.03. As the
temperature is lowered a redistribution of the intensity between line occurs. The integral
intensity of the first line decreases with increasing temperature, while that of the second line
increases. Another feature of the temperature dependence of the EPR spectrum of the

Fe** ion in C,yH,,Br,0sS is manifested in the exponential growth of the width of the second
resonance line with decreasing temperature. The observed properties of the EPR spectrum
in C,yH.,Br,O5S are typical for systems with a multiwell potential and permit one to characterize
the dynamics of the molecules of the environment of the magnetic ion20@2 American
Institute of Physics.[DOI: 10.1063/1.1449185

Unusual temperature dependence of the EPR spectrum The features in the EPR spectrum for a system with a
of the FEé" ion in the metalorganic substance many-well potential are(l) the presence of LT and HT com-
NaFeQ;(C,0HgN3) | and polyaniline was observed in Refs. 1 ponents of the EPR spectrui®) a redistribution of intensity

and 2. In these substances the EPR spectrum is a superposétween the LT and HT spectra as the temperature is
tion of two lines. With decreasing temperature the intensitychanged.

of one of them increases and the other decreases, so that one For the F&* ion the Jahn—Teller effect does not appear.

line is more strongly expressed in the region of I6welium)  The cause of the temperature transition in the EPR spectrum
fcemperatures and the other at room temperature. The first ling due, according to Refs. 1 and 2, to features of the spectrum
is called the low-temperaturé.T) component of the spec- ot the magnetic centers and is determined by the dynamics of

trum of the subsﬂtgmche, and thﬁ second, the hilgh;[emperatum\e molecules surrounding the magnetic ion. In Refs. 1 and 2
(HT) component:” Changing the temperature leads to a ®the structure of the magnetic centers was not determined

distribution of the intensity of the absorption between the LT?ompIeter enough. This makes it difficult to construct a

and HT components of the spectrum. This sort of behavior OModel describing the behavior of the magnetic centers. To

the EPR spectrum is indicative of unusual dynamics of the . . . . i
: . ascertain the salient properties of the magnetic centers it is
molecules surrounding the e ion, and that can have a

considerable influence on the various properties of the suglecessary to §tudy these c.enters: in different molecular sub-
stance. stances. In this paper we investigate the EPR spectrum of
In addition, we note that the study of such dynamic tran-Magnetic centers in £H;,Br,OsS.
sitions is of independent value, since systems that exhibit the A Study of the temperature dependence of the EPR spec-
given properties as a rule are systems with a multiwell porum of impurity F€* in CH,,Br,OsS is of interest in con-
tential. Such systems have not yet been completely studie@iection with the manifestation of a temperature-induced tran-
They can be of different physical natures, but a commorgition from the low-temperature distorted state of the
property they share is motion in a potential well with severalmagnetic center to a high-temperature symmetric state and
minima separated by potential barriers. The most studiethe possibility of characterizing the features of the dynamics
system of this type is the Jahn—Teller ion of divalent coppeiof the nearest-neighbor environment of theFeon in
in an octahedral environment. C,1H14Br,OsS in more detail.

1063-777X/2002/28(1)/5/$22.00 49 © 2002 American Institute of Physics
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FIG. 2. Temperature dependence of the linewidtisiths at half heightfor
lines1 (a) and2 (b).

tion of the magnetic field and belong to magnetic centers that
are not incorporated in the structure of the substance under
H.kOe study.
FIG. 1. The EPR spectrum of the Feion in C,;H,,Br,0sS: the absorption Theg faCt_OrS of resonance Ilnd:sandz of the SpeCtrum
line shapes for temperatur@s-4.2, 10, 40, and 295 Ka); the derivatives ~ 'e€Mmain practically unchanged with temperatuiiég. 1).
of the absorption lines fof =4.2 and 295 K(b). Lines 3, 4, and5 were  Analysis of the behavior of the temperature dependence of
applied for calibration of the magnetic field. the intensities of the two lines reveals changes which are
unusual for a spin—lattice relaxation mechanism. For ex-
ample, the intensity of the resonance lihalecreases with
increasing temperature and has vanished completely at
The EPR spectrum was studied on a spectrometer with & 295 K. At the same time, the intensity of lirkincreases
frequency of the microwave field=(9.242+0.001) GHz in  with temperature. The width of ling increases slightly with
the temperature interval=4.2—295 K. increasing temperatuféig. 24.
Figure 1 shows the absorption lines at temperatures of For a quantitative analysis of the observed feat{iFés.
4.2, 10, 40, and 295 K and their derivatives at room andla] the observed absorption spectra were decomposed into
helium temperatures. The absorption lifiEgy. 18 were ob- components throughout the temperature range investigated.
tained by numerical integration of the experimentally re-The results of this decomposition for the two extreme values
corded linegFig. 1b]. It follows from the data that the EPR of the temperature, 4.2 and 295 K, are shown in Fig. 3. One
spectrum of GH,,Br,0sS atT=4.2 K is a superposition of can discern two resonance linésand 2 and a nonresonant
two resonance lines. The value of thefactor of linelis  “background.” The intensity of the “background” and of the
0,=4.39+-0.03. The second line is described by dactor  resonance lined and 2 and the shape of these lines were
g,=2.08. Lowering the temperature leads to a redistributiorcalculated under the condition of minimum deviation of the
of the intensities of the lines so that only resonance #ine experimental resultant absorption linthe dashed curye
remains at 295 K. At this temperature it hagdactorg,  from the theoretically calculated model absorption line.
=2.03+0.02 and a widtlAH,=0.31 kOe. The usual broadening mechanism for a line of the EPR
The three narrow AH,,~15 Og resonance lines, 4, spectrum, involving spin—lattice relaxation processes, leads
and5 of the EPR spectrum in Fig. 1b were used for calibra-to an increasing linewidth and a decreasing peak intensity

2. EXPERIMENTAL RESULTS
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FIG. 3. Decomposition of the resultant absorption line of the EPR spectrum

I?;;Zel Ef;2'?;]é”tr%lréﬁ;“g;iét_szcgrgﬁg_?mponents of resonance wherek is Bolzmann's constant, anB=15 cm * is the
effective activation energy.
Besides the above-mentioned features of the temperature
distribution of the intensities of the resonance lidesnd 2,

with increasing temperature. The observed behavior oflline the EPR spectrum of the e ion in C,;H1,Br,0sS shows
of the spectrunia slight (=17%) broadening as the tem- an unusual change in the width of li®e This dependence
perature is lowerelds evidence that the change of its inten- [shown in Fig. 2B is obtained as a result of a numerical
sity is not due to the ordinary relaxation mechanism of resodecomposition of the resultant absorption line into compo-
nance line broadening. nents. We see that the width of li@eat half height increases

To explain the observed features of the absorption in thigxponentially with decreasing temperature. The temperature
substance we consider a model in which the 3tﬁzmperature defependence ohH, can be approximated by the relation
pendence of the EPR spectrum of the“Feion in T
C,1H14Br,O5S can be described by two mechanisms. The AH,=0.986+0.498e (T *%14 2
first mechanism leads to the usual decreasing of the integréhe solid curve in Fig. 2b
intensity of all the contributions to the resultant absorption  The unusual behavior of the intensity of resonance line
line with increasing temperature and is governed by the temand of the width of resonance lir of the EPR spectrum
perature dependence of the population difference of the resguggests that lines and?2 are interrelated. At high tempera-
nant states. The temperature dependence of the total integtakes one observes only lire and it can therefore be called
intensity of the absorption line of the Feion is presented the “high-temperature” spectrum of the magnetic centers of
in Fig. 4a. The intensity represented by the solid curve ighe F€* ion in C,;H,,Br,OsS. Resonance ling appears as
described by a functiod(T) = Jytanhfiw/2kT). the temperature is lowered and reaches its highest intensity at

The second mechanism of temperature dependence @=4.2 K; it can therefore be called the “low-temperature”
the EPR spectrum of the £eion in C,1H,,Br,OsS is dueto  EPR spectrum.
a process of redistribution of the integral intensity between
lines1 and2 [see Fig. 4h The curves in the figure show the

L : - 3. DISCUSSION OF THE RESULTS
temperature dependence of the relative integrated intensitiés

of the first J;g and secondl,g lines: J;g=J,/(J1+J5), The EPR spectrum investigated in this paper consists of
Jor=J,/(J;+J3,)—0.889. These functions can be approxi-two resonance linegFig. 1). One line has an effectivg
mated by the following relations: factorg,~4.3, and the otheg,~2. EPR lines with thesg

factors are characteristic for e ions in a polycrystalline
Jir=0.101—e Bo/kT)  J,0=0.11e Eo/kT, (1)  material.
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1. The resonance line witd, is typical for many mag- centers is inherent to systems with multiwell potentials. The
netic centers, among them the®Feion. Line 1 with g;, most-studied system with a multiwell potential is the Jahn—
unlike the case of lin@ with g,, is characteristic only for Teller ion of divalent copper in an octahedral crystalline en-
ions with spin $=5/2. For example, a resonance line with vironment. The temperature-induced changes in the intensity
g=4.3 has been observed in a number of stddiesf the  of the spectra corresponding to the low- and high-symmetry
EPR spectrum of the iron ion in silicate glasses, which, likestates for such systems is usually described with the aid of
the polycrystalline sample studied here, have no long-rangghe “dynamic averaging” modél.According to that model,
order. A detailed analysis of the results of a study of the EPRhe spectrum and deformation are averaged as a result of
spectrum of iron ions in amorphous substances is given ipapid “hops” of the system from one potential well to an-
Ref. 7. In that paper it is shown that the spectrum consistingther. This mechanism of dynamic averaging of the deforma-
of two resonance lines witg~2 andg~4.3 belong to the tions has been described in many papers.

Fe’" ion. The authors of Ref. 7 also assume that the reso-  The fact that the temperature-related changes in the EPR
nance lines with the giveg factors can be assigned to dif- spectrum of the F& ion in C,H,,Br,OsS agree with the
ferent magnetic centers that differ in the value of the low-analogous changes of the EPR spectrum of a well-studied
symmetry component of the crystalline field acting on thesystem with a multiwell potential suggests that the molecules
magnetic ion. The line witly~2 corresponds to a center at gyrrounding the F& ion in C,H,,Br,0sS have several
which the low-symmetry component of the crystalline field gnergy-equivalent deformations corresponding to low sym-
is much less than the Zeeman energy. The line Wittd.3  metry of the environment of the Ee ion. In that case the
corresponds to a center at which the low-symmetry compoynsyal temperature dependence of the spectrum is due to a
nent of the crystalline field is much larger than the Zeemangaiyre of the dynamics of the molecules surrounding the
energy. Fe* ion.

2. The transition from the low-temperature to the high- It should be noted here that Feis an S ion and, ac-
temperature form of the spectrum does not occur abr“ptlycording to the usual concepts, the appearance of the Jahn—
but gradually[Figs. 1a and 4p Therefore structural phase 1q)ier effect is improbable for this ion. However, it is pos-
transitions cannot be responsible for this change of the inteNsi o that a multiwell system exists in,El,Br,0:S. The

sity of the EPR spectrum with temperature. nature of this system is apparently analogous to that de-

It should be noted that the temperature-related Ch"’mgesc'?ribed in Ref. 9 and observed in the EPR spectrum of the

shown in Fig. 1 cannot be due to temperature dependence 25+ ion in polyparaphenylene. According to Ref. 9, the

the parameter® and E of the initial splitting® In that case Fé* ion has a stationary position between two aromatic

the spectrum would consist of a single resonance line whicrtlr&l ments of neiahboring polvbaraphenviene molecules. A
would coincide with linel at low temperatures and would go g 9 g polyparapheny :

. . calculatior! of the energy of the magnetic center shows that
over smoothly to line as the temperature was raised. . . )
o . . at a certain value of the distance between aromatic fragments
In the usual situation the intensity of an EPR resonanc

?he stationary position of the Fé ion does not lie at the

line is proportional to the number of magnetic ions for the ter but is displaced t q f the s If th
given transition. The observed redistribution of the intensi-C€M'er DUl IS dispiaced toward one ot In€ fragments. €

ties of lines1 and 2 [Figs. 1a and 4bis indicative of a aromatic fragments are equivalent, then the magnetic ion has

change of the number of magnetic ions corresponding to thivo stationary positions separated t_’y a potenﬂal barrler..
different centers. In the framework of a system with a multiwell potential

Analysis of the temperature dependence of the EPFPNE can explain the unusual temperature dependence of the

spectrum shown in Figs. 1 and 4 and the results of Ref. tensity of the resonance line (Fig. 1) of the EPR spec-
lead one to the conclusion that, at least for some of the maifu_m’ the unusual behavior of the width of resonance fine
netic centers, the low-symmetry component of the crystallinéFig- 2bl, and a number of other features of the temperature
field acting on the F¥ ion in C,yH,,Br,0sS is much larger dependence of the spectrum. The physical picture of the phe-
than the Zeeman energy at low temperatures and muchomena that occur here is as follows.
smaller than the Zeeman energy at high temperatures. At helium temperature the surrounding molecules are
It is apparently more correct to interpret the described frozen” at the bottoms of the potential wells corresponding
changes in the EPR spectrum with temperature not as tH€ the largest value of the low-symmetry component of the
motion of the F&" ions from one inequivalent position to crystalline field. Here the anisotropy of the electric field is
another but as the transition of the magnetic center from onB1aximum and one therefore observes resonancellinkes
state to another. the temperature is raised, some of the magnetic centers go
3. It should be emphasized that the magnetic center#§ito excited vibronic states. The excited states of systems
under study have a number of peculiar propertigg:the  with a multiwell potential are, as a rule, less anisotropic than
existence of a low-temperature, low-symmetry and a highthe ground staté Above-barrier stateéstates whose energy
temperature, high-symmetry state of the magnetic centerés higher than the height of the barrier separating the poten-
(b) the presence of a temperature region in which the EPRial wells)®> are the least anisotropic. Occupation of the
spectrum of both states is observéd) a decrease of the above-barrier states increases the contribution to resonance
intensity of the low-temperature component of the spectruniine 2 of the EPR spectrurfFigs. 1a and 4b Increasing the
and an increase of the intensity of the high-temperature cornumber of magnetic centers found in the excited state leads
ponent with increasing temperature. to a decrease in the number of magnetic centers in the
The described characteristic behavior of the magnetiground state. This circumstance is the cause of the decrease
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of the intensity of resonance lirfewith increasing tempera- significant intensity. This is apparently due to the presence of
ture[see Figs. 1la and 4b a static distribution of deformations of the molecular envi-
The unusual temperature dependence of the width ofonment of the magnetic ion, which, as in Ref. 9, leads to the
resonance lin@ [Fig. 2b] is due to the distribution of mag- appearance of two types of magnetic centers: a symmetric
netic centers over excited states. The higher the energy of theenter, which contributes to lirg and an asymmetric center,
excited state, the less the magnetic ion feels the lowwhich manifests the properties of a multiwell system.
symmetry electric field. If the energy of excitation is greater
than the height of the barrier between potential wedlsove- ~ 4- CONCLUSION
barrier states the influence of this component becomes  Studies of the microwave absorption resonance lines of
minimal or zero. impurity F€* in bromcresol green have made it possible to
At high temperatures a large fraction of the magneticcharacterize the dynamics of the molecules of this substance.
centers are found in the above-barrier states. The EPR spegfe have shown that in the framework of the proposed model
trum of these centers is determined by thdactor of the  of dynamic transitions one can explain the temperature de-
transition +1/2——1/2. The value of theg factor of the  pendence of the EPR spectra of a number of molecular sub-
resonance line corresponding to this transition is close to thetances having in common the presence of physical systems
value g=2.0. Here the linewidth due to the contribution with multiwell potentials.
from this transition is small, amounting tbH,=0.986 kOe
[see Fig. 2h YE-mail: chaban@host.dipt.donetsk.ua
At low temperatures an appreciable fraction of the mag-
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It is shown on the basis of studies of the optical spectra and luminescence decay of
nonequivalent Pf* optical centers in the ¥SiOs crystal that the occupation of the nonequivalent
cation sites of the crystal lattice by the activator ions is irregular. For excitation in the

region of the optical transition®H,— D,in the temperature interval 6—80 K there is no transfer
of electronic excitation energy betweer? Prions localized in different cation sites. The
luminescence decay law of the®Proptical centers is determined by the concentration of activator
ions and has a complicated non-single-exponential character; the quenching of the
luminescence of the PT ions is due to the formation of dimers of these ions. 2@02

American Institute of Physics[DOI: 10.1063/1.1449186

1. INTRODUCTION that case was 0.1 at.%. The spectral features and the pres-
ence of an ascending part of the experimental luminescence
Intensive investigation of the optical and luminescentdecay curve of the type-Il Pt optical centerssee Fig. 3 in
properties of oxyorthosilicate crystals activated by rare-earthRef. 12 attest to the transfer of electronic excitation energy
(RE) ions is motivated by the search for new materials forhetween nonequivalent Pr optical centerd? This observa-
laser, display, and scintillation devictS.In oxyorthosilicate tion has not been given the necessary explanation.
crystals the RE impurity ions form nonequivalent optical  \ye note that the transfer of energy between nonequiva-
centers. It is of topical interest to elucidate the possiblgent RE-ion optical centers in crystals is intimately related to
mechanisms of interaction between them. . the important problem of creating intensely luminescing sto-
The unit cell of Y;SiOs (YSO) contains two nonequiva- - jchiometric materials for microlaset&in Ref. 13 an idea for

3+ ation < - : - :
lent \28 cation sﬁe;rxw_th a different coordination environ- ,yaining intense luminescence of stoichiometric rare-earth
ment=" Therefore, ions in the YSO crystal form two g j e jons incorporated regularly in the crystal, was first

optical centers, which we shall call optical centers of type Iset forth. The essence of this idea is that rare-earth ions in-

En?h typel_ll.d ETS (rjalses EWIO |mpotrtar|;t_ qtuehstlor:js fg}éﬂ;g corporated regularly in a crystal lattice should be separated
oth applied and fundamental aspects. First, how do r(:E)y extended isolating complexes in order to ensure a weak

ions occupy the nonequivalent cation sites of YSO? Secon ion b . lumi has b
is there an interaction between theé Pimpurity ions found Interaction between ons. Intense Juminescence has been
observe®" in the crystals NdEO;;, Nd,La;_PsO,4,

in different cation sites? . .
; . . NdLiP,0;,, and NdAL(BO;),. However, in some casts
Both the first and second questions have been partiall . et . . .
he luminescence of stoichiometric RE ions is strongly

discussed in Refs. 11 and 12. However, a more detailed ex- hed. This is due to th f | optical
perimental study of these questions by the technique of sgluenched. This 1S due o the appearance ol several oplica

lective excitation of the nonequivalent®Proptical centers is _centers in the crystal n spite of the fac_t that the RE lons are
presented here for the first time. For example, in Ref. 11 i{ncorporated regularly in the crystal lattice. The exact micro-

was concluded on the basis of an analysis of the variation O;]‘.copic nature of the multicenteredness in stoichiometric crys-
the integrated intensity of the spectral lines of the two opticaf@!S IS unclear and is probably due to the uncontrolled defect
centers that the occupation of the nonequivalent cation site¥{ate of the crystal lattice. At the same time, in oxyorthosili-
of YSO by P* ions is irregular. This conclusion requires Cate crystals RE impurity ions form two distinct types of
further quantitative refinement: it is necessary to elucidat@ptical centers;™* making it possible to study the basic
how the average distance betweer?*Proptical centers regularities of the energy transfer in such systems.
changes as the concentration of activator ions in the YSO To answer the above questions, in the present study we
crystal is increased. have for the first time used selective excitation of Pop-

In the YSO crystal under selective excitation of thé*Pr tical centers in the YSO crystal at the transititii,—'D,
optical centers of type I in the region of the resonance tranand measurement of the luminescence decay curves. In the
sition *H,— 3P, the luminescence spectrum correspondinganalysis of the latter we have used the well-known relation-
to optical transitionsD,— 3H, from the metastable level of ships between the shape of the luminescence decay curves
the 'D, term contains spectral lines belonging td Popti-  for impurity ions in the case of concentration quenching and
cal center of type It2 The concentration of activator ions in migration of excitation energly’
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FIG. 1. Absorption spectra at the transititii,— *D,(a) and luminescence

spectra at the transitiolD,—*H, (b) for two types of P¥* optical centers  FIG. 2. Luminescence decay curves of twd Poptical centers in the YSO

in the YSO crystal. The spectral lines of the optical transitions &f Pr  crystal atT=80 K. The luminescence decay curves were taken at the wave-
optical centers of type | are indicated by a number, and those for centers géngths of spectral lines 1 and* lupon selective excitation of the non-
type Il by a number with an asterisk. The spectral lines 1 @hddrrespond  equivalent Pt optical centers.

to optical transitions between the lower Stark components of the téfms

and'D, of the two PF* optical centers.

the concentration of impurity ions, the more strongly the
luminescence decay curves of both optical centers deviate
from an exponential law. For the crystal with the highest
The experiments were done on the equipment describeconcentration of activator ions the luminescence decay of the
in detail in Refs. 9-11. For varying the temperature of thetwo PP optical centers depends on temperature in the in-
samples we used a temperature-regulated optical cryostaerval 6—80 K. In a crystal with an intermediate concentra-
The samples were in helium vapor. YSG:Prerystals with  tion of activator ions we observed a weak temperature de-
different concentrations of activator iori6.3, 0.6, and 1.8 pendence of the luminescence decay curves only for optical
at. %9 were grown by the Czochralski method. centers of the first type. As the temperature was varied in the
The selective luminescence of nonequivaleritPopti-  interval 6—80 K the luminescence decay curves suffered a
cal centers in the YSO crystal was excited in the region ochange at times longer than 40s, corresponding to long
the optical transitionsH,— 1D ,(absorption lines of optical decay times. At higher temperatures the luminescence at long
centers of type | are denoted by a number alone, and thosenes was damped more rapidly. The initial parts of the lu-
for type Il by a number with an asteriskFig. 1a.°"**Using  minescence decay curvésr times less than 4@s after the
a frequency-tunable narrow-band lasel vgyyy~0.1  excitation pulsgremained practically unchanged.
cm 1), we obtained the luminescence spectrum for each op-  Within the range of available excitation densities we did
tical center(in the luminescence spectra of the optical cen-not observe any changes in the shape of the luminescence
ters of type | the spectral lines are denoted by a numbedecay curves of the two optical centers. Furthermore, the
alone, and those for type Il by a number with an astgrisk experimental geometry was such that the propagation path of
[Fig. 1b]. The luminescence spectra did not change when théhe luminescence phonons in the samples was minimal

EXPERIMENTAL RESULTS AND DISCUSSION

laser lines was tuned over the spectral lines of'fhg mul-  (~0.1 mm), eliminating any influence of a reabsorption ef-
tiplet for each optical centdiFig. 1a. We note in particular  fect on the shape of the luminescence decay curves.
that under selective excitation of one*Proptical center in The progressive deviation of the luminescence decay

the YSO crystal at the transitiotHd ,— D ,the luminescence curves of the Pr" optical centers from an exponential law in
spectrum of the second Proptical center was not observed the initial stage(Fig. 2) with increasing concentration of ac-
at any concentration of activator ions nor at any temperaturévator ions means that a transfer of excitation energy to traps
in the interval 6—-80 K. occurs®® The nature of these traps will be discussed below.
The luminescence decay of nonequivalent optical centerB addition, on the basis of the temperature dependence of
in a YSO:P?* crystal with a minimum concentration of ac- the luminescence decay parameters of the Riptical cen-
tivator ions (0.3 at.% was described by an exponential ters at long times we should take into consideration the mi-
law.!! In Fig. 2 we clearly see the deviation of the lumines-gration of electronic excitation energy. The migration and
cence decay curves from an exponential law when the cortransfer of energy of electronic excitation of*Prions to
centration of Pt" ions is raised above 0.3 at. %. The highertraps are due to the dipole—dipole interaction between the
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corresponding pairs. In this case the decay of the lumines- and 8>0, migration of excitation energy occurs, and the
cence of the donorér™ ions) is described by the following luminescence decay curve remains exponential with a

dependencé® temperature-dependent decay constant.
A reasonable value dR, can be obtained from experi-
B t t ment in the following way. In the sample with an intermedi-
la(t)= IOeXF{ T Vt/TO_'BT_O ’ D ate concentration of activator i0rf6.6 at. % the lumines-
cence decay of the second type is close to exponential and is
a=7.4 RSCU, 2 described by relatiofil) with «=0.14 and8=0. This means

that the transfer of electronic excitation energy to traps is
3 only nascent, and migration of energy by a diffusion mecha-
nism is absent. For this case we can estimate the average

where 7, is the decay constant for the luminescence of thelistance between Pt optical centers of the second type. We
donors in the absence of trafdg, is the critical radius for take into account that the unit cell of the YSO crystal con-
transfer of electronic excitation energ®, is the diffusion tains 8 formula units of ¥SiO5 (Refs. 3 and 8 The accu-
coefficient for the energy of electronic excitation, andis ~ racy of the estimate of the average distance betweéh Pr
the concentration of traps. optical centers can be improved substantially by using the

In a YSO:P#* crystal with a small0.3 at. % concen-  results of Ref. 20, according to which the square of the di-
tration of activator ions relatiofil) describes a purely expo- pole moment @,) for the transitior®H ;<D for P* op-
nential decay of the luminescence under the conditiortical centers of the first type is larger by a factor of 1.36 than
a=0 andB8=0. By approximating the experimental curves that for the second typedg). Interestingly, the raticar(l)/rg
in this case one can determine the exponential decay conr=1.34 gives just such a value. The ratio of the integrated
stants of the luminescence for the firs:té(: 108 us) and  intensities of spectral lines 1 and Is approximately equal
second 6-32145 uS) types of luminescence. The time con- to three. However, when it is taken into account that
stants found did not vary with temperature in the interval(d,/d,)?=1.34, one can state that the real occupation of
6—80 K In order to use relatiofil) correctly for approxi-  cation sites of the first type in the YSO lattice by’ Pions is
mating the luminescence decay curves of th&"Roptical ~ 2.24 times larger than for the sites of the second type. Con-
centers in the samples with the intermediate and highest cosequently, for a total concentration of activator ions of 0.6
centrations of activator ions, it is necessary to assign a sp&t. % only 0.21 at. % of them go to the formation of optical
cific value and physical meaning to the parameters appearingenters of the second type. Their concentration—~i8.3
in relations(2) and(3). In particular, the conditiom>0 and X 10'° cm 3, and the average distance between them is
B=0 means that a transfer of excitation energy from the31 A. This distance can be taken Rg.
donors to the traps occurs in the system in the absence of If Ry=31 A, then, using relatiori2) for «=0.14, we
migration, and the luminescence decay curve should deviatiind the concentration of traps, = 6.3x 10" cm™3, which is
from a purely exponential law. Under the conditiorx=0 almost two orders of magnitude different from the concen-

B=8.6-RI% D)%%,

TABLE |. Parameters of the approximation of the luminescence damping curves®foiidPs in the ¥%,SiO5 crystal.

0.3 at. %Pr'" 0.6 at. % Pr’ 1.8 at % P>t
T, K

Typel Type I Typel Type Il Typel Type I
1, = 108x107° 7, = 145x107° 1, = 108x107 Ty = 145x10°° 1, = 108x107 T, = 145x107°

a=0 a=0 a=0.4 a=0.14 a=23 a=1.98

77

B=0 B=0 B=0.19 =0 B=1.24 p=0.99
¢, =1.8x10"8 ¢, = 6.3x10"7 ¢, = 10" ¢, =8.9x10™
D =2.7x107% D =3.5x1071 D =2.2x107"
1, = 108x107° 1y = 145x107°

a=23 =198

1.5 B =073 B =0.54
¢, = 10" ¢, = 8.9xt0"
D=17x10"" | D=0.97x107"

Note The parameters have the following dimensions(s); ¢, (cm™%), D (cnfs™1).
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tration of donors(optical centers of the second typdhe  CONCLUSION
traps cannot be uncontrolled impurities, since their concen-
tration in the stock used for activation of the YSO crystals
was at least three orders of magnitude lower than that.
Apparently, the traps may be associatesost likely
dimers of P jons. Their presence is confirmed by the
appearance of additional concentration-dependent spect

lines in YSHO'P? samples with high concentrations of acti- ,tjyator ions. Depending on the activator concentration, the
vator ions.> When the topology of thf YSO lattice is taken |y minescence decay of two nonequivalent optical centers can
into account, at a concentration of Prions equal to 0.6 pe sypstantially different. These last two facts can have a
at. %, about 1.7% of the optical centers of the s7eco_n3d tYPBetrimental effect in the case when the activated oxyortho-
will be ion pairs. Their concentration is-5.6x10"cm ™, ilicates are used as scintillators. Even though the frequency
which is cIos;a in _vglue to the calculated trap concentratiorshift between metastable levels of the, term of the two
(cy~6.3x10" cm ). _ PrP* optical centers is not large~(50 cm '), upon their
The numerical estimates given above for the parameterselective excitation in the region of the transitiof ,
appearing in relation2) and(3) permit a full analysis of the D, there is no transfer of electronic excitation energy
experimental luminescence decay curves in YSO:Rrrys-  between them. In contradistinction to this, upon the selective
tals with intermediate and high concentrations of activatorexcitation of Pf* optical centers of the first type at a tran-
ions. The results of an approximation of the experimentakition of 3H, the transfer of energy to the second type of
luminescence decay curves of the samples at temperaturesa@ftical centers can occur with the participation of phonons.
1.5 and 77 K with the use of relatiofi), in which the pa-
rametersa and 8 were varied, are presented in Table |. Us-
ing the numerical values of the parameterand g and also  "E-mail: malyukin@isc.kharkov.com
Ro=31 A, we calculated the trap concentration and the dif-
fusion coefficient of the electronic excitation energy for each
case. As expected, the value of the diffusion coefficient for
electronic excitation energy decreases with decreasing tenﬁﬁ- AM ﬁamlnslisﬁ,l\?olél. :]Akacki). l\:auk?élg 13)37(1_981)j umgo6L 179
perature. That is, the diffusion of the electronic excitation (1594? NOWSKI, M. . JoUTbert, and . Jacquier, 7. Lum '
energy of the P¥" impurity ions is of a thermally activated 3C. L. Melcher, R. A. Manente, C. A. Peterson, and J. S. Schweitzer,
character. 4J. Cryst. Growth128, 1001(1993‘.
The data in Table I indicate that when the concentration L Melcher and J. S. Schweitzer, IEEE Trans. Nucl. 85-39 502
of activator ions in the YSO crystal increases from 0.3 to 0.65p, porenbos, C. W. E. van Eijk, A. J. J. Bos, and C. L. Melcher, J. Lumin.
at. %, migration of excitation energy occurs only forPPr 660—61, 979(1994.
; ; b _°H. Suzuki, T. A. Tombrello, C. L. Melcher, and J. S. Schweitzer, Nucl.
pptlcal .centers of the fII’S-t type. Consequent.ly, with increas Instrum, Methods Phys. Res. 420, 263 (1992,
ing activator concentration the average distance betweemy,n iy, chao-Nan Xu, Hiroaki Matsui, Takeshi Imamura, and Tadahiko
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excess energy stimulates the transfer of energy between non-

equivalent Pt" optical centers in the YSO crystal. Translated by Steve Torstveit

The complicated luminescence decay law of nonequiva-
lent optical centers in the YSO®r crystal at a concentra-
tion of activator ions 0.6 at. % and higher is due migration of
the electronic excitation energy via®rions of the same
type and to the transfer of energy to quenching centers. The
rt%/gps for the electronic excitation energy are dimers of the
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

Low-temperature unsteady creep of parahydrogen single crystals
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The low-temperature plasticity of single crystals of solid parahydrdgethohydrogen
concentration~0.2%, nonhydrogen impurities-1.5x 10 %), and isotopic impurities of
hydrogen — deuterium FD]/[H]~(5—-6)X 10 3%) in the is investigated in the temperature
range 1.8—4.2 K under conditions of sample creep under the influence of a static mechanical
stresso. A complicated dependence of the constant of the logarithmic crepptbf on the stress

and temperature is observed, along with the anomalous features of the creep that indicate

either the possible involvement of vacancies in the kinetics of the unsteady creep of parahydrogen
single crystals at smailr or the coherent motion of kinks on dislocations. Z002 American

Institute of Physics.[DOI: 10.1063/1.1449187

1. INTRODUCTION samples makes it easier to ascertain the characteristic defor-
mation mechanisms and to observe and study subtle pro-
The physics of such phenomena as plasticity ancttesses and phenomena of dislocation kinetics, which are
strength is based on the concept of the existence of impemasked in polycrystals by grain boundaries and structural
fections of the crystal lattice which are carriers of plasticdefects in the interior of the grains. At the same time, there is
deformation(see, e.g., Refs. 1 and.Zhe kinetics of defor-  no information about the characteristic of unsteady creep in
mation in the case of solid His of great interest, sinceH  single crystals op-H,. In this paper we present the results
belongs to an unusual group of crystalline objects—quanturf a study of the kinetics of plastic flow agf-H, single
crystals’ At sufficiently low temperatures the low- crystals deformed in the creep regime under the influence of
dimensional defects in them take on substantially quantung static stress at temperatures of 1.8—4.2 K and of a varia-
properties and can tunnel through the potential barriers sepgon of o and T. It is found that the creep of-H, single
rating one equilibrium pOSitiOﬂ from another in the lattice. Crysta|5 in the unsteady Stage has a |ogarithmic time depen-
For this reason the behavior of these crystals under load cafence. Anomalous behavior of the constant of logarithmic
exhibit quantum features, in particular, their quantum flow atcreep is observed, and it is conjectured that it is due to the
a temperature of absolute zero under the influence of eXmanifestation of quantum effects in the kinetics of low-

tremely small force$.In view of the small mass of the H temperature plasticity af-H, single crystals.
molecules, the high amplitude of the zero-point lattice vibra-

tions and the weak intermolecular interaction in the lattice
and also the fact that the Debye temperature pfsHalmost
an order of magnitude higher than the temperature of crys- For preparation of the samples we usegthht had been
tallization (see Ref. 3 and references thejethe manifesta- purified by diffusion through Ni or generated by a calibrated
tion of quantum effectgfrom the participation of quantum source of the industrial typ€SKhPV-500. The most highly
fluctuations to the coherent band motion of defects, includingurified fractions of H were not used because it was impos-
those of a dislocation charactaran be observed in the ki- sible to obtain solid samples from théhithe samples were
netic properties of hydrogen practically throughout the entiregrown at a rate of 0.2—0.5 mm/min in a liqutele-cooled
existence region of the crystalline state. Quantum effects arglass ampoule of the cryostat described in Ref. 9 from
manifested most clearly in a phenomenon such as creep, ethe liquid phase ofp-H, ([D]/[H]~(5-6)x10 3%)
pecially in its unsteady stage. The participation of quantunwhich had reached the equilibrium ortho—para composition
fluctuations due to the influence of the zero-point vibrationg ~0.2% o0-H,) during a long hold in the presence of
of dislocation stringslends an athermal character to the low- Fe(OH),. The loading of the annealed samples was done by
temperature creep of metallic crystals, which thereby acmeans of the arm of a beam balarsensitivity == 200 mg.
quires traits of a quantum process. The latter is manifested ilthe change in length of the samples was measured by an
the deviation of the temperature dependence of the creepductive displacement sensor with an accuracy of
deformation from that which is characteristic for a thermally 1075 cm.

activated process as the temperature is lowered. The un- The temperature of the ends of the crystals was moni-
steady creep of hydrogen has been investigated previoustpred by two semiconductor resistance thermometers with an
on polycrystalline samplés’ The single-crystal nature of the accuracy of =2x10 2 K. The monocrystallinity of the

2. EXPERIMENTAL TECHNIQUE

1063-777X/2002/28(1)/3/$22.00 58 © 2002 American Institute of Physics
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FIG. 1. Curves of the creep @FH, single crystals at temperatures of 4.2 K
(curvesl, 3, 5) and 1.8 K(curves2, 4, 6) and at various values of the stress
o [gfimm?]: 1.0(1), 0.9(2), 0.8(3), 0.7 (4), 2.1(5,6).

samples was confirmed by their visual observation in crossed
polarizers. The absence of planar defects was judged from ' L

the characteristic irreversibility of the change in the dimen- 0 025 050 075 1.0
sions and shape of the deformed samples. c/op

FIG. 2. Curves of the logarithmic creep constarfor p-H, single crystals
3. EXPERIMENTAL RESULTS AND DISCUSSION versus the reduced stress in normalized coordinat€s-dt2 (O) and 1.8 K

o).
The typical form curves of the timetX dependence of ®

the relative elongatios of the p-H, single-crystal samples
is shown in Fig. 1 for various values of the stress and at
temperatures of 4.2 and 1.8 K. It was found that holding theised a selection of identical single crystals with approxi-
p_H2 Sing'e Crysta's under an app“ed static Stre-isven a mately the same orientation of tlseaxis relative to the axis
low One leads to a continuous increase of their Origina| of tension with allowance for the anisotropy of the mechani-
length with time, and creep is observed at all values of th&al properties of hcp-H, (Ref. 8. We see the regions
temperature down to 1.8 K. Here there occurs both an |nstarp.f |0adS Wh|Ch are Charactenzed by SatISfaCtIOI’] of the |n'
taneous growth of the length, observed directly at the time ofqualities a5 <a,, (under the conditiono,>c;) and
application of the load, and a subsequent growth in the trana, » k<< a1 gk- The fact that the complicated shapes of these
sient (unsteady state. As time goes on, thgt) curves ex- curves obtained at=1.8 and 4.2 K are remarkably identical
hibit stages of steady creep with a constant rate of strain ofnd are of a reproducible character attests to the reliability of
the p-H,. For large values ofr the stages of accelerated the experimental results.
creep with extremely intense development of the deforma- In view of the fact that the curves given in Fig. 2 were
tion of the samples are rapidly reached. obtained at the edges of the investigated temperature inter-
To ascertain the character of the change in deformatiowal, it can be assumed that the same features are also present
of p-H, single crystals in time we used a logarithmic, inside the interval. The generality of the(a)) curves ob-
=aln(Bt+1), and a power-lawg = At", dependence of the tained for different temperatures is indicative of a common-
creep, with constants, B, A, andn. In addition, the experi- ality of the mechanisms governing the development of the
mental curves of the creeg(t) were approximated by the deformation of single-crystgd-H, with time under the con-
sum function e=a In(Bt+1)+At" by the Levenberg— ditions T,oc=const for each of the three regions: region
Marquardt method®*A comparison of the rms deviation of 1—fall-off of « with increasing o at small o; region
the experimental curves from the theoretical showed that the—subsequent growth ofxr with increasing o; region
trend of the observed functiongt) at the investigated val- 3—decrease of the logarithmic creep constantvith in-
ues of T ando is described by a logarithmic function over a creasingo. In the first region the values ef do not depend
wide interval of their values. The role of the power-law term on temperature. The second and third regions are character-
in this is insignificant and may be neglected completely. ized by an explicit temperature effect, and one observes a
To obtain the dependence of the constartn tempera- tendency for the critical values of the stress for succession of
ture and stresgy-H, single crystals that had been subjectedthe different regions to shift with changing temperature. The
to a stressr at T= const were heated to a higher temperature'background” values ofa (and certain fragments of the
or the applied stress was increased to a higher level. Theurves are close to those observed in the case of polycrys-
experiments showed that changifigor o leads to a change talline H, (see Refs. 6 and 7 for details
of the constant. The sign of this change is determined by Thus it follows from the data obtained that; @with de-
the temperature and the value of the stress. The anomalogseasing temperature the value of the deformation of equally
directionality of the trend ofx(o) (in comparison with the loadedp-H, crystals increases, i.e., it behaves anomalously
conventional growth of the logarithmic creep constant withfrom the standpoint of the concepts of thermally activated
stres$ is shown in Fig. 2 In a comparative analysis we plasticity; 2 when a certain threshold value of the load is
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reached, an unstable state of enhanced plasticity arises in the The authors thank V. G. Manzhelii, M. A. Strzhemechny,
deformedp-H, crystal; this state can be observed from theK. A. Chishko, A. N. Aleksandrovskii, V. D. Natsik, and A. I.
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_the|r denSIty’ asa rUIg’ QS a_reSU|t Of_ the their accumulation DAs thé reduction para.meter al.ong the abscissa we have used the quantity
in front of subboundaries in the single crystal. It follows 4, which is normalized by the ultimate loads, corresponding to the
from Fig. 2 that the critical stress for this process to come maximum deformation op-H, reached in tensile testing. Analysis showed
into play increases with decreasing temperature. that o, is practically independent of temperature;s 2 )= 8.6 gfimnf,

The mobility of dislocations in region 2 fqu-H, single ~ “bs1=89 giimnf.
crystals is governed by the presence of isotopic impurity in—
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Magnetostriction measurements in the mixed state of supercondudtinyliSe single crystals

under in-plane magnetic fields 0—12 T have revealed a peak on the magnetostriction

versus magnetic field dependences in the vicinity of the upper critical HigjJd The peak value

of the longitudinal magnetostriction is higher by more than an order of magnitude in

comparison with that of the transverse magnetostriction when measured along the hexagonal
axis. Analysis of the measured field dependences of the magnetostriction and magnetization of
2H-NbSe allows one to relate the observed peculiarities of magnetostriction with the loss

of order in the lattice of Abrikosov vortices, which occurs by a first-order phase transition.

© 2002 American Institute of Physic§DOI: 10.1063/1.1449178

1. INTRODUCTION tively. For HTSCs it was showfrthat the peaks in the inter-
: : - . . mediate field range correspond to the traditional mechanisms
The observation of g"'imt magne_tostrlctlor_l n h_|gh- of pinning (h=2.5). For explanation of the observed value
temperature superconductdfs,along with establishing its n=4.5 for the magnetostriction peak in Nb—Ti the field de-
relation to the interactions between the crystal lattice inho'pendence of the Young’s moduli of the crystal lattice was
mogeneities and the arrangement of Abrikosov vortfoes; ftaken into account. The value=6.5+0.2 for the magneto-

ableslong to use magnetostriction measurements as a ool iiction in 2H-NbSe will be analyzed in the present work.
examination of a variety of phenomena in the vortex assem-

bly, which results from magnetic flux pinning. An important
direction in this field of investigation is elucidation of the
origin of the peak effect, which is the peak on the field de- The measurements were performed on high-quality
pendences of the critical current near the upper critical fieldsingle crystals of the superconducting compouhtt BbSe
H¢,, manifested as the maximum on the field dependences afith a superconducting transition temperatilikg,=7.2 K.
the irreversible magnetizatiohand of its connection with
the phase transitions in a flux-line lattit& should be men-
tioned that an advantage of magnetic studies of the peak The magnetostriction measurements were performed in a
effect is that they provide direct data on the thermodynamicryogenic capacitance dilatomefeFhe longitudinal\ (a,a)
parameters of the transition.

Many years of research on the field dependences of the

2. EXPERIMENTAL RESULTS

2.1. Magnetostriction measurements

critical currents and magnetization of type-Il superconduct- »(c,a) —

ors have shown that in general the peak effect is observed in 0 i{a, a) I
different ranges of magnetic fields between the lower 4t i fT=15K
and upperH, critical fields, and the shape of the peak is =10 i
described by an expressiohl {,)"f(b), with f(b) similar at u;\’ ot ¢ { :

all temperatures beloWgy, whereb is the reduced magnetic o Sosl 1i
induction in the sample, ant=1-3, depending on the type T 3L o H

of pinning center and the pinning mechanism involvdthe 0 };

peaks on the field dependences of the magnetostriction were -4t L H, T O 15 i
observed in Refs. 2, 7, and 8 on single crystals of high- 0 5 ) 5 57079 14
temperature superconduct@kTSC9 of the 1-2-3 type with woH, T

rare-earth substitutions, polycrystals of Nb—Ti alloys, and 0

single crystals of the layered compoundH-NbSe, respec- FIG. 1. Magnetostriction. versus magnetic field measurements.

1063-777X/2002/28(1)/5/$22.00 6 © 2002 American Institute of Physics



Low Temp. Phys. 28 (1), January 2002

downy/!
"l p
/M

.5 80 85 9.0

= 7 /
Ot%-u/‘\

J

£ 1.0M
1.0+3
% 0.5} 4
<§( 05+ 0
?
o
< -05}
-1.0¢
0 2

4§ 6 8 10
poH, T

12

Eremenko et al. 7

distance between the nearest Nb planed=s/2=6.27 A,
wherec is the lattice spacing along the hexagonal axis. The
in-plane lattice parameters age=b=3.45 A. The ratio of

the lattice parameters attests to pronounced crystallographic
anisotropy. At the same timeH>NbSe should not be con-
sidered as a quasi-two-dimensional superconductor, as its su-
perconducting coherence length along the hexagonal axis is
twice the interplane spacing>d (&:,(0)=23 A). Thisis a
typical highly anisotropic superconductoé,((0)=78 A),
which is characterized by an anisotropy parameter
=(M/m)Y?=¢,,/£.=3, or in alternative definitionsg?
=m/M~0.09 (m=m;=m, and M=m; are the effective

FIG. 2. Absolute magnetization measurements along the c direction for afl€ctron masses along and normal to the crystallographic
in-plane direction of the magnetic field. The inset shows the enlarged regioplane$. Such high values of the anisotropy parameters of

of the peak effect.

and transverse\ (c,a) magnetostriction values were mea-
sured in a field applied in the basal plane of the sample along
the a axis. The measurements pfc,a) and\(a,a) in in-
creased field at temperatufe=1.5 K are presented in Fig. 1.

It is clearly seen that at fields neldr., a pronounced peak is
observed, and the absolute values\¢t,a) are much lower

than those fon(a,a).

2.2. Magnetization measurements

The magnetization measurements were performed along
the crystallographic direction by means of a magnetic ca-
pacitance torquemeter technigqli€he absolute values of the
magnetization were obtained using a calibration tbil.

The measurements at temperatlirel.5 K are shown in
Fig. 2. Figure 3 presents the irreversible component of mag-
netization for different temperatures. Figure 4 demonstrates
the irreversible magnetostriction and magnetization in re- )
duced coordinates. For the magnetostriction and magnetiza- (LI RS
tion measurements the scaling law witk-6.5+0.2 is ful-

filled.

3. DISCUSSION

The unit cell of this compound comprises two sand-
wiches. Each of them is a hexagonally packed plane of Nb
between two hexagonally packed planes of Se. The planes
are shifted with respect to each other, and atoms of Se form
a trigonal environment of the Nb atoms. The Nb planes are
responsible for the superconductivity of this compound. The

1.2
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FIG. 3. Field dependence of the irreversible magnetization.
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ducting properties by the Ginzburg—Landau equafiowith  of the magnetostrictiofi.It appears that for explanation of
the anisotropic mass tens@Ref. 12 and references thergin the irreversible magnetostriction we cannot neglect the pin-
For our casem;=m,<my;m;/mz=[H(]|c)/H(Lc)]? ning in the basal plane parallel to applied magnetic field.
We take into consideration the following expression

_ - 2 122
Hea( 6)=Do/[2m(si 6+ £°c08'60) 5 ] @ 4 Magnetostriction in the fields near  H,
(@ is the quantum of magnetic flux, anflis the angle In Refs. 16 and 17 the peak effect in the field depen-
between the direction of the applied magnetic field andcthe yences of the critical currents nedr, was attributed to the
axis), which defines the coherence length values. change of the elastic moduli of the flux-line lattice when the

Validity of this approach significantly simplifies analysi; field approachesi,. In Ref. 16 it was the decrease of the
of the angular dependences of the measured propertieShear modulu€gg, which occurs faster than the decrease of
which in part will be considered in this paper. the pinning force. As a result, the vortices redistribute in
3.1. Anisotropy of magnetostriction at ~ H <H<H,, accordance with the spatial distribution of pinning centers or
the pinning potential relief. This situation corresponds to a

bel h K val b lained in the followi loss of spatial order in the flux-line lattice and, in principle,
elow the peak values may be explained in the Tollowing o qempeg melting processes. It was described in Ref. 18 in

way. In _flelds ap_plleq alqng the extgnded surface of theterms of the correlation volum¥, of the flux-line lattice

sample in thea axis Fhrechon, magnetp flux penetrates .the regions which can move independently of each other. The
;ample along thb axis. Under t.h|s condltlon the pe'ne.tratlon results of this work have been used successfully for exami-
is postponed by a surface barrier until the magnetic kéld nation of transformations in the vortex arrays of anisotropic

mt_:reals]?dl;o tr;]e_ \églu%wz.mc ((?Ef' 521 WdhﬁreHC IS t?? superconductors. The possibility of transformations develop-
critical field, which is determined by the difference of free i, ;5 5 first-order phase transition was analyzed in Ref. 19.

energy values In the normal and superconducting ;taFes, AMfyvas suggested that the transition is realized in the fluctua-
which is much higher thaHCl.’ The I_ow—_temperature l'{?'t of tion regime when the Lindemann criterfSris fulfilled, i.e.,

H.C for the compound _und_er |nvest|gat|onHQ~C_).1.4 T‘. In when the mean-square amplitude to of the vortex fluctuation
this range of magnetic fields the magnetostriction is deteraisplacements amounts to abouta),2wherea, is the vor-
mined b.y the pressure Of. the magnetic field an.d bY thg ratl(?ex lattice parameter. It is a result of the loss of order in the
of elastic constants in different crystallographic dwchons.vorteX lattice or the decrease W, when the magnetic field

From the theory of _elast.lcny the relation betweefe,a) and approachesl.,. A comparative analysis of the magnetostric-
A(a,a) may be derived: tion and magnetization measurements allows us to check if
M(c,a)/A\(a,a)=— C14Cyy— C10)/(C11Cas— Ciz)- this situation is characteristic for our case. It should be noted
that a fluctuation contribution to the behavior of supercon-
The right side of this relation includes the components ofducting 2H-NbSe is probable, as the Ginzburg numBer,
the elastic-modulus tensor of the crystal lattice. Introducingvhich characterizes importance of the fluctuation contribu-
their values from Ref. 13, one obtains the ratiotion, is rather high: Gk kgTgy/H2s£3~10" 4. For HTSCs it
M(a,a)/\(c,a)=—0.76/0.12= —6.3, which is in good is of the order of 102, and for other conventional supercon-
agreement with the measurements in fields well betbw.  ductors it is of the order IC (Ref. 15. This is, in part, the
When the magnetic flux penetrates the sample alongothe reason for the noticeable difference between the fields
axis, the values of(c,a) are determined by the ratios of the andH*, whereH* is the field above which all irreversible
volumes of the normal and superconducting parts of theharacteristics vanish H*~H_,). The advantage of
samplé and are proportional to the size differen@g$| c) in 2H-NbSe for analysis of the transition processes is that, in
the normal and superconducting states along the distincontrast to HTSCs, there is no flux creep in it, notwithstand-
guished crystallographic direction in the absence of magnetimg the high level of thermal fluctuations. In addition, the
field. This quantity is determined by the relatiai(]|c) inset in Fig. 2 demonstrates that in the peak regime the mag-
~HJdH./dP(|lc)], or according to Ref. 13,5:(|c)  netization runthe low-field arm of the peaks irreversible.
~H§/T5N[¢9TS,\,/6P(||C)]. Substitution of the values It may be proof of a first-order phase transition, on the one
dTsn/9P([c)~1.8x 10" from Ref. 14 gives satisfactory hand, and a manifestation of vortex lattice disordering and
agreement with the measureménss(|c)~2x10 7. It is  the consequent spread over pinning centers, on the other. So,
known'* that the in-plane pressure dependenc&gfdiffers  the experimental data do not contradict the proposed descrip-
significantly from that in the direction. Pressure along tlce  tion.
axis weakly increases the transition temperature, while in- In comparing the data on the magnetostriction and mag-
plane pressure increases it significantly. In first approximanetization we should keep in mind that in the latter case the
tion it should be assumed that below the peak valnés,a) torque was registered in a tilted field, which is a necessary
is also defined by the volumetric ratio of the normal part ofcondition for application of such a measuring technique. The
the sample due to weak pinnirithe ratio of the depinning chosen value#=77° corresponds to the maximum sigfal.
and depairing critical currenis/j,=10 8 (Ref. 15, is sur-  Analysis of the angular dependences and comparison of the
prisingly small. Therefore, the ratio ofk(c,a) to A(a,a) in data obtained at differerstis possible due to applicability of
a field below the peak is defined by the relationGinzburg—Landau theory with an anisotropic mass tensor to
[dTsn/P(||c) /[ dTsn/dP(LC)]~0.45 (Ref. 195, which  the compound under studithe relations are presented in
satisfies the experimental data for the reversible componemef. 16.

The observed differences afc,a) and\(a,a) in fields
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3.3. Phase transition Now the contribution of the correlation volumé. will

In order to analyze the possibility that a first-order phasepﬁ est|ma(ljtel<_j. ]Ictﬂg]:;oes ?S tlhft_mver:'e sg:lJareh_oL the tilt and
transition in the vortex array is manifestated in the peak gfShear moduli of the vortex atlice, o .Qz) _» Which means
fect, the relation derived for the flux-line lattice from the that expressiof) comprises a multiplicative factor with the

Lindemann criteriof?2° will be used: powern,=2. .
_ And, finally, the thermofluctuational character of the
Hn(T) = Bm(CL/Gi)H2(0)(T/Tsp)? transition nearH* means that expressiof8) should be

2 supplemented by a temperature-dependent fattoris de-
X1~ (T Tsn) =Hm/Hea( 01, @ termined by temperature dependence of the depinning energy
where 8,,~5.6, ¢, =0.23-0.15 is the Lindemann criterion for thermal fluctuations, which to a first approximation is
in systems with variable pinning, artt}, is the melting field linear in the temperatureUsing the temperature dependence
of the flux-line lattice. The location of the measured high-of the critical fields, a factor witlmy=2 is obtained.

field magnetostriction and magnetization peak-effect curves, In this way a total powem=6.5 is obtained, which
namelyH*, suits well the value ofH(T) if the supercon- agress with that derived from magnetostriction and magneti-
ducting parameters off2-NbSe are substituted into E42).  zation measurements in the peak-effect regime.

The experimentally observed jump in the equilibrium mag-

netization neaH* atT=1.5 KisAM~5 G, and the corre- coNCLUSIONS

sponding elongation iAL~2x10"8 mm. Therefore, the . .

pressure derivative of the transition field may be estimated 't was found that the maximum on the field dependences
using the Clapeyron—Clausius relationAL([c)/AM of the irreversible magnetos_trlctlon in superconducting
= H*/9P(|[c). Substitution of the magnitudes obtained 2H-NbSe corresponds to the field range of structural trans-

gives a reasona&l‘éestimateaH*/(?P(Ilc)f~v0.6—0.8 G/bar. formations in the vortex array, which is realized after a first-
order phase transition scenario. The measured field depen-

dence in the peak region is described by a scaling Xaw

3.4. Scaling |§.W for isothermal field dependences of the ~(H*)6.5i0.2, similar to that for the irreversible magnetiza-
magnetostriction tion M,,~(H*)®5°%2 |t is shown that the powen=6.5

Analysis of the magnetostriction measurements in thet0.2 is determined by the field dependences of the elemen-
peak regime according to the scheme of Refs. 2 and 7 havary pinning force and correlation volume and by thermal
shown that the field dependences of the irreversible compdiuctuations near the upper critical field. It should be noted
nent of the magnetostriction;,(c,a) measured at different that the analysis presented is the first one of this kind, but
temperatures follow the scaling lawd;,~(H*)" and\;,  Similar dependences may be expected for the irreversible
~(H*)" with the same powen=6.5+0.2. Consequently, magnetostriction in HTSCs in the high-field peak-effect re-
for analysis of the observed dependences the concepts devgimes. According to the arguments proposed, in conventional
oped for the trivial peak effect may be used, and the fieldsuperconductors with a low probability of thermal fluctua-
dependences of the elastic moduli of the crystal lattice mayions the power ofH., in the high-field-peak scaling law
in our case be excluded from consideration of the magnetoshould be a few times lower.
striction peak. In view of the softening of the flux-line lattice
in a peak-effect regime and the independent displacements Of-mail: sirenko@ilt.kharkov.ua
its parts with the correlation volum¥., the relation for
collective pinning in the peak regibhmay be used for de-

scription of the irreversible magnetization: IH. Ikuta, N. Hirota, Y. Nakayama, K. Kishio, and K. Kitazawa, Phys. Rev.
_ 2 112 Lett. 70, 2166(1993.
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X-ray investigations of weak solid solutions of oxygen with argon, krypton, and nitrogen are

done at temperatures in the existence region of the rhomboh@dbalphase. It is found

that the spontaneous inhomogeneous magnetostriction effect previously studied in pure oxygen is
enhanced by the introduction of the atomic impurities Ar and Kr and weakened by the

dissolution of nitrogen molecules. The possible reasons for the different effect of atomic and
molecular impurities on the inhomogeneous spontaneous magnetostrictigrOjncrystals are
discussed. ©€2002 American Institute of Physic§DOI: 10.1063/1.1449188

INTRODUCTION Since the latter arises in crystals with relatively weak van der
Waals forces, this leads to a rather large inhomogeneous mi-
Oxygen is unique among the simplest molecular subcrostrain of the latticeAd/d~5x 103, and strong broad-
stances in that it is a molecular magnet. Against the backening of the x-ray reflections, growing on approach to the
ground of relatively weak van der Waals forces it has a rathe— a transition. The character of the significant anisotropy
strong intermolecular magnetic interaction. This circum-of the inhomogeneous local distortions, as established by
stance is responsible for the majority of the features of the-ray studies® and also the data on the inelastic scattering of
physical and structural properties of condensed phases gblarized neutrorls® are evidence in favor of a quasi-two-
oxygen. In the solid state at equilibrium vapor pressure oxydimensional three-sublattice model of the structure of short-
gen has three crystalline phasésThe low-temperature range magnetic order. This is the so-called Loktev structure,
monoclinic « phase(space groupgC2/m, T<23.88 K} and  in accordance with which thg-O, crystal can be treated as
the intermediate rhombohedral phase(space grougR3m, a set of weakly coupled close-packed basal planes with three
23.88<T<43.8 K) have the same orientational structure magnetic sublattices.
with a collinear stacking of molecules parallel to the princi-  To obtain additional information about the magnetostric-
pal axis of the lattice. The high-temperatuygphase(space tion effect in oxygen, it is of interest to study how the mag-
group Pm3n, T>43.8 K) has a disordered sublatti¢avo ~ netic structure and magnetoelastic interaction are affected by
molecules in 2 positions, symmetry point groups) and a the change in the intermolecular fOI’CGSIBHOZ when non-
partially ordered sublatticésix molecules in @ positions, ~magnetic atomic and molecular impurities are dissolved in it.
symmetry point group_Zm). The molecules in the latter SOmMe preliminary data on the effect of argon and krypton

positions process at an angle of 90° to [160] axes and as MPurities on the spontaneous magnetostriction A0,
a result form chains of “disks” along these directions. The crystals (the width of the x-ray diffraction reflections was

magnetic structure of these solid phases of oxygen chang ves’ughated over the er?““; efx 'Sitg ncedreglon of (';he mr:errlne—
first from quasi-two-dimensional antiferromagnetically or-t'atetp asl)ewgrefglven n Ret. L anT presentte atrihe n-
dered two-sublatticé® (« phase to quasi-two-dimensional ernationa onterence —on ~Low-iemperature ySICS

20 ; ;
three-sublattice in regions of short-range ordé¢s phasé L:’ﬁl l? the E resle?t pap?r we give t.?he results O(; cli(etaltled
and then to quasi-one-dimensional in a system of chains o Udies of weak solutions of oxygen with argon and krypton

“disks” 82 (the y phase. In liquid oxygen near the triple and with a quadrupolar impurity—molecular nitrogen.

point the structure of the short-range orientational and mag-
netic order is similar to that observed in crystals of the high-EXPER'MENTAL TECHNIQUE
temperaturey phase’'® This accounts for the high values of ~ The experiments were done on a DRON-3M x-ray dif-
its density and heat of vaporization, the low values of thefractometer with personal computer automation. We used
vapor pressure, and also the jump in voludensity on  polycrystalline samples with a grain size of 76-10 ° cm,
crystallization® obtained by condensation of gaseous mixtures of specified
In recent investigations of solid oxygen, particular atten-concentratioriwith a ~1%—3% argon, krypton, or nitrogen
tion has been paid to the magnetic structure of the rhombadmpurity) on a substrate witif =40 K, and annealed at 45 K
hedral 8 phase™"*~1®This is largely because, in spite of for one hour. The high-temperature transition in oxygen is
the absence of long-range order in the spin subsy&tein® accompanied by an appreciable volume jump5(4%). To
-0, crystals have many properties inherent to maghet®.  avoid creating appreciable elastic stresses in the samples at
In particular, as was shown in Ref. 19, t8ephase of pure the transition from the high-temperature to the intermediate
oxygen has a characteristic spontaneous magnetostrictiophase, they were cooled in the region of fheg transition
which is indicative of a strong magnetoelastic interaction.at a rate of 0.2—0.3 deg/min. In preparing the solutions we

1063-777X/2002/28(1)/5/$22.00 61 © 2002 American Institute of Physics
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used oxygen and impurity gases with purities of 99.99% or (102). O
better. We obtained powder diffraction patterns and analyzed 1.0 Ro & (003) Oy
the intensities of the x-ray reflections, their half-width, and b4 A (012).002
angular position as functions of temperature and of the cy- 0.8 ¢ o ‘_7 2?&?;202 ﬁ:
cling in the existence region of th@ phase and through the v g o (012), 2% Ar
a—p transition. Analysis of the intensity and half-width of 0.6} . °
. . . T . (O [ v 8 o
the reflections was done using the Origin multislit code with  © s s e e _VRPPO
an error of+1% and+1.5%, respectively. Zo.4l * * "&%
[an] ) E o [
A a o °
A
RESULTS AND DISCUSSION 0.2} u a N i
Before turning to a (_1|sgu55|on of the re_suIFs of studies of 20 55 30 35 20 a5
weak solutions of substitution of oxygen with inert elements T.K

and nitrogen, let us review some of the features of the phase

diagrams of these systems. All three binary systems haveG. 1: Temperature dependence of the half-widths of x-ray reer_cBQgs

extremely complex phase diagrams, with peritectic and euf_rom dlfferent planes of the rhombohedral phase ef@r solid solutions in
. . . ; . comparison with the data for pure oxyg¥h.

tectoid triple points, and a high probability of metastable

phase€~2° The equilibrium solubility limit in oxygen of
- 21,22 23 ”
both the atomidAr, Kr)™““and moleculafN2) ™ impurities  the reflections from the planes inclined to the basal plane

is extremely low in the low-temperature phaseos Wizh a strongcreases linearly, while those for reflections from the basal
magnetic interaction and does not exceed 1%-2% inathe jane5(001) remain practically uncharged with temperature.
and 2%-3% in thgg modification. Only in the region of the Third, the half-widths of the reflections from planes in-
v phase, where the magnetic interaction is considerablyjineq to the basal planes directly near {ie> a transition
weaker, does the solubility increase to 23% for Ar, to 9% for(-l—:25 K) in solutions with Ar and Kr are substantially
Kr, and to 11% for M. Consequently, in respect to the im- |grger than the typical values for pure oxyg&(Figs. 1 and
purity concentration the experiments in each system werg) This means that the introduction of an atomic impurity in
limited by the existence of rather narrow single-phase respq -0, crystal appreciably increases the value and anisot-

gions for oxygen-based solutions. In all three systems thg,,y of the nonuniform magnetoelastic distortions of the lat-
introduction of the impurity led to an appreciable decrease ofjcq

the phase transition temperatures. For example, at the solu- |mpyrities can serve as centers of crystallization, espe-
bility limit of ~29% Ar in oxygen the temperature of the 51y in the case of solidification from the liquid phase.
low-temperaturea—f transformation decreases 10 19 K, yere for the samples containing an impurity a “fragment-
while that of th‘l? high-temperaturg—y transformation de- jng» of the substructure of the samples can occur, as com-
creases to 39 K In comparison with pure solid oxygen, the pared to that of the pure material obtained under the same
presence of atomic and molecular impurities also leads t@,ngitions of crystallization. The significant influence of the
enlargement of the coexistence regions of the two phaseég,mic impurities on the diffraction pattefthe linewidthg
adjacent to the transition, and these regions grow wider withy oxygen observed in the experiments, particularly on its

increasing concentration. This effect is very pronounced a&hange with temperature i6-O,, can hardly be due to the

i~ 221-25 H
the y—p transition:"*>We took these features into account gispersing effect of the impurities on the microstructure of

in doing the experiments and in our analysis of the results.ihe samples. This conclusion follows from the fact that no
substantial difference is observed between the half-widths of

ATOMIC IMPURITIES the reflections in the high-temperature and intermediate
The results of the measurements of the half-widths of the

diffraction reflections from weak solid solutions of oxygen 10

with argon and krypton together with the data for pure ° o (012}, 0;

oxygert® are presented in Figs. 1 and 2. From an analysis of . ﬁ (003), Oz

the results we note the following points. 0.8f * . . Eg)?;;: 52
First, the introduction of Ar or Kr atoms to the lattice s * o o (101), 2% Kr

leads to an increase in the positional disorder, most likely ¢ gl I e " (101} 5%Kr

because of concentration-related nonuniform microstrains & ® 8 e S g °

arising in the solid solutions on account of the difference of U_ ) ; ﬁ

the molecular diameters of the components. For this reason, 50-4' a o o

in the regionT>40 K, where the magnetoelastic interaction 4 a o o

in the oxygen lattice has become substantially weaker, a sig-  g.2| A A O

nificant increase in the initial half-widths of the reflections is 8 N s & R

observed for samples containing impurities in comparison 25 30 35 40 45

with pure oxygen(Figs. 1 and 2 T.K

Second, in solutions with inert elements, as in pure OXy-FIG. 2. Temperature dependence of the half-widths of the x-ray reflections

gen, as the tempera_ture approaches the Iow-tempgrature &)= from different planes of the rhombohedral phase g£&r solutions in
sition to the magnetically orderedphase, the half-widths of comparison with the data for pure oxygéh.
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phases near th8—1y transition, at least at concentrations up substitutional impurities have a strong effect on the magnetic
to 3%. The total impurity effecta nonuniform local dilata- subsystem of a crystal and cause a local change of symmetry.
tion of the lattice because of the difference of the diameter&or example, in superconductiriganthanum, yttrium, etg.
of the impurity and host components and also the possibleeramics, which are quasi-two-dimensional antiferromagnets
dispersion of the samples by the impurity during crystalliza-with a weak interlayer exchangbéetween magnetically or-
tion) is in fact expressed in the higher background of distor-dered Cu@ planes, the introduction of superstoichiometric
tions of the structure observed at 43 K in the high-oxygen ions in the lattice leads to local rhombic
temperature existence region of ti®0, phase(Figs. 1  deformations® These ideas are confirmed by the experimen-
and 2. tally established facts reflected in Figs. 1 and 2. In solid
The features described above are most likely a consesolutions of oxygen with inert elements, as in pp,, an
guence of the weakening effect of the impurities on the inincrease in the nonuniform microstrains predominantly in the
termolecular interaction in the ordered intermediate phase dfasal planes occurs with decreasing temperature on account
oxygen, ultimately leading to enhancement of the magnetoef the enhancement of the magnetoelastic interaction for the
striction effect. In view of this, the following arguments reasons indicated above. It turned out that the value of these
seem reasonable. Ar and Kr atoms have diameters of 3.405 étrains and their change with temperature are possibly inde-
and 3.624 A% noticeably larger than the minor axis of the pendent of the impurity concentration in the samples over the
oxygen molecule, 3.174 A-?° Because of this, when the range of concentrations studied. This fact in itself attests to
oxygen molecules are substituted by spherically symmetrithe high stability of the magnetic structure of tgephase.
impurities, these inert elements locally weaken the centralhe steeper dependence of the half-widths of the reflections
van der Waals forces and the noncentral orientational quadsn temperaturd®;,,(T) in the case of solutiong=igs. 1 and
rupole coupling forces in thg-O, crystals(especially in the 2) is due not only to a “softening” of the oxygen lattice on
close-packed basal plane#\s a result, the magnetoelastic doping by atomic impurities but possibly also to an enhance-
interaction takes place in a “softer” lattice, and this pro- ment of the spin—spin interaction of the, @olecules with
motes the formation of larger nonuniform microstrains thandecreasing temperature in local regions with a pseudomono-
in the case of pure oxygen. Naturally, this effect becomeglinic magnetic structure.
stronger with decreasing temperature. In additionBH®,
the three-sublattice magnetic structure is disrupted at th
sites of the Ar or Kr atoms. Here it could be the case that a’aOLECULAR IMPURITIES
pseudomonoclinic symmetry, similar to that @fO,, arises An impurity of molecular nitrogen has a completely dif-
in the orientation of the spins of the molecules surroundingerent effect on the structure and properties of orientationally
the impurity’®> and the magnetic interaction becomesordered phases of oxygen.,EN,solid mixtures were first
stronger. studied by Prikhot'kc Later the authors of Ref. 32 in a
According to Ref. 30, the random strain fields caused bystudy of the optical absorption spectra established that a ni-

4000

45K

I, counts/s

2000

37K

30K

37K

0 1 ) ] ; ]
25 30 35

20 ,deg.

FIG. 3. Typical x-ray diffraction patterns from,@ 1%N, solutions and pure oxygen in the existence region of the rhombohedral phase of oxygen. The arrows
indicate reflections not characteristic f6rO, .
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trogen impurity had a strong weakening effect on the exhave indices 0f101) and(012). It should be noted that the
change interaction i-O,, ultimately destroying the long- observed diffraction pattern is reproduced qualitatively and
range magnetic order. guantitatively when the samples are heated from the exis-
In the present study we have established the followingence region of the low-temperatusiephase. In addition, the
features. First, when samples of a solid solution containindevel of the nonuniform concentration shifts that occur when
1% nitrogen are cooled through tige-y transition, one ob- a nitrogen impurity is introduced into the oxygen is approxi-
serves not only reflections from the rhombohedral phé&se mately the same as in the case of impurities of atomic impu-
O, but also some additional relatively weak lin€sg. 3.  rities of inert elements. This is evidenced by the fact that for
The intensity of these reflections is practically independent > 40 K for all three forms of solutions, £-Ar, O,—Kr, and
of the nitrogen concentration in the interval 1%-3% but de-0,—N,, close values are obtained for the increase in the
creases noticeably as the temperature is lowered. This lagklif-widths of the x-ray reflections over the typical values for
fact suggests that they belong to some regions of supercoolgflire oxygen(Figs. 1, 2, and %
y-O,. However, a comparison of the corresponding diffrac-  The fact that the influence of Amolecules on the struc-
tion patterns(Fig. 3 shows that only two lines at small tyral characteristics of the oxygen matrix was found to be of
angles of reflection can be assignedy#®,, and then only 5 qualitatively different character was to be expected, since
in a forced way, while the remaining lines have no relation toihe N, impurity molecules, having molecular parameters
it whatsoever. According to their angular position, the addi—\,ery close to those of the host moleculéise transverse and
tional reflections most likely correspond to the diffraction longitudinal electronic diameters of the,Nnolecule are
pattern from the previously observed phase’**'the ap- 3386 A and 4.339 A, respectively, while those for the O
pearance of which has also been attributed to an impurity,gjecule are 3.175 and 4.180, K% are incorporated in the
effect. However, as follows from the data of Ref. 26, in @ 5.0 |attice without substantial deformational disruptions in
nonequilibrium pass through the high-temperature transitiofe grientational subsystem, while in the translational sub-

the diffraction patters in thg-O, region also contain x-ray - gyqtem they are of approximately the same order as when the
reflections that can be assigned ¢6-O,. In this case the oxygen is substituted by Ar or Kr

formation of the additional phase is apparently due to the The absencéwithin the error limits of temperature de-

presence of a high level of nonuniform elastic stresses ari;Sendence of the half-widths of the x-ray reflectioBg
g mt the ?tTVS‘a' as aresult of the large volume jump at th rom the lattice of oxygen crystals containing a nitrogen im-
'B_yA ransition. f the diffracti it ¢ d purity may be due to two compensating factors. Themol-

. comparison of the diiiraction patterns ot pure an ecules, on the one hand, like atoms of inert elements, weaken
nitrogen-doped oxygen at 37 K clearly demonstrates the Sm{he van der Waals interaction and act on the magnetic sub-

stantial influence of even small impurities of, Mholecules . . . .
on the width of the x-ray reflectionéFig. 3). For crystals system, locally disrupting the three-sublattice spin structure.
e On the other hand, the nitrogen molecules present in the

containing a nitrogen impurity we investigated the inﬂuencelg_o lattice enhance the noncentral nonmadnetic. intermo-
on the width of the reflections not only of temperature but” 2 g

. . . . . }ecular interaction, since the impurity molecules introduced
also of heating and cooling cycles in the existence region o .
8-0,. in the crystals have a quadrupole moment considerably larger

We found that, unlike the cases of the pyed, phase than that of Q (Refs. 2 and 2b This, in turn, should act to

and solutions of oxygen with inert elements, for solutions Of?igf;ease“ thfetr:na:g?tgtosfpﬁnon bf?ca}[use of an '|ncretas.e n ;Ehe
N, in oxygen there is almost no change of the half-width and Sness ot the ‘attice. TNese ellects cause microstrains o

integrated intensities of the reflections with temperature ind|fferent_ sign in the lattice, and the net_ effect in the given
stem is close to zero. In contrast, the influence of nitrogen

the entire existence region of the rhombohedral phase. As Fysten lecul ih " bevst f .
example, Fig. 4 shows data for two lines, which 0O, Impurity molecules on the magnetic subsystem of oxygen Is

actually so large that even small amounts1(% or les$ will
lead not only to a significant decrease of the magnetoelastic

interaction but also possibly to a partial destruction of the
g ¥ v a o g three-sublattice quasi-two-dimensional structure &0, ,
0.6 2 ] : ¥ ¥ v which is accompanied, as we have said, by a lowering of the
o ¢ ¢ symmetry in part of the crystal and the formation of a new
o5 ° o o o ° o phase there. The presence of additional weak lines of a sec-
D ° Eg}g;,fgﬁn':z ond phase in the diffraction pattern from such weak solutions
-0;0'4” a (101), heaﬁn% (Fig. 3) is apparently evidence of this. In had been conjec-
C&:‘ a ; 2(‘)?;; rc]gc;'tllr;g tured previously® on the basis of the experimental results
0.3r A A (012) pure ng that this additional phase, which is caffédhe o’ phase, is
a +(003),-"- paramagnetic and is formed in oxygen that contains
0.2 4 + 4 ‘: s impurities—molecules of nitrogen in particular.
25 30 35 20 It follows from the data presented in Fig. 4 that ther-
T,K mocycling of the samples between temperatures within the

fG. 4T devend  the half-widths of th et existence region gB-O, increase®8,, , somewhat. However,
. 4. Temperature dependence of the half-widths of the x-ray reflectiong,. - : : i
By, from different planes of the rhombohedral phase gf®&,solutions. this effect is absent in pure Oxygé?ﬂ—he growth of nonuni

The various symbols represent data obtained in regimes of heating an@rm_IOCaI def_ormations_ during _thermOCyC”ng in the weak
cooling at temperatures within the existence regiorBed, . solutions studied here is most likely due to the long relax-
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On the non-Heisenberg contribution to the spin—spin interaction of an antiferromagnet
with S=3/2
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It is shown that the spin Hamiltonian of the spin—spin interactions, written with the use of
effective spinons defined on the two lowest doublets of magnetic ions with a partially frozen orbital
moment, has a non-Heisenberg form. The Heisenberg contribution is represented by

spin—spin terms containing three powers of ion spin projections and is anisotropic and comparable
to the bilinear spin—spin interaction. ®&002 American Institute of Physics.

[DOI: 10.1063/1.1449189

The inter-ion spin—spin interactions in spin Hamilto- appreciablelcomparable to the bilineabiquadratic contri-
nians are specified using effective spins defined on théution to the spin—spin interaction.
ground state functions of the atoms. Such Hamiltonians are The temperature dependence of the spontaneous magne-
used to calculate spin excitations, the temperature depefestriction anisotropic in the basal plane in CoQRef. 4 is
dence of the magnetization and magnetic susceptibility, th&imilar to the temperature dependence of the fourth power of
values of the sublattice collapse fields, etc. Most often théhe average spin of the sublattice. A phenomenological de-
spin Hamiltonian is written phenomenologically in such aScription of such a temperature dependence of the magneto-
way as to conform to the symmetry of the crystal. As a rule Striction was given in Ref. 4 under the assumption that the
the spin Hamiltonian of an antiferromagnet contains severdl®n-Heisenberg interactions of fourth power in the spin give
phenomenological parameters which are determined usin eCpredommant contribution to the magnetoelasticity of
the data of various experiments. In their analysis it must b 0 'Il'zh tostricti isotropic in the basal pl .
taken into account that the magnetization of the sublattic € magnetostriction anisotropic lrl € basal p.ane In

. ) . Chb atT=4.2 K has a value of 810 * (Refs. 5 and &

and the value of its average spin, defined as the average ¢ . . .
the sum of the effective spins. are not equal to each other e authors of Ref. 7 attribute the formation of this large
A t bet th pins, tizati qd th rhagnetostriction to a single-ion mechanism. Using an effec-
, greﬁmend be yveend c.-:‘mag]]cne 1zation anh N avirag(; SPiVe spin Hamiltonian withs=1/2, one cannot adopt a
Is achieved by introducing g factor. It can happen that the 010 ion mechanisffor the magnetostriction of Cogl
values of theg factor determined from electron magnetic

) ) ' since in that case one cannot introduce quadKaticighe)
resonance, antiferromagnetic resonance, and the magnet'zﬁhgle-particle spin operators.

tion data in a field are noticeably different. According to Hund’s rules, the free €3 ion has an
For systems with a frozen orbital moment the spingrpital momentL=3 and a spin momer=3/2. The pre-
Hamiltonian has the form of a sum of scalar products ofgominance of the cubic contribution of the crystalline field
spins. For the two-sublattice antiferromagnet Goe spin  over the trigonal allows one to carry out a single-particle
Hamiltoniart calculated on the functions of the ground-statetreatment of the ionic states of €6 in CoCl, with the aid
doublets of the Cb" ions, because of their partially frozen of a Hamiltoniard written in the form
orbital moments, is bilinear in the spins and highly aniso-
tropic, with binary spin—spin anisotropy. H=\1-S+5(15-2/3), 1)
In this paper we construct the spin Hamiltonian of a i i o i )
two-sublattice antiferromagnet whose ion spins are define&”here)‘ is the spin—orbit interaction constard,is the pa-

on their two lowest doublets, when the ions have an effectivé2™ et of the trigonal component of the crystalline field,
L ’ : and| is the effective orbital moment operator written with
spin s=3/2. As an example we consider the CoCtystal.

For CoCh the use of a spin Hamiltonian with effective ion allowance for the effect of a higher-than-cubic component of

. . . - the crystalline fielfl (I=1). The ratio of the parameters of
spinss=1/2 (Ref. 1) does not give a satisfactory description Hamiltonian (1) in CoCl, is 6/A~1.61 The quantization

of the temperature dependence of the antiferromagnetic resQsis in (1) is directed along the trigonal axis.

nance frequenciés and collapse field" The temperature The wave functions of the ground-state doublet and the
dependence of the collapse field in Co® similar to the next doublet for the Cb* ion aré

temperature dependence of the square of the average spin of

the sublattice. Such a dependence of the collapse field on |1o)=cq|F1, £3/2)+¢,|0, £1/2) + 5| =1, F1/2),

spin was explained in Ref. 2 using the approximation of an
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| o )=b4|0, =3/2)+by| £ 1, =1/2). (3)  equal to 38 K in CoGl (Ref. 10. We see that these values

The matrices of the components of the spin moment, calcl 2e comparable. In Cogh situation is realized in which the

lated only for the ground-state doubi@, are proportional €Xchange is much smaller than the parameters of Hamil-
to the Pauli matriceb,and the effective spin is=1/2. In  tonian (1), while the energy difference of the two lowest

such a treatment spin—spin interaction Hamiltonian in GoCl lévels of Hamiltonian(1) is comparable to the exchange.

is bilinear in the spins of neighboring ions and is anisotropic.Therefore the definition of the spin—spin interaction Hamil-
In accordance with the level diagram of the Coion in ~ tonian in CoC} must be made with allowance for the two

the CoC} crystaf the energy difference of the two lowest lowest doublets of the magnetic ion.

ionic doublets is 699 GHz or of the order of 35 K. The Using the wave function§2) and (3), we write the ma-

paramagnetic temperature, proportional to the exchange, tsix elements of theS, projections of the ion spin:

b, ) ") by, ) b, )
3.0.1.
A S b+ 5 0 0 0
32,15 1,
vy ) 0 S G575 0 0
32 1,5 1,
by ) 0 0 R AL 0
3.0 1.,
\" 0 0 0 -5 b =56
In exactly the same way we calculate the matrix elements ofsthrojections of the ion spin:
hv, ) ) v, ) by, )
V3
hv,,) 0 ~ biey + by 0 0
V3 2
v, - b,c, +bycy 0 */§c1c3 +c 0
V3
v, 0 V3 ce5+ cg 0 - b,cy + byc,
V3

v, 0 0 > b,c, + bycy 0
The matrix for theS, projections is analogous in form to that The exchange interaction of a pair of neighboring ions is
for S;. written as

Introducing the effective spia=3/2, we can write these

matrices in the form Hij=JS-S, (6)

wherei,j specify the position of the neighboring ions, ahd
4) is the exchange parameter.

Using Eq.(4) and the results of Ref. 1, we find that the
wheres; (i=x,y,2) are the projections of the effective spin spin—spin interaction Hamiltonian implemented on the two
with s=3/2. The parameterg and 7 in (4) are expressed in lowest doublets of the Co" ions has the form
terms of the parameters of the wave functig®sand (3):

_ 3 _ 2 2
S,=7S,+ Y2S;, Sx,y_ nlsx,y"_ ”Z(Sx,ysz+ stx,y)a

a2 3,3 2.3 3
Hij = ¥1Si:Sjz + v172(SizSjz tSi28j2) + v2Si2S),

y1=2—14[27(3ci+ c2—c2)—(3b2+Db2)], + 73SixSix+ 7172l Six(SixS T S12Six) + Six(SixSiy

. + 835ix) 14 75(SixSiy T S (SixSJ; +57,Si)
yp= g[?,b§+ b3—3(3c2+c3—c3)], + 7Sy Sjy+ 1172l Siy(Sjy ST+ STSjy) + iy (Siy (S

. (5 +58iy) 1+ 75(Siy S5+ S5Siy) (SjySH+ S553,)} . (7)
ﬂlzm[&/g( V3cyca+c3) — \/3byco— 2b,cs], Hamiltonian(7) with the effective sping4) contains bilinear

spin—spin terms and spin—spin terms which are cubic in the
projections of the effective spin of the ions.
The spin representation of the two lowest doublets of the

1 2
==|byCo+ —DbyCs— \/3C1C5—C2|.
27| Pt N e 2 single-particle Hamiltoniaril) can be written in the forfh
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The spin Hamiltonian(10) contains single-ion anisot-

) tS) ropy terms. It follows from the given numerical values of the
parameters of Hamiltoniafl) that the single-ion anisotropy
where the constai® is equal to the energy difference of the described by the parametmin (1) is predominant and re-

D

1
s2— 38(s+1)

lowest doublets=; andE, and is comparable td: sults in anisotropy of the easy-plane type in CaCl
E,—E, It follows from Egs.(4) and(10) that the true spin of the
D= — 9 ion and, hence, the mean field in which the ion in the ordered

state is found are nonlinear in the value of the effective spin
Denoting the intrasublattice and intersublattigater-  of the ion. The problems discussed at the beginning of this
layen exchange parameters &g andJ;,, we write the spin  paper regarding the magnetism of the CpClystal may
Hamiltonian for CoCJ, with allowance for(4) and(5), as result from this nonlinearity. A study of the properties of
1 Hamiltonian(10) will be the subject of future papers.

H=3 %. Jopl ViSaizSpiat 2V1Y25aizStjz+ VaSuizSeiz In closing we note that the non-Heisenberg contribution
api] to the spin Hamiltonian is ordinarily obtained using pertur-

bation theory, and in general it cannot be very large. Here we

+ 92(SuixSaix + SaivSaiv) + 2 S,ix(SgixSai : ; _ : )
71 SaixSpy+ SaiySpiy) + 2172l Seix(SpjeSpiz are mainly talking about a biquadratic contribufibio the

+55,,5ix) + Saiy(SpiySs.+ S5izSsiy) ] spin—spin interaction, of the types(s,)?>. The non-
5 5 ) 5 ) Heisenberg contribution to the spin Hamiltonian obtained in
+ 75 (SaixSaiz T SaizSaix) (SpixSpiz T SpjzSpix) this study is due to the partial freezing of the orbital moment.
2 2 2 2 Such a non-Heisenberg effective spin Hamiltonian is de-
+ (SaiySaiz T SaizSaiy) (SpiySeiz+ SpizSpiy) I} d g

scribed by terms of the third power in projections of the spin

operators of the ions and is highly anisotropic. The contribu-

' (10 tion of such a non-Heisenberg admixture is comparable to

the contribution of the bilinear terms.

wherea, =1, 2 is the number of the sublattice. The authors thank Professor S. M. Ryabchenko for a
In writing Eq. (10) we have assumed thaf; andJ;,are  giscussion in the course of this study.

much smaller than the parametéiand\. The level struc-

ture calculated for the Co" ion in Ref. 1 is determined by

the value of the rati@/\. It is similar to the structure given

in Ref. 9. Accepting the value of the rat@\ used in Ref. 1 *E_mail: lozenko@iop.kiev.ua

and substituting int@5) the values calculated in Ref. 1 for

the parameters of the wave functio® and (3), viz., c;

=0.59, ¢c,=-0.70, c3=0.40, b;=0.88, b,=—0.47, we

obtain an estimate of the numerical values of the parameters

of Hamiltonian (10): y,=1.440, y,=—0.263, 1;=1.333, IM. E. Lines, Phys. Rev131, 546 (1963.

n,=—0.649. 2A. F. Lozenko and S. M. Ryabchenko, Zhkdp. Teor. Fiz.65, 1085

The anisotropy of the binear terms in Ref. 10, judging T3S DS TR SR L
from the numerical values of, and »;, which are almost ;965

equal to each other, is insignificant and is of the easy-axis'v. M. Kalita, A. F. Lozenko, and S. M. Ryabchenko, Fiz. Nizk. Ter@g,
type rather than the easy-plane type as in GoChe prod- 671 (2000 [iow Temp. Pfll)(]s%, :8;9(;000]. Cehenko. and

ucts of the parameters, y, and 7172 are negative, with Qéniol,_cl):?;nN?z’k'.D.TeEhglazlr, gfﬂigga’ [s'oxl\//.l 'Jngwch:wp?'P?\r;az5A1'7Tr0t-
7172< Y172, and therefore the anisotropy of the terms con- (19gg).

taining the first and third powers of the operators of the V. M. Kalita, A. F. Lozenko, S. M. Ryabchenko, and P. A. Trotsenko, Ukr.
neighboring spins will be of the easy-axis type, provided that7Eizéiné;R:r?jHE@éiﬁé i4|§$l(tgg|3émg 4551965

the average Of_the cubic components Of_the Splﬂ operatorgs: A. Altshuler, .B. M. K,ozy)r/e\./,EIectr’on Paramaénetic Resonanfia
has the same sign as the average of the linear spin operatorszyssiag, Nauka, Moscow(1972

When their signs are different, then this spin—spin anisotropy’K. R. A. Ziebeck and C. Escribe, Solid State Comm®28,. 867 (1977).

will be of the easy-plane type. The terms containing the thirdC- Star, F. Bitter, and A. R. Kaufman, Phys. R68, 977 (1940.

powers of the spin operators of a pair of ions has anisotropy ' 7051d& J- APpl. Phys39, 511 (1968.

of the easy-plane type. Translated by Steve Torstveit
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On the magnetic anisotropy of La ,CuQO, above the Ne el temperature
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Fiz. Nizk. Temp.28, 95—-98(January 200R

It is conjectured that, because of the orthorhombicity of the lattice, which is preserved above the
Neel temperaturdy, and the quasi-two-dimensional character of the magnetic interactions,

the destruction of the long-range antiferromagnetic order isCL&®) is brought about by the
thermal generation of kink—antikink pairs. An attempt is made to interpret qualitatively the
experiments of A. N. Lavroet al,, Phys. Rev. Lett87, 017007(2002, on the observation of
anisotropy of the magnetic susceptibility in the paraphase of this antiferromagn200®

American Institute of Physics[DOI: 10.1063/1.1449190

1. The question of the direct relation of the magnetic andanisotropy was found to be clearly preserved even at tem-
superconducting properties of copper oxides was raised inperatures above the Mepoint Ty(x), although it is usually
mediately after the discovery of the first higiQ-supercon- assumedsee Ref. 1lthat after loss of the long-range mag-
ductor (HTSC), La—Ba—Cu-0, the pareritindoped com-  netic order the spin subsystem of the Gui@yers will be-
pound of which, LaCuQ,, is an antiferromagnetiCAFM) come isotropic and can be described consistently by a 2D
insulator. In his now-famous papeAnderson called atten- Heisenberg modeor by the nonlinearr model, which is to
tion to two important physical features of HTSCs: the pres-a certain degree analogous tp it is also important that the
ence of strong electronic correlations in the?Ciion, which  experiments of Ref. 8 used single crystals containing practi-
are described by the Hubbard model Hamiltonian, and theally no twins, a fact which makes the results more reliable.
layered structure of the lattices, which often allows one, For an analysis of the results let us turn to the Hamil-
when calculating some characteristic or other of the HTSCstonian of the spin subsystem of J@uQ,. Of course, its
to limit consideration to a single cuprate (Cg)Qayer. The main term is the exchange interactid®, ,S;- S, , (S, are
first feature is due to the localized character of the chargethe spins of the sitgswith a large interaction constant
(or, equivalently, in AFM phases, the spirend the applica- (~10° cm™!; Ref. 11 between nearest neighbors and
bility of the Hubbard model for describing the magnetism ofn+ p. Y However, it is not the isotropic exchange interaction,
undoped HTSCs; the second feature has become the basiswlfiich is common to all compounds, but the comparatively
attempts to transfer to the two-dimensiofdD) case the weak anisotropic terms of relativistic and exchange—
scenarios involving topological excitations—spinons andrelativistic origin that determine the specifics of the magnetic
holons—which are inherent to one-dimensio(dD) AFMs. subsystem in each HTSC. We note here that because of the
Later, the spin—holon and many other magnetic mechanisnfact that the C&* spin S=1/2, the magnetic anisotropy, like
of pairing that can lead to a high. have become the subject the exchange interaction, in cuprates has an inter-ionic char-
of intensive and never-ending studies, the results of whictacter, i.e., is defined by an operator of the form
have been set forth in numerous review articlsse, e.g., Ej,kZH,pAijS{]-S;p. Its specific form requires knowledge
Refs. 2-7. of the crystal structure. Then it is necessary to take into

2. In spite of the fact that long-range magnetic order isaccount that al;_o(x=0)~530 K (Ref. 1) La,CuQ, un-
absent in conducting HTSC compounds, understanding théergoes a structural transition from the high-temperature te-
physical, including superconducting, properties of cuprates iragonal I4mmn(D}/) phase, wherda|=|b|#c, to the
impossible without an understanding of the evolution of theirorthorhombidB,,,(D32) phase witha < |b|<|c|, accompa-
magnetism at the transition from the insulatiimgcluding the  nied by the rotation44°) of the stretched octahedra, which
lightly doped state to the metallic state. Therefore, it is not extend along the axig|Y. As a result, on the one hand, there
surprising that the study of HTSCs specifically as magneti@rises a Dzyaloshinskii interactiohdJy =D, with Dla|X
materials is actively continuing. In particular, the recent pa{Refs. 14—1§ and, on the other hand, the symmetry of the
per by Lavrovet al® reported the direct observation of mag- local crystalline field acting on the €t ion on the part of
netic anisotropy(which had previously been less clearly the ligands is lowered to monoclinic, so that the magnetic
manifested in neutron scatterfig) of the insulating com- anisotropy of this crystal on the whole becomes bia¥al;
pounds La_,Sr,CuQ, (x=3%) and LaCuQ,, 5 (6<1%) this is usually ignored.
over a wide range of temperatufieom 0 to ~400 K). The The Dzyaloshinskii interaction “lays” the vector§,
static magnetic susceptibility;;(T) was measured, and its into bc plane; as to the other constaitd;; , it is impossible
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from general considerations to establish their values or eveare weakly damped in a fluctuating system of this kind. Here
their signs. It follows from the measurements, however, thait should also be mentioned that the 1D modulation, which
predominantly S,||b||Z, from which we conclude that was ascribed in Ref. 8 to the formation of spin-density
La,CuQ, has a magnetic anisotropy of the easy-pléine, waves, was observed in the experiments of Refs. 9 and 10,
uniaxia) type? Indeed, a quantum-mechanical calculationwhich can also have a different interpretation, as set forth
confirms this and gives for the correction to the exchangebove, not involving the use of the model or the presence
interaction of theY components of the spin a valuel,,  of stripes.

=AJ,,~4.2x10 2% cm ! (Ref. 19. Here, however, in ac- 4. Our stated goal was a qualitative analysis of the tem-
cordance with the biaxiality there is another, somewhaperature dependence of the static magnetic susceptibility of
larger quantityAJyy=AJy~2.3x10"2 cm 1. Then, pro- pure LaCuQ,. It can be achieved by invoking the features
ceeding from the conditioJ,,>AJ,., at least, we find Of the magnetocrystalline structure of this cuprate in the en-
that the effect of these two anisotropic exchange interactionreé volume. However, even here a consistent quantitative
in La,CuQ, gives an easy axib, as was pointed out by description of the static susceptibility cannot be given with-
Bar’yakhtaret al*° from purely phenomenological consider- out information about the spectra of magnefiimear and
ations, and a hard ax& which follows unambiguously from Nonlineay excitations. In particular, there are essentially no
the measuremenfsThus it can be regarded as establishegeXPerimental data on the antiferromagnetic resonance, the
that the magnetic anisotropy of 4@uQ, in the low- investigation of which for differenk would be extremely

temperature phase has an “Ising-like” character, in the pardesirable. o
lance of the day. Do the arguments about the role of magnetic anisotropy

Now it is not hard to understand why the componentseXtend to doped systems? This apparently depends on what
Xyy(T) and x,T) have a descending, “longitudinal,” tem- controls &, y—temperature or dopifig-and the contribu-

perature dependence. White(T) is actually the longitudi- tion of the latter(like that of the carriensto the formation of
. Z

nal component of the static magnetic susceptibility tensorEhe domain structure is unclear at the present time. Twinned

since the magnetic fielth]|S,, the componen,,(T) ac- crystals are on average isotropic, and the magnetic anisot-
quires this quality only by virtue of the Dzyaloshinskii inter- "OPY of.me_talllc phases shc_>u|d be measured in the absence of
actionD+0. Here its “longitudinal” character is due to the stripes; this requires specially grown samples. All of these

AFM sequence of weak moments of the Gu@anes along aspects of the problem are also interesting and important to

c. It should be pointed out that the Dzyaloshinskii interactionsumi_?_/ht_)Oth eX|t3er|mentaIIy :m ddbth?ﬁ retlcaliy.s CORE®ject
has been mentionds one of the possible reasons for the IS report was supported by the gran Jec

“longitudinal” behavior of the transverse component of the 7UKPJ 062150.00f10f the Swiss Science Foundation and

static susceptibility; we note only that this is one of the re-Vas prepared during a stay at the Institute of Physics of the

sults that cannot be interpreted in the “one-plane” a rOXi_University of Neuchtel, Switzerland. | would like to thank
mation P P PP the Director of the Institute, Prof. H. Beck, for his hospital-

3. It is more complicated to descrifand, to a certain ity, attention, and care.
extent, understandhe anisotropy of the static magnetic sus-

ceptibility observed abov@y(x), where, as we have said, E-mail: vioktev@bitp.kiev.ua
YRecently evidence has appeared which indicates that it is necessary to take

there is no '0”9_'“”‘9‘3 magnetic order. Here, however, Itinto account the observability of the exchange interaction between next-
should be kept in mind that, because of the anomalouslynearest neighbors and also the four-spin cyclic exchange interd&tidn.
large value of) (J>Ty(x)) and the quasi-2D character of They are much less thah but most importantly, are isotropic, i.e., they
all the exchange interactions. the averzéig\ethe proper ref- cannot affect the investigated anisotropic magnetic properties of the lan-
o L thanum system.

erence framevalue of the SI.IG SpIn 1S nonzero e\{en abovez)The fact that the corresponding valdyy=AJ,,>0 is, generally speak-
Tl_\l()_()! and the A_FM order is preserved at all distances ing, nonstandard, since the anisotropy of ¢htactor of the C&" ion in a
within the correlation lengtifapy (X, T)=¢&arm (Refs. 5and  stretched octahedron is sdéhhatg;>g, (in La,Cu0;,, gj=2.3 andg,
11). The low symmetry of the lattice due tdy(x) =2.06)!® This type of inequality is usually accompanied by magnetic
<T1_o(X) also remains unchanged; consequently, despitqanisotfopy of the easy-axis type. S
the rather high temperatufbut, of course, fof <T ) the JIn essence these are identical AFM domains, differing only by a permuta-

. . 9 P o RS T-0/ tion of the magnetic sublattices. This permutation “occurs” in the walls,
d"'eCt'O”S.b ar‘da remain “easy” and “hard, rgspectlvely, and as long aslpy<éary , the domains are well defined. One can also
for the spins in the crystal. Under these conditions a naturalassume that it i§ry that specifies their average size, and the spins of the
source of suppression of the long-range magnetic order carwalls contribute to the “longitudinal” character of the static magnetic sus-
be the thermal generation of kink—antikink pairs or domain ceptibility for H|[Y.
walls of width dpyw~J/VAJ,J+D?, which separate re-
gions with opposite directions of the AFM vect8rand in
which rotations of the latter occur in the easy plabesThe  'P. W. Anderson, Scienc235, 1196(1987.
dynamic structure that arises should have a characteristic 10/ E'agiﬂg’ EQYS-MFf)?jPZF‘J‘g ;ég %933‘199%

’ X . . , Rev. . Phy$6, .

modulation along (with walls of thg Bloch typko_r b_(NeeI 4D, Scalapino, Phys. Re@i50, 329 (1995.
type). On the whole, forr > &gy this system is similar to @ 5v. M. Loktev, Fiz. Nizk. Temp.22, 3 (1996 [Low Temp. Phys22, 1
paramagnet, while for=<§&,ry it manifests many signén- 6(1996)]. _
cluding magnetic anisotropyof antiferromagnetism with 73"LA'éa’itc‘mg;]"ygsg'e;géé\'i“:gggo‘m(1995'
Iong-range magnetic order; this is most likely what \ivias 0b-85 N Lavrov, Y. Ando, S. Komiya, and I. Tsukada, Phys. Rev. L8,
served in Ref. 8. For example, excitations wjt}> &gy 017001(2001).
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