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The influence of a paramagnetic impurity on the superconducting transition température
energy gadl,, and order parametey at T=0 is investigated in systems with a lower density of
charge carriers and with strong electron correlations. It is shown that, since the Migdal
theorem is violated in these systems, taking the vertex and “crossing” functions into account in
the weak-coupling approximation explains the substantial change in the calculated

quantities, in particular, the increase Bf and of the critical impurity concentrations. The
decrease off ¢, A, and ()4 with increasing impurity concentration is slowed considerably in
comparison with the case of conventional superconductors on account of nonadiabaticity
effects. © 2002 American Institute of Physic§DOI: 10.1063/1.1461922

1. INTRODUCTION properties of the superconductor are independent of the con-

One of the important problems of the modern theory ofcentratlon of a nonmagnetic impurity.

superconductivity is to study the influence of impurities Let us also mention Refs. 7 and 8, where, in a study of

(nonmagnetic and magnelion the thermodynamic proper- the influence of a nonmagnetic impurity on the properties of
ties of highT. superconductingHTSO materials. This disordered systems, an attempt was made to go beyond the

problem is one of real importance, since the free charge caff@mework of the Abrikosov—Gor'kov approach by taking
riers and, hence, the Superconductivity in these systen‘igto account the Spatial variation of the order parameter.
arises on account of doping, which leads to substantial dis- At the same time, a magnetic impurity in an isotropic
ordering of the system. In addition, nonmagnetic and magsystem substantially suppresses the superconductivity on ac-
netic impurities can exist in real systems. count of the exchange interaction and the breaking of Cooper
The difficulties of solving this problem stem from the pairs?
unusual nature of the objects of study, which have a complex The studies mentioned above were based on the use of
crystal structure, features in the electron energy spectrum, the Migdal theorent? which allows one to ignore the vertex
lower density of charge carriers, strong electron correlationszorrections in determining the mass operators and the normal
etc. Taking all of these factors into account makes the proband anomalous Green’s functions. This theory works in the
lem unsolvable at this stage. Therefore, in our view, it is Ofregion of large values of the Fermi energM:> wg, where

interest to take the Fermi-liquid approach, which is based o,  is the characteristic boson frequehand large values of
the fact that at a certain carrier density a metallic state arisghe momentum transfer- 2pe).

in which the electronic state is modified but not destroyed by |, oxide ceramics organic superconductors, and

the electron correlations. Consequently, a transition to a sUy,jierenes. the values af andw, can be of the same order

perconducting state can occur, with_ the formation of Coope&nd the momentum transfef<2py because of the strong
pairs (the BCS scenarjoor local pairs(the Schafroth sce- electron correlation§'2As a result, the Migdal theorem is

nario). violated, and it becomes necessary to take into account ad-

In this appr,oacr(adoptlng the ;tandard theory .Of .Ab”' ditional many-particle effects determined by the vertex and
kosov and Gor’kov for systems with a randomly distributed L ) . .
crossing” diagrams. Taking theseonadiabaticity effects

impurity) one studies the influence of a nonmagnetic impu- ¢ ti ductir leads. at Il val
rity on the superconducting transition temperattigen dif- Into account In pure superconduc €ads, at small val-

ferent models that enable one to take into account the oveH€S Ofd, to positive values of the vertex functions and to the
lap of the energy bands at the Fermi surface in the case @°SSibility of obtaining values of . corresponding to HTSC
phonor? and nonphonon mechanisms of superconductivity, Materials at moderate values of the electron—phonon interac-
the anisotropy of the electron—phonon interaction and th&ion constant X~0.5-1). Thus the lower concentration of
dx27y2 Symmetry of the order paramefleme mechanism of Charge carriers and the Strong electron correlations in HTSC
pair tunneling withs pairing? etc. In all these studies the Materials may be one of the reasons for their high-
dependence of; on the concentration of the nonmagnetic temperature superconductivity. Since nonadiabaticity effects
impurity arises on account of various anisotropic propertiesire so substantial, it is unquestionably of interest to study the
of the particular system. In an isotropic system wstpair-  influence of an impurity on the value @t with these effects
ing, according to the Anderson theor&rhe thermodynamic taken into account.

1063-777X/2002/28(2)/8/$22.00 109 © 2002 American Institute of Physics



110 Low Temp. Phys. 28 (2), February 2002 M. E. Palistrant

Here we solve this problem on the basis of a Hamil-nonmagnetic and magnetic parts of the scattering potential
tonian of the Frblich type supplemented by an interaction of for electrons on the impurity.
the electrons with a magnetic impurity. This interaction con-  We introduce the temperature electron and boson
tains magnetic and nonmagnetic parts of the impurity scatGreen’s functions
tering and, consequently, allows one to investigate a non-
magnetic impurity as a limiting case. Our task is to
generalize the Abrikosov—Gor’kov thedrgn the influence Gpa(XX')==(T¥5(x) W, (X));
of a magnetic impurity on the superconducting transition
temperature to systems with small values of the Fermi en- __
ergy (eg~wg) and momentumqg<2pg, in which the Faa (XX)=—=(T¥ Z(x)¥ |, (x"));

Migdal theorem’ is violated. This study will further our un- 3
derstanding of the processes of impurity scattering in oxide

ceramics, fullerenes, and organic superconductors, which are  F g5/ (xx") = —(TW¥ z(X)¥ 5/(X"));

nonadiabatic systems with strong electron correlations. We

shall consider a three-dimensional system with a variable

density of charge carriergarbitrary filling of the energy D(xx")=—=(TvV2(X) p(X")); X=(X,T).

band.

?’his paper is organized as follows. In Sec. 2 we give the We shall consider' the j'oint. influer)ce of the electron—
Hamiltonian of the system and obtain the basic equations 0?050_“ and eleptron_—lmpurlty interactions on Fhe elegtron
the theory of superconductivity for a nonadiabatic systerﬂcunCtIonS (3)_' With this goal we go over to the interaction
containing a paramagnetic impurity. Section 3 is devoted t§€Presentation and use perturbation thédtyeating both the
the determination of the temperature of the superconductin§'€Ctron—boson perturbation and the electron—impurity inter-
transition: an equation is obtained for determining the valuéction- In the resulting perturbation series we perform an
of T, analytical expressions are found in the region of smalPV€raging over the positions of the randomly distributed im-

and large impurity concentrations, and analytical formulag?urities and over orientations of their spins in agalogy with
are given for determining the vertex functions. In Sec. 4 weVhat is done in conventional superconductots? taking

obtain equations for determining the order parametent N0 account, in addition to the usual diagrafssrrespond-
T=0, the energy gag,, and the critical impurity concen- ing to the adiabatic theojydiagrams with a crossing of two
tration at which gapless superconductivity sets in. In Sec. §€ctron—boson or of one electron—boson and one electron—

we carry out numerical calculations and analyze the resultdMPUrity interaction lines. After this we sum over spin vari-
ables and obtain a system of equations for determining the

2. BASIC EQUATIONS Green’s function&G(p(2) andF(p()) averaged over the po-
sitions of the impurity.

Near the superconducting transition temperatufie (
~T.) in the pQ) representation the solution of these equa-
tions gives

The Hamiltonian of a two-band system with a randomly
distributed magnetic impurity is written in the form

HoHg+ S f XV ()W, (x)(X)

G(pQ2)=

+2ﬁ dXW  (X)V o 5(X)W 5(X), (1) iQ—ep—2n(pQ)’ “

F(pQ)=G(—p,— Q)3 «pQ)G(pQ).
where Hy is the Hamiltonian of the free electrons and (P)=G(=p J2s(P)G(PQ)

bosons, the second term corresponds to the electron—bosefere the expressions for the mass operators in the graphical
interaction responsible for the superconductivity, the thirdrepresentation have the forieee(5) and(6)].
term describes the interaction of electrons with the magnetic  Here 39(pQ) and 2(pQ) contain diagrams corre-
impurity, #,(x) is the annihilation operator for an electron sponding to the electron—boson interaction, including dia-
with spin « at a pointx, ¢(x) is the boson operator, and grams with a crossing of two lines of the electron—boson
interaction** However, unlike the corresponding lines of
1 Ref. 14, the solid lines in the definition of these quantities,
Va,g(X)=z Vop(X—Rp)=V1(X) 8,5+ Esgaﬁvz(x), just as in expression®) and(6), represent the total electron
n Green’s functions averaged over the positions of the ran-
2) domly distributed impurity and over orientations of the spins.
whereR,, is the position of the impurity$ is the spin of the  The wavy lines refer to the electron—boson interaction, and
impurity, o is the spin-matrix vector, and,; andV, are the the dashed lines to the electron—impurity interaction.
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*_,_c,{& ‘ (5)

T (pQ) = XpQ) + a \‘*4 :;’: ) \‘,{'X_’;_‘_c:::\ib*
5P = 2¢(P e —x

+ :;: E /:—\\\+ //’ \Z; :
' (6)

Now we use a model representation for the electron—
boson and electron—impurity interactions:

With (7) and (8) taken into account, the expressions for

the the quantities in5) and (6), averaged over the Fermi

surface, can be written in the form

2pe\?
Igpp1|2=92<—F) 0(dc—|p—pal); @)
de
2pg\?
U.(p—p)=U.|l—=—]| 0(de1—|p—p1l), (8
Cc1
where
2 1 2
U.=c|Vi= S(S+1)V3).

Herec is the concentration of the magnetic impurity, amd
andq.; are the cutoff momenta of the electron—boson and
electron—impurity interactions.

The electron—boson interaction constéftis chosen in
accordance with the theory of Refs. 13 and 14, according t
which for q.<2pg the vertex and “crossing” functions are
positive, which leads to an upward renormalization of the
electron—boson interaction constant and, hence to an in-
crease in the superconducting transition temperature. The
smallness of the parametgg in turn is due to the presence
of strong electron correlations in the system. Expreségn
is an approximate reflection of the results of the studies of
the the influence of strong electron correlations on the
electron—phonon interaction in Refs. 11, 12, and 17: the
electron—phonon interaction increases weakly at small val-
ues of the momentum transf@w—p;| and is sharply sup-
pressed at larger values fi—p;| on account of electron
correlations. The factor (8 /q.)? is introduced so thag?
will be obtained as a result of the averaging. Consequently,
in this model the constant=N,g? is independent ofy., in
agreement with the result of Ref. 11.

A similar situation also arises for other scattering mechaﬁv(QCQQI) __ i 2
BY

nisms, such as impurity scattering, for example. Forn(gla
reflects the suppression of the electron—impurity interaction
for |p—pi/>0d.. The caseq.;<2pg corresponds to the
presence of strong electron correlations in the systevde
assume that the cutoff momerda andq.; are independent
guantities.

(NP, Q) Es=2n(D)

8vhere

1 _ _
= ﬁ_vp% VN(QQ1)G(pyQy)
1 -
+y 2 UsG(pQ); ©)
Py
1 _ _
((Ss(p. O)NEs=35(Q) = ﬂ_vp% Vs(QQ)F(p1Qy)
1 _
+y 2 U-F(p), (10
Py
VN(QQ,)=—g?D(QQ))[1+AP(Q:.00,)]; (1))
Ve(QQ;)=—g?D(Q0Q,)[1+ 2 Py(Q.0QQ)
+APL(Q.0Q)]-AD(QQ;)
X[2R(Qc12Q4) +RL(Q.0QQ;)
+R{(Q1Q0Q9)]; (12)
U.=U.[1+2\Py(Q.QQ)];
Py(Qe2Q)=Py(Q.00y)[q, = Q. (13)

In (11)—(13) we have used the definitions

2pp)21
— 0 — —
0| N O IP=p2D)

P22

X G(p2Q2)G(py+P2—p,

Ql+QZ—Q)D(QQZ)>> ; (14

FS
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1 2pe\? 1 —u<ep,<W-pu (W is the width of the energy band apd
Pe(Qc20)= - BV < < %;‘2 Qe ) No 0(c=[p=p2l) is the chemical potentipin the usual way, we obtain
XG(p222)G(p2—P—P1, N B Q) ~
=23 V(00— (D4, 7): (20
92—9—91>D<992>>> : (15 B ™ o
Fs

fe)

f-0 %; V(@0 e(D,7)

= 2pe\? 1

RUQuQ)=U.( { X Ny /A= [p—pzl)
p, \ Uec1/ No — -

+7NoU 1 o(Q,7;

X G(py+Pa—p. ﬂl>€(pzm>> . (16 3 - @D
Fs A(Q)=34Q)=A+7NU_o(Q,7),

where

| _ 2pF 2 1 - .
Rc(Qcﬂﬂl)_U—<<p22 ( qc) Wﬁ(% |p p2|)

_ _ B=un—ReS\(Q)= u—FE Vn(QOQ)W (O, )
XG(pzﬂl)G(pz_pl_p1_9)>> ;o (A7)
FS

+U,P(Q,3);
R¢ is obtained fromR; by the substitution®.—Q.; and
0—Q4 (Qc=0c/2pr, Qc1=0c1/2pg). HerePy and P are ~ 1 W-1 o
the vertex and “crossing” functions relating to the electron— ¢(Q,m)=—| arctan—— +arctan—|; (22
boson interaction, an, andR, are the corresponding func- 77 Q Q

tions determined by the electron—impurity interaction. If in

accordance with the Migdal theoréfwe assume thaP, 1 (W—7)24+ 02

=P.=Ry=R.=0, we obtain for the Green’s functio(#) vQ,n)=-In———-

and for formulag9) and(10) the corresponding expressions 2 i+ 02

of the adiabatic theofy® for superconductors with a ran-

domly distributed paramagnetic impurity. In the nonadiabatic = Because we have taken into account the vertex correc-
systems investigated herer~wy, q<2pg) the Migdal tions, the self-consistent system of basic equations of super-
theorem is violated, and it becomes necessary to take intoonductivity (20), (21) contains the renormalized quantities
account the contribution of additional many-particle effectsiy, Vg, andU. . The dependence if22) is due to the
vertex and “crossing” functions in the definition of the mass gsymmetric limits of integration over energies (@) and
operators. We have expressions for the operaiqy$9) and  (10), which is characteristic for systems with low densities of
25 (10) containing the total Green’s functions, which take Charge carriers and narrow energy bands.

into account the electron—boson and electron—impurity inter-

actions in all orders of perturbation theory. Unlike the adia-

batic theory, they contain additional diagrams with a crossin

of two electron—boson or one electron—boson and on%‘ TEMPERATURE OF THE SUPERCONDUCTING
electron—impurity interaction linesee Eqs(5) and(6); this TRANSITION
is the first order in the nonadiabatidityf discussion is lim- From now on we shall consider the weak coupling ap-
ited to the contributions linear in the nonadiabaticity, theproximation (<1) and replace the vertex functions @0)
evaluation of the vertex and “crossing” functioi$4)-(17)  and(21) by their values afd=0, Q;=w, (Ref. 14. Then,

is done using the Green's functio in the adiabatic ap-  afer determining the ratid/& from Egs.(21) in a manner
proximation(see Appendix similar to how this is done in adiabatic impurity systems, we
We write the boson propagat@((2(},) and the elec-  gptain in this approximation an equation for the order param-

tron Green’s functiort4) in the form eterA near the superconducting transition temperature:

2

_ @ . — T
D(QQ,)=— O (18) ZA(Q):ME
_ - w3 A(Qy)
G(pQ)=[iQ—-F,] %, (19 XE = Ql)z+w0 Q,TT, ;gnglﬁo(ﬂllﬂ)
whereQ =0 —Im3\(Q); ,=&,+ ReZ\(Q). (23

Substituting expressiofil9) into formulas(9) and (10)
and doing the integration over energy between the limitsvhere
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Na=N[1+2\Py(Qc.0.00) +APc(Qc,0.00) _2007e[  (Wopp |
+2Ry(Qe1,000) + R Qe.0w0) + RY (Qe.0.w0) 1: P e L(W-pt et wo)
_ (24 Zy 1 wg Wy
Z=Zo—T[1+\Py(Q.,Q,0)] XEXp{_E’LZ(W—mwO’waO (30)
W-7 2

X ————t+ =3 |; The dependence df; on the impurity is contained in the
(W=g)*+I'y  po+Iy scattering parametgr, the quantities in Eq(28), and in\ ,
(24) and\, (25). It becomes necessary to evaluate all of the
vertex and “crossing” functions and to determine their de-
pendence on the impurity concentration and density of
(25) charge carriers. To calculate these quantities we employ the
)\z:)\[l+)\EV(QCavaO)]; technique d2eveloped in Refs. 14 and (@&e Appendix For
values EQ;<u, 0/2pp=Q <1, andI'; ,/wo<1 we ob-
tain

2

Zo= 1+ A S @0 Q.. 7):
0 ZBQ Ql (Q_Ql)2+wg(p( 11/“’)1

1
r=r1—r2=wNocv§55(s+1); 'y = mNgcU. ; -
PV(QCvoawO) = PV(QC,O,(I)O) + O(Fl/wo)y

1 — =) .
fo=5[1+2\Py(Q:,0,0)] Pc(Qc0,00) = Pc(Qc,0,w0) + O(I'z/ wp);
r, r, RW(Qe.0.00)~T'1/wo; Re(Qe000)~T2/wo,  (31)
x| 1| arcta W—=% +arctanﬁ ' (26) whereP, ., are the values of the corresponding functions for

the pure substandé:'° which are determined by the expres-
We now perform a series of transformations in E2p), sion
as this is done in systems in which retardation is taken into
0,21 i . . -
accounlz. In this way we obtg!n an equation for determin Py(Qe,0.00) = woB(0,w)
ing the superconducting transition temperatlige

A(0,w0) E*1 ,
| Te 1 1 Z Z + —woB(0,w0) 1_w_g§Q° :
n_l_—co—\lf E -y E-’-p _E—’_ﬁ

Pc(Qc.0,00) = woB(0,~ wo)
—Ji(C,u) +Ja(C, ), en
A(0,— o)
where ¥ is the Euler psi function,Zo=Z|.—o, A% + w—o—woB(O,—wo)

=Nalc=0, and
E

+-—C(0,~wo)QZ, (32
o

o|q E?11 ,
prx+T1.)  @u(Xp) AR

1 (= dx
Jl(C’M):;fo X2+1

x+T'f/wg X '
29) where
1= XPdx [ei(x+T,u)  @i(X,u)
JZ(C’M):;L (2+1)2| x+Tf oy  x | Al0w) _ ™ —Earctan& —EarctalﬁwO ;
¢’ o wq 4 2 wgtp 2 —utwy’
where
1[(wo+ p)[(wot p)*+2wp)
] N N e R T
¢1(X,p) = —| arctanz—— +arctan .
i K " (W= g+ wo)[(W= g+ wg)*+ 205
The impurity scattering parameter is defined by the [(W— p+ wo)?+ w5 ]? ’
relation
1 W—,u-i—wo
I'f woC(0,w =—{In—
p= 5, 29) ] Ry
Cc

1 (W—pu+w)’+wl
En (a)o—l—,u,)z-l—a)g

where 1/2° corresponds to the relaxation time of the scat- -
tering of electrons on the magnetic part of the impurity po-
tential for adiabatic systenis? and the factoff ., (26) corre- w2 w2
sponds to a renormalization of this parameter due to
nonadiabaticity effects.

The superconducting transition temperature for a pure
substance is given by the expressfol? (33

(0ot W)+ w3 (W=t wp)?+ 0l
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in addition,
PUQu) == | e
W—
W oo (39
Zo(0)=1+1X, WYV;wa Mfwo . (39

It is easy to see on the basis of resy®4) and defini-
tions (24), (25 and(28) that forI'y /wg, I'1/u<<1 we have
Ma=\S, Z=Z,, and Ji(c,u)~0, and Eq.(27) takes the
form

Te 1 1
|na—\1’<§) ‘I’(E-l—p

. (36)

As a result, we find that fop~ wg or u>wq andI'y 5/ wg
<1 the form of the equation fof . coincides with the cor-
responding equation in the Abrikosov—Gor’kov thebfgee

also Ref. 16. The difference lies in the expressions for the

superconducting transition temperatdig for the pure sub-
stance(30) and for the impurity scattering parameje(29),
(26). The quantityTq in (30) in the nonadiabatic theory can

M. E. Palistrant

These formulas contain a weaker dependence on the im-
purity concentration than in the case of conventional super-
conductors on account of nonadiabaticity effects, which lead
to the presence of the functidp<<1.

Consequently, the pair-breaking effect of the paramag-
netic impurity has a weaker influence on the superconductiv-
ity because of the additional electron—phonon interaction
arising from diagrams with a crossing of impurity and pho-
non lines. On the basis of E¢B7) we obtain the following
expression for the critical impurity concentration at which
the superconductivity vanishe3 (=0):

’7TTC0
| el (38
The large values of .5 and the functiorf <1 make for
large values of the critical impurity concentration in com-
parison with adiabatic systems.

4. ORDER PARAMETER A AT T=0 AND THE ENERGY
GAP Q,

For T<T, the expression for the mass operat@sand

reach values characteristic for HTSC materials at moderatgs) should be supplemented with diagrams containing two

values of the constar,’**8 and the parameter (29) con-

anomalous Green’s functions, and this leads to an additional

tains renormalizations due to nonadiabaticity effects throughontribution to the quantitiesVN(QQl) and VS(Qﬂl)-

the quantitiesf, and T,. Here f,.=1—\wqo/(wg— )
+ wo/(W+ wg+ 1) ]<1, andT, for this same impurity con-

However, in the weak-coupling approximatiomd>A),
which we are considering in this paper, the contribution of

centration is significantly larger than its value in the adia-these diagrams is small. Furthermore, the calculation of the
batic theory. Consequently, there is a substantial decrease Rfnctions Py. andRy . for wg>A and T=0 leads to the

the impurity scattering parameter on account of nonadiabasgme results as in the cade=T.. Consequently, in the

ticity effects.
In the limiting case of a nonmagnetic impurity’ €0)
Eq. (36) gives T,=T.y, in agreement with the Anderson

weak-coupling approximation the parametigs, Z, andh,
are determined by the expressions given aboveTfeiT.
Let us start from the definitions of the mass operators

theorenf that T, is independent of the concentration of a (5 () and generalize the calculational technique of Refs. 9
nonmagnetic impurity. Consequently, the model representa;ng 16 forT=0 to the case of nonadiabatic systems. In the
tion we have introduced for the electron—impurity interaction; it Ty o/wg, 12/ u<1 andwy>A, we obtain for the or-

(8) is consistent with the main proposition of the theory of 4o, parameter

superconductivity in isotropic impurity systems.
At small w (u~T1'4) the value ofT, is determined by
Eq. (27). In the limit '—0 the influence of the impurity in

A I'fem I'f.
In—=-—

A, A g o3 <L

this equation is preserved because of the dependence of the

guantities appearing in it on the parametéis and I,

part of the impurity potentialsee Eq.28), for example. A
violation of the Anderson theoréhoccurs which is not due

which contain the scattering of electrons on the nonmagnetic A | {
n-—=In

to the momentum cutoff of the electron—impurity interaction
(8) but is a consequence of the electron—hole asymmetry
(because of the asymmetry of the limits of integration over

energy in expressiong) and (10), which vanishes foru

=W/2. This asymmetry can be regarded as the appearance of

rf\2 ¥ [Tf, [(A
5, (T) -t +(T)]_ 2r'T,
A
I'f, 1 I'f,
_ﬂ W for T >1, (39
[ESE

anisotropy in the system; the presence of any anisotropy wilivhereA is the order parameter of the pure substance:

lead to violation of the Anderson theorem.
On the basis 0f36) we have in the regiomu~ wqy or
u> g
2

< T
TC=TC0—7EfC for p<1,;

Ir? T
Te=6—f2In_ w7

Yel fe

for p>1. (37)

A2 (W—p)p r’z
O e L(W=p+wo)(u+ wo)
ZO 1 (O} wo
Xexp — g+ + 40
p[ )\g 4 W—putwyg ptog (40

Expression$39) at wg/u and W— )/ u—0 go over to
the corresponding expressions for adiabatic sysfeifisiere
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we have substantial renormalizationff and of the scatter- 1.0 )
ing parameter owing to nonadiabaticity effects and the 1,1 -Qg/ Ao
electron—hole asymmetry. . 2,2-Tc/Teo
To determine the energy gap we consider the electron 0.8 S~ 3,3~ AlAg
density of states in analogy to what was done in Refs. 9 and o N S
16. We have g N oo
< o 3
=) N N
Ns(02) =Ny Re——: (4 = 0.6 N
Jyuc—1 *_u . \\ \\
AU=Q +iTF 42) < 04 R AN
u= | A ~ V. \ \ \
=1 3 . o
~ AN \
whereu=Q/A. S \\\ '
The maximum value of), at which the electron density 0.2 N i
of states is equal to zero, corresponds to the value of the R \"
energy gaf in the energy spectrum. We fing(},) from ~ Y
the conditiondQ)/du=0. In accordance witli39) we have Lo .\ S { ‘
U(Qg):[l_(rfc/A)%]UZ; o 1.0 15 20 25 3.0

0
Qg=[1—(FfC/A)2/3]3’2. (43) F/AO

. . _ FIG. 1. Energy gadl,, critical temperaturd ., and order paramete¥ at
It follows from this equation that foF f;=A the energy =, % - & 5 e impurity concenfration.

gapy=0.
Using the definition ofA (39), we obtain
r Ag ™ 44 Thus the following results have been obtained.
ag=0F_ A "7 (44) 1. In nonadiabatic systen&;, A, and() fall off more

This last f la determi th itical | it slowly with increasing concentration of magnetic impurity in
IS fast formula determines the critical Impurity con- comparison with conventional superconductors.

centrgtion at. which ggpless superconductivity grises. This 2. The critical impurity concentratiofi, at which the
value is considerably higher than the corresponding value fO§uperconductivity vanishes and the critical concentration

ad|abat|c_ systems on account of the large values pand I'a - at which the gapless state arises are increased signifi-
the functionf <1. 9 . ) .y
cantly owing to nonadiabaticity effects.
3. The region of the gapless stalf(g,—l“ﬂgzo widens
5. NUMERICAL CALCULATIONS AND ANALYSIS OF THE substantially in the nonadiabatic systems considered above in
RESULTS comparison with adiabatic systems. We filid,— I“Qg:o

From the formulas obtained above it is seen that the=0-068g for m=0, a”drcr_rslg:0:0-257A8 for m=1.
values ofT,, A, and(), depend substantially on the values The model considered here is rather simple for describ-
of the chemical potentiak. For u~wy>T", T'; the equa- ing the superconducting properties of such complex systems
tions for determining these quantities look the same as thas HTSC materials, which, in addition to the presence of
corresponding expressions in the Abrikosov—Gor’kovstrong electron correlations and a low density of charge car-
theory”'® Here there is a substantial renormalizatioriTgf ~ riers, are highly anisotropic systems. However, it does enable
andA, and of the scattering parameteron account of the one to obtain a qualitative picture of the influence of nona-
inclusion of the vertex and “crossing” functions. The expres- diabaticity on the behavior of, T., and{}, as functions of
sions forT,, (30) andA, (40) hold the possibility of obtain-  the magnetic impurity concentration and also to determine
ing values characteristic of oxide ceranift¥ at intermedi- the values of the critical impurity concentratiohy, and
ate values of the electron—boson interaction constant. ThEng:o in these systems.
suppression of superconductivity with increasing magnetic  Our results agree qualitatively with the experimental
impurity concentration due to the breaking of Cooper pairs isdlata from studies of the corresponding superconducting

slowed considerably. properties of lanthanum and yttrium ceramitsee, e.g.,
Figure 1 shows the dependence of the raflQeT.g, Refs. 22 and 23
A/Aq, andQg4/A, on the concentration of impuritigsn the In the region of smaljw (u~T'1<wy) the equation for

parametei’/A, WhereAg is the order parameter of an adia- determiningT,. (27) contains additional impurity dependence
batic impurity-free systemfor u=W/2, Q.=q./2p=0.1, through the dependence of the quantities appearing in it on
and\=0.5. The solid curves in the figure correspond to thethe parameter¥’; ,, which are determined by the scattering
case of adiabatic systemmE wg/u=2w/W=0), and the on both the magnetic and nonmagnetic parts of the impurity
dashed lines to the case of nonadiabatic systemsnfed.  potential (26), (8). In the limiting case of a nonmagnetic
This figure makes it possible to compare the behavior of thémpurity (I'—0) the impurity dependence on the parameter
quantities indicated above in conventional superconductork , remains in Eq.27), and that leads to an impurity de-
(curvesl-3) and in HTSCHcurvesl' -3'). pendence ofT.. Consequently, in this case the Anderson
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theorenf is violated. This result is consistent with the main whereE=4Eg, q=|p—pi|, Q=q/2pg, and« is the angle
propositions of the theory of superconductivity in impurity betweenp andp,.
systems, since here we are dealing with an anisotropic sys- 3. Integration is done over the energy, (the electron
tem (because of the presence of electron—hole asymmetry @ensity of statedl(¢) =N,) and then the angular integration
small w). It is known that the Anderson theorem does notgyer o and<p on the basis of the relation
hold in anisotropic systems.

In the present paper, following Refs. 13 and 14, we have =~ szdg" f”s'nad“ fw " de
taken into account the terms linear in the nonadiabaticity V P2 w P2’
(diagrams containing the crossing of two interaction l)nes
for an impurity system. For this we did a direct evaluation of;
the vertex and “crossing” functions at small values of the
momentum transfer for the electron—phonon and electron—
impurity interactions. At the present time there are also other ~ Pv(Qc.0.w0) =
approaches, and various methods have been developed for

4. An averaging is done over the Fermi surface accord-

ing to the formula
SRR

taking nonadiabaticity into account. A detailed analysis of X 0(9c—|Pe— P1el) Pv.c(PE— P1r,0,:00)
these methods is done in Ref. 24, in which it is shown that 5
the method of direct evaluation of the vertex functions, :_ZJ QdQP/(Q,Q.,0.wp); Q.= Ge ]
which was used by Migd4l and also by Pietronero, Grim- Q 2pe

; -- 14 ; i : .
aldi, and Stfasler;***is the most correct. In particular, it The results of these calculations are presented in the text

gives a correct estimate of the value and sign of the nonagpove. We have used an analogous procedure for evaluation
diabatic correction to the self-energy. Consequently, it can bgne impurity verticeR, .. (see Ref. 21 for details
assumed that the theory of the superconductivity of nonadia-

batic impurity systems developed in the present study, which
is based on direct evaluation of the vertex functions, is a
correct theory.
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H H H H H OV. ys. Us y , 0l ate Commun.
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The equation for the magnetization is obtained on the basis of the kinetic equation for an
isotropic distribution function of electrons scattering on massive impurity centers in the presence
of magnetic and electric fields. The analytical solution of the Cauchy problem for a given

initial distribution of the magnetization under conditions of paramagnetic resonance is obtained.
The exact solutions are found for magnetization dynamics in samples having the forms of

an ellipsoid of revolution and a cylinder, as well. The influence of magnetic exchange on the
surface of the cylindeflll boundary value problemis taken into account. The dependence

of the magnetization on the static electric field is exponentially decreasing with time, with an
exponent proportional to the electric field squared times the diffusion coefficient. For a

fixed instant of time the magnetization depends nonlocally on the magnitude and direction of the
electric field. The estimated dynamic shift of the forced precession has a nonlocal and

nonlinear dependence on the nonuniform distribution of the initial magnetization. This shift is
estimated with boundary conditions taken into account and is caused by a field similar

to the Suhl-Nakamura field in a paramagnetic medium. The dynamic shift of the free precession
has only a nonlocal character. The time and space dependence of the internal field is

obtained. All results are expressed in terms of the initial distribution of the magnetization without
specifying its functional form and in terms of the propagation function, which depends on

the shape of the sample. These results may be used for analysis of spin diffusion in natural and
manmade materials and also in magnetometry.2@2 American Institute of Physics.

[DOI: 10.1063/1.1461923

1. INTRODUCTION d3p
2

A system of electrons interacting among themselves and Vs (2m)®’
with motionless potential impurity centers randomly distrib-
uted in uniform external fields is described by a distributionwhere
function f obeying the kinetic equatid®

;o T p(e)= [ dvpate-ey
Ef'ﬁ‘l[W,f],"‘V&f"—EE%f—FE[VXB]a—pf

is the electron density of states, and the brackets mean the
averaging defined by formul@). It follows from Eq.(2) that

(Lf)=0, where

=Lf+LeSf, 1)

wheref=f(x,t) is the distribution function of the electrons,
which is a matrix in the electron spin space;and v
=de,/dp are the electron charge gnd velocity, respectively; L= L+L’(B), L'(B)=-— 9[v>< B] i. 3)

L and L®® are the electron—impurity and electron—electron c ap

collision integrals;B is the magnetic fieldE is the static

electric field;wo= — ugo- B (ug is the Bohr magneton and  Indeed, the electron—impurity collision integral has the form
are the Pauli matricgsWe assume that the massive charged

impurities, whose kinetics is not considered here, form a )

neutralizing electrical background. (Lf )(p)=2wa dVpr w (p,p") 8(ep—ep ) (fpr —fp),
We shall define the distribution function of electrons

over energye (Ref. 3, and hencgL f)=0. HereN is the impurity densityse (p,p’)

is the probability per unit time of electron scattering on the

1 impurity center. As g (v /dp;) =ein(d*€,/Ipipy) =0

=(f\= —— — . p iMk '
n(e,x,t)=(f) 2@ f dVpfa(x,t)d(e—ep), hence the mean

1063-777X/2002/28(2)/6/$22.00 117 © 2002 American Institute of Physics



118 Low Temp. Phys. 28 (2), February 2002 E. A. Ivanchenko

1 2. MACROSCOPIC EQUATION FOR MAGNETIZATION
<[VXB]' —f>> Eikl oy . . .
d p(e) We define the macroscopic density of the electron mag-
J netic momentM =(M;,M,,M3), the magnetization, by the
J dVpu kB|< 7, )é(e €p), formula
1
and after integration by parts we haglef)=0. M(X’t)ZZMOTrEUf dVen(e.xt). ©

The operatot has the property In view of the relation for Pauli matrixesrjoy— oyo;

_ — =2igjqo, the kinetic equatiort5), after multiplication by
L(B)=L"(—B), (4) Moo, taking the trace on the spin variables, and integration

where + means the conjugate operation, defined by the for_overdV takes the form

mula (x,y)=(x,y). By virtue of the definition of the opera-
tors L and L', we have [x,y)=(x,Ly), (L'(B)x,y)
=(x,L"(—B)y), i.e., Eq.(4) is valid.

As the result of averaging E@l), we obtain the equa-
tion for the distribution functiom(e,x,t):

J
EMiJFZMo[BXM]iWLa_Xk'ik:O, (10

where the flux density of the electron magnetic moment is
equal to

Poe (1)

1 an an
IikE_ZMOTrEUi deka o"_Xp_I_qE_

J J
Enﬂ[w n]_=(L®%)— ﬁjk
K In order to obtain a closed equation for the magnetization we
assume that the functioD,, is smooth overe, and it is
—ABc oy p(e) (9e(p( &)ji- (5 therefore possible to take it out from under the integral sign.
We integrate the second term {i1) by parts one, and
To close this equation one has to express the cuiieirt assume that the surface terms are smakka0 and ate
terms ofn. This can be done if the frequency of electron—=er, where eg is the Fermi energy. This approximation
impurity collisions 7, Imp is much greater than the frequen- allows us to write down the equation for the magnetization
cies of electron-electron collisions . and if the timeg are  as
large in comparison with the corresponding relaxation time P e J
Te imp; then the electron distribution function becomes some  — M +2,,[BXM]— Dypl == — 5—Ep—|M=0.
functional of n, i.e., the electron distribution function be- 9t IXIXp 28 TOXy
comes independent of the electron momentum direction due (12)
to the collisions of electrons with impurities. On this basis it Equation(12) without allowance for spatial inhomogeneity
is possible to show that in the linear approximation withcorresponds to the Bloch equation and forms the basis of the
respect to the gradients and electric field, the diffusion curtheory of paramagnetic resonance. The incorporation of in-
rent ig" homogeneity is carried out in Refs. 1 and 5 without specify-
ing the character of the diffusion mechanism. The nonlinear
J Jd equation describing a collision dynamics of magnetization in
he= Dk'(B)( n+akge ) ®  the absence of external fields is obtained in Ref. 6.
The purpose of the present work is to study the magne-
where Dy(B)=(L 'vy,v;) is the diffusion coefficient of tization dynamics of electron—impurity systems on the basis
electrons in a magnetic field having the propeRy;(B)  of Eq.(12) under conditions of paramagnetic resonance with

=D;«(—B), which follows from(4). boundary conditions taken into account.
In case of an isotropic electron dispersion relatgn
= €pp We get 3. PARAMAGNETIC RESONANCE IN ELECTRON-IMPURITY

SYSTEMS
Dyi= d[ 8+ bibi g e imp T Eikibiwe],

We consider the magnetization behavior in the case

Te impvz B when the external magnetic field in Ed.2) consists of two
d= 3(1+wd)’ b= B[ ¥ e mpYe- ™ terms:
. B=By+h(t),
The cyclotron frequency . is equal to
=(q|v|B)/clp|, whereBy is the static field andn(t) is the alternating field.
To find the solution of Eq(12) we shall develop the
. , pp’ scheme described by Bar'yakhtar and Ivanov in Ref. 7. For
Te impEZWNf dVpr w (p,p")d(ep—ep)| 1— |pp,'| . this purpose, we shall present the solution for the magneti-

(8) zation[see Eq.(12)] as an expansion in powers of the am-
plitude of the external alternating magnetic field:
Equations(5) and (6) together determine a closed equation -
for the distribution functiom(e,x,t), which is isotropic with M (x,t)= Z m®(x,t). (13)
respect to the moments. =0
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After substituting Eq(13) into Eqg.(12) we have an in-
finite system of equations fan:

14
Em(k)Jr 2uo[BXm®]—Dm®

=—2po[h(t) xm*~1],

k=0,1,2, ...;m"Y=0, B=(0,0,B), (14
#? & , # q
D=dr| —+ —+(1+0?) — — —
Floxz * ay? (1+owg) 97> 2eg
J q
X(E1t+ wcEy) — — (Ex— wcEy)
X 2eg
J , 9
— — —E53(1+ —. 15
gy  2er 3l wc)az =

At first we find the solutiorm(®) of the Cauchy problem with
the help of the change of dependent variables
m(9(x, t)=(2w)—3’2f d3ke mi9k,t)(i=1, 2, 3.
(16)

For the Fourier componenta{®)(k,t) we get a system

of differential equations of first order in time. This system is

easily solved. Carrying out the inverse transformation,

m(®(k,t)=(2m) 32 J dx’ e 'm%(x,b), (17

we find the solution for the magnetization in the form of free

precession in constant fields,
m(o)(x,t)=f d®x’g(t,x",x)(m(x")cog Qt+o(x")),

—m(x")sin(Qt+ @(x")),mz(x")) (18
on the set of the known initial data of the form

mQ(x,t=0)=(m(x)cose(x), —m(x)sing(x),mz(x)).
(19

with a propagation function equal to
1 1 3
(1+ w2) Y2\ 2(7det) 2

g(x’,x)=
X' —X E;+w.kE
X ex —( T e

2\/d|:t ZeF 2
_(y’—y+iEz—ch1

2\/dFt 2eF 2

z'—-z
- ( 2(1+ w?) Y2\t

q (1+wd)YE,

2o 5 (20)

2
UETe imp
A2l TR
C
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wherevg is the Fermi velocity.

This function obeys the equation

i Dg=0 21

9~ Dg= (21
and also has the properties

lim g(t,x’,x)=86(x"=x), (22

t—0"

9

lim ﬁg(t,x’,x)z D4&(x' —Xx). (23

t—0"

An important property of the propagation function is that it
satisfies the Smolukhowski—Chapman—Kolmogoroff equa-
tion
fd3x’g(t—t’,x’,x)g(t’,x”,x):g(t,x”,x). (24)
The particular solutiom™® of Eq. (14) with the right-hand

side —2uq [h(t)Xxm©(x,t)] can be obtained, using the
semigroup property of the functiog(t,x’,x) (24):

t i ,
mgl)(x,t)+im(21)(x,t)=j dt’e' ‘t)f a3’ g(t,x’",X)
0

X[(hy(t") +ihy(t"))mg(x")

_ hs(tr)efi(ﬂturqo(x’))m(xr)]’

(25
mgl)(x,t)zfotdt’f d3x’g(t,x’,x)m(x")
X[hy(t)SIN(Qt' + o(x'))+ hy(t))
xXcogQt'+o(x"))]. (26)

It is seen from formulag25) and(26), that the magnetization
at the timet is determined by the fielti(t) at all previous
times, starting at the instant it is turned on.

We choose left rotation for the external alternating mag-
netic field, which is perpendicular to the static fiely:
h(t) =h(coswt,—sinwt, 0), whereh is the amplitude of the
field andw is the frequency of the alternating magnetic field.
Since at the paramagnetic resonange (), we find from
formulas (25) and (26) that the particular solution for the
magnetization in the approximation linear in the field is the
forced precession

m(ll)(X,t) = wltmgo)(x,t)cos{ﬂt— 7l2),

mP(x,t) = — wtm® (x,t)sin( Qt — 7/2), (27)

m5Y(x,t) = o tA(X,1),

A(x,t)zfd3x’g(t,x’,x)m(x')sina(x’), w1=2uoh,
(28)

lagging in phase behind the phase of the alternating magnetic
field by /2.

Having continued the procedure of iteration, we can sum
the series onw4t and find the general exact solution for the
magnetization dynamic&l2) at paramagnetic resonance:
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M (x,t) =m(x,t) + m(x,t), (29
m(x,t)=([A(x,t)(1—coswit) +my

X (X,t)sinwqt]sint,
[A(X,1)(1—cosw t) + mP(x,t)sinwt]cost,
A(x,t)sinwt+mP(x,t)(coswit—1)).

At h=0 this solution transforms intd/(x,t)=m©(xt);
see Eq.(18). As is seen from the solutio(®9), there is no

E. A. lvanchenko

out nonlocality being taken into account, this shift is propor-
tional to the amplitude of the forced field and has the simple
form

M3(X)CoSe(X)

0/(x,0) = —2p0h——

(33
As is seen from formul#33), this shift depends nonlinearly
on the initial distribution. This result coincides with that of
Ref. 8 in view of heterogeneity. It follows from formu(&2)
that the dynamic shift of the free precessiOri.«x,0) is

divergence in time. Finally we come to the conclusion thatcompletely nonlocal:

the solution of the Cauchy problem of E@L2) with the

initial distribution (19) in the class of square-integrable func-

1

Q ,free(xao) = m(x)

f d3x' (D &(x—x"))m(x")

tions is completely determined by the propagation function

and the shape of the sample, i.e., by the integration volume.
For an unbounded medium under conditions of paramagneti
resonance the solution of the Cauchy problem takes the for

of Eq. (29).
The magnetization projectioM ;(x,t) oscillates. This

fact implies that a population inversion occurs in the system

considered.

For the analysis of the forced precession we write th

solution(29) for M4, M, as
M (x,t)=acogQt+ ¢),

M (X, t)=—asin(Qt+ ¢), (30

where the local amplitude and phase of precession are equal

to

a(x,t)= [~ A(x,t)cosw t+ mP (x,t)sinw,t]2+ AZ(x,t),

A(x,t)cosw t—m(x,t)sinw;t
¢(x,t)=arctan Ar(x1) ,

Al(x,t)EJ d3xg(t,x’,x)m(x")cose(x"). (31

Expanding the phasé(x,t) (31) in a series with respect to
and restricting ourselves to the term lineartjnve get, in
view of the property(23), the local dynamic shift of the

forced frequency)’ with respect to the Larmor precession

frequency().
d(X,1)=@(X)+ Q' (x,0)t+...,

Q' (x,0)= —wlmg(x)+f d3x’ (D &(x—x"))

o |
m?(x)

Xm(x")sing(x")|m(x)cose(X)

—[J d®x’ (D &(x—x"))m(x")cose(x")

X(m(X)SimP(X)—wlms(X))J- (32

the cause of which has the meaning of the internal field at the

point x (an analog of the Suhl-Nakamura fi2th a para-

€

Xsin(e(X) = @(X")). (34)
Kow it is obvious that in the general case the dependence of

The dynamic shift on time and coordinates is

d(X,1) — (X)
t

We find the maximal amplitude of the forced precessit#*

Q' (x,t)= . (35

from the conditionM3=0, i.e.,

Asinw t+my cosw,t=0. (36)
After substituting(36) in (31), we get
m(3°)2 12
= ( Sir? wit AL @7

and the time$® are determined by the solution of E§6),
which can be written in equivalent form as
m©

sin(wt+6)=0, 6= arctan—-—.

A (38

In the simplest case we find=— /4, wt~=kw+ 7/4,
k=0,1,2, ...

o T
4(1)1’

4(1)1

(39

max ~ (O)
at:t(o>~\/§|m3 |t=10.

Decaying bursts of precession amplitual®® are observed.

To take into account the particular shape of the sample it
is necessary to use the eigenfunctions of the Laplace operator
in cylindrical, spherical, or other coordinates as well. The
general formulag29) and the formulas related to them retain
their form under replacement of the propagation function and
volume of integration. The propagation functions for the cyl-
inder and ellipsoid of revolution are given in Appendix 1.
The general exact solution of the equatid®) is given in
Appendix 2.

4. CONCLUSIONS

The dynamics of the evolution of a system of electrons
and impurities placed in static electric and magnetic fields is

magnetic medium, coordinated with the boundary condiinvestigated under the influence of an alternating magnetic
tiong). This field depends on an initial nonuniform magneti- field under conditions of paramagnetic resonance. The gen-
zation distribution at all points of the sample and on theeral formulas for all three magnetization components in their
shape of the sample, that is, it has a nonlocal character. Witlevolutionary interrelation are obtained with the shape of the
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sample(cylinder, ellipsoid of revolutiontaken into account, ¢ =2 if n=0 ande,=1 if n#0, J, are the Bessel func-
since experimental engineering allows one to measure thespns, 1", »,, are the positive roots according to the equa-
components.The behavior of forced precession in samplestions
is theoretically investigated. The dynamic shift of the fre-
quency _of pargmggnetic resonance caused by a nonuniform (M3 (ut™) +roHad(uM)=0,
distribution of initial magnetization is found. All results are
expressed in terms of the initial magnetization distribution 2 _

. . Vil vm—HiH;
and a propagation function dependent on the shape of the cot = (HL+H,)’
sample. The results obtained are applied to the analysis of Vitwe  PVmH17TH2
spin diffusion in natural and manmade materiatdand also
in magnetometry. Vm qEs

L . . Zm=ar H;= 1+ 02 hj— —
The author thanks Prof. S. V. Peletminskii for interest in m=4 ctanH—l, ! @e| 117 e )

the research and for a helpful discussion.
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APPENDIX 1

Cylinder (lll boundary value problem{Ref. 17

E=(0, 0,E3), X=r cosédsing, Yy=r coslcosy,
. z z
X=Tr COS¢, Y=rSing, 5= U; u= =r cos¥,
V1+wc \ll—l—wc
o=sr=<ry, O=s¢=27, O0=sz=<l|, Ost=sox,

d3’=r'dr'de'du’.
3y! — 12 i ’ ’ ’ ’
The boundary conditions are d*'=r""sing’dr'de"de’.

The boundary conditions a{eM(x,t)]r:rO=O.
The initial conditions are M;—qy=(m(x)cose(x),
—m(x)sing(x),mz(x)). The propagation function is

[0

- M—hiM

- z=0

[ o

_EM—thMLIZO’ (t et _ 1
g ] ] l()D 1r| 190) ﬂ_rg

[ 9

—M+ Hgm} =0,
LT z=| xexp( B g(E1+ wcEs) (X' —X)
whereh,, h,, H; are the surface magneto-exchange factors. der

The initial conditions are

A(Ex—wED(Y' —y)  gEsV1+wi(u’—u)

dep 4er

M= o= (M(X)Cosep(x), —m(x)sine(x),Ms(X)): -
The propagation function is

(1~ 02)g*E?dgt
g(tlr,u¢,;ru¢lu) - T

4 qE (1+ w?)%E3 ) ,
:W_rgexr(_res V1+‘*’c(“’_u)_—h16ceF 2 dit S ”E &y L coske coske’ +sinke sinke’
n=0,m=1 k=1 (n+k)! , (2

-t (2n+ 1)(n—k)| [‘] n+l/2(lu’m )]

x>

- { (HiHp+ v3) (Hy+Hy)

(Hi+v2)(H3+v3)

=0; k=
" '“2 ' 1 X exp(— (i I 0)?det)
rgHz—n?\ ~
X| 14+ —m> Ins 1 EIT Q) Iy 1 r "I )
(Mk ) X

!

rr

md s
><Jn2<u<k”>>an(7r)an(—r')

o
p( (Mﬁ”)
xXexp —| | —
o

X (e cosne cosne’ +sinne sinne’)sin( vUu+ 2z,
n m m

X Py (cos@) Py, ((cosh’) |,
2

+Vr2n

"

J,+12 are the Bessel functions of half-integral ordBy,
are the associated Legendre functions, aﬁﬁ are the posi-
X sin(vu’ +2,,), tive roots of the equatiod,, 1,(x{")=0.
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APPENDIX 2

If the mismatchA =) — w, i.e. the difference between
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E. A. lvanchenko

wherey= w3+ A2?,

The dynamic shift isQ'(x,A,t)=¢(X,A,t)— o(X)/t,

Larmor precessio) and the frequency of the alternating where

magnetic field is not equal to zero, the general exact solution

of the equation12) has the form:

M(x,A,t)=

m(x,A,t)=

m@(x,t)+m(x,A,t),

w3 (0) i .
—Acosyt+ 7m3 sinyt |sinwt
A :
+ A, coswt— ;Al sinyt sinwt—A; cosQt
+AsinQt— ;Asmy’[—(colAm3

1—cosyt
—AZAl) —7)

c05wt,( —Acosyt
w
- 71 myY sin yt) coswt— A, sinwt

+

B (0)
;Asmyt—(wlAm3

1—cosyt

- AZA —) sinwt
1) :

A
- ;Al sinyt coswt+ A; sin()t

w
+AcosQt,m (cosyt—1) + 71A sinyt

AZTO 4 o AA 1—cosyt
(A"mz"+ o, 1)_2_7 ,

e(X,At)

- A cosyt — ML (sinyt/ y) + AA;sinyt/ y)
A T AA(Singt ) + (0 AMP— AZA, ) (1—cosyt)] 72
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The splitting of the Kondo peak on the differential resistance—voltage characteristic in a
magnetic field is investigated in CuMn, CuCr, and AuFe point contacts of different diameter.
Empirical formulas are obtained which can take into account the variation of the energy
position of the maxima of the split Kondo peak, both in external and intéthalspin-glass state
magnetic fields, as a function of the temperature of the experiment and the Kondo temperature
and also as the diameter of the contacts is decreased002 American Institute of

Physics. [DOI: 10.1063/1.1461924

Point-contact spectroscogf?C9 is now being used to function of the voltageV across the point contact at low
investigate the characteristics of various dilute alloys exhibtemperature kgT<eV (kg is Boltzmann's constajpt The
iting the Kondo effect> At biases of the order of 10 MV maximum energy in the inelastic scattering of conduction
the curves of the differential resistance versus the voltagelectrons is equal teV, with an accuracy of sever&iT.
across the point contactslY/dI(V)) have a Kondo peak at Usually point contacts with ballistic electron transport are
V=0 (Fig. 1). At biases above 10 mV a sharp increase of thenvestigated.
differential resistance occurs due to the scattering of conduc- As the impurity concentration is increased in alloys with
tion electrons on phonons of the host metal, Cu or Au. They [ow Kondo temperature, such as CuMn, AuMn, and AuFe,
voltage dependence of the differential resistance at low bithe Ruderman—Kittel-Kasuya—Yosid&®KKY) interaction
ases has the forndV/dI(V)e—logV. It is similar to the || bring about a transition to a spin-glass state, which is
temperature dependence of the resistivity for a bulk Kondgnaracterized by an internal magnetic field. &) curves
alloy, p(T)=—logT (Fig. 1). The difference is that in the of such alloys have a maximum at a characteristic value of
PCS method the interaction of the conduction electrons withy,o temperatureT , (Fig. 1a. In the case of PCS the

paramagnetic impurities and phonons is investigated as gy;qj(v) characteristics exhibit a maximum at a certain fi-
nite biasV ., and the spectrum of the Kondo peak splits
(Fig. 1b, curve2), with an energy splittingy,, , between the
maxima.

A maximum on thep(T) curve is also observed in an
external magnetic fielth in the paramagnetic state. The ap-
pearance of this maximum is due to the Zeeman enErgy
=gugH (g is the Landefactor andug is the Bohr magne-
ton), which prevent the spin of the magnetic impurity from
0/ Trox T T.K flipping in its interaction with a conduction electron. The
spins fixed by the external magnetic field do not participate
in the Kondo scattering, and that leads to a decrease in the
resistance ad—0. For the alloys mentioned above, the
dVv/dI(V) characteristics also exhibit a splitting of the
Kondo peak in an external magnetic figldurve 2 in Fig.

1 . L L : 1b). Although the nature of this splitting in external and in-
-V, mv 0 Vmax Viin +V, mV ternal magnetic fields is different, their point-contact spectra
dVv/dI(V) are qualitatively similar. For this reason they are
FIG. 1. Schematic illustration of the temperature dependence of the reSiSr'epresented in Fig. 1b by a single cure

tivity (a) and the dependence of the differential resistance on the applied . L .
voltage across the point contatd of a Kondo alloy:1—in the absence of Observation of the splitting of the Kondo peak in the

magnetic field2—in an external or internal magnetic field. point-contact spectra both in external and internal magnetic

Temperature
of MC experiment

1 Kondopeak p

phonons
\

av / d1v)

splitting Vp-p
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fields is possible only at a temperature below the temperaturzero magnetic field at the given temperature. In the case of
of the maximumT,,, on the p(T) curves. Obviously, the low concentrations of a magnetic impurity, when the spin
simultaneous presence of both external and internal magnetglass is not observe&i/,f,%pzo. One can sef =0 for alloys
fields in a point-contact experiment will also lead to splitting with a negligibly low Kondo temperature in the bulk state,
of the Kondo peak. Changing the value of the temperaturg@rovided that the diameter of the contact is large enough,
interval betweenT ., and the temperaturé of the point- e.g., for CuMn ford<300 nm and a Kondo temperature
contact experiment should lead to a change in the value oTE“"‘z 0.01 K. The above formula is applicable only in the
V-, (Fig. 1). Decreasing this temperature interval shouldcase when the Kondo peak is split by an external field or by
makeV,_, smaller, since qualitatively the relation=T is  internal and external fields simultaneously. If the peak is split
observed in PCS. Actually, however, in point-contact experi-only by an internal fieldfor H=0), thean_p=Vfﬁp.
ments in an external magnetic field for alloys with un- It follows from formula(1) thatV,_,=2gugH only for
screened spingsuch alloys were studied in Refs. 1;-5 an alloy with a lowTx at T=0 in the paramagnetic state
within a certain temperature rangfer kgT<gugH) the op- (V39 =0). We have checked formulél) for the alloys
posite occurs, on account of the smearing of the Fermi encuMn, AuMn, and AuFe.
ergy distribution of the conduction electrons and the factthat The alloys studied were prepared at the Kamerlingh
the experiments were done fOR T 4. Onnes Laboratory of Leiden University, where the study of
In Ref. 3 the PCS method was used to study the behaviahe point-contact spectra was also carried out with the use of
of several Kondo alloys as a function of external magnetiche “break-junction” technology® Low temperatures were
field in the both the spin-glass and paramagnetic states. Thachieved by pumping ofHe vapor. The MC spectra were
g factor was determined from the energy position of themeasured by the standard technique using a bridge circuit for
maxima of the split Kondo peak and was always found to behigher resolution. Particular attention was paid to homogeni-
greater than 2. On the other hand, in Réfa theory was zation of the samples and to protecting the contacts from
given for calculating thelV/dI(V) curves for point contacts mechanical and thermal shocks. We also took into account
containing magnetic impurities in an external magnetic fieldthat repeated cycling of the resistance of the point contacts
A comparison of the theoretical curvesa¥/dI(V) with the  from large to small values usually destroys the ballistic elec-
experimental curves for the alloys Auf@.1 at.% Fg¢in a  tron transport through a point contact. Increasing the tem-
field of 3 T at a temperature of 1.5 (Ref. 6 shows that the perature of the experiment above 10 K has a similar effect.
distance between the maxima of the split Kondo p&gk,, , The validity of the proposed formula is illustrated below
on the theoretical curves is smaller than on the experimentdbr the point-contact spectra of the alloy CuMn in the para-
curves but is nevertheless greater than the valueggfg¥ magnetic statgFig. 2) and for the alloy AuFe, which is
for g=2, indicating that the theory does not fully describe found in the spin-glass state at the same temper#fige 3).
the splitting. These experimental data, and also the results of other
At present there is no theory that can predict the relatiorauthors>>°agree with formulg1) to good accuracy, indicat-
between the values of,_, and the internal and external
magnetic fields at different temperatures of the experiment
and different Kondo temperatures. Here we present empirical
relations in which the value o¥,_, is determined by the
physical quantities mentioned and also by the point-contact
characteristics of the Kondo alloys CuMn, CuCr, and AuFe
for different contact diametef$We arrived at these formula
on the basis of our experiments and the experiments of other
authors?~® having found that the position of the maxima of
the split Kondo peak on the point-contact characteristic
dV/dI(V) is determined not only by the Zeeman energy, as
had been assumed previously, but also by the temperature of
the experiment and the Kondo temperature. Another impor-
tant consideration is whether or not the alloy under study is
in the spin-glass state. We have found that the distance be-
tween the maxima of the split Kondo peak on thé/dI(V)
curve in an external magnetic field in the spin-glass state is
described by a simple empirical formula for alloys with un-
screened magnetic impuritie$$ Ty ; kgT<gugH): 1

\2 H 3,63T
Vp,p=2[g,uBH+3.63<B(T+TK)]+V§§p, (1) B { \2 (gpgH + eT)
- 2gugH

whereg=2. The coefficient 3.8& agrees with the analo- . 1 . ! L i ;
gous coefficient for point contacts in the thermal lingty -8 -6 -4 -2 0 2 4 6 8
=3.6XKg Ty, whereT is the temperature at the center of the V., mv

contact at voltage/ and a bath temperature equal to ZérO; FIG. 2. dV/dI(V) curves of a point contact of a CuMn allg§.1 at.% Mn)

Vpl, is the_diStance between max_ima on the pOint'Conta%und in the paramagnetic state 0.6 K. The point contacts had diam-
characteristics of the Kondo alloy in the spin-glass state ireters[nm]: 26.3(1), 10.5(2), 8.4 (3), 6.97(4), 6.4 (5), 4.4 (6).

dV /dl, arb. units
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experiment and the Kondo temperature lead to an increase in
the energy position of the maxima of the split Kondo peak in
an external magnetic field. The higher these temperatures,
the larger the splitting/,, .

Let us demonstrate the validity of the proposed formula
for the alloy AuFe, which is found in the spin-glass state at

2 an experimental temperature of 0.6 K. Figure 3 shows the

5 dV/dI(V) characteristics of point contacts of different diam-

g ' eter for an AuFe alloy0.1 at.% F¢at T=0.6 K andH=0

"_“‘. ” 5 i (the three lower spectrandH =5 T (the five upper spectja

© If 2gugH+3.63kgTI+V, At this temperature the bulk alloy AuFe is found in the spin-

3 = _20mgHT VoY ! glass state, since the Kondo peak is split on the spectra of
~ 29kgH = contacts of large diametécurvesl and2) on account of an

i internal field. Decreasing the diameter of the point contact
leads to destruction of the spin glass, as is seen from the
vanishing of the splitting of the Kondo peak on the
dV/dI(V) characteristicécurve 3 in Fig. J). It is seen in the
figure that under the influence of the size effect the spin glass

- R is destroyed without affecting the positiofp? ,. It would

-8 6 -4 -2 0 2 4 6 seem that the size effect should lead to an increas&in,

vV, mv with decreasing diameter of the point contact, as occurs for

FIG. 3. dV/dI(V) curves for different diameters of point contacts of the th_e splitting of the Kondo peak in an eXtema! magnet'lc field

alloy AuFe (0.1 at.% Fé found in the spin-glass state a=0.6 K. The  (Fig. 2). We have observed analogous behaVlOVEﬁp with

external magnetic fieldd =0 (1-3) and 5 T(4-8). The diameters of the decreasing diameter of the point contact for the alloy CuMn
point contact§nm]: 23.1(1), 10,2(2), 6.7(3), 12.7(4), 6.5(5), 5.3(6) 4.8 in the spin-glass state.

(7). 38(8). For lack of a theory of the size effect in point contacts

found in the spin-glass state, we assume that this behavior of

. . . . " sy

ing that it is applicable in the temperature ranGe T, he Position of the maxim& =, is due to the fact that the

(Fig. 1). relative (in comparison with the volumenumber of Kondo

The alloy CuCr, with a Kondo temperature of 2 K, is a impurities found on the surface of the contact increases with

special case. At helium temperature it undergoes a transitiofecreasing diameter of the contact. According to the theoret-
to the spin-glass state at a concentration of 0.5 at.% crical and experimental studi€sthe spin of a Kondo impurity

Previously only a decrease in the resistivity was observed ofit the alloy surface does not scatter conduction electron.
the p(T) curve for this alloy in an external magnetic fiéld. Therefore surface Kondo impurities do not take part in the
Negative magnetoresistance is also observed on the poi,{prmat_lon of_the spin-glass state in the contact region. This
contact spectra of Cu@p.1 at.% Cy in fields up to 5 T-°In effect is equivalent to a decrease of the concentration of the

this alloy magnetic impurities are screened by conductiof<ondo impurities, which form a spin glass in the contact
electrons, sincd<Ty . region, and this, in turn, should lead to a shift of the splitting
Let us consider thel\V/dI(V) characteristics shown in Vpl, Of the maxima to lower values as the diameter de-
Fig. 2 for CuMn alloy point contacts of different diameter at Creases. Simultaneously, as the diameter decreases the size
a temperature of 0.6 K in an external magnetic fiéld effect should cause a shift in the position of the maxima
=9 T. The splittingV,,_, of the Kondo peak in a field of 9 T folp to larger values. It may be that the cgmpetition of these
for a point-contact diameter of 26.3 nm is larger thantwo effects leaves the value ¥§% , approximately constant
2gugH and, with allowance for the temperature of the ex-With decreasing diameter.
periment, is in good agreement with the value determined by In an external field of 5 Tcurves4-8 in Fig. 3) the
formula (1). For clarity the values of @ugy and 2@ugH Kondo peak of an AuFe alloy0.1 at.% Fe¢is split, and the
+3.6%gT) are shown in the form of rectangles. Conse-value of V_, is considerably greater thangzZgH. At a
quently, when the temperature of the experiment is taken inttemperature of 0.6 K this alloy is found in the spin-glass
account according to the proposed form(l the value of state, i.e., internal and external fields are simultaneously
V,_p corresponds to the point contact of greatest diametepresent. Consequently, the value\gf_,, according to Eq.
For this diameter the Kondo temperature was neglected. Thé), is determined by the Zeeman energy, the temperature of
point-contact characteristics in Fig. 2 clearly show that dethe experiment, and the Kondo temperature, and also by
creasing the contact diameter leads to an increase in tﬁézg,p. For clarity the values of the quantities are represented
value of V,_, (the dotted curvg which is due to the in- in Fig. 3 in the form of rectangles. We see that only when all
crease of the Kondo temperature. Previotislg have shown of the quantities appearing in formu(a) are taken into ac-
for this alloy that decreasing the diameter of a point contactount is there agreement with the experimental value of
leads to an increase ik , which corresponds to formul@). Vp-p (dotted lines. Here it is also necessary to take into
We see from Fig. 2 that fod=4.4 nm the splitting of the account the Kondo temperature in the bulk alloy,
Kondo peak is destroyed, because the sum temperafure (T2"(AuFe)=0.2 K. With decreasing diameter of the point
+Tk) becomes larger thah,,,. Thus the temperature of the contact the valu&/,_, at a constant field increasésurves

spin glass
i 1

oo b—
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+Tk) is close to linear. Using this observation, we propose

H : the following empirical formula for alloys with screened
/§ Voo \5 magnetic impurities:

: - 4
: : T+6TOT
L : Hvi=1.42my - - (T+ 0T Tk
+ s A £ Voo Z{Q“BH 3.6%| 77 Tet+oTel|’ 2
" : : T=15K | where 6Ty is the growth of the Kondo temperature relative

to that of the bulk samplely , as a result of the size effect.
This formula is applicable only in the case of the splitting of
the Kondo peak in an external magnetic field.

From the experimental curves presented in Fig. 4 we see
that in a fieldH=9 T curves2 and3 have the same values of
Vp-p, While curve 3 was obtained at a temperature 1 K
higher than curve for a point contact of smaller diameter.

o . According to formula(2), this means thafy is now 1 K
-4 -2 ‘ o 2 ‘ 4 higher for curve2 than for curvel. In view of the large
vV, mVv diameter of the contact, for curdewe can takel =2 K, as
for the bulk alloy.
Fl'lg’- ‘é- ?:V/;'T(V)O g“};"és égf td]jge’e“tgi:girzf?f Fioénlt()c_c’“;iaes tzf the At present we do not know of any point-contact experi-
ial )r/na;nt;tic field.-|=9T).( TIE)e di;‘r:T:j;/eré of the point .contalgtsn]: ;1; ments on the study of Fhe Kond,o size effect in a magnetic
(1), 10.5(2), 24.1(3), 9 (4), 9.8 (5). field for the alloy CuCr in the spin-glass state, and the term
V2, is therefore absent in formul@).

From an analysis of the point-contact characteristics and
4-7in Fig. 3, sinceTKzTE“"‘vL 6Tk . At small diameter one the formulas presented here, it follows that the energy posi-
observes the complete destruction of the splitiiogrve 8).  tion of the maxima of the split Kondo peak in an external
The Kondo size effect in this alloy was investigated previ-magnetic field depends oh and T in a different way de-
ously by the authors aF=1.6 K.1° At that temperature the pending on the screening of the spin of the paramagnetic
spin glass does not exist. It was shown that decreasing thenpurity. For alloys with unscreened spins, increasing the
diameter of the point contact leads to an increase in théemperature§ andT leads to growth of the value &f, .
Kondo temperature. Consequently, it is the increase of th8efore, for the alloy CuMn, we could neglect the small value
Kondo temperature with decreasing diameter of the poinbf Tx and consider only the temperature of the experiment.
contact that leads to the growth of,_,. For alloys with screened spins, increasihgr Tk leads to a

In contradistinction to the increase ®f,_, in a mag- decrease in the value of,_,. This behavior is in good
netic field for the alloys with unscreened impurities, viz., agreement with the appearance of the Kondo peak on the
CuMn and AuFe, in CuCr alloy0.1 at.% Cj the distance point-contact spectra in analogy with the dependep(CE)
between the maxima of the split Kondo peak is smaller thariFig. 1). However,T and Ty enter the formula in such a way
2gugH. Figure 4 shows the point-contact spectra of CuCrthat in this case they cannot be taken into account indepen-
point contacts of different diameter in a magnetic field of 9 Tdently, since a small value of one of these temperatures will
at a temperature of 0.5 Kcurvesl, 2, 4, 5) and at 1.5 K for  make their total influence on the value\gf_, even smaller.

a contact of diameter 24.1 nfourve 3). From a comparison Using the proposed formulas, one can estimate the in-
of the positionV,_, for spectral and 3 we see that the crease offx in CuMn, AuFe, and CuCr point contacts with
higher the temperature at which the experiment is done, thdecreasing diameter if the values\gf_,, are known for the
greater the disparity betweeiy2gH and the value o¥,,_,, given value of the external magnetic field. Figure 5 shows
which is getting progressively smaller. the results obtained from the spectra of the splitting of the

As is shown in Fig. 1a, increasing the temperafiref =~ Kondo peak in an external magnetic field for different values
the experiment decreases the interval betwégg, and T, of the parameters appearing in formulds and (2). The
which leads to a decrease in the valueVgf . This is in  increase in the Kondo temperature with decreasing diameter
good agreement with the fact that qualitativély T in PCS.  of the point contacts for these alloys is in qualitative agree-
From a comparison of the positiaf), , of the spectrd and ~ ment with the results presented in Refs. 4 and 10, in which
2 (Fig. 4) it can be concluded that the smaller the diameter ofTx was systematically higher than the values given in Fig. 5.
the contact, the smaller the value\df_,. This tendency is Thus we have studied the Kondo size effect on alloys con-
opposite to what is observed for alloys with unscreenedisting of various metaléCu, Au) with magnetic impurities
Kondo impurities(CuMn, AuMn, AuFe. Previously in stud- (Mn, Cu, Fe both in the spin-glass state and in the case
ies of the size effect in the alloy CuCr we showkthat where the spin glass is absent. The Kondo temperatures of
decreasing the diameter of a point contact leads to growth dhese alloys lie in the interval from 0.01 to 2 K. Magnetic
the Kondo temperatur€T for curve 2 is higher than for impurities in the alloys CuMn and AuFe are not screened,
curve 1). Thus the temperature of the experiment and thewhile in CuCr they are screened by conduction electrons; in
Kondo temperature tends to decrease the valué,of, . spite of this, in all the alloys a size effect is observed both in

It has been established previouskpr the alloy CuCr  the presence and absence of a magnetic figldt should be
that the dependence of the relative magnetoresistanc& on (oted that in zero magnetic field, for all of the alloys listed

3 31
1 T=05K

+ : VBl 1.61my

dv/dI, arb. units
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Of course, the empirical formulas presented here cannot
claim to represent a complete description of the splitting of
the Kondo peak on the point-contact characteristics in an
external or internal magnetic field or in the case of the size
effect. There is some justification for using them in that ex-
perimenters do not have any formulas available for describ-
ing the Kondo characteristics of point contacts of different
diameter in an external or internal magnetic field, as they do,
say, for the case of phonofASWe hope that further theoret-
ical and experimental studies will lead to a deeper under-
standing of the observed point-contact characteristics.
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1. INTRODUCTION quantity. In the framework of the virtual crystal model, iso-
tope effects involving phonons either directly or indirectly—

Currently a considerable amqunt of atter_1ti0n is bemgthrough anharmonic phonon—phonon and electron—phonon
devoted to the study of the properties of chemically pure an%teractions—can arise in the physical parameters.

structurally perfect semiconductor single crystals with differ- In this paper we use the virtual crystal model in a quasi-
ent isotopic compositions. A large number of studies h"J“’Ef'larmonic approach to consider the influence of the isotopic

been done_ on SUCh classic an_d commgr_mally Imp()rt‘rj‘ru':omposition of a semiconductor compound on the structure
monoatomic semiconductors as diamond, silicon, and germa; position of the energy bands

nium. This has become possible thanks to the synthesis of
nearly defect-free bulk single crystals highly enriched in th
isotopes*?C, 13C, ?8sj, "%Ge, and’®Ge and also of crystals
with other than the natural isotopic composition.We note

that diamond crystals of different isotopic composition hav
been grown in the laboratory at General ElecttiSA), and

their germanium counterparts by collaborative efforts at th
Institute of Molecular Physics of the Kurchatov Institute

It is well known that the temperature dependence of the
eenergy bands and optical characteristics of a solid are deter-
mined by two main effects. First, the banfs, depend on

the volume of the unit cell of the crystal, which changes on
€account of thermal expansion of the lattice. Second, the
value of E; , changes with increasin@ on account of the
lectron—phonon interactiofEPI). Taking the EPI into ac-

- ; count leads to a renormalization of the contribution of the
Russian Research Ceni@ussia and the Lawrence Berke- g|aqfic channel, which is due to the fact that the true ampli-

ley National LaboratoryUSA). Isotopically highly enriched 1 4e of the electron—ion interaction contains the dynamic

crystals of silicon have been obtained in a cooperation Obebye—WaIIer(DW) factor in addition to the static part. The

scientists from Russia, Germany, and Japan. contribution of the inelastic intra- and interband EPI pro-
Varying the isotopic composition of the components of Acesses is also renormalized at the same fitde.

compound gives rise to effects linear in the mass difference It is clear from what we have said that upon variation of
of the isotopes and to effects proportional to the mean-squarg o isotopic composition, when the phonon spectrum is de-
atomic-mass fluctuation parameter other words, effects of  ¢,maq the energy of the bands should also be altered sub-
first and second ordexsThe first-order effects can have an stantially. Here the influence of the isotopic composition on

appreciable influence on the static and thermodynamic progg,o energy of the bands is again determined by the change in
erties, while effects of both orders are manifested in an ims

; X 21 yvolume of the unit cell and the renormalization of the EPI
portant way in the features of the behavior of the kinetic

+
DQ

, - (the corresponding contributions will be denoted by sub-
parameters and optical spectré. , scriptsDQ andEP). At a certain value of the temperatuFe

To a first approximation the harmonic phonon modes calye have
be described in the virtual crystal model. For this the real
lattice with randomly distributed isotopes is replaced by a aE) JE JE JE
lattice without isotopic disorder, in which the masses of the oM :(W) - (W W) :
atoms of the components are replaced by their average val- T ot EP
ues(M)=MK=3,ckM¥ (k is the number of the atom in the We note that in the last few years the influence of the
cell, and cik is the concentration of théth isotope of the isotopic composition on the electronic structure has been in-
given element It is also assumed that the mean-square massgestigated in great detail experimentally by Cardona’s group
fluctuation parameteiG,=((M?)—(M)?)/(M)? is a small  in Stuttgart(see the references to the work of this group and

1063-777X/2002/28(2)/8/$22.00 128 © 2002 American Institute of Physics
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others in Sec. ¥ The author is aware of only three theoret- dence of the band. We note that the bulk moduBuand the
ical papers that discuss this problem. In Ref. 11 calculationsoefficient (E/JP), are usually comparatively weak func-
were done for C and Ge by the NLPP method for electrongions of T.

and a bond-charge model for phonons. There the renormal- In the quasiharmonic approximation

izations of the energies of the interband transitions on ac-

count of the changes in the factarf/dM)gp upon variation 1

of the isotopic composition were determined. For Ge, GaAs, Q(T)=0Qe+ EZ y(De(l). @
and ZnSe, estimates of both factorgE(dM)pq and
(dE/ M) gp were made in Refs. 12 and 13 in the framework
of the NLPP and LCAO methods. For describing the phono
modes the shell and rigid-ion models were used in additio
to the bond-charge model. The goal of the present paper
different: to show that for monoatomic crystals of different

SOLODI ition th lation bet th N jisen factor for thdth vibrational mode, which takes into
Isotropic composition the refation between the parameters o, nt the fact that the frequencies of the different modes
the band transitions arises from universal relations that are

i () depend differently on the volume, ae@) denotes the
satisfied aF any value of the temperature. The essence %ntribution of each mode to the thermal energy:
these relations is as follows. If the data for the natural com-

position are known, then one can determine the parameters

for enriched compositions very simply. e(=fawl)
Section 2 presents a summary of the known results on

the dependence of the energy bands on temperature and iso-

topic composition. The volume and EPI effects are consid{N(l) is the Bose—Einstein factoiWe note that the frequen-

ered. In Sec3 a universal relation is obtained for the depen-Ci€sw¢(l) depend on the volume, the temperatiiteand the

dence of the energy bands on the isotopic composition anghass of the atoms.

temperature in the case of monoatomic crystals. The rela- The factor ¢E/dM§)pq (1) is a positive definite quan-

tions have a simple structure. The reason is that in crystals dfty: since the volume() of the cell usually decreases with

this kind the polarization vectors are independent of thdncreasing mass of the isotope.

mass, and the frequency has a depender{te~M ~ 2 For If the factor GE/IMg)pq is known, one can immedi-

polyatomic crystals the situation is much more complicatedately determine the difference in the energies of the bands of

since the isotope shifts of the frequencies are proportional t6'ystals with massedl§ andM¢+AM*:

the square of the corresponding modulus of the polarization

vector (see Appendix and these vectors themselves are also  AEP?(AMY)=AEPH(ME+AMK) —AEPE(MY)

dependent on the mag3he case of polyatomic crystals will

be analyzed separatel\Section 4 presents a discussion of

the data obtained by linear and nonlinear spectroscopy on the

influence of the composition on the isotope shifts of the en-

ergies of the interband direct and indirect electronic transiyt follows from relations(1) and (4) that as the mass of the
tions and also on the pOSition of the critical pOintS in theisotope increaSES, the Corresponding renorma“za('dﬂ}

Here ), is the volume of the “frozen”(statig lattice; the

Mndex | labels vibrational moded,={q,j}, whereq is the

quasimomentum ang is the polarization of the phonon
ode;y()=—[dw(1)/oQ]/[ w:(1)/Q] is the partial Gra-

1
n(hH+=

5 ®

AMK, 4
DO

JE
FIVIS

optical spectra. creasg of the volume leads to an increase in the energy of
the band.

It should be noted that in the case of the monoatomic

2. DEPENDENCE OF THE ENERGY BANDS ON THE semiconductors C, Si, and Ge, all of the quantities appearing

ISOTOPIC COMPOSITION AND TEMPERATURE in the formula have been investigated repeatedly. Data for

the different coefficients of the typ@E/dP); can be found
in the monograph of Sobolev and Nemoshkalettkas to

Let us determine the renormalization of the bakddue  the factor @In Q/c?M‘é)V, its behavior has been analyzed
to the change in volume of the unit cell of the crystal ontheoretically in a wide interval in the framework of micro-
account of deformation of the phonon spectrum upon variascopic models in Refs. 15-18, for example.
tion of the isotopic composition. For this purpose we intro-  In view of what we have said, the renormalization of the
duce into the discussion a factor given by the derivative oband energy from the volume effect can be estimated using a
the energy of the band with respect to the mass of one of thiormula of the form
components of the compound at a constant temperé&see

2.1. Volume effect

also Ref. 14 AR g dErn| Q(T)—Qq
f.n ﬁP QO
aE) (aE) (alnﬂ) v
— =-B|— . (1)
K K JE
IM¢ DO P v IM¢ p :—( z?lgn) Z y()e(l). (5)

Here () is the volume of the unit cell of the crystal, ail
=—V(dP/dV)+ is the bulk modulus of compression. Here The expression foAEPff in (5) is used in Sec. 3 in deriving
(9dEI9P)y, is a coefficient characterizing the pressure depena universal relation for the electron bands.
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2.2. The Debye—Waller factor and inelastic electron—phonon Let us consider how the electronic structure is affected
scattering by the presence of an electron—ion interaction Hamiltonian

In this Section we summarize the research results on thePnsisting of terms linearH;) and quadratic ;) in the
influence of temperature and isotopic composition of thedynamic atomic displacements. By definition
constituents of compounds on the EPI and the associated Vi
renormalization of the energy bands. In the virtual crystal Hjy=H;+ H2=2 W“%,k
approximation the corresponding renormalizations were de- mk IR

termined in Ref. 9. That paper set forth the basic principles 1 PV, ;
of the theory of the temperature dependence of the electron + 2 > ' mo)a—aR(O)/}u%,kumr’kr"‘---, (6)
band structure. The energy barigls,(T) were determined in m.km m m’

the adiabatic approximation in the framework of second-whereV,=V,(r—R{) (« andg are Cartesian coordinates
order perturbation theory in the displacements of the atoms. In calculating the renormalization of the spectrum in the

In view of what we have said, we shall assume that theadiabatic approximation~(m./M)*?, one can treat the
crystalline potentiaM(r,u) is a superposition of the poten- displacements as classical parameters. Then, according to
tials V, of the individual ions. We note that the position of an Steady-state perturbation theory, the renormalization of the
ion in the lattice is specified by the radius vector of theenergy of a quasiparticle in the stafen) can be written in
equilibrium position of the unit ceR{?) and the numbek of  the form

the ion within the ce_II. Heré~/k=vk(r_— Rﬁ?)—_ um:k), where AEEP({u(m,k)}) = (f,n|Hy+ Holf,n)
the vectoru,,  describes the dynamic atomic displacements. '
We expand the potentidl, in a series in the displacements + 2 [(f",n’[Hy|f,n)|? @

Upn k. Then we determine the state of the electrons in the
potentialV(r,u=0) of the “frozen” lattice. The correspond-
ing one-electron energy eigenvalues(f) and eigenfunc-
tions |f,n) of the Kohn—Sham type are classified according
to the quasimomenturhand the numben of the band. For
the sake of simplicity we shall drop the spin index.

It is customarily assumed that such one-electron state,
describe long-lived excitations. In principle, the concept of
quasiparticles is justified if their energy is close to the Fermi Ef’n(T)zsn(f)JrAEfE’,'f(T),
energy. Experiment suggests that the domain of applicability - ow S (8)
of the theory is wider than that. Efn(T)=AER(T)+AEPKT),

f.nzf’ n’ en(f)—en (f)+in’
Performing the statistical averagidg.) in (7) over an en-
semble of small dynamic thermal atomic displacements, we
can immediately determine the temperature dependence of
the energy bands, i.e., we can go frof ({Umy}) to

E¢ n(T). In the harmonic approximation for the atomic vibra-
ons we obtaif

where

1 2

AEEE(T):E% <f,n

— k a

JROa R0)B f'“> (U kuf

m m

(Fnl(Vi LRI W 0" [(aVie LRGP )y .
en(D—en (1) 17 {Um i U - 9

+ 22

m,k;m’ k" f,n#f",n’

We recall that the operator for the dynamic atomic displacesponding correction to the electronic spectrum of a crystal
ments has the form with “frozen” atomic displacements is denoted ByEP".
The second term describes inelastic interaction processes be-

u ZE fi 2 tween electrons and phonofiscluding inter- and intraband
mkg 2N Méwc(l) transitions in the second order of perturbation theory. The
o s correction to the electron spectruﬁerfE is a complex quan-
X [€°(k|l)€%Rm b+ €* (k|l)e"'Rm b¥],  (10) tity. Here its real part characterizes the change of the effec-

tive mass of the electron, and the imaginary part determines
wherew(l), ek|l) are the frequency and polarization vec- the lifetime.

tor of the phonon modé={qj}, andb, (bf") are the quasi- With allowance for what we have said, formu#@) can
particle annihilationcreation) operators. be written in the form

On the right-hand side of E¢9) are two terms. The first
of these describes the contribution to the renormalization ~ AEF}(T)=AEPY+AEFE+iTy . (11

from the DW effect, i.e., an elastic interaction in which an
electron in statdf,n) simultaneously emits and absorbs a In Ref. 19 a so-called acoustic sum rule was established
phonon with wave vectoq and polarizationj. The corre- for metals and insulators in the long-wavelength limit; this
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sum rule is a consequence of the condition of electrical neus. UNIVERSAL RELATION FOR THE DEPENDENCE OF THE
trality of the system. On the basis of this sum rule, one caffFNERGY BANDS ON THE ISOTOPIC COMPOSITION.
redefine the first term in formuléd), which characterizes the THE CASE OF MONOATOMIC CRYSTALS

DW effect(see, e.g., Refs. 9 and)1Then using the explicit
representation for the dynamic displacemdat®, we obtain
in place of(9) (see also Refs. 12 and R0

Let us determine how the energy bariglg, of a crystal
containing atoms of only one element depend on the isotopic
composition. It happens that in this case the dependence of

Ep JE¢ JE¢ E¢ , on the isotopic composition can be described extremely
AEFR(T)=2, - : simply in the virtual crystal approximation.
Let us consider the basic equation that determines the
1 eigenfrequencies and polarization vectors of the vibrational
X[\ @)+ 5 (12 modesl ={qj} of a monoatomic crystal of arbitrary isotopic
composition(we label it with indexc):
JEf
(i) gy wi(DeS(k =2 @ (kk'[a)eg, (K'|I). (17)
k', a'
1 Qx(f,n,n",qj,k)Qg(f,n",n;qj k") Hered® ,(kk’|q) is the dynamical matrix of the crystal, and
2N P en(f)—en(f)+in a,a’ are Cartesian indices. The matdx is specified by a
1 relation of the form
X | yweakl —ai)eg(klaj) . 1
c P I(kkllq):_®aa’(kk,|q)
aa MC
1
+ — (k' =qi)es(k’'|gi) | 1
Mkf ea(k | q])eﬁ(k |qJ) ’ (13) — % 2 QDaa/(mk,m’k’)
] NM; =
% X exp(iq(RO—R)), (19
an(q, |
SE where ¢, (mk,m’k’) is the matrix of second-order spin
1 Q.(f,n,n";qj,k)Q4(f,nn";qj k") parameters, anbll is the number of unit cells. We note that
:Nn,;k’k, en(H—en(f+Qq) che matrix® is independent of the value of the average mass
c-
il miNaC L | i As is shown in the Appendix, in the case of a mono-
X (2MKM k’)llze“(k| aj)es(k lai). (14 atomic crystal the frequencies of the vibrational modes obey
e a relation of the form
The quanti is defined as
quantityQ dinw2(1) IAM[|2 AM (u?)
1/2 W =—1+0 M "M 2 (19)
Q(f,n,n’:qj,k)={w (qj)] (f.n'[VVilfn), (19 NMe c c @
o from which it follows that
wheref’=f+q+ G, andG is a reciprocal lattice vector. 1
o (H=w(l)M ™. (20

The difference in the band energies of crystals with
mgssesl\/l'é and M§+AM* on account of the EPI can be By definition, the value ofv(l) is independent oM.
written Substituting(20) into (17) and taking relatior(18) into
— account, we obtain the equation
AEEP(AMY) = AEEP(M -+ Amb) — AEEP(MY) q

&EEP

) w2(heS(k[hy= > @, (kk'[a)eS, (k'|1). (21)
Wk_ AM*, (16) k' o'
TV

¢ From this equation we see that, unlike the frequencies, the

We note that the factorgg="/oM lé)T,V has a positive sign. polarization vectorgS(k|l) are independent of the value of
The renormalizations of the energy bands due to the EPthe mass for a specific isotopic composition of the com-
decreases with increasing mass of the atoms. The increasepound.
mass will actually lead to freezing of the vibrations of the We denote the parameters for a certain isotopic compo-
crystal. This increases the energies of the interband transsition by the indexc,. For an arbitrary isotopic composition
tions. we will continue to use the index In view of what was said
Thus, in this Section we have considered the influence odbove, we consider the expressions for the contributions to
the renormalization of the electronic spectrum due to the EPthe renormalizations of the energy bands due to the change in
at a constant volume. Using relatio(®, (9), and(12)—(14), volume and in the EPI as a result of a variation of the com-
one can study how the behavior of the energy bands is afposition.
fected by the deformation of the EPI spectrum due to varia- The contribution to the renormalization of the electronic
tion of the isotopic composition in a wide range of tempera-structure from the volume is described by relati@n Dif-
tures. ferentiatingy(l) with respect toM . and using(19), we see
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thaty(l) is independent o .. Consequently, fof <Tp the  proportional to the square of the corresponding moduli of the
following quantity which appears in the sum ovemust polarization vectorg¢see Appendix and these vectors them-

depend on the average mass of the crygtabughw(l)): selves also depend on the mass. The case of polyatomic
2ol 1 structures requires special treatment.
X1, T)=we(l) n( @l )) + =, (22) For describing the temperature and mass dependences of
keT | 2 the band energieg;, a number of authorésee, e.g., Refs.
The contribution due to the EPI is given by formuid®)— 10, 21, and 2P have introduced an average phonon fre-

(14). In this case the following quantity depends on the av-duéncy6c and an average Bose—Einstein faatgr so that
1/2

erage mas$/ of the crystal: M a0
Ei=E/-B, (2ne+1), 27)
@ 1 hod(l)) 1 c
X (1, T)= n + = 0
Mcwc(l) KgT 2 where n.=1[exp(6,/T)—1], the E{ are the values of the
hwg)| 1 renormalized gap, and tH&, are parameters of some kind.
~ (1) n( kc )+ l (23) By definition ;= 8, Mo/ M) Y2 (The damping of elec-
Bl 2 trons due to the EPI is defined in an analogous wiaythe

Thus in the case of an arbitrary phonon spectrum the contri€mperature regiofi>T, we have
butions to the renormalization of the energy bands from the

volume changes and from the EPI are described by the same Ej(T>Tp)= EiO—ZBiT—, (28
dependence. By virtue of of relatiof20), we obtain in an D
obvious way where thek; are independent of the mass, so that the param-
. : ) ) etersB; can be determined from the dependenc&obn T
X(cl)(l T)= \/Mco/McX(ch(l!T ), T'=T Mc/Mco- at high temperaturegRelation(27) is an analog of Varsh-

(24 ney’s empirical formulg.

As a result, the change in band energy arising upon variation Let ,US co.mment.on the results of Refs. 12 and 13 in
of the isotopic composition can be determined using the uni€onnection with relation27). In those papers the values of

versal relation fthe bqnd garE, Qf_ Gel were calculated as functions of the
isotopic composition in the framework of the NLPP and
AE{S(T)= MCO/MCAEicno)(T’). (25 LCAO methods. (The calculations done by the LCAO

method?® are apparently more precise. In particular, they de-

A I‘elation analogous tQZS) iS a.ISO found fOI‘ the factor scribe to good accuracy the values of the factors
I’ that appears in Eq11) and which is inversely propor-  (gg /4T),,, which determine the temperature dependence

tional to the electron lifetime. of the gap! The partial contributions to the isotope shift

Let us consider the case of the IOW'temperatUre Iimit,parameter of the gap due to the DW efféd:te elastic chan-

which is important from a practical Standpoint. It follows neD and to the effects of inelastic EPI processes were ana-
from (22) and(23) that in this case the mass dependence ofyzed, and the role of the optical and acoustic phonon modes
the energy and damping of an electron in statecan be  \as examined. It was found that both elastic and inelastic
described by the formulas EPI processes give contributions of the same order of mag-
c c nitude to the isotope shifts. The influence of the acoustic and

El(T=0)=¢,(f)+ = F§Cn):—2 (26)  optical modes on the EPI turns out to be practically the same.

’ \/_c ' \/M_C The acoustic phonons influence the renormalization of the
spectrum through the elastic scattering channel, the optical
phonons through the inelastic channel. We call attention to
the fact that, according to the results of Ref. 18, the value of

the factor ¢In Q/HM'QP and, with it, the volume effect is

largely determined by the contribution of the optical modes.

A comparison of the contributions of the volume and
effects to the values of the isotope shifts of the bands
Ehows that they are of the same scale in the case of bands of

We recall thate ,(f) is the energy of an electron in the “fro-
zen” lattice. This energy and the paramet&gsandC, are
independent of the mass.

We note the following fact: it follows directly from re-
lations (22)—(25) that in the classical temperature limit the
structure of the electronic spectrum is independent of th%Pl
isotopic composition.

Relations of a universal type are convenient to use in th
analysis of experimental curves of the dependence of th
parameters on the isotopic composition. If data are availabl
for the natural compositiony=nat, then one can rather sim-
ply determine theoretically the values of the parameters fo
enriched compositions and compare the values obtained witl?

the corresponding experimental results.
The universal relations obtained have an extremely4' DISCUSSION OF THE RESULTS OF THE EXPERIMENTAL

. : . . . STUDIES
simple structure. Their essence is that in monoatomic crys-
tals, as we have said, the polarization vectors are indepen- Precision measurements giving direct information about
dent of the mass, and the frequencies gmwéd~M Y2 In  the energies of interband transitions and the critical points of
the case of polyatomic crystals the situation is considerablyhe optical spectra in monoatomic semiconductors have now

more complicated, since the isotopic frequency shifts ardbeen made.

eEy andEg types, while in the case of critical points of the
. type the EPI mechanism is dominant.
In view of all we have said, it seems that the description
Pf the isotopic and temperature dependences of the bands by
lation (27) is rather crude and generally unreliable.
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In Ref. 23 the influence of isotopic substitution of atomsEPI effects to the empirical parame&were estimated. The
on the optical properties of a germanium semiconductor wagolume contribution was estimated from the experimental
investigated for the first time. Only two sets of samples werealata for (1¥)(dV/dM) and the hydrostatic deformation po-
studied: relatively highly enriche®'Ge crystals(with the  tential Vq asAExVy(1/NV)(AV/AM). The EPI contribution
isotopic composition 84%%Ge, 15%7“Ge, remaining iso- was determined as the difference between the experimental
topes not more than 0.2% eaand a crystal with the natural value ofB and the volume contribution. It was found that in
isotopic composition. AtT=1.7 K the photoluminescence the case of optical transitions with energieg and Eg4 the
spectra were measured in the short-wavelength part of theontributions to the isotope shifts from the volume and EPI
edge spectrum and the transmission spectra were measurélfects are of the same order. At the same time, the isotope
in the region of direct excitonic transitions. The excitonic shifts for the critical points of thé&, type are determined
absorption spectra in the region of the edge of direct opticaflmost entirely by the EPI.
transitions was also determined. These experimental data Letus summarize what we have said in this Section. The
were used to find the isotope shifts of the band gdf, at experimental results for diamond and germanium are in rea-
theI" andL points of the Brillouin zone. sonable agreement with the theory. Thus a domain of appli-

In Ref. 24 (see also Ref. 25the luminescence spectra cability for the universal relations does indeed exist.
for diamond crystals were measured in the frequency region ~Questions of the spin—orbit interaction and the possible
close to the energy of an indirect interband transition of theSPecific role of thed band, which remain outside the scope
E, type. At nitrogen temperatures only two groups of of this paper, are briefly discussed in the Conclusion.
samples were studied: highly enrich&€, and the natural
composition(98.9% °C and 1.1%'3C). It was established 5. CONCLUSION
how the spectral peaks corresponding specifically to free ex-

We have investigated the influence of the isotopic com-
citons are shifted for all three types of pedks B, andC). g P

The shift of th ks . localized q Eosition of a compound on the structure of the energy bands
e shi to t € peaks Tor excitons localized around neutra ¢.n in the virtual crystal approximation in the framework of
boron impurities was also observed. a quasiharmonic approach. We have discussed the role of the

We note that the authors of Refs. 23 and 24 consideregl,nqes in the volume of the unit cell of the crystal and the
qualitatively the role of the volume effect and the EPI. AC- rongrmalization of the electron—phonon interactitive elas-

cording to their estimates the isotope shifts are due mainly t§. 4nd inelastic channelsrising upon variation of the iso-
the EPI. i . topic composition. For the case of monoatomic systems we
Further, in Ref. 14 the methods of modulation spectromy,aye ghtained a universal relation for the dependend® pf
etry were used to determllne directly the values .a@nd ISOtOPEy the composition and temperature. We have made a com-
dependeni:e of the energies of the direct transitions +°f thBarison with the experimental data for the energies of inter-
type Eq(I's =I'7) and of the indirect transition&(I's  pang transitions and the critical points for the optical spectra.
—Le) in Ge at helium temperatures. We note that the mea-  The electronic spectra actually depend in a substantial
surements were made on four highly enriched samples gfjay on the spin—orbit interactiofthis does not pertain to
germanium: °Ge, "**Ge, "*%Ge, and>%Ge, and also a crystals containing atoms of light elements, such as dia-
sample with the natural composition. Here the valu&gis  mong. The spin—orbit effects lead to doublet splitting of the
determined from the photomodulated reflection coefficientp_ andd-type bands at certain points of the Brillouin zone.
The energy of the indirect transitiois, was found from the  gjince the interaction of the spin and orbital moments occurs
photoluminescence and electromodulated transmission spegr the region of the atomic core, the parameters of the spin—
tra. According to the results obtained in Ref. 14, the isotopeyrhit splitting A should in principle be determined by the
dependence of the parameters of the electronic spectrum gére electronic levels, which are, generally speaking, weakly
Eo andE, is well described by the relatioB=E..+B/\M  influenced by the crystalline potential. It is customarily as-
(B<0). sumed that the values df for a free atom and an atom in a
Then in Ref. 26 the behavior of the critical points of the crystal differ by approximately 10%. Here it is known spe-
E, type was studied for samples 8Ge, ">%Ge, and natural cifically that the parameteA in an atom is altered by the
composition. The dielectric function, was determined by isotope shift of the leveld’ However, according to the ex-
the method of ellipsometric spectroscopy. We note that in th@erimental data of Ref. 26, the isotope shifts\oih a crystal
case of germanium, according to the band calculations, thgre significantly larger in magnitude that in the case of a free
critical pointsg, (of the 2D-minimum and saddle-point type atom. In addition, a strong temperature dependence of the
on the graph of the imaginary part of the dielectric permit-paramete has also been observed in GaSbh anfin crys-
tivity lie in the region 1.8—2.6 meV. The structure and valuetals(see the references cited in Ref)2Bhus the question of
of £, in this energy interval is almost entirely determined bythe role of the spin—orbit interaction requires special han-
the doublet transitiond ;—A ;. For the other transitions the dling.
energy intervals overlap one another, and their individual ~ We note that in monoatomic semiconductor crystals the
contributions cannot be seen. structure and intensity of the densities of states of the upper
It turned out that the change &f; upon variation of the valence bands and lower conduction bands are determined
isotopic composition, as in the previous case, is described byainly by states of the andp types, with a small admixture
a formula of the formE;=E.+B/\M (B<0). A similar  of d states(for germanium the typical energy differences
type of relation holds for the linewidth§(M). between the valencp band and thel bands is around 20
In Refs. 14 and 26 the contributions of the volume andeV), so that the role of thd orbitals in the optical transitions
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is clearly weak. However, in a number of compounds, suchiThe quantities for the two crystals will be labeled with indi-
as CuC(Br) and CdS, the energy difference between thecesc andcl. The average atomic mass of the elemenis
atomicp andd levels is of the order of 1 e\kee, e.g., Refs.

28 and 29. In that case the orbitals of tipandd types are MK1= 2 cfame (A1)
mixed, and the hybridization effect is significant. For this e

reason the valence bands are substantially influenced by thek

d states. In such compounds upon isotopic substitution théc;* is the concentration of thith isotope of the given ele-
situation is as follow® in the matrix elemenV 4 respon- mend, and it is assumed that it differs little from the average
sible for the mixing of the levels of thp andd types the mass for compositio1:

dominant role is played by the pseudopotential of the cation
(copperl, while the role of the pseudopotential of the anion is
weak?® When the mass of the cation is increased, the DW _ _ , ,
factor expW) changes. It decreases, since exp(«1 _The_ dynamical matr_nd)aa(kk )|q) of a polyatomic crystal
— LA)G2. At the same time, the effective pseudopotential of'S 91Ve€N by the relation

the cation and the matrix elemet,y increase. Then the 1
energy of the interband transitidg, should decrease, i.e., D, (kk'|q)= N
JEIIM ;< 0. As a result, a partial or even total compensation
of the band renormalization effect due to the EPI can occur . 0
(the EPI leads to an effect of the opposite sigi/dM, Xexp(lq(Rﬁ]?)—REn,))), (A3)

>0). At the same time, changing the mass of the anion has \%heregow,(mk,m’k’) is the matrix of second-order force

weak effect on the matrix eleme¥ft,q, and the isotope shift (garameters. The dynamical matrix is a Hermitian matrix of

as befare is determined aImp;t entirely by the EPI, an imension 3X 3s (s is the number of atoms in the unit cell
JEIIM ;>0. The role of the mixing of states of theandd ie

types also requires a detailed theoretical analysis.

The questions of the dependence of the structure of the ¢, (kk’|q)=®*, (k’kK|q). (A4)
electron spectrum of and on the isotopic composition are o
of a general nature. Knowledge of the features of the behav- We shall assume that the eigenfrequenaigd) and the
ior of the isotope shifts of the bands is extremely importantorthonormalized polarization vectoeS(k|l) for the virtual
since it makes possible a more complete understanding of therystal with the dynamical matrisb (A3) are known. Let us
nature of the electronic structure. determine the isotope shift of the frequencies upon going to
compositioncl.

It is known that the calculation of the eigenvalues accu-
rate to a certain order of smallness with respect to a pertur-
" bation requires knowledge of the eigenfunctions with an ac-

curacy to the next lower order. Upon variation of the isotopic
composition the change of the eigenvalusguare of the
6. APPENDIX frequency in the first approximation is equal to the sum of

, ) ) ) the corresponding diagonal elements of the energy of the
Let us discuss the question of the isotope shift of theperturbation over the unperturbed states:
frequency of a vibrational mode in a crystal whose unit cell

contains atoms of different elements. We use the average [Aw?(l) o
values of the atomic masses of the elements, the values of (ka) :E E ey, (k|I)
which vary, and we assume that the masses of the isotopes of ¢ kL
a given element are close in value. We consider the effect AD (KK |g)) o

linear in the mass difference of the isotopes. In this approxi- X(Wkl—) e, (K'|D). (A5)
mation the symmetry point group of the crystal lattice, gen- ¢
erally speaking, remains unchanged, and, consequently, $9ere, according to the definition of the dynamical matrix
does the vibrational spectrum, i.e., the degeneracy is nqia3) we have

lifted. In reality, in a crystal lattice with isotopic disorder,

MK — MK /ME=|ambalME<1, (A2)

c

————— > @ (mk,m’k’)
(MEMlé )l/2mm,

The author thanks L. A. Maksimov for interest in this
study and helpful advice and Yu. M. Kagan for support. As-
sistance in this study from A. V. Inyushkin and D. A. Zher
nov is gratefully acknowledged.

because of the difference of the zero-point vibrations of the AdD,, (kK'|q) 1 . Ok, Ok
different isotopes, static displacement fields arise. In the (W"l_) == 5P (kk'[q) VET o |
presence of these fields the local symmetry is lowered. How- ¢ c M (A6)

ever, in standard crystalas opposed to quantum crysbals
these displacements are proportional to an additional smajle substitute(A6) into (A5), taking into consideration that
parametef u®)/a® and their role can be neglected.

We consider a polyatomic crystal with isotopes of differ- 201 ¢ c , c o,
ent kinds. We assume that the isotopic composition in respect “’C(I)ea(k“)_k%, D o (KK [a)E, (K1)
to one of the elements, which occupies positions of type '
can vary. In addition, we take into account that, as a consequence of

Suppose that there exist two crystals, differing in thethe Hermitianity of®(q) the polarization vectors satisfy or-
isotopic composition of th&,; component of the compound. thonormality and completeness conditions of the form

(A7)
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The dependence of the thermal conductivityof solid solutions of cryocrystals on the molar

volume is investigated theoretically in the Callaway approach under the assumption that

the heat is transferred by mobile low-frequency phonons and, above the phonon mobility edge,
by “localized” modes which migrate randomly from site to site. The phonon mobility

edgew is found from the condition that the phonon mean free path, which is governed by
umklapp processes and scattering on point defects, cannot become smaller than one-half the
phonon wavelength. The Bridgman coefficigrit — (JIn A/dIn V)¢ is the weighted mean

over these modes, which have strongly different volume dependences. For the example of the solid
solution Kr,_.(CH,)., wherec is the mole fraction of the components, it is shown that

with increasing methane concentration in krypton the Bridgman coefficient decreases, in good
agreement with experiment, frog~9, characteristic for the pure crystals, to

g~4. © 2002 American Institute of Physic§DOI: 10.1063/1.1461926

INTRODUCTION Gruneisen parameter, aril is a constant factor. Differenti-
ating (2) with respect to volume and introducing the param-

If a crystal is subjected to hydrostatic compression, theeterq=((9 InT/aIn V)7, we obtain
volume of the crystal decreases and the Debye temperature
Op=%hwp (wp is the Debye frequengyncreases. Therefore, g=3y+2q-1/3. 3
the thermal conductivity\ should increase with increasing
pressure, as was first observed by Bridgrhdine volume Usually at temperatures of the order of the Debye tem-
dependence of the thermal conductivity can be describegerature and higher it is assumed thatV, and the second
with the aid of the Bridgman coefficient Grineisen coefficieng~ 151!

g=—(aInA/gInV)s. ) Expressiong2) and(3) are valid for perfect insulators in

the presence of only-processes. They are not applicable to
Subsequent studies of the thermal conductivity as a funcstrongly disordered crystals and amorphous solids. Géflich
tion of pressure for a wide range of substaicéhave used the Callaway integral to study the influence of point
shown that the values of the Bridgman coefficient vary, as &lefects on the volume dependence of the thermal conductiv-
rule, in a range from 3—4 to 10—15. The general tendency i§y. He was able to describe qualitatively the slight decrease
for g to decrease with increasing structural disorder; thén g observed in the solid solution AgCl-AgBrin pure
weakest volume dependence of the thermal conductivity i#gBr and AgCl the Bridgman coefficient is equal to 9.8 and
found in glasses and polymern three cases—thih phase 9.5, respectively, while in a solid 50% solutig=8.1. The
of ice, the phase NiF(l), and CuCl—the Bridgman coeffi- theory of Ref. 10 predicted a decreasegato 8.4.
cient is negativé. This is explained by anomalous behavior  In recent studi€s of the isochoric thermal conductivity
of the transverse modes, the velocity of which decreases witf the solid solution Ky_ (CH,). a strong decrease of the
increasing pressure. Bridgman coefficient was observed, from a va§jire9 char-
Most often the high-temperatur@ £ ;) thermal con-  acteristic for pure Kr and Cto g~4 at only a tiny impu-
ductivity of insulators is described with the use of therity concentrationsee Fig. 1 These experimental data can-
Leibfried—Schlonann (LS) formula and the Callaway not be adequately described by the approach used by
integral® which are also used for calculating the BridgmanGerlich® It was shown that as the molar volume of the
coefficient*®~! According to the LS formula, the thermal components in the solid solution Kr,(CH,). is changed,

conductivity of a crystal can be written as one observes a gradual transition from the thermal conduc-
o tivity of a perfect crystalthe pure componentso the lower
KMa®3D limit to the thermal conductivityA i, at 0.2<c<<0.8. The
A= AT (2 concept of a lower limit to the thermal conductivify

o emerges from the assumption that in the case of strong scat-
where M is the mean atomi¢moleculaj mass,a® is the tering the phonons are weakly localized in regions of the
volume per atommoleculg, y=—(dIn®y/dInV); is the  order of \/2, where\ is the phonon wavelength, and can

1063-777X/2002/28(2)/4/$22.00 136 © 2002 American Institute of Physics
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10T When the mass differenc&M of the atoms(molecule$ of
| the impurity and host and the dilatation of the lattice are
s i taken into account, the coefficiehitcan be written as
T=100K )

AM Aa

6 T - I'=c(1—c) T+67t) , (10
M a

9 I %

4l i i %{ whereAa is the change of the lattice parameter upon intro-
duction of the impurity.

ol i Expression(5) does not apply if(w) becomes of the
order of one-half the phonon wavelength/2= mv/w) or
smaller. A similar situation was discussed previously for the

o o2 oa oe o8 To case ofU-processes aloné.We assume that in the general

Kr c CH, case

FIG. 1. Dependence of the Bridgman coefficignt — (9 In A/dIn V)1 on v/(Aw2T+ Bw4), Os<w=uw,
the concentration of the components in the solid solution KICH,). . The (w)= amvlo=a\/2, W< W< wD’ (13)

points are experimental, the solid curve theoretical.

where « is a numerical coefficient of the order of unity.

migrate via neighboring sites in a random manner. To geEXcitations whose frequepmesllle aE)ove the phonon mobility
pgewo will be assumed “localized.” The frequenay, can

scribe the temperature dependence of the isochoric therm§e tound from the condition

conductivity of the solid solution Kr .(CH,)., in Ref. 12 a

combined model was proposed in whlch_part of the heat is v/(AwSTJrBwé):awu/wo. (12)
transferred by mobile low-frequenggcousti¢ phonons and,

above the mobility edge, by “localized” modes. In the |t is determined by the expression

present paper this model is used to describe the molar vol-

ume dependence of the thermal conductivity. 1

P Y wo:—m(3\/1+ 1+u+3\/1—\/1+u), (13

(2amB)
MODEL
h he di ionl is gi
We calculate thermal conductivity of the solid solution where the dimensionless parameteis given by

Kri_c(CHy), in the framework of the Callaway approach. A2 72AST3
Here we make the following assumptions: normal processes U= ~—om (14

can be neglected; the temperature is assumed to be of the
order of the Debye temperature or higher; heat is transferrefthe thermal conductivity integral4) separates into two
only by phonongacoustic and “localized]; all phonons are  parts, describing the contribution to the heat transfer from
described by the Debye model; all the modes have the samgoustic and “localized” phonons:
Gruneisen parametey, the medium is isotropic.

In the Callaway model the thermal conductivity can A=Apnt Ao (15

be written as . - I
In the high-temperatureT&0p) limit these contributions

ke [@o ) are
A— 27T2‘U2 fo |((1))(1) d(,l), (4)
. , ) kg 1
wherev is the averaged sound velocityy is the Debye Aphzz—z—arctarqwo\/B/AT) (16)
frequency[ wp = (672) 3 /a], I (w) is the phonon mean free TV JATB
path, which is governed by-processes and scattering on
. ) and
point defects:
—_r-1 + -1 fl' aKp
I(w) [lu (w) || (w)] 5 Ajoc= 4770(00%_&)%)' (17)
The phonon mean free paths corresponding to each scat-
tering mechanism are expressed as The problem of determining the thermal conductivity of
I(0)=vlAw?T, (6)  asolid solution reduces to that of finding the volume deriva-
tive of expression (15). Taking into account that
187° kgy? (dINA/JInV)1=3y+29—2/3 and ¢InB/dInV);=3y [this
A= V3 mazwg? () follows from Eqgs.(7) and (9)] and also that {InT'/9In V)
~0, we have:
li(w)=v/Bw?, (8)
Aph AIoc
3al 9= 9pnt 1 Jioc (18)

©)

=53
2wp
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where TABLE |. Parameters of the Debye model of the thermal conductivity used
in the fitting: a, v, andl’; the values ofA and« obtained in the fitting, and
dln Aph the Bridgman coefficients calculated according to E@8)—(21).
9ph =2y+q
alnVv /o Adjustable
parameters g
woVB/AT A 10-15
+ (vota—1/3 10°8 ks T /d :
! . m m
(1+ w2B/AT)arctar wy\B/AT) ¢ ane S sided
19 0.03 3.625 0.88 0.055 0.342 1.201 6.4
( ) 0.063 3.63 0.92 0.12 0.496 1.213 4.9
alnA 1 2 0.145 3.648 0.97 0.26 1.175 1.163 3.4
Jioc= — loc =yt _(wz y— (1)2’)/ ) 0.29 3.66 1.07 0.54 6.35 1 3.2
oo™~ TV | 3 wh—wl DY Wovoh
(20
1/3 L - . .
_ dInwo - u mal conductivity is that the coefficiengt is determined most
Yo alnV T 6V1+u accurately near the triple points, where the change in volume

is maximal. The values given fa correspond to a tempera-
x (V14 V1+u- 1= 1+ 0)(6y+69-2). ture of 100 K. ,

Figure 1 shows the smoothed values of the Bridgman
(21) coefficient calculated according to the procedure described

above (solid curve in comparison with the experimental
RESULTS AND DISCUSSION values!? It is seen that the agreement is completely satisfac-
. . . . . tory for such a simple model, which does not include phonon
The isochoric thermal c_onduc_tlwty OT the solid solution dispersion and the real density of states. Figure 2 shows the

Kr,_o(CH,); was recently investigated in the ternperaturetemperature dependence gfcalculated according to Egs.

mtervaltfr?m 4Ot K t? ftemperatluresflg%K m:edr aé\%/twde (18)—(21). We see that the Bridgman coefficient should de-
concentration interval for samples of different densityn crease with increasing temperature. Unfortunately, as we

the concentration interval 0:2c<0.8 the thermal conduc- have already mentioned, the error in the determinatiog of

tivity of the solid solution was practically equal to the lower in isochoric studies increases as the temperature moves away

:'T't dto thedth errpakc?nfgc'luwty of theﬂ:atma’“g .calcu;h from the triple point, and the accuracy is too low to permit a
ated according to Ref. 13. In pure methane and in methan omparison with the theory.

containing a small amount of krypton there is an additional In our opinion, expressiofL8) is not only applicable to

phonon scattering mechanism: scattering on fluctuations Osfolid solutions but has a general character. The main idea
the short-range orientational order, the efficiency of which is

. : diatelv after th ¢ i dd pursued in this paper is that the contributions to the molar
maximum immediately arter @ transition and de- volume dependence of the thermal conductivity from mobile
creases with increasing temperatti@he thermal conduc-

o . X . acoustic phonons and “localized” modes are sharply differ-

tivity of such a SO'U“OT‘ cannot be dgscnbed adequately "ont. If the heat is transferred mainly by acoustic phonons

Fhe frgmgwork of the simple model d!scussed abpve. A CH (perfect crystals then the Bridgman coefficient is described

impurity in Kr can be treated as a point defect, since collecby expression(3). In the opposite case, when the thermal

tive rotational excitations are absent in this case. Using th'tntonductivity has reached its lower limit ' and all the heat
min

integral form of the model described abowvathout the sim- . f “localized” h i
plifying assumptionT=0), the authors in Ref. 12 were 's transferred by *localized” modegamorphous solids and

able to describe adequately the temperature dependence of
the thermal conductivity of the solid solution Kr.(CH,),

in the concentration interval<©c<0.3. The initial param- 8
eters for the fit were, v, and the coefficient” calculated
according to(10). The values ofA and « were varied. This

same scheme was also used in the present study. Initially the
thermal conductivity determined by expressidid$)—(17) 6
was fit by the least-squares method to the experimentally
measured temperature dependence of the thermal
conductivity® for the isochore withT,=75 K (T, is the

temperature at which the condition of isochoricity begins to
hold) and different concentrations of the methane impurity. c=0.145
Then the Bridgman coefficient was calculated according to

(18)—(21) under the assumption that=1 andy=2.51?The c=0.29

parameters of the Debye model of the thermal conductivity ) . . . ,

which were used in the fittingp, v, andI") and the values of 60 80 100 120 140
T, K

A and « obtained as a result of the fitting are presented in
Table_ | along with the Cal_cmat_ed valu_es of _the Bridgmangg, 2. Temperature dependence of the Bridgman coefficient of the solid
coefficient. A feature specific to isochoric studies of the thersolution Kr,_.(CH,), for different concentrations of the components.
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Effect of impurity oxygen on the low-temperature plasticity of solid normal hydrogen
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The features of the low-temperature plastic deformation of solid normal hydragét ) of

99.99% purity(the main impurity is oxygenare investigated at liquid-helium temperature by the
method of stepwise uniaxial loading under conditions of creep. It is shown that molecular
oxygen has a significant influence on the parameters of the strain curvesiof A softening of
the crystal lattice of soligh-H, is observed, which may be due to acceleration of the
ortho—para conversion in the hydrogen samples as a result of the presence of impurity O
molecules. ©2002 American Institute of Physic§DOI: 10.1063/1.1461947

The plasticity and strength of molecular hydrogen crys-(0.2—0.6 gf/mm) applied at equal time intervalsit
tals are extremely sensitive to the orthohydrogen content ir=2 min. The loado was applied by means of a quartz rod
the sample’s? and also the concentration of isotopic and for- connected to a precision balance asensitivity + 200 mg
eign impurities’ It is expected that doping of hydrogen with placed in the vacuum part of the cryostat. After each loading
an oxygen impurity will lead to a substantial change in itsthe samples were found in a transient creep regime under the
resistance to plastic deformation, since the heavy moleculggfluence of the gradually applied load. The increment in the
of impurity oxygen are can modify the dynamics of the lat-|ength of the crystals achieved at the end of each time inter-
tice vibrations of H significantly. In addition, oxygen is val At was summed with the previous values and taken as
characterized by considerably higher shear streSse®]  the resultant value corresponding to the given total load. The
therefore the presence of,@ H, should lead to hardening |ength increments were measured by an inductive displace-
of the comparatively soft hydrogen matrix. ment sensdrto an accuracy of- 104 cm and was recorded

To study the character of the influence of oxygen impu-continuously by a KSP-4 electronic potentiometer.
rities on the plasticity oh-H,, in the present study we have The temperature of the lower and upper parts of the
measured its deformation parameters under uniaxial tensil€amples were measured by two semiconductor resistance
loading for samples of 99.99% purity. The main impurity thermometers to an accuracy v22x 10”2 K. The tempera-
was oxygen. It was found that this impurity has a significantture was stabilized to within 0.1 K and its distribution along
effect on the deformation parametersreH,, which can be the sample was uniform to within the same accuracy. This
interpreted as resulting from an appreciable acceleration oflevel of stabilization was achieved by admitting gasetiis
the spontaneous ortho—para transition in hydrogen in thito the ampoule containing the sample at a pressure of up to
presence of molecular O 101 torr.

Samples with a diameter of 6 mm were grown from Figure 1 shows the typical tensile stress—strain curves
liquid n-H, (75% ortho modificatiofy which was condensed o(e) for crystals of normal hydrogen with an oxygen impu-
beforehand in a liquid-helium cooled glass ampoule of theity at a temperature of 4.2 K. For better comparison of the
cryostat from an external cylinder. We used a standard conmeasured curves with the typical hardening curves tradition-
figuration of the samples for tensile testing—the ratio of theally obtained on testing machines under conditions of active
length of the working part to the diameter was equal to 5tensile straining of the samples at a specified rate, the values
The samples were polycrystalline, having grains with linearof the stressr are plotted along the vertical axis. The curves
dimensions of up to 2 mm. presented in Fig. 1 correspond to the limiting cases of the

The samples were loosened from the walls of the amdegree of dispersity of the 2n-H, samples. Also shown
poule by briefly pumping on the vapor over thésee Ref. 5 for comparison are the stress—strain curves of 99.999% pure
for detaily, annealed at a temperature-efL1 K, and slowly  n-H, and ofp-H, with the orthohydrogen content reduced to
cooled to the testing temperature of 4.2 K. Thél, crystals  =0.2%, obtained under analogous loading conditi¢sese
were held at this temperature for 15—20 min. The total timeRefs. 8 and 2
of the annealing and isothermal hold of the sample§ at It is seen from Fig. 1 that the stress—strain curves for the
=const reached 50 min. 0O,—n-H, samples lie between the(e) curves obtained for

The samples were tested under conditions of uniaxiapuren-H, andp-H, and are clearly closer to the strain curve
stepwise tensile loadifigwith small load increments\e  typical for p-H,. Thus atT=4.2 K, to obtain the same level
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40 Ino—Ine plot for the Q—n-H, samples. Analysis showed
that the tensile stress—strain curvege) of our n-H,
samples containing impurity oxygen are characterized by the
presence of the two stages of deformation typical for poly-
crystalline hydrogefi® with different laws of variation of
o(g). The first stage is observed either immediately, or after
a short delay in the case of aashaped trend of the (&)
curves(see Fig. 1, and is characterized by a linear depen-
dence ofo(e) with rather strong hardening of the crystals.
The hardening coefficientdo/de is equal to 1.6
X 10° dynes/cm, which is practically an order of magnitude
lower than the elastic modulus nfH, at this temperatur®’
Upon reaching a certain critical stress (17.7 gffihra
transition occurs in the deformed,©n-H, samples to a
different stress—strain law. The deformation of the-@-H,
samples is characterized by a power law " with a small
0 1 2 0 3 4 5 exponenin~0.2 all the way to failure, which occurs at con-
e, % siderably lower stresses than in the case of puié, (Refs.
6. 1 Tvoical tensile <t e ool el of 1 and 8. At a temperature of 4.2 K such a low valuerofs
R el s e yearte) S Rensat oL e more typical for p-H, polycrystal8 and Ne-n-t; solid
samples of G-n-H, . solutiong? than for solid normal hydrogem¢0.4) 8
Thus, judging from the fact that the value @efrequired
to achieve a specified level of deformation for the-@-H,
samples studied here is lower than is typical for povEl,,
it can be concluded from these experiments that hardening of
of straine for samples oh-H, containing an oxygen impu- n-H, by molecular oxygen does not occur at liquid-helium
rity requires considerably lower values of the applied stresgemperature. Consequently, the motion of dislocations in
than for puren-H,. On the other hand, for a specified level these samples is facilitated to a significant degree in spite of
of stresso on the Q—n-H, samples a considerably smaller the presence of the heavy impurity molecules of i® the
value of the relative elongation is obtained than for a samplé-H,. By analogy with the hydrogen crystals containing
of purep-H,. The observed difference in the behavior of theneon!! the observed softening of the hydrogen samples con-
stress—strain curves for,©n-H, and p-H, are due to the taining oxygen may be due to the formation of van der Waals
role of the oxygen impurity molecules in the processes goveomplexes in these sampls'® Another (in this case more
erning the development of plastic deformation of these cryslikely) explanation for the observed softening is the presence
tals. of ortho—para conversion processes in thél,. The fact
To ascertain the analytical form of the relation betweenthat the Q molecules have a magnetic momésge Refs. 14
the deforming stress and the straine for the O,—n-H,  and 13 as well as a quadrupole moment is a decisive factor
samples, we replotted the experimentgk) curves in loga- for acceleration of a natural catalytic reactionear the @

rithmic coordinates. Figure 2 shows the characteristidMPurity molecules im-H,, which causes spontaneous tran-
sitions ofo-H, molecules closest to the oxygen molecules to

the para state, which has lower rotational energy. The ortho—
para conversion usually includes two stages: a spin—nuclear
transition(“flipping” the spin of one of the protons in the H
molecule and a vibrational-rotational transition, with the
excess rotational energy being transferred to lattice vibra-
43 tions in the form of two phononsT=170 K; see Ref. 14
Thus, owing to ortho—para conversion induced by the para-
magnetic impurity of @ molecules in solich-H, (Ref. 4),

o, gf/mm?

L 1 1 i L 1

12 after several hours the-H, molecules in a significant por-
2 tion of the volume of the @-n-H, samples will have con-
11 - verted to the para state. For samplepdfl, individual oxy-
T=4.2K gen molecules have a hardening effésee Fig. 1, in
agreement with the results of Ref. 17 forH, with the ortho
— & - — 53— 0 content reduced te=0.2%.

The authors are deeply grateful to V. G. Manzhelii, M.
A. Strzhemechny, V. D. Natsik, M. |. Bagatsky, and A. I.
FIG. 2. Appearance of the(e) curves obtained for polycrystals of H, Prokhvatilov for a discussion of the results, and to T. F.

containing an @impurity (¥) and also for polycrystalline samples of pure L€Mzyakova for the chromatographic analysis of the
n-H, (Ref. 8 (A) andp-H, (Ref. 9 (@) replotted on a logarithmic scale. hydrogen.
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It has become traditional to hold an annual School of Last year in Japan a model coil for the central solenoid
Applied Superconductivity at the Kurchatov Institute’s vaca-was successfully tested, and a record magnetic field of 13 T
tion base near Protvino in the last week of May. This year thevas obtained at a current of 46 kA. In addition, it was de-
XIV International Seminar on High-Temperature Supercon-cided to prepare a superconducting coil insert for this sole-
ductivity was also held here. This seminar continued the tranoid, with a winding~5 m in height and about 1.5 m in
dition of annual joint meeting that have been held since theliameter. V. E. Sytnikov of the All-Russia Scientific Re-
late 1970s alternately in Russia, Germany, and Ukrainesearch Institute of the Cable Industry gave a presentation on
About a hundred participants came in from 28 academic inthe joint efforts of three Russian institutes in the preparation
stitutions, research centers, and commercial enterprises of the coil insert, which was delivered to Japan at the end of
Moscow, St. Petersburg, Kiev, Kharkov, Ekaterinburg, andMay. Workers at the A. A. Bochvar All-Russia Scientific Re-
other cities. This meeting clearly demonstrated the internasearch Institute prepared one metric ton of;8ib wire,
tional character of research in this field. Of the more than 8@vhich was wound and placed in a titanium tube about 4 cm
papers presented at the Seminar and School, at least a quartediameter and over 100 m long. Such a cable is expensive,
of them had a foreign colleague among the coauthors. Natwaround $5000 per meter, so there is not much room for error.
rally, the greatest number of them were German, but reFor high-temperature annealing of such large windings a spe-
searchers from Great Britain, the Netherlands, Slovakia, andial oven was built at the D. V. Efremov Scientific Research
other countries were also represented. In comparison witinstitute of Electrophysical ApparatéSRIEA) in St. Peters-
the previous trilateral seminars the number of reports fronburg. This was a difficult task because it was necessary to
Ukraine has grown, and, most importantly, the first signs of asatisfy a number of conflicting requirements. The windings
growing collaboration between Russian and Ukrainian colwere annealed for 22 days, with the outer surface of the
leagues were in evidence. helical winding held in a high vacuum while at the same time

Since the Kurchatov Institute Russian Research Centegaseous helium was blown through the inner “tube” to re-
the organizer and administrator of the two programs, ismove the impurities released during the heat treatment. The
known throughout the world as one of the leading institu-deviation of the temperature from the specified level during
tions in the field of high-current superconductivity, it was the multistep heat-treatment regime had to be maintained
only natural that a large part of these programs would beavithin a 5-degree interval over the entire volume of the coil.
devoted to that topic. It was on the initiative of Acad. Ev- Areport entitled “Accidents in superconducting magnets
geni Velikkov, the Director of the Kurchatov Institute, that caused by electric arcing,” presented by S. A. Lelekhov, V.
the International Thermonuclear Experimental ReactolE. Keilin, and B. N. Kolbasov of the Kurchatov Institute
(ITER) project was launched; besides Russia, participants idrew a great deal of interest. The ITER under development
this project now include the European Union and Japan. Theiill contain toroidal fields windings based on 18 supercon-
history of this project begins back in the 1950s, when theducting coils, in which the total magnetic energy stored will
idea of the Tokamak was born. By 1978 the Tokamak T-7pe around 41 GJ. To consider possible anomalous situations,
with windings based on a NbTi alloy, had already been sucthey analyzed the experimental data on high-current electric
cessfully tested, and by the end of 1988 the Tokamak T-15arcs from tests of the coils of the Tokamak T-15, in which the
with windings based on Nf$n, was commissioned. design value of the stored energy is 800 MJ. The results of
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their calculations will make it possible to prepare recommenferromagnet/superconductor structures with an antiparallel
dations on the design of the superconducting coils of therientation of the magnetic layers.
magnet system of ITER. We must mention the next “sensation” in the field of
Of the other talks pertaining to high-current supercon-HTSCs: superconducting borides. V. S. Kruglov of the Kur-
ductivity, we should mention the one entitled “The magnetchatov Institute presented a survey entitled “Superconductiv-
system of the electron lens of the Tevatron,” which wasity of MgB, compounds: results and prospects.” The discov-
given by L. M. Tkachenko of the Institute for High-Energy ery of superconductivity in simple layered compounds of
Physics (IHEP), Protvino. The magnet system, which in- magnesium and boron, with a critical temperature four times
cludes a long superconducting solenoid with a field of 6.5 Tas high as for the alloy NbTi, raises the questions: What type
was developed and prepared in a collaboration between tH@f superconductor is it, and how promising is this new ma-
IHEP and the Fermi National LaboratofyySA) for electron  terial for use in electrical engineering? Samples of multi-
cooling of an antiproton beam. The electron lens should restrand cable of diboride in a stainless-steel casing have al-
duce the variance of betatron frequencies which arises in ai¢ady been prepared using the “powder-in-tube” method.
antiproton beam as a result of the interaction of collidingThe measured value of the transport current density in zero
beams. On March 23, 2001 at the Tevat(/SA) an elec- Magnetic field exceeded the level of 10 kAfcat a tempera-
tron beam was passed through a “magnetic channel” createtyire of 33 K. In spite of a certain skepticism above the future
by a chain of magnets, with a total channel length of more®f this superconductor on account of its relatively low criti-
than 3 meters. Studies including measurements of the maff! fields, it cannot be ruled out that in time magnesium

characteristics of the beam interaction are planned with thdiboride will squeeze out its niobium competitors. The dis-
goal of converting this into a working device. covery of this superconductor was stimulated by a search for

The cryogenic system for the tests of the superconducﬂJeW related materials and intensive studies of their charac-
feristics. M. V. Indenbom of the Institute of Solid State Phys-

ing devices at a temperature of 1.8 K was the subject of a _ ;
interesting report presented by V. V. Pleskach of IHEP. undcs of the Russian Academy of Sciences reported the success-

like the magnet system, which was prepared for operation i|I1UI synthesis of Mglg_in the fqrm polycrystals and films a,n.d
the USA, this system was intended for operation at the oldedf'® magnetooptic visualization of the macroscopic critical

and most powerful proton accelerator, the U-70. The develcurrents in these samples. V. A. Gasparov of that same insti-
opment of this system was prompted, by a gift from physi-t,Ut,e a_nd coauthgrs reported the observation of superconduc-
cists at CERN, who donated two large superconducting resotlvIty in ZrB, with Tc=6 K. .

Among the reports of pure basic research was the talk by

nators with a working frequency at the 3 GHz level as part OfA. M. Gabovich of the Institute of Physics of the National

the OKA complex for rf separation of K mesons, which is Academy of Sciences of Ukraine, who, together with col-
scheduled to go on stream at the U-70 in 2002. . o S
leagues from Ukraine, Great Britain, and Belgium interprets

L. K. Kovalev of the Moscow Aviation Institute pre- . . .
sented new types of electric motors with rotor elements madthe anomalous properties of cuprates as a possible manifes-
yp fation of instabilities of their electronic spectrufoharge-

of HTSC materials, various designs for hysteretic, reactive, spin-density waves, phase separation).eftae funda-

trapped-flux, and compqsne ;ynghrotron HTSC maCh'ne?hental aspects of quasiparticle transport through the surface
and the prospects for their application. A report on how ther- high-temperature superconductors was discussed in the

mobaric treatment can improve the properties of bulk 12 eport by Yu. F. Revenket al. of the Donetsk Physico-

materials was presented by T. A. Prikhna of the Institute Ofrgchnical Institute; those authors presented surprising proof
Ultrahard Materials of the National Academy of Sciences Ofya¢ iy this case there is a surface barrier with strong antifer-

Ukraine. These studies were done jointly with scientists fro“?omagnetic correlations. To confirm this hypothesis, V. E.
German and Spain and resulted in the creation of bulkshaternik and EM. Rudenko of the Kiev Institute of Metal
YBCO rotors for the electric motors spoken of by L. K. ppysics (IMP) of the National Academy of Sciences of
Kovalev. L. M. Fisher of the All-Russia Electrical Engineer- yraine did studies of the layered structure of antiferromag-
ing Institute and his coauthors from Russia, Ukraine, anthetic chromium oxide, which showed results identical to the
Norway spoke of an unusual phenomenon: macroturbuler{ontact characteristics of the HTSC materials. The results of
instability, which is observed in flux-carrying superconduct-cajculations of the charge-density distribution in mercury
ors upon their magnetization reversal. A theory using someyTSC compounds were presented by R. V. Lutsiv of Lvov
ideas of classical hydrodynamics was proposed and congnjversity.
firmed in magnetooptic experiments on YBCO. Research on HTSC films is actively continuing. Their
Two talks were devoted to one of today’s “hot” topics: properties under microwave irradiation and their practical
the transport properties properties of Josephson structures igpplications as filters were the subject of a series of papers
cluding superconducting and ferromagnetic layers. V. Vipy Kiev scientists. G. A. Melkov of Kiev University pro-
Ryazanov of the Institute of Solid State Physics of the Rusposed a tunabléy means of weak external magnetic figlds
sian Academy of Sciences, reported on the creation of thaarrow-band microwave filter based on HTSC and ferrite
so-calledsr contact, which should become a basic element ofilms. Microwave filters based on YBCO films were made in
phase-based superconducting qubits, and V. N. Krivoruchkeollaboration with colleagues from the University of Leipzig;
of the Donetsk Physico-Technical Institute presented a theahese filters and the influence of temperature on their selec-
retical paper demonstrating the possibility of amplifying thetivity were the subject of two reports by I. V. Korotash of
Josephson current in superconductor/ferromagnet—insulatodtMP. The groups of V. M. Pan of IMP and G. A. Melkov of
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Kiev University have investigated the microwave charactercomes into contact with the ambient medium, the high-

istics of YBCO films obtained by the method of laser depo-pressure gas drives a pneumomachine with a shaft-mounted

sition and elucidated the correlations between the depositiosuperconducting electrical generator. The generation supplies

regime, the dislocation structure of the resulting layers, antHTSC electric motorgit is assumed that their power does

their surface resistance. The report by A. V. Bobyl of SRIEAnot exceed 10 kW per wheelcontrolled individually and

in St. Petersburg was devoted to the interrelation between thepordinated. Such an environmentally clean and fire-safe au-

characteristics of electric noise of metallic layers and theitomobile is already economically justified today, especially

structure, with the goal of prolonging the service life of 123 as city transport for light- and medium-duty trucks. Consid-

films. N. G. Cherpak of the Institute of Radio Electronics of ering the progress in the development of HTSC electric mo-

the National Academy of Sciences of Ukraine in Kharkov,tors and generators, the cryogenic automobile can become

together with German colleagues from Jena, first used microyet another field of application of HTSC devices.

wave and rf techniques for studying the characteristics of ~As was noted in the closing address by Prof. Viktor Efi-

fused HTSC materials. The authors regard this as a promisnovich Keilin, the Chairman of the Organizing Committee

ing technique for investigating objects of this class. of the School, holding the two events simultaneously turned
The report by S. I. Bondarenko of the Institute for Low out to be very fortunate. In particular, the School had less of

Temperature Physics and Engineering of the National Acadan applied character and a greater thematic range of topics

emy of Sciences of Ukraine in Kharkov demonstrated theaddressed. There were many new faces not seen in the pre-

possibility of significantly(by a factor of some tefnsmprov-  vious meetings, and the presence of young people instills

ing the sensitivity of SQUIDs by means of ferromagnetic hope for the successful development of superconductivity in

magnetic-field concentrators. This is particularly essential irthe future.

the case of HTSC SQUIDs, which still remain inferior to The program of the School and Seminar were supported

helium-temperature devices in terms of sensitivity. It wason the Russian side by the Ministry of Industry, Science, and

also shown to be promising to make highly sensitive HTSCTechnology of the Russian Federation and by Minatom RF,

gradientometers utilizing magnetic circuits without multiturn and on the Ukrainian side by the National Academy of Sci-

coupling coils in the flux transformer. The results representnces of Ukraine.

another step toward the creation of HTSC magnetoencepha- The next School of Applied Superconductivity will be

lographs. held, as always, at the vacation base of the Kurchatov Insti-
The participants at the seminar showed particular intertute at the end of May, 2002

est in the report by S. I. Bondarenko on the state of devel-

opment of a cryogenic automobile in the Ukraine. The en- E-mail: bel@kinetic.ac.donetsk.ua

ergy source and coolant for the superconducting units of this**EI'E'_“rﬁg:”_B;:‘i?:gﬁcgn%'}hih;rsﬁov'ua

automobile is liquid nitrogen in a transportable cryostat. As a

result of gasification of a portion of the nitrogen when it Translated by Steve Torstveit
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Concentration dependence of the attenuation of first sound in supersaturated
superfluid He—*He solutions under pressure
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The concentration dependence of the attenuation coefficient of first sound in supttiuitHe
solutions in the saturation and supersaturation regions is investigated experimentally at
pressures of 0—10 atm. An original technique of continuous variation of the concentrasiin
by variation of the osmotic and thermomechanical pressures is used, permitting
measurements to be made in the long-lived metastable phase of the superfluid solutions. It is
shown that the data obtained are described well in terms of the theory of sound
propagation in a gas of Fermi excitations without taking the Fermi-liquid corrections into
account. The corresponding values of the effective mass and relaxation titHe ofuasiparticles
are taken from an analysis of the existing experimental data. Within the experimental error,
no excess sound attenuation was found in the region of supersaturated soluti@¥)2©
American Institute of Physics[DOI: 10.1063/1.146191]7

1. INTRODUCTION though the observed supersaturation has so far remained con-
siderably less than predicted by the theory of homogeneous
nucleation, this discovery has opened up the possibility, in
particular, of continuing the study of sound attenuation to
$igher concentrations. Here the method of continuous varia-
tion of the concentration in the course of the experiment,
proposed in Ref. 12, has permitted the first recording of the
o - 3 . ®bncentration dependence of sound attenuation at constant
but to a finite solubilityxo~6.7% I-Le. TE"S means that at temperature and pressure. A topic of independent interest is
very low temperatures ar_vd<.xo the Hg— He SOIU_I'On ISa o study the attenuation of sound in a supersaturated super-
homogeneous quantum liquid comprising a solution of & norg iy go|ytion, where additional sources of dissipation are

mal Fermi liquid in a superfluid Bose liquid. The properties possible!® The present study was undertaken to investigate
of such a system have been described in detail in severglis circle of topics.

monographs:?

The kinetic properties of Fermi—Bose quantum liquids
(degenerate solutions dHe in “He) are governed by pro-
cesses of interaction between elementary excitations, among Figure 1 shows a diagram of the experimental cell, to-
which the Fermi excitations3re quasiparticles—play the gether with the low-temperature part of the dilution refrig-
leading role at low temperatures. Important informationerator. The cell contains two chambers: a control chaniber
about such solutions has been obtained as a result of expeend a measurement chamb&rwhich are connected by a
mental and theoretical studies of the acoustic properties afapillary2. The latter chamber contains a sound detr the
the systeni® In particular, a relaxation process in the gas ofacoustic measurements and a capacitive concentration gauge
Fermi excitations, with a characteristic relaxation timg, 5. The measurement chamber is in permanent thermal con-
has been registered, which is broadened and shifted to hightact with the mixing chambes through a threaded coupler,
temperatures as the frequency of the sound increases. A sudnd the control chambel, which is equipped with a heater
sequent analysis has shown that this relaxation process is d9eis connected to the still through a thermal swit®con-
to the viscosity of the Fermi liquid, which is inversely pro- taining superfluid*He. In the closed state the switch was
portional to the square of the temperature. filled with superfluid, and the control chamber rapidly took

In recent years there has been a renewal of interest in then the temperature of the still. The switch was opened by
kinetic processes occurring in degenerile—*He solutions  removing the liquid*He from the switch by means of a ther-
after it was shown experimentally that the region of superimomechanical pump.
fluidity of the solutions could be expanded through the real-  The temperature of the measurement chamber was re-
ization of a long-lived metastable superfluid ph&ds8.Even  corded by means of afHe melting-curve thermometdr2.

One of the characteristic features of liquid solutions of
3He—*He is the presence of a first-order phase transition
phase separation, as a result of which the liquid separat
into a lighter concentrated phase that is rich’ie and a
dilute superfluid phase that is richthle. AsT—0 the phase
separation curve tends not to zero values of the concentrati

2. EXPERIMENTAL TECHNIQUE

1063-777X/2002/28(2)/6/$22.00 73 © 2002 American Institute of Physics
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T a sound receiver in the intervals between emissions. The
quartz slab and the reflector were adjusted to a parallel align-
P'_] ment in a separate experiment witHe. The sound propa-
— 8 gated in a cavity 10 mm in diameter and 7.15 mm long. To
- _ = _ - preclude any heating of the liquid by the radio pulses, the
- - - 7 low-temperature measurements were made at 10-second in-
tervals with a pulse duration of 106s. We also checked for
the lack of any dependence on the signal amplitude and for
the absence of nonlinear effects. The error of measurement
of the sound attenuation coefficient was not over 5%.
5 The construction of the experimental cell permitted mak-
ing measurements under pressure, which was produced by
13 7 means of a gasifigior “bomb”). For measurement and sta-
- .& — 4 bilization of the pressure we used a piston manometer which
R was equipped with a visual oil indicator to improve accuracy.
L2 CELERER 3 Constancy of the pressure was achieved by maintaining an
ﬁ established oil level in the tube to an accuracytdf mm of

8
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the oil column. The pressure was determined to within an
2 error of 0.1 bar.

11

10 7 T !
- - - 3. CHANGE OF THE CONCENTRATION OF THE SOLUTION
AND THE CORRESPONDING CHANGE IN SOUND

9 ____/V'VWV\ ATTENUATION

FIG. 1. Diagram of the experimental cell and its position in the dilution At the start of the experimept both the measur?ment fﬁmd
refrigerator:1—control chamber2—connecting capillary3—measurement ~ control chambers of the experimental cell were filled with
chamber; 4—sound cell; 5—capacitive concentration gaugé—mixing  solution of equal concentration, and then the measurement
chamber;7—still; 8—filling capillary; 9—heater;10—liquid thermometer  ~q|| was cooled together with the dilution chamber; the con-
containing®He; 11—carbon resistance thermomet&2—3re melting-curve by
thermometer13—thermal switch. trol chamber was cooled throggh the thermal swit&and

had the temperature of the still of the refrigerator. Then the

control chamber was heated at a rate-&—4 mK/min, rais-
The temperature of the control chamber was determined bing the concentration in the measurement chantisee Fig.
means of a liquid thermometan, which registered théHe  2a. The change in concentratiodx, was measured from
vapor pressure, and a carbon resistance thermoriet®he  the change in capacitanckC, of a special capacitive gauge
solution under study was condensed in both chambers — th&(Fig. 1), which was placed so that after phase separation it
measurement chambévolume 6.17 cri)) and the control  was located completely in the dilute phase. The concentra-
chamber(volume 53.04 crf). When the two chambers were tion changeAx caused a change in the dielectric constant
at the same temperature, the concentrations of the solution @ the solution, which is related to the molar volume by the
them were also the same. When the control chamber wagell-known Clausius—Mossotti equation, with the molar vol-

heated(after opening of the thermal switctan additional  umeV, of the solution expressed in terms of the molar vol-
osmotic pressure and the fountain pressure arose in it, caugmeV, of “He:

ing 3He to leak from the control chamber into the measure-
ment chamber. ThéHe concentration in the measurement V(P T.X)=Va(P. T)(1+apX), @)
chamber can be measured in the course of the experiment yhere the parametery plays a part in the theory of degen-
means of a capacitive gaugdrom the change in the dielec- erate solutions and is equal to the relative change of the
tric constant. This method also made it possible to decreas@olar volume of the solution when’sle atom is replaced by
the concentration in the measurement chamber by turning o 3He atom. In the limit of low®He concentrations & — 0
heater9 and cooling chambet through the thermal switch and T—0, one has agy=0.284+0.005!° The detailed
13. A small heat exchanger made of sintered copper powdeP—V—T measurements made in Ref. 17 permit determina-
(not shown in Fig. 1was used in the measurement chambettion of the pressure dependenceagf; for T>0. It has been
to decrease the Kapitsa thermal boundary resistance betweshown thatep, decreases strongly with increasing pressure.
the solution under study and the wall of the mixing chamberThe temperature dependence @f; can be taken into ac-
The attenuation of first sound was measured at a freeount as
quency of 30 MHz by a pulsed technique described
previously'* The method of measurement is based on a com-
parison of the amplitudes of two radio pulses—the pulsevhere the parameterr=0.032+0.003 K ! was determined
under study and a measuring pulse—which were formed iin Ref. 16. Here we assume thap+ is independent of con-
the same generator and were sent through the same amplifgentration in the concentration region under study. Then the
ing devices. The sound emitter was>rtut quartz slab with  Clausius—Mossotti equation will be a relation between the
a fundamental frequency of 10 MHz, which was operated aslielectric constant and the concentration of the solution:

apt=apg—atl, 2
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3e(P)
[e(P)—1][e(P)+2]

1+ apT( P)X
ap7(P)C

A(P)=

Usually the value ofA(P) at each pressure was deter-
mined at a point corresponding to the saturated solution on
the equilibrium phase-separation li@int A in Fig. 2). The
concentration chang&x was reckoned from the initial con-
centration in the measurement chamber, and the absolute
value of the concentration was obtained using the same ref-
erence poinfA.

The values ofAx calculated according to formul@t),
which are plotted as a function of time in Fig. 2a, do not
show any anomaly upon crossing of the equilibrium line of
phase separatiofpoint A in Fig. 20. This point is indicated
by an arrow in the figure. The jump ifax is observed later,
after an appreciable supersaturatidrg has been attained.
As before!® the observed metastable state is long-lived, and
far from the point of rapid nucleation the characteristic scale
of its lifetime is in hours.

The time dependence of the sound attenuation coeffi-
cient in the investigated solution of changing concentration
is shown in Fig. 2b. The character of the dependence is prac-
tically the same as that of(t) (see Fig. 2a Since we mea-
sured the relative sound attenuation, the absolute values of
were obtained by normalizing at the poixf where the at-
tenuation of sound in the saturated solution was investigated
previously®° and it was shown that it is described well by
the relationl

_ 2 )\ZPF(T) w27'33
~ 3 pct 1+ w2755’

a 5
wherep, is the density ofHe, c andw are the velocity and
frequency of the sound?((T) is the pressure of the gas of
Fermi excitations at temperatufie 743 is the characteristic
relaxation time in the system dHe quasiparticles, and the
parameten is expressed in terms of the effective mass
of the Fermi excitations:

m* —ms\ m,

x,% He A=|1+aprt el (6)
FIG. 2. Variation of the concentration of the solution under study with time Wherems andm, are the masses of thiele and*He atoms.
(a); the corresponding variation of the sound attenuation coefficient withExpression(5) was obtained under the assumption that the

time at a temperature of 109 mK and a pressure of Alathe variation of sound is propagating in a gas of EFermi excitations of mass
the concentration of the solution in the course of the experiment relative to_,

the equilibrium phase separation lirigolid curvg (c). In each case the m ?‘nd Pressur@F_(T)' All but two of the parameter; ap-
intersection with the phase separation line is indicated by an arrow. pearing in expressiolb) are well known. The exceptions,
733 andm*, must be chosen from an independent analysis.

e—1 Axw 0%
- ’ 3
e12 3 VaP.T)[1+ (agarT)x] (3 4 RELAXATION TIME AND EFFECTIVE MASS OF FERMI
EXCITATIONS IN THE SOLUTION

where vy is the polarizability of the solution, which was as-

sumed equal to 0.1232 éhmole 18 Taking into account that First, the®*He—He relaxation time in the solution was
the change in capacitance of the flat capacitive sensor igvestigated for the nondegenerate case. An important role in
AC/C=A¢ele, we obtain from(3) the final formula for de- determining the impurity relaxation time in the degenerate
termining the change in concentratiahy, in terms of the region was played by acoustic experiménits which the
corresponding change in capacitance of the concentratiomaximum in the sound attenuation due to relaxation in the

sensorAC: gas of Fermi excitations was recorded at a temperature of
_ ~50 mK. A subsequent analysis of the mechanisms of sound
Ax=A(P)AC, @ attenuation in this regiorshowed that the relaxation timgs;
where can be written in the form
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FIG. 4. Concentration dependence of the effective mass of impurity excita-
tions in solutions aP=0 (a) and P=10 bar(b). ¥—Ref. 8; B—Ref. 22;
b A—Ref. 23; ¢ —Ref. 24; 4—Ref. 25;0—Ref. 26; 0—Ref. 27.
A
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m_ \vd h) « 73=Pg(T) 733, (8)
% 1079 v and the pressure of the gas #fe quasiparticles in the de-
© generate region is given by the formula
. 2 KTeNax l+577'2 T\?2 74/ T\4 o
. . . . . Pr( )—g—vx 2\T) 18l ) | 9

5 6 7 8 9 10 :
% 3H The values ofr;; calculated from the experimental val-
X, % ~he ues of the viscosify*°according to formula¢d) and(9) are
FIG. 3. Relaxation timer, for various pressures, as a function of tempera- /S0 shown in Fig. 3 It is seen from these dgta that the value
ture at a®He concentration of-5—7% (a) and as a function of concentra- Of 733 decreases quite markedly with increasing temperature,
tion at a temperature of 100 mi). A—x=5%°He, P=0 from sound  has a weak concentration dependence, and is practically in-
attenuatiorf, 0—x=5.73%°%He, P=0 from sound attenuatich;®—x dependent of pressure

=5.73%°He, P=10 bar from sound attenuatiénD—saturated solution, L
P=0 from viscosity ¢ —x=5%°%He, P=0 from viscosity'® ¥—x Asto 'the other parameger appearing in E&s.and ('6).,
=6.12%°He, P=9.8 bar from viscosity® 4—x=7.1%He, P=0 from  the effective massn* of a “He quasiparticle, the existing
viscosity?® V—x=6.12%He, P=19.4 bar from viscosity® 3,  data for two pressures are summarized in Fig. 4, which
*—saturated solution,P=0 from viscosity and osmotic pressure, shows the values ah* obtained from the measurements of
0 1
respectively’ first-sound attenuatiohthe heat capacit§??*the velocity of
second souné and the line of phase separation at high
pressure$® Also shown in Fig. 4 are the smoothed values of
T)\2 the effective mass which were calculated in Ref. 27 using the
1+B(p,x) T | (7)  3He—3He interaction potential proposed in Ref. 15. One no-
tices that, according to the data of Ref. 26, at high concen-
where trations there is a deviation ofi* (x) from a monotonically
%2 Nax| 23 increasing trend. Otherwise the agreement of the experimen-
Te=5— | 37m°—— tal data of the different studies is completely satisfactory.
2km Vi L L
Here it is assumed that the value mf is independent of
is the Fermi degeneracy temperature of the soluthdn,is temperature.

Avogadro’s number, and the coefficient8(P,x) and
B(P,x), which depend on the concentration and pressure
were chosen so that the maximum observed in the soun%T
attenuation at low temperatures corresponded to the calcu-
lated one. Subsequent experiments on sound attenuation in Figure 5 shows the experimental data on the sound at-
3He—*He solution&® have substantially expanded the inves-tenuationa in the saturated and supersaturated solutitines
tigated region of concentrations, temperatures, pressures, abdundary of their coexistence region is indicated by an ar-
frequencies. The values of3; obtained from acoustic row) and the values ok calculated according to formulds)
experiment$®® are given in Fig. 3. It is seen from the plots and(6) with the values ofr;; andm* given in Figs. 3 and 4.
that the data of the three groups of authors are in good agre&dso shown are the experimental results obtained in Ref. 8 at
ment with one another. the same sound frequency and the same pressure but at lower
Another independent way of determining the relaxation®He concentrations.
time of the Fermi excitations in solutions involves the use of It follows from the plots that the experimental concen-
the experimental data on their viscosity?! If the viscosity  tration dependence of the sound attenuation agrees within the
of the solution is due solely to thitle quasiparticles, then its total error limits with the predictions of the theory of Refs. 5
relation to the timersz can be written in the form and 6, which uses a gas model of tfide quasiparticles

A(P,x)
7'33:—-|-2

CONCENTRATION DEPENDENCE OF THE SOUND
TENUATION COEFFICIENT. COMPARISON WITH THEORY
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1.7¢ the expression for the sound attenuation has the form
r 2 c2\2
i sl a|=?k‘11( - pl—ci) RON, (10)
£ L p2ts
2 1.3t wherek is the wave vector of the soungljs the density, and
- i c is the sound velocity in each phag&be subscripts 1 and 2
3 i refer to the solution and the droplets, respectiyeandN is
11 the number of droplets per unit volume.

i The second mechanism of sound attenuation involves
0.9¢ the vibrational motion of the solution with respect to the
0.7 i L droplet, which leads to entrainment of the droplet. The cor-

' 5 responding sound attenuation is expressed as
2 — 2 ATt
16 o= % N KRS+ kA, RE| 1+ }
14. P 1D
where\; ;= (271 ,/ p1 0) Y2 is the penetration depth of the
g 1.2y viscous wave for the respective phase.
2 1ok The third dissipative process considered describes the
- sound attenuation due to the excitation of natural modes of
3 08} the droplet, with frequencw,, by the incident sound wave
with frequencyw. This leads to additional attenuation, which
06 depends on the relationship between the values,cindw,
0.4l 3 < and is an extremely complicated functionXgf, p;, andk; .
' . We note that the treatment in Ref. 13 is valid only for
02 L L ; . . . droplets of sizeR satisfying the condition
5 6 7 8 9 10 M 1
X, % 3He A <R<—. (12
' Ky 2

FIG. 5. Concentration dependence of the first-sound attenuatiol at . . .
— 120 mK and sound frequency 30 MHz, for various pressiReiatmi: An analysis of these three mechanisms of sound attenuation

0.55(a), 2 (1), 5(2), 10 (3) (b); ®—present studyA—Ref. 8. The arrows 0N droplets with allowance fof12) showed that the first
indicate the concentration corresponding to phase separation at the givenechanism is the main dissipative process under the condi-
pressure, and the curves were calculated according t¢5Eq. tions of the given experiment, and the other two are neg”_
gible in comparison with it. As we see from E(L0), «,
increases monotonically with increasirlg. However, at
largeR, whenR~1/k; ,~ 10" 4 cm, the time of buoyant as-

without taking the Fermi-liquid corrections into account. 1 e
This means that in the investigated regions of concentration€ent Of the droplets is short<(100 s), and the contribution

and pressures the main mechanism for the attenuation of fir§f Such droplets to the sound attenuaEi(S)n is very difficult to
sound is the direct absorption of an acoustic phonofty ~ detect. As to the small dropletk(-10"* cm), which as-
quasiparticles. In the region of high pressures and concentr&€nd quite slowly, their contribution ta, according to(10)

tions, however, agreement between experiment and theory 1§ S0 Small that it is less than the measurement error. Thus,
observed if the effective mass of the impurity excitationsUnder the conditions of the given experiment, the predicted

decreases markedly with increasing concentration, whic/fXC€SS sound attenuation is the supersaturated solution can-
correlates with the conclusions of Ref. 26. not be detected.

We also note that, within the experimental error, the data
do not show any anomaly at the Fran3|t|on from the region ofCO,\lCLUSIO,\l
the saturated solution to the region of the supersaturated so-
lution. Excess sound attenuation can appear in the supersatu- The technique of continuous variation of the concentra-
ration region if the metastable supersaturated solution betion of superfluid®He—*He solutions has enabled us to mea-
comes inhomogeneous, i.e., if suspended droplets of theure for the first time the concentration dependence of the
condensed phagalmost pure’He) appear in it. These drop- attenuation of first sound at constant temperature and differ-
lets float upward on account of buoyant forces, and the kient pressures. It is found that in the investigated concentra-
netics of the process depend strongly on the dropletRjze tion region, which also includes metastable supersaturated
which determines their rate of ascent. solutions, the sound attenuation is described well by the

The problem of sound propagation in such a system watheory of impurity—impurity absorption for the degenerate
solved in Ref. 13. That paper considered three possible digemperature region in the framework of a gas model of the
sipative processes that lead to additional sound attenuation Fermi excitations. Under the experimental conditions the ex-
the supersaturated solution. The first mechanism is based @ess sound attenuation due to the appearance of suspended
the different compressibility of the droplet and the surround-droplets of the concentrated phase in the region of supersatu-
ing solution, which leads to absorption of sound. In this caseated solutions was not manifested. It seems advisable to
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continue the measurements into a higher frequency rangév. A. Mikheev, E Ya. Rudavski V. K. Chagovets, and G. A. Sheshin, Fiz.
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An iterative method is used in a self-consistent calculatiod,=af, of the normal.,; and
anomalous® ;, self-energy parts, the boson polarization oper&tasn the “mass shell,” and the
quasiparticle spectrufa(p) in a superfluid Bose liquid with an interaction-quenched single-
particle Bose—Einstein condensd®EC). The calculation is based on a system of “truncated”
integral equations fok 1, andX ;, with allowance for terms of first order in the density

ng/n<1 of the BEC and with the “bare” interaction between bosons taken in the form of the
repulsive pseudopotential in the “semitransparent spheres” model, for which the Fourier
component of the pseudopotential is an oscillatory sign-varying function of the momentum
transfer. By fitting with a single adjustable parameter—the amplitude of the initial

repulsive pseudopotential—one can achieve completely satisfactory agreement of the theoretical
quasiparticle spectrurg(p) with the measured spectrum of elementary excitations in

superfluid helium from neutron-scattering experiments over a wide momentum range
(0<p=<pma=4 A"1). © 2002 American Institute of Physic§DOI: 10.1063/1.1461918

1. INTRODUCTION teraction due to many-particleollective effects in the pro-
cess of a self-consistent calculation of the quasiparticle spec-
trum. It is shown that in the framework of this model, by the
fitting of a single adjustable parameter—the amplitude of the
repulsive pseudoparticle—one can achieve completely satis-
'factory agreement of the theoretical spectrum with the mea-

An exactab initio calculation of the spectrum of elemen-
tary excitations in a superfluid Bose liquid with a strong
interaction between particles is an extremely compierot
hopelessproblem of many-body quantum theory. Therefore
It Is necessary to Iopk for various S|mpl!f|e(dnodgb aP”  sured spectrum of elementary excitations in ligtte from
proaches tq the solutlon. of this problem with the aid of vari-: | astic neutron-scattering experimefis,
ous approximate analytical and numerical methods exploit-
ing the small parameters available. One such parameter for a
Bose liquid at a temperature close to zefe{0) is the ratio
of the densityn, of the single-particle Bose—Einstein con- 2. CHOICE OF THE INITIAL INTERACTION POTENTIAL
densatédBEC), which is quenched on account of the interac-BETWEEN BOSONS
tion between bosons, to the total particle densityn the

Bose liquid. According to th imental datain “He at . . s
0S€ lquid. According fo the experimen’a nrea density of the BEC fy<<n) in the Bose liquid one can ob-

T<1 K the rationg/n is not more than 10% and can serve ast i losed self istent svst fint I i f
an initial small parameter for constructing an approximateaIn a closed sefi-consistent system of integral equations for

theoretical model of the superfluid state of a Bose liquid. the normalEll(p,w) anql qnpmalog§12(p,w) self—gnergy
This paper is devoted to the further development 0f'parts by truncatmg thg infinite series of perturbation Fheory
methods of numerical calculation of the quasiparticle spec'—n powers of\ing (i.e., n the number_ of condensate lines
trum in a superfluid Bose liquid with a quenched BEC in thekeeplng only the leading terms of first order in the small
framework of the approach proposed in Ref. 3 on the basis oqara;meter:o/_n.l ¢ hi o 4 Bel

the “truncated” Belyaev equatiorfsAn iterative method is n ana yt'.c"’r‘%r? m ; 'Sf Si’;gem of “truncate elyaev-
used to calculate the normal;; and anomalous ,, self- ~ DYSON equatiorishas the for

energy parts and the boson polarization oper&ioon the

‘mass shell.” As the zeroth iteration in calculating the polar- 5. (p &)=noA(p,e)V(p,e) +nV(0)+ P (p,e); (1)
ization operatodl we use the Bogolyubov spectrdrfor a

repulsive potential in the “semitransparent spheres” model ~

with a subsequent renormalizati¢tscreening”) of this in- 2 19(p.e)=ngA(p,e)V(p,e) + WV (p,e). 2

It was shown in Ref. 3see also Ref. Bthat at a low

1063-777X/2002/28(2)/6/$22.00 79 © 2002 American Institute of Physics
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HereV(p,¢) is the renormalized“screened” on account of

many-particle collective effeckspair interaction between
bosons,

V(p) _
1-V(p)Il(p,e)’

II(p,e) is the polarization operator of the bosofsee be-
low), I'(p,e;k,w) is the vertex partthree-pole describing
many-particle correlations of the local-field-effects type,
A(p,e)=I'(p,e,0,0) is the vertex part with zero values of

V(p,e)= (3)

the incoming momentum and energy corresponding to the

interaction with the BEC,n;=n—ng is the number of
“above-condensate” particles, and the functiofsand W,
with allowance for the contribution of the poles of the single-
particle normalG4(p,e) and anomalou$,(p,e) Green’s
functions, are determined by the integral equations

1 d¥p’ , ,
‘I’(D,S)=—§f (ZT)gr(p,s;p E(p"))

A(p".E(p"))

><V<p—p',e—E<p'>>[ £ 1}; @

1 d’ , ,
‘P(p,e)=—§f(27)3F(p,s;p E(p"))

xV(p—p'.e—E(p"))

><noA(p’,E(|0’))V/(|o’,E(|o’))+\lf(|o’,E(|o’))
E(p") ’

)
where

2
A(P.E(D) = oA (P, E(P) V(D E(P) + 5

+@(p,E(p))—P(0,0+¥(0,0), (6)

andE(p) is the quasiparticle spectrum, which corresponds to

the poles of the functionG,; andG,, and in general form is
determined by the following relatioris:

2

p 1/2
E(p)= %+Eil(p£(p))—u —[21AP.E(P)) ZJ
+32,(p.E(p)), (7)
where
- 1
S(p.e)=3[S0(p.e) = Iuy(—p,—2)], ®)
©=211(0,0—2140,0. 9

In the framework of the approximation under consider-
ation, with allowance for Eqgl), (2), and (6), expression
(7) takes the form

E(p)={A%(p,E(p))—[NoA(p,E(p))V(p,E(p))
1
W (p,E(p)) I+ S [0(p,E(p))

—®(—p,—E(p)]. (10
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-0.5

-1.0

-15

1

i

2 o
p,A

N

0

FIG. 1. Bare interactiori1l) in the “hard spheres” mode(dotted ling and
the renormalized“screened”) Fourier component of the pair interaction of
bosons in the approximation of a constant screening parani®grfor
different values ofx (solid curve$. a=1 (1), 2 (2), 3 (3), 4 (4).

In Ref. 10 an iterative method was used to calculate the
quasiparticle spectrurg(p) with the use of an initial inter-
action potentiaV(p) in the form the renormalized Fourier
component of the infinite repulsiov(r) —o for r=<a in the
“hard spheres” modelFig. 1); this Fourier component was
obtained in Refs. 11 and 12 in the framework of the “ladder”
approximation as

sinpa
pa
We note that the presence of the excluded volume foa
leads to a restriction on the applicability of potential) to
the region of momentum spagpe=<2/a, which corresponds
to the accessible volume=a.
In the numerical calculations in Ref. 10 the polarization

operatorlI(p,e) was calculated using as the zeroth iteration
of the spectrumEy(p), the Bogolyubov spectrutn

p2 { p2 ]1/2

2m{2m
with the oscillatory sign-varying potentiéll), with a best fit
to the experimental spectrum of the elementary excitations,
EexdP), in liquid “He by adjustment of the two parameters
V, anda (Fig. 2.

V(p)=Vo (11)

+2nV(p) (12

EB(D)=[

17.5
15.0
12,5
x10.0
w75
5.0
25

T

— b

0 1
p, A

FIG. 2. Bogolyubov spectrunl?) (continuous curvethat best fits the
experimental spectrurtdata pointy for V,/a=169 K witha=2.44 A.
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In particular, for this spectrug(p) =E.,4p), the func- 17.5
tions in the integrand in the expression fir(p,») were 150}
calculated on the “mass shelE=E(p):
1251
II(p,E(p))
1 & [Iu(p.k)+1pK)] < 10.0r
:_f . 11(P, 1P, I'(p.k). wooe|
2 ) (2m)” E(k)—E(k—p)—E(p)
(13) 50F
where 251
4(pk) = Fi1(p,k) 0 1' . 2'
T E(K[E(K) +E(k—p)—E(p)] p.A
D1(p,k) FIG. 3. Quasiparticle spectrum calculated in Ref. 10 in the “hard spheres”

- ) (14 model (continuous curvefor parameter value¥,/a®=147 K, a=3.65,
E(k=p)E(k)+E(k—p)+E(p)] a=2.44 A, andm* =550m. The data points show the experimental spec-

P Fidpk) e
2P = EGOE() + E(k—p)—E(p)]

_ D1Ap.k) (15) the repulsion is weakened in the regiosspa<, where
E(k—p)[E(K)+E(k—p)+E(p)]’ V(p)>0, and the effective attraction is enhanced in the re-

gion w<pa<2mw, whereV(p)<O0 (see Fig. L To simplify

the calculations, in Ref. 10 the expression fofp) with

allowance for(11) was approximated by the potential

and the function$-,,, F1,, D41, andD, are given by the
relations

k2 }
F K)=E(k)+ =— —u+2,4(—k,—E(k ~ V(p) sin(pa
1(P.K) { (K)+ 5 = Sy (k) V(p)= P Sn(pA) )
, pa+ asin(pa)
k— I
X E(k)—E(p)+( P) -+ where a=V|II(p)| is a positive dimensionless parameter
2m determined by the average value of the modulusl@p) in
the region Gspa=<2. The voluméV(p) is shown in Fig. 1
X(=k+p,—E(K)+E(p)) |; (18 for various values ofx.
, Iterative numerical calculations were carried out in Ref.
(k—p) 10 for different values of the adjustable parameléysand «
Dll(p’k)_[E(k_ P+ 5 ~uty(—k+p, at fixed values=2.44 A, equal to twice the quantum radius
of the *He atom, andhy=0.0%, in accordance with the ex-
. Y2 . . _
—E(k—p))HE(k—p)—E(p) pen_mental dalé. A third adJus_tabIe parameter was the ef
fective massn* of the bosons in the Bose liquid, which was

K2 used in expressiod) in place of the massn of the “He
+ 2——M+211(—k— E(k—p)+ E(p))}; atom. The best agreement wiy,(p) was achieved at the
m valuesV,/a®=147 K anda=23.65 (Fig. 3. The value ob-

(17)  tained for the total particle density, 2¢20?? cm™ 3, is close

to the experimental value; it was calculated by the formula
F P, K) =3 1k, E(K) S 1k~ p,E(K) ~E(p)); (18 P Y

1 d° [A(p.E(p)
DlZ(pvk):le(k_va(k_p))ElZ(kiE(k_p)_E(?i)g) n:n0+n1:n0+ Ef (277.)3 E(p)

We used the approximation of a nondecaying spectrum HOWever, in order for the group velocity of the quasipar-
of He II, which holds fors>e.~10 K. This approach is ticles to agree with the velocity of firsthydrodynamig
justified because the given model is not intended to be §°UNdc1=236 m/s forp—0 an anomalously large value of

detailed description of the phonon part of the spectrum atn€ €ffective mass ratian*/m=550, is required. This is
low phonon energies. Since indicative of an unsatisfactory situation that arises with the

use of the simplified potentigR?2) with a constant value of
E(k)<E(p)+E(k—p), (200 the “screening” parametet. In addition, it is inconsistent to
calculate the interaction in the framework of the “hard
spheres” model with the use of formufal), since the latter
was obtained in the “ladder” approximatior? which is
valid only for dilute Bose systems.

For a Bose liquid it is more suitable to use an approach
analogous to the pseudopotential method in the theory of the
V(p) (21) solid state and which takes into account the quantum diffrac-

tion effects in the scattering of particles on one another. The

- 1}. (23)

the total denominator in the integrand of E3) is negative
at all momenta, while the functiong;(p,k) andl 1x(p,k) are
positive, so thall(p)=II(p,E(p))<0. Because of this, in
the boson pair interaction renormaliz€dcreened” by col-
lective effects,

VP =V(P.E(P) = 1=y 005 (p)



82 Low Temp. Phys. 28 (2), February 2002 Pashitski et al.
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FIG. 4. Potential with finite repulsion in the “semitransparent spheres” p.A
model (solid curve and the form of the “Lindhard” function25) (dashed
curve in real space. FIG. 6. Momentum dependence of the boson polarization operator on the

“mass shell,” II(p)=II(p,E(p)), obtained as a result of self-consistent
calculations fod" =1 and multiplied by, (solid curve. The dashed curve
showsVyII(p)I" for '=1.5.

simplest example of such a “quantum pseudopotential” is
the “semitransparent spheres” model with a finite repulsion
V(r)=Vy=const in the regiom=a andV(r)=0 forr>a
(Fig. 4). The Fourier component of such a potential has th
form (Fig. 5

epotential (11), from the standpoint of both stability of the
spectrum and its similarity to the empirical spectrunfiife.
In view of what we have said, in this paper we have used
sin(pa)—pacos(pa) (24 the pseudopotential24) for calculating the quasiparticle
(pa)® ' spectrum(10) in a Bose liquid by self-consistent solution of

where Wy=3W(0)=67V,/a>. It should be emphasized the system of nonlinear integral equatid#s—(6).
that precisely such a Fourier component is obtaiféar a
smoother potential in the form of a “Lindhard” function of

W(p) =W,

the radiusr (see Fig. 4 3. ITERATION SCHEME AND THE QUASIPARTICLE
2 2 SPECTRUM
Vo 1-r4a“ |a+r
W(r)= 2 1+ 2r/a In a—rll’ (25) For calculating the quasiparticle spectrum we first car-

ried out a numerical calculation of the functiods,(p)

which has an inflection point with an infinite derivative at =@ _ : ;

i X s T =0(p,Eg(p)) and ¥ (p)=¥(p,Eq(p)) to a first approxi-
r =a. This substantially widens the class of pseudopotentlal?;nation with the usel of the zeroth approximation for the
characterized by sign-varying Fourier components with OSugreened” pseudoparticle

cillations in momentum space, which are formally analogous
to the well-known Ruderman—Kittel and Friedel oscillations ~ ~ W(p)
in real spacé>4 Wol(P)= 7=
. P,

We note that an oscillatory pseudopotential of the “semi-
transparent spheres” tyi@4) has been used previoushfor
calculating the Bogolyubov spectrufd2) with a “roton”
minimum and is more convenient than the “hard spheres

(26)

with a constant negative value &f, and with the use of
potential (24) and the Bogolyubov spectruifi2), which is
Llose toE.,{p). Then, on the basis of the functiods, (p)

and ¥ ,(p) obtained and the functions1,(p) and 31,(p)
corresponding to them we calculated the polarization opera-
tor IT,(0) using relation§13)—(19) for I'=1. In this stage of
the calculation, as in Ref. 10, as the zeroth iteration for the
spectrumE(p) we chose the Bogolyubov spectruth?),
which gives the best agreementtf,(p) for liquid “He, but
with potential(24) used instead ofl11).

The limiting valuell{(0) was compared with the exact
thermodynamic value of the polarization operator df-e
Bose liquid, which determines the compressibility of the
Bose system, gp=0 andw=0:'°

-0.5 : - n
0 1 2 3 4 11(0,0= — —. (27)
p,A T mcj
FIG. 5. Fourier component of the bare interactidip) in the “semitrans- The absollute value d27) turned out to be almost one-and-
parent spheres” modéR4) (dashed curveand the renormalized interaction On?'half t'mes as_large as Fhe calculated valu¢Ibf(0)|.
W(p) with allowance for the momentum dependence of the polarizationThls made it possible to estimate the mean value of the ver-
operatorIl on the “mass shell(solid curve. texI'; in the first approximation.
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FIG. 7. Momentum dependence of the functiehép) (a), ¥(p) (b), and
A(p) (c), all obtained as a result of self-consistent calculations with the
parameter valu&/,/a’=1552 K.

The second approximatiod,(p) andW¥,(p), was ob-
tained on the basis of Eq$4) and (5) using the constant
valueT';=A; and the renormalized pseudopotential of the
first approximation:

_ W(p)
1-W(p)IIy(p)I'y-

This iteration procedure was repeated several tiffresn 4

to 6) and was used to refine the polarization operator. At eac
step formulag6) and(10) were used to reconstruct the qua-
siparticle spectrunk(p) and to track the rate of convergence
of the iterations and the degree of proximity Bfp) to the
empirical spectruntq,(p).

Wl(p)

(28)

Pashitski et al. 83
20
15+
X
w
10+
5k
0 1 2, 3 4
p,A?

FIG. 8. Theoretical quasiparticle spectrugfp) obtained as a result of
self-consistent calculations in the framework of the “semitransparent
spheres” model. The dotted curve is the empirical spectrum of elementary
excitations in liquid*He.

The only adjustable parameter of the fit was the ampli-
tudeV, of the initial pseudoparticl¢24) for a=2.44 A and
ny=0.0% in (23). The theoretical spectrumd(p) from the
computer calculations was in completely satisfactory agree-
ment with E.,{p). Figures 6 and 7 show the final result
(after 5 iterations for the functionII(p) and the self-
consistent results for the functiods(p), ¥ (p), andA(p)
found using relation$4)—(6).

The solid curve in Fig. 8 shows the theoretical quasipar-
ticle spectrumE(p) obtained after 5 iterations, and the dot-
ted curve the experimental dafeom inelastic neutron scat-
tering in liquid “He up to momentgp=4 A~1. We see that
completely satisfactory agreement &f(p) with Eg,{p)
is observed in the regiorp<2.5A~! In the region
p>2.5 A1 the theoretical spectrurE(p) lies somewhat
lower thanE.,{p), apparently because the vertex function
I'(k,p), which falls off with increasing, has been replaced
by the constant valud'=1.5 in the entire range op. A
characteristic feature of the spectrum obtained is the pres-
ence of weak oscillations in the regig>2 A~ (with a
maximum E,,,,=22.63 K atp>2.98 A~! and a minimum
Enin=22.53 K atp=3.39 A1). The corresponding region
of the spectrum is shown on an expanded scale in Fig. 9. The

22,64
22.62
22.60

L 22.58

22.56

22.54
22.52

i

3,0

i

h 3,4

3.2
p,A!

FIG. 9. Additional oscillations of the theoretical quasiparticle spectrum
E(p) in the region of large momeni@n an expanded scale
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A study is made of relaxation processes in anisotropic phonon systems in superfluid helium. The
rates of creation and annihilation of high-enerdy fhonons in all possible processes in

an anisotropic phonon system are obtained as functions of momentum, temperature, and the
anisotropy parameter. The physical causes of the asymmetry in the creation and
annihilation ofh phonons are elucidated. All of the processes of interactidngifonons with low-
energy phonongl phonong andh phonons with each other are investigated, and the role of
each of these processes in the formation of the distribution functidnpdfonons is determined.

All of the processes that do not conserve the total numbér giionons are taken into

account in constructing an equation describing the change in energy densitytoptiaons in

the main beam, and a quasistationary solution of this equation is found. The solution of

this equation can be used to find the energy density of the créapdenons at any point in

space at an arbitrary time and the energy density ghonons in the main beam. @002
American Institute of Physics[DOI: 10.1063/1.146191]9

1. INTRODUCTION Here and below we shall assume that phonon “1” has a
_ . _ _ momentump,=p. (i.e., is anh phonon, denoteti,), while

The interaction of phonons in superflutile (He I1) is the other three phonons can bephonons or low-energy
determined by th.e dgpenQencg of the phonon enemythe phonons(l phonons, for which p;<p .
momentump, which is written in the form The ratevs,, of the three-phonon process can be calcu-

ei=c(pi+f.), (1) lated from the Landau Hamiltonifn first order of pertur-

bation theory, while the rate of the four-phonon processes is

wherec is the velocity of sound, anti=1f(p;) is a function  found in second order. In view of this we have the strong
describing the deviation of this dependence from linear. Al-inequality
though this deviation is smalf(<p;), it is what governs the
different relaxation mechanisms in the phonon system of He Vapp> Vapp: (4)
Il

For momentgp; less than a critical valup., the func-
tion f;(p;<p.) >0 (anomalous dispersipnAt the saturated
vapor pressure one hasp,/kg=10 K.»2 In the case of
anomalous dispersion the energy and momentum conservExP
tion laws allow processes that do not conserve the number o
phonons. The fastest of these is a three-phonon proce
(3pp), in which one phonon decays into two or in which
one phonon is obtained as a result of the interaction of tWorpe
phonons. The rates;,, of such a process in the limiting brin
cases was obtained in Refs. 3 and 4 and was calculated in ttﬂﬁe

genle:ral ce;se |tnhR$f. 5,;. f<0.In thi the di . direction/ The establishment of total equilibrium in the sys-
orp; =~ p e functiont; <. In this case the dISPErsion o, o phonons in the isotropic case is brought about by

is normal, and three-phonon processes are forbidden by ﬂ}8ur-phonon processes and by diffusion in angular space
energy and momentum conservation laws. As a result, fo\?\/hich is due to three-phonon proces&e¥ ’

high-energy i) phonons withp;>p. the fastest process in
the four-phonon process ), in which the energy and
momentum conservation laws hold:

As a result, the phonons of superfluid helium form two

subsystems with substantially different relaxation times:

1) a subsystem df phonons withp;<p., in which equi-
rium is rapidly established;

2) a subsystem oh phonons, withp;>p., in which
%‘fﬁ]uilibrium is established relatively slowly.
The three-phonon processes only involve small angles.
refore, in isotropic phonon systems they only slowly can
g about the establishment of equilibrium. As a result, the
rmodynamic parameters of th@honons are functions of

The situation is different in highly anisotropic phonon
systems, in which the momenta of all the phonons lie within
a narrow cone of solid angl@, of the order of the charac-

g1+e,=e3t £y, (2)  teristic angle of the three-phonon processes. In this_ case the
presence of two phonon subsystems leads to the unique prop-
p1+Pr=p3t+Ps- 3 erties of the anisotropic phonon systems of He Il observed in

1063-777X/2002/28(2)/10/$22.00 85 © 2002 American Institute of Physics
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experiments!~1° A theoretical description of anisotropic hilation rates in slightly anisotropic phonon systems for all
phonon systems was first given in Refs. 16 and 17. five processes describing the interactiorhgshonons witH
Systems with a highly anisotropic distribution of phonons andh phonons with each other. This allows one to
phonons in momentum space have been created in liquidonsider the conversion dfphonons intdh phonons with all
helium at such low temperatures that the presence of therméive processes taken into account. In addition, unlike Refs.
excitations in it could be neglectét:*®> Phonons were in- 16 and 17, we have taken into account the increase in vol-
jected into this pure and isotropic superfluid ligusliper- umes occupied by the beamslaindh phonons. The results
fluid vacuum by means of a heater. The injected phononsobtained in this paper show that it is important to take the
move in the direction normal to the surface of the heater, syolume change into account when comparing the calculated

that in momentum space all of the phonons were found onlyalues with the experimental datta,"> which were obtained
in a narrow cone with solid angl@ ,<1. using a heater of the order of 1 rrim area, with a distance

The experimentai apparaﬂagls for investigating the of more than 10 mm from the heater to the detector.

properties of highly anisotropic phonon systems contains a
heater and a detector, both immersed in ligthte at zero
pressure and a temperature of the order of 0.05 K. The heatgr ASYMMETRY OF THE CREATION AND ANNIHILATION
is a metal film deposited on glass. When a current pulS@ROCESSES FOR h PHONONS IN ANISOTROPIC
passes through the metallic film, a phonon pulse moving toPHONON SYSTEMS
ward the detector is injected into the superfluid heli(su- ) ) o
perfluid vacuum In the case when a gold film is used for the ~~ The strong inequality4) and all of the characteristic
heater, all of the injected phonons occupy a solid e times of the _p_ro_blem_ allow us to assume that the estapllsh-
=0.125 sr in momentum spat®The dimensions of this Ment of equilibrium in thel-phonon subsystem occurs in-
highly anisotropic system in real space are determined by th&t@ntaneously, and the energy distribution ofltiphonons is
area of the heater and the duration of the thermal pulse. described by the Bose—Einstein function

For thermal pulses with a duration of the order of 1 n¥=(e/T-1)"L (5)
at a power of the order of 10 mW/ninreleased in the . S
heater, a single phonon pulse at the heater gave two phonon 1he establishment of equilibrium in tiephonon sub-
pulses at the detectbt The appearance of two pulses at the SyStém is described by the kinetic equation
detector, as was noted in Refs. 14 and 16, is explained by dn,
relation (1) and inequality(4). As a result of fast three- E:Nb_Nd- (6)
phonon processes thghonons move as a unified whole at a
velocity c=238 m/s and give the first narrow pulse at theHeren;=n(p;) is the distribution function of phonons with
detector. The group velocity of the phonons is less than momentump;,
190 m/s. Because of the difference in group velocities of the
| andh phonons, thén phonons form a second pulse, which szi Wngny(1+n1)(1+n,)d(e1ter,—e3—€4)
moves toward the detector at a lower velocity and broadens @
as a result of the weak interaction and relatively large dis- X 8(Ppy+ Pa— Ps— Pa)d3p,d3p,d3p, )
persion of theh phonons. ) ] o )

Subsequent experimeM<® showed irrefutably that the 1S the increase per unit time in the numberhyf phqnons
h phonons arriving at the detector are not injected by th&Vith momentump, as a result of the four-phonon interac-
heater together with thephonons but are created in the main 10N
beam ofl phonons. This raised the question of how could a
cold beam of phonons with a temperature of the order of 1~ Ng= i Wnna(1+n3)(1+n4)8(e1t+er—e3—&4)
K createh phonons with energies=10 K, an order of mag- fd
nitude higher than the temperature of the main beam? The X 8(p1+ Pa— P3— Pa)d3p,d3psd3p, 8

answer to this question was provided by the theory proposed . oo
in Refs. 16 and 17. Is the decrease in the number lof phonons per unit time,

The subsequent development of the th8bKf showed W=W(p1,P,|P3.P4) is a function that determines the tran-
that the relaxation time dfi phonons in anisotropic phonon sition probability density(2,, and ()4 form the set of maxi-

. . : . : . mum possible values of the angle variabieég and Qg; (i
systems is substantially different from that in ordinary iso- . . .
: ) . .~ =2,3,4) of the phonons taking part in the creatidr) @nd
tropic phonon systems, for which there is no preferred direc- " "/ . . .
L . annihilation @) processes, respectively, for phonons with
tion in momentum space. As a result, according to the esti- . .
: i . : momentump; . In the isotropic cas€),;=Q4;=4m. In the
mates made in Ref. 22, in anisotropic phonon systems the . .
o : anisotropic cas€l,; and(}y; are determined by}, .
steady-state energy distribution function lof phonons at .
. . According to Eq.(6), the steady state of thie-phonon
e~eg. is two orders of magnitude greater than the Bose—

Einstein distribution and has a different momentum depen—SUbSyStem 's determined by the equation

dence. Np=Ng. 9
In Ref. 22 the rates of creation and annihilation were
calculated for the first two processes, in which ithehonons
interact only withl phonongsee Sec. 8 In the present paper
we give the results of calculations of the creation and anni-  ngn,(1+n;)(1+n,)=nNy(1+n3)(1+n,). (10

In the isotropic case, whefd,= (), relations(7)—(9)
yield the equation
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The solu'_tion of equatio(_th) vyith _Eq_s.(Z)_ and(3) taken into R=4p3,ps, —(p3, —p3, —p3,)?> and py=p;siné,.
account is the Bose—Einstein distributics). ) . ] o
We define the rate of creatiorf” and annihilations{" ~ The functionW was obtained in Ref. 22 and is given by

of phonons with momenturp, for an arbitrary distribution (u+1)*
functionn(p) by the relations W= 275—h72 P1P2P3P4M>. (18
Np=n{"2"; Ng=nyp{". (12)

where p is the density of the liquid heliumu=(p/c)
The creation and annihilation rates calculated for the Bose-x(gc/dp) is the Grineisen constant, and

Einstein distribution(5) according to formulag7), (8), and

(11) will be denoted by»{?’ and »{”’, respectively. In an = (Patp2)?
isotropic phonon system, according to E¢8) and (10), $aP1P2+ (Pt p2)(frtfa—fi40)
these rates are equal. However, in an anisotropic phonon 2
system, wher(),# Q, these rates are not equal, and, ac- _ (P1~Ps)
cording to Eqs(6) and(11), their difference {3P1P3t (P1—P3)(fatfy3—f1)
0 o 1 dng - (P1—Pa)?
VE))_VE ):WW (12) LaP1Pa+ (P1—Pa)(Fat+Ti_4—TF9) 9

governs the relative rate of change of the initial Bose_IS the matrix element corresponding to the three different

Einstein distribution in the phonon system. intermediate states. . N

We give the results of calculations of the rates of cre- "€ asymmetry of the creation and annihilation pro-
ation v{”) and annihilationv{”) for phonons whose momen- C€SSe€s in anisotropic phonon systems comes in through the
tum p, is directed along an axis of symmetry of an aniso- different upper limits of integration i(15) and (16) for the
tropic phonon system withQ,<1. We shall drop the variables(; . Because of this asymmetry, the integration of

p<l. o X

superscript(0) from the notation for these rates, denoting th€ delta function ir(13) for v, should be done with respect
them vy, 4. to the variablel, which has the largest accessible range;

We write the integral§7) and (8) in a spherical coordi- similarly for v4 it should be done with respect to the variable

nate system with the polar axis along the symmetry axié da-

the phonon system, so that=(p; ,6;,¢;). In Egs.(7) and Integrating(13) over the variable’,, we obtain

(8) we do the integration over the variablpsg, ¢35, andg,, p2p3p3
making use of the’ functions. The integration ovep, in- Vb_Nplj dpzf dpsn To,—pa| ® Iy (20
volves rather complicated integrals containing special func- P17 Pa
tions. The situation is simplified considerably 4i=0. In  Here
that case relation&’), (8), and(11) yield the following rela- )
tion for the rates of creationb) and annihilation d) of a -
phonon moving along the axis: o= d§3 d§4m \/R— 7(Ro), (21)
() (3) (4)
Vp d_f dpzj dp3JZb ddfzjgb dd§3J£b dd§4W— where
Ry= (3= ¢&)(£5) L), (22
2
X 8(Pada— Pata Pale—)pERERE R “aR). (P )
= {pi—ps
13
o , . .( ‘ X[La®\P1P2/P3PavLa—[(P2—P3)/P1pal®]?
where the upper limits of integration for the variablgs 29
=1-cos are determined by the anisotropy parameter,
Q, N 2(1+u)?
{p=1- cos:¢9p—2 (14 (am3phic’
and have the values The integration in(13) over the variable, gives
&?=2, =6, &V=¢, (15 pp3p3
vg= Np1f dpzf dpsn 5.t p, lg- (24)
(P=6, =2, =2 (16)
The function ng=n{(1+n{)(1+n{?) contains the Here
distribution function(5); ps=p1+p.—p3— P is a function a1
of the independent variablgs and ps, Id—f dng d{sm*— \/R_ 7(Ry), (25
d

(D:f3+f4_fl_f2; (17)
where
7n(R) is a step function, equal to 1 for a positive value of the

argument and to zero for a negative value, and Re= (43— {5 (450 — 29); (26)
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FIG. 1. Momentum dependence of the rates of creation and annihilati®s &tk and 6,=11.4° for the five types of processés-d for processes 1-5,
respectively.

ggdgz P2 2 §p>§4 min- (31)
PPz In anisotropic phonon systems at certain valuep ph
X[NE*=P1Pa!P2P3V L~ [(P1+P2)/P1p2] P2 situation can arise in which inequalitg9) does not hold but
27) (31) does. In that case the lifetime of the phonons will be
infinite, while the rate of creation is nonzefgee Fig. 1a As
According to(27) a result, the number of thesg phonons will increase, and a
p1+ P> steady state can be established in thphonon subsystem
(=05 min= 01D, D. (28)  only by other processes. We note that relatit2® and(30)

can be obtained from the conservation lg®sand(3), since

For ®>0 the annihilation process can occur only in systemsnequalities(27) and (23) are the result of integratinfl3)

with with delta functions containing the conservation laws for en-
(>l (29) ergy (2) and momentung3).

P~ 52 min In the majority of cases considered below, restriction
According to(23), the process of creation of dn phonon  (31) for the creation oh; phonons is weaker than restriction
can occur in the case when (29). Furthermore, relation(20) contains the difference
o= Pa |p1—pa| in the denominator, while relatiof24) contains the

) (30) sum (p,+ p,). Therefore, in the majority of cases the rate
P1P4 is higher than ratery. As a result, the steady-state energy
Inequality (30) leads to a restriction different froit29) distribution function of theh phonons in highly anisotropic
on the anisotropy parameter for creation processes: phonon systems foe~e¢. is substantially larger than the

{4= {4 min=
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Bose—Einstein distribution and has a different momentunther integration with respect to the variabfg for {,<1
dependence. cannot be done in terms of elementary functions. For this
It should be stressed particularly that this asymmetry ofeason we made an analytical approximation of integels

the creation and annihilation processes arises only in highlgnd(25) by calculations that go essentially as follows.
anisotropic phonon systems, whép<1. In isotropic pho- For each of the five creation procesgesbl, b2, b3,
non systems, wheti,=2, Eq.(20) will give the same result b4, b5 and annihilation processgs d1, d2, d3, d4, d5 we
as Eq.(24), since they differ from each other only by the find the values of all the typical angle§’ (i=2, 3, 4. The
different ways of integrating Eq(13), which for {,=2 is  angles¢{}’ for {,<1 are calculated by proceeding from ex-
identical for creation and annihilation processes. As a resulbressions(zg) and (27) and the delta function contained in
the steady-state distribution function in isotropic phonon sys¢13). Then the; in expression$21) and(25) are replaced by

tems is the Bose—Einstein distribution. their typical values’!) . Then the integration is performed.
The analytical approximation®1) and (25) were sub-

3. RATES OF CREATION AND ANNIHILATION IN SLIGHTLY stituted into Egs(20) and (24), respectively. For the func-

ANISOTROPIC PHONON SYSTEMS tions f; contained in(13), (21), and (25), we used the ana-

lytical approximation proposed in Ref. 22. The integr@6)

and (24) thus obtained cannot be expressed in terms of el-
ementary functions. Therefore, in this case also the analytical
approximation was carried out by an analogous scheme. In
1) hyt+ly—=lz+l,;  2) hit+lye—hg+ly; the integrands 0f20) and (24) the arguments in the slowly
varying functions o, andp; were replaced by their typical
valuesp,; and ps;. Then the integration over the variables
5) hy+hyehg+hy. (32  pz andps was performed.

. - The analytical expressions thus obtained for all ten rates
A rightward arrow indicates a decay process, and a leftward . i
. give numerical values close to the results of the computer
arrow the creation of ah; phonon.

- . L : Iculations. We will i h lytical -
The limits of integration in(20) and (24) over the vari- calculations. We will not write out these analytical expres

ablesp, andp, are determined by:)the type of creation or sions here but will only give a brief discussion of what they
2 3 : i i -
annihilation process:)Zhe conservation lawg) and(3); 3) imply about the physical causes of the the observed depen

the sign ofd, which determines the “switching on” of the dence of the creation and annihilation rates on the parameters

functions in the integrands g20) and (24) in association Py, {p, andT.

with inequality (31) for creation and(29) for annihilation The first process, which involves an exchangg of
processes phonons between thie and| subsystems, is extremely im-

After the limits of integration are found, the integration portant in the formation of the distribution function of the

of expression$20) and(24) can be done numerically to ob- phonons. As we shall show below, it is the first process that
tain the dependence of the rates of creation and annihilatiolﬁhm";‘Inly rtehspon5|ble f(:)r thehgohn\t/r?rsg)nlonﬁhOEons mt?

in processe$32) on the main parameters of the problgm; phonons, the process by whic e bearrhqp onons de-

T, and 6. Figure 1 shows the dependence pnthus ob- tected in Ref. 13 was produced by the main beaml of
tained for fixed valuesT=1K and 6,=11.4° ({,=2 pho?r(r)]nsa of ith i . Fio. 1a is d

% 10~ 2), which are typical for the experiments of Refs. 14 N € decrease g b1 W('jt Increfasr:ngpl (_lg-l ais lgue
and 15. At constant values of the temperature pndall of toht_ ﬁ momentt_de ?pelg eznlce'l?ht N matr||>_< elemei19),

the rates are monotonically decreasing functions of the pal/n'ch IS contained in q(21). The inequality vy < vigonr

rameter,. Figure 1a shows the rate for the first process in_and its increase with increasing is due to Fh? strong an-
the isotropic case isotropy of the system{(;<1) and to restriction(31). In

contrast to the isotropic ca$83), for {,<1 the creation rate
Visow= Vb1({p=2, T=1K)=r41({,=2, T=1K). (33) s substantially higher than the annihilation rate. At the pa-

At fixed values ofp, and ¢, all of the rates are monotoni- rameter values reghzed in the eXperlm.e’rTftswz., 0p
cally decreasing functions of temperature. =11.4° ((,=2x10"7) and T=1K, the minimum ratio

To elucidate the physical causes of the dependences of¥b1/¥a1)p,-p, =30, and this ratio goes to infinity for
tained for the creation and annihilation rates, it is necessargp:/Kg=cpy/kg~11 K. The great difference in the values
to supplement the computer calculations with analytical caland momentum dependence of the ratgsand vy, , which
culations according to formulag0), (21) and (24), (25). may be seen in Fig. 1a, is due to the strong anisotropy of the
Such calculations for the processes of the first and secorgystem and to the fact that in the first process it is always the
types(32) were carried out in Ref. 22. Since the analytical case thap,;>p, and®>0. As a result, foif,<1 inequality
calculations for processes of the third, fourth, and fifth typeg29) leads to much greater restrictions thési). For ex-
are analogous to those in Ref. 22, here we shall describe ongmple, according t630), for anyp,, values ofp, andp; are
the main steps and the results of the calculations. always found for which inequality31) holds, and the rate

In expression(25) the integration can be done over both vy, is nonzero for any,. The situation is different for the
variables{, and{ in terms of elementary functioféHow-  annihilation process, when, according(&8), there exists a
ever, the awkwardness of the result makes it very difficult tomomentump,=p, such that inequality29) does not hold
use for further analytical calculations if24). Expression above this value. As a resulty;(p;>pg) =0, and the life-
(21) can be integrated with respect to the variable Fur-  time of such phonons in respect to the first process is infinite.

There are five different types of four-phonon interaction
processes between &p phonon and phonons and othdr
phonons:

3) h1+|2(—>h3+h4; 4) h1+h2(—>h3+|4;
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An analytical expression fop, can be obtained from dence of the other ratd§ig. 1), is mainly due to the mo-
relations(28) and (29) as follows. We expand the functions mentum dependence of the matrix element19). The de-
f; contained ind (17) about the following characteristic val- crease ofm with increasing momentum is explained by the
ues of the momenta: the functiorfg 3 about p., and f, mutual compensation of the different terms (9. In a
aboutp,. We find the minimum valug, , by substituting number of cases this compensation breaks down for
in the right-hand side of28) the maximum value of the cp,/kgz>13 K, and the matrix element becomes an increas-
momentump,, which for the first process, according to Eq. ing function of momentum. In particular, this leads to a mini-
(2), is equal top, ,;=2p.—p;. Proceeding from Eq(29),  mum on the momentum dependence of the raigs(Fig.
we obtain the equation 1d) and v5 (Fig. 16.

_ . _ C Along with the first process, the fourth process also
£p= L2 minP2=Paupi P1=Po), plays an important role in the formation of the distribution

which can be used to estimate an upper bounggn function of h phonons in anisotropic phonon systems. For
FRe| 12 the fourth process¢Fig. 1d the ratevy,> vy, in that region
Po=Pe| 1+ V{pc/2p, Py ) (349  of momenta whereq; =0. This result is due to the fact that
Plp- for any relationship between the momenta of the phonons

_ . . taking part in the fourth process, the functidnis always
=2% 2 O,
For £, =210~ relation (34) gives a valuecpo/Ke less than zero. As a result, for the annihilation processes,

=11 K, which agrees with the results of a computer calcu- . - . .
lation, which are presented in Fig. 1a. according ta28), restriction(29) is absent, while at the same

Because of the infinite lifetime and finite creation rate of ' for the creation processes, accordingao), restriction

phonons withp;>pg, the first process cannot bring about (31) comes into play fop,<ps. It should be kept in mind

dynamic equilibrium between thé- and I-phonon sub- here that, unlikevy, the ratevy, increases with increasing

systems in an anisotropic phonon system. This equilibriunpumber ofh phonons and in the steady state is substantially
must be established by other processes larger than the ratey, calculated with the Bose—Einstein
For the second process, as follows from Fig. 1, distribution. This circumstance leads to the appearance of a

>y, in the entire momentum range for the reasons indi.multiplicative factor containing the annihilation rate for the

cated above. Unlike the case of the first processdoes not  fourth process in the expression for the average value of the
vanish at any values gf,, since in the second process for €nergy density oh phonons in the quasisteady cdsee Sec.
).

p1<p3 the function® <0, and restriction(29) is absent, _ _ o
since here, according t@8), ¢ in<<0. For all five processes the creation and annihilation rates

The second process conserves the total numben of decrease monotonically with decreasing temperature. Thus,
phonons. It is therefore obvious that as the momenfym in the temperature region of interest for the experiments of
deviates from the symmetry axisof the anisotropic phonon Refs. 11-15, from 1 to 0.7 K, the rateg, andvg, decrease
system(i.e., with increasingd;) the ratev,,, should decrease DY factors of~5 and~6, respectively, whilev,, and vq,
and vy, increase, so that, starting at a certain valye decrease by=9 and~6 times, vp3 and vq3 by ~70 and
=0.,, the rate of creation oh; phonons should become ~65 timesy, andry, by ~80 and~95 times, ands and
smaller than the rate of annihilation. As a result, the secondds by ~85 and~100 times.
process will lead to a concentration lofphonons near the The temperature dependence is stronger for processes
axis in momentum space. involving four h phonons or threé phonons and onkpho-

The fifth processFig. 16 is largely analogous to the Nhon. As a result, for the fourth and fifth processes in
second. The functiomb (17) can have different signs, de- the indicated temperature region the dependence is close
pending on the relationship between the momenta of thé& exp(-=10.57T), and for the third process it is close to
phonons taking part in the process. The fifth process, like th€xp(—=10/T). This type of temperature dependence for the
second, conserves the total numberhophonons and also third, fourth, and fifth processes is mainly due to the pres-
leads to a concentration df phonons near the axis in  ence of the functiom, in the integrands of20) and (24).
momentum space. The second process involves twophonons and twad

The tendency oh phonons to concentrate near thaxis ~ phonons. In this case the temperature dependence of the rates
was observed in the experiments of Ref. 14, wheretthe looks smoothef? but in the interval 0.7 KT<1K it is ap-
phonons moved in a 4° cone while thghonons moved in  proximated quite well by an exp(5/T) dependence.
an 11.4° cone. For the first process the temperature dependence is

For the third proces$Fig. 10 vy3>wvy4s, Since at all  weaker than for the rest, since here only édngphonon and
values of the momenta the functich>0 and restriction threel phonons take part. For the first process, as for the
(29) is always present. The rateg; and v43 go to zero for ~ second, the temperature dependence is rather complicated,
p1—pPc, Since the variables has a vanishing volume in but for 0.7 K« T<1 K it is well approximated by the func-
momentum space, which in the third process is delimited byion exp(4/T).
the inequalityp.<ps=<p;. For this reason, ap,;—p. the The dependence of the rates gnderives, first, from the
ratev,s (Fig. 16 goes to zero and the rategs (Fig. 18 and  circumstance that in the initial state the phonons move at
vy (Fig. 1b decrease. The presence of a maximum in theangles smaller thad, to thez axis. This requirement leads
momentum dependence of these rates and their subsequéata linear dependence @p. Second, additional restrictions
monotonic decrease with increasing momentum, like theon the integration volumes in momentum space are imposed
monotonically decreasing character of the momentum depermy the conservation law$2) and (3) and the inequality
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{p<<1. This restriction leads to an additional power-law de-

pendence o, and in a number of cases is quite restrictive. U5 us t,=0.1 ps a
These requirements and restrictions cause the creation
and annihilation rates in anisotropic phonon systems with U
{p<<1 to be substantially lower than the corresponding rates 10 ps
in the isotropic case. L_130ps
60 s
4. EVOLUTION OF A PHONON BEAM PRODUCED BY A t =1.0 us
HEATER IN He II N] P b
Sus
The phonon beam produced by the heater in the experi-
ments of Refs. 11-15 is an anisotropic phonon system. Let Mjm us
us briefly describe the main stages in the evolution of such a 230 s
phonon beam. 60 Ys
When a current pulse of duratidg is passed through a
metal film immersed in liquid helium at~0.05 K, every t,=10 us c
point of the heated film emits phonons into the He Il within 15 ps
a narrow cone of solid angl€),, the value of which is
determined by the small parametéc,. Herec, is the speed
of sound in the film material. In the experiments of Refs. Qm Ks
11-15 the film was made of gold, for whidh,=0.125 sr, N — us 60 WS
and pulses of various durations from F0to 10 ° s were . . . o m. — 1
used. o 2 4 6 8 10 12 14
The phonons emitted by a solid have the distribution Propagation distance. mm
functior?® pag ’

ne=A( es/Ts— 1) -1 (35) FIG. 2. Evolution of the beams dfandh phonons in their propagation from
S ! the heater toward the detector for pulse duratigngus]: 0.1 (a), 1.0 (b),

where A~4pc/pcs<1, andTs and ps are the temperature 10 ().
and density of the solid. The functigi85) is a nonequilib-

rium distribution with respect to three-phonon processes. , ) i
Therefore, over a times,,~10"°s thel phonons instan- idly because of the increase of its volume occurring as the
' PP

taneously(on the scale of,,) come to a state of equilibrium phonons move in a cone with solid andlg . At sufficiently

with respect to energies and have a Bose—Einstein distripOW temperatures {<0.7 K) the c0n7versi0n of phonons
tion (5) with a temperatureT=AY4T_, which was of the Mto h phonons can be neglectt’ Then thel and h

order of 1 K in the experimenfd=5Then theh phonons phonons propagate in the helium as pulses moving toward
produced by the heater essentially disappears into the S(B!je detector independently of each other at dllfferent vellom.-
called “background® that forms near the heater on account €s- The sequence of events described above is shown in Fig.
of, in particular, the nonideality of its surfaés? Experi- 2 for three different values df,.
mental studies of this “background” were carried out in
Refs. 26 and 27. 5. ENERGY DENSITY OF h PHONONS IN THE BEAM

The beam of phonons formed, with an energy distribu-
tion function (5), move toward the detector as a unified
whole (73,,<t;) with a velocity c=238 m/s. However,
such an anisotropic phonon system containing ohly

phonons is not in equilibrium, since the distribution distribu- . X
tion function must also contain a “tail” formed by phonon beams, and these may be observable in experiments.

phonons. Therefore, the main part of the beam, consisting dln planning experiments of this kind i_t is important t_o calcu-
| phonons, generates this “tail’ at a ratg, (see Fig. 2 late the energy density df phonons in beams of different

The h phonons created have a group velocity Iengtrr]]s, D i? our goa.l in ‘t)hishSectior_L o oh
~190 m/s, which is less thao, and are relatively weakly The process of conversion biphonons intch phonons

coupled (3,5 4pp) With thel phonons. As a result, the is described by the kir!etic equati@h), which in.a cqordi-
phonons leave the main beam through its rear plane. Thgate system moving with the beamlophonons is written

Experiments that attest to the asymmetry of the creation
and annihilation processes in anisotropic phonon systems are
unquestionably of interest. According to the results of Sec. 3,
such asymmetry leads to high densitieshgfhonons in long

escape of thé phonons leads to a deficit of such phonons in an, 5 5

the main beam, which thephonons compensate by forming ot +u,Vn, = n(lo)z V(b?>_ an V&?) ) (36)

new h phonons at the ratey,;. These newly formech =1 =1

phonons then leave the beam, and so on. where u;=c;—c is the relative velocity of then; and |
The intensity of the process of creationtophonons in  phonons.

the main beam depends on the temperature of fftenons, We multiply Eq.(36) by the energy, and perform the

which decreases with time for two reasons. First, because afitegration over the momentum space of thephonons,
conversion ofl phonons intch phonons. Second, under the 0<(;<,, p.<p;=<=. As a result, we obtain an equation
experimental conditiots™° the beam cools relatively rap- for the energy densit§,, of h phonons in the main beam:
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JE,  OE, - EZ
Ut =BT B - gl (3)
at 9z, E(®

In view of the exponential energy dependence of the distri
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(46)

This E{® differs from the equilibrium factor, which can be

bution function, we can assume that the average velocitgstimated by replacing the rateg ; (i=1, 2, 3 by the

U.=C—C.~50m/s, where.=cy, (P1=Ppc);

4 3
(O):kaBTsc
h(2mhcy)?

is the energy density ofi phonons with a Bose—Einstein
energy distribution functiort5). In Eq. (37) we have used a
one-dimensional approximation with tlag axis directed an-

E —ec T (38)

corresponding average values of the rates described in
Sec. 3:

-~  _[" 0 2 “ ()2
Vp,d1= fp n(1 )Vb,dipldpl/ fp n(1 )pldpl-
[ [

Figure 3 shows the temperature dependenca,qf cal-
culated according to formul@?7) with the analytical expres-

(47)

tiparallel to the motion of the beam, and we have introducedions for the rates;, 4; obtained by the scheme described in
the average ratés in such a way that they can be assumedSec. 3. The average value of the rates for the third process,

independent oy, :

o 1 d*p;

Vbl:@f enV9dl';, where drlzm; (39

1) _— .= = - 1 (0) .

Yy :le+ V43~ Vb4, Whel’e Vd]_:E_h Slandldrl,
(40)

— _i Odr.. _i O ,MAr, (41

Vds—E e1Nvyz0l 4, Vb4—E 1N vpgdl g (41

h h

EfY
VBZ):?dél_ﬂ)?)’ Where?d‘l:E_ﬁf 81n11}g21)dr1; (42)
&
LCEr=) J'sln(lo)”g%)drl- “3
h

In relations(39) and (41) it is taken into account that for
e.>T one can assume(Y=1{9 and v{) =Y. On the
right-hand side of Eq(37) the contributions of the second

which are not shown in Fig. 3, are found from the data given

for the fourth process with the aid of the relations
1 1

Va4, Vdz= 2 Vba-

2

Relations(48) were obtained by relabeling the variables
of integration and reflect the fact that the third process is the
inverse of the fourth.

At T=1K the replacement ofy, 4; by 7y, 4; in relation
(46) givesE{Y/E{Y~30. The large value d&\> in compari-
son with E{®) calculated for the Bose—Einstein distribution
(5) is a consequence of the asymmetry of the creation and
annihilation processes in anisotropic phonon systétng
causes of this asymmetry were described in Sgc. 2

(48)

Vp3=

6. CREATION OF h PHONONS IN A BEAM OF / PHONONS

The amplitude of thé-phonon signal at the detect(he
left-hand pulse in Fig. Ris determined by the energy flux of
h phonons per unit time from a unit area of the=L, plane

and fifth processes have not been taken into account, sinad the main beam:

they conserve the total number lofphonons.

Equation(37) is supplemented with a boundary condi-
tion that follows from an analysis of the given situation. The
beam volumeV is bounded by the planes,=0 and z,
=L,. Here theh phonons move relative to the beam from

the planez,=0 to the planez,=L,. Consequently,
En(z,=0,t)=0. (44)

After the initial, rapid stage of formation of théa
phonons in the main beam is completed and the enEggy

varies slowly with time, a quasisteady situation arises for the
h phonons, where one can neglect the first term on the left-

hand side of Eq(37). Then the integration of Eq37) with
the boundary conditiort44) will give the following energy
density distribution oh phonons in different, planes of the
beam in the quasisteady situation:

2Vbl Z
En(z,)=E0——— | 1—exp — ver—
T E P o
(1) -1
eff — Vd Zp)
X| 1+ ——xexp —v : 45
Ve T V&l) F( Effu_C (45)

2 _
where Veffz[vgl) +4Vb11)$12)]1/2.
In long beam, forz,>u./ v, the energy density45)
reaches saturation:

Q:uth(Zp:Lp)- (49)

i 1 1 A i L

05 06 07 08 09 1.0
T.K

FIG. 3. Temperature dependence of the average values of the rates.



Low Temp. Phys. 28 (2), February 2002

It follows from Egs.(45) and(49) that the energy flux den-

sity Q of h phonons increases with increasing pulse duration

tp= Lp/c to a maximum value

Qumax=UcER for Lp>Uc/veg. (50)

When t,>uc/cves the energy flux density is close to the

maximum valug(50) and falls off relatively slowly as, is

increased further. This result agrees with the saturation of the

h-phonon signal observed in the experiméhtor t,~2
X107 s.

The cooling of thd phonons in the main beam, with a

resulting decrease in the flux bfphonong49), is described
by the phonon energy conservation law

AEOV) v

o L? &3

where E(9=Q ,7kgT4/12003c® is the energy density of

phonons with a Bose—Einstein energy distribution function

(5). According to Eq.(51), the temperature of thephonons
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102 1073

10-3- (o] tp=10 Us 10_4
_4 1 1 1 i 1

107 10 20 30 40 50 60

t, ps

FIG. 4. Dependence of the energy densities in the bearhsaafil phonons
on the time of motion for different pulse duratios[us]: 0.1 (a), 1.0 (b),

decreases for two reasons. First, because of the energy flug (c). Curvel s the variation of the relative energy densiigft-hand axis
of h phonons through the rear plane of the beam. Secondt the end of the beam &if phonons(the maximum of the left-hand pulse in

because of the increase of the voluMe V(t) of the main

beam as the phonons move toward the detector in a cone {ﬁi

solid angle},.

Fig. 2 due solely to the increase in volume of the beanh gghonons as a
ult of its motion in a cone with,=4°. Curve2 describes the cooling of
main beam off phonons due to the loss of energy to the formatioh of
phonons and to the increase in volume of the beanh phonons in its

The volumeV is bounded by two planes with coordi- motion in a cone withg,=11.4°. The relative value of the energy density in
natesz, andz, and the surface of the cone formed by athe beam ofl phonons is given on the right-hand axis. Cu®és the

generator making an anglg, with the axisz of the cone.
The volume of this solid of revolution fof,<1 is

1
V=n85(z5-2}) 3 (52)
Sincez,—z;=L, at all times, we write expressiof®2) in
the form

— 2 1 22 3
V=mby| rf+riobyt 5 L3603, (53

decrease of the relative density dendiigft-hand axi$ of the h phonons

with time at the rear plane of the main beamlophonons. The dashed

curves 1, 2’, and 3 show the variation of the corresponding relative
densities without allowance for the increase in the volumes occupied by the
beams oth andl phonons.

crease in volume of thie-phonon beam, which, according to
the experimental dat4,moves in a cone with9,,=4°.

Figure 4 also shows the results of calculations of the
corresponding energy densitiédashed curveswithout al-
lowance for the expansion of the beamd @ndh phonons.
The dashed curve'2Zindicates that in the absence of expan-

wherer=z, 6;=r +cté, is the radius of the rear surface of gjon of the beam, a large fraction of the energy of the

the beam at time, andr is the radius of the surface of the

honons goes to the formation bfphonons. For example,

heater, equal to 0.57 mm in the experiments of Refs. 11-15,, t,=0.1 us in a beam withT =1 K over a time of 10us

Substituting expression(@9) and (53) into Eq. (51), we
obtain

E{%ch,(2r+L,0,)
re+rlpfpt+ L5653

(54

Uc
= L_Eh(zp: Lp)
p

Equation(54) and relation(45), with allowance for the

more than 60% of the energy of thephonons is converted
into the energy of createl phonons. As a result, the main
beam ofl phonons is cooled so muchi€0.7 K) that further
conversion becomes insignificant. The physical reason for
such intense conversion dfphonons intoh phonons aff

=1 K and the sharp decline in this process Te£0.7 K are
described in detail in Refs. 16 and 17.

temperature dependence of the rates, can be used to calculate It follows from a comparison of the solid and dashed
the density ofh phonons at any time and at any point in curves2 that the cooling of the beam d&fphonons due to

space(see Fig. 2 and the energy density dfphonons in the
main beam.

Figure 4 shows the results obtained when Eg4) and
(45) are used to calculate the energy density gfhonons at
the end(solid curvel) and at the beginningsolid curve3) of
the h-phonon beam and the energy density of lth@onons
in the main beantsolid curve2) for three different values of

expansion leads to a sharp decrease in the fraction of the
energy ofl phonons converted into the energy of created
phonons. Because of the rapid cooling of the beam of
phonons due to its increase in volume, the creatiorh of
phonons will have practically ceased at a short distance from
the heater, in agreement with the experimental restiits.
The theory developed in the present paper suggests some

t,. Curvesl were constructed with allowance for the in- obvious ways of changing the experimental conditions to
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increase the efficiency of creationlofphonons by a beam of the beam has reached a distance of less than 3 mm from the
| phonons. heater.
The creation oh phonons by a beam d¢fphonons was
observed!'~®long before the foundations of the theory of
7. CONCLUSION this process were laitf:’ As to the large values of the en-
o ) ) ergy density ofh phonons in long beamgt5) due to the
A beam of phonons moving in superfluid helium from & 3symmetry of the creation and annihilation processes, this
heater towards a detector is a highly anisotropic system Adonclusion of the theory awaits experimental confirmation.
phonons whose momenta lie in a narrow cone with solidsy,ch experiments are being planned at the University of Ex-
angle(), with its axis along the direction of motion of the ater, UK,
beam. It follows from relation$29) and (31) that in an an- We are deeply grateful to EPSRGrants GR/N18796
isotropic phonon system there is an asymmetry of the creyng GR/N20225and to the Ukrainian Government Founda-

ation and annihilation processes. The physical reason for thigyy for Basic ResearctGrant N02.07/000372for support
asymmetry is that the restrictions on the creati8) and  yaking this research possible.

annihilation (29) processes are different. As a result, it can

turn out that inequality29) is not satisfied foK),<1. Then

there are no phonons in the beam with which the high-energy

h phonons can interact, and the lifetime of sucthgshonon g a1 adamenko@pem kharkov.ua
is infinite. Here inequality31) can be met, and the rate of **E-mail: a.f.g.wyatt@exeter.ac.uk
creation of thesdn phonons is finite. This situation is dem-
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The structure of RB&W;0, is analyzed to ascertain the reason for the absence of
superconductivity in PrB&Lu;O; or for its presence in PrBEu;Og . An empirical formula

with a single adjustable parameter is proposed which describes the temperature dependence of the
resistance at different pressures. The character of the temperature variation of the
superconducting transition temperature at pressures higher than those attained experimentally is
predicted. ©2002 American Institute of Physic§DOI: 10.1063/1.1461920

INTRODUCTION tained by a new radiation method. This raises a third ques-

tion: What effect does this new method of obtaining crystals
Before 1998 it was assumed that all of the rare-eartthave on the structure?

compounds of the HTSC type RBau;O; (where R is a rare

earth elementexcept PrBaCu;O; are superconductingCe

and Tb do not form such a compoyndn 1998, supercon-

ducting crystals of PrB&u;Oz¢ were obtained:? The  FEATURES OF THE STRUCTURE OF PrBa,Cu3Og

mechanism for the onset of superconductivity in

PrBaCu;Og ¢ Crystals has remained unclear. Some of theser-Ou

crystals have set records for growth of the superconducting,]e

transition temperatur@,; under compression. The tempera-

ture dependence of the resistance of BBa0; ¢ at differ-

ent pressures is shown in Fig. 1. Two questions arise:

As was shown in Ref. 3, the system RBa,O,, can be

nd in different states, depending on the distance between
rare-earth ion and the oxygen ion:

— the 4f" electronic configuration is isolated from its sur-
roundings: an electronic state;

— the electronic and nuclear motions of the rare-earth ion

1) How is praseodymium different from the other rare-earthand oxygen ions are inextricably mixed: a vibronic state.

?
elements? In constructing their theorem, Jahn and Téllexcluded

2) What is the mechanism for the suppression of superconre earths from consideration on account of the practical
ductivity in the system PrB&u;0;? isolation of the 4 electrons from the surroundings, although
The superconducting crystals of PgBakOg s were ob-  at high pressure and in certain other cases this isolation is
destroyed and the Jahn-Teller theorem and all its conse-
quences extends to thef Zonfiguration as well. In such
cases vibronic motion can be forméd.
Two conditions are necessary for the formation of a vi-

0.7 bronic state: degeneraéiyut not Kramers degenergoyf the
06 | ground state, and a distance equal to the critical distance
between the rare-earth ion and the ligand ion. For the pair
05t Pr—O the critical distance is 2.38 A.
£ P.GPa As we know, a characteristic of Kramers degeneracy is
& 04+ F\‘\u‘w (1).2 that it is lifted only in a magnetic field and is possible only in
= 03l W‘ §:8 the case when an odd number of electrons are found ifi the
a b 4.0 shell of the ion. Among the rare-earth elements, europium is
02+ 6.0 a special case. Its ground state is nondegenerate even though
9.3 it has an odd number of electrons in thehell. Therefore it

0.1 cannot form a vibronic state.
In the isomorphic series RB&u;O;, only the crystals
L whose ions have Kramers degeneracy or no degeneracy at all
0 50 100 150 200 250 300 350 (like europium are superconducting. Table | lists the super-
T.K conducting transition temperatures for RBayO; samples
FIG. 1. Temperature dependence of the conductivity of RtBgOg ¢ at with Kramers_and non-Kram.e(é) lons. . .
various pressures. The continuous curves are calculated according to for- 1he data in t_he table indicate tha_t _the vibronic state pre-
mula (1). The experimental points are the results of Ref. 2. vents the formation of superconductivity: seven of the eight

0F wonned dd
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TABLE |. Values of T, andR, for RBgCu;O; samples with Kramers and 11.90
non-Kramerg*) ions.
11.85F o
R af" Te, K R, A RS RBa,Cuy0¢
11.80
Ce 4f* 2.40 o
P 412 - 2.38 < 11750
Nd 4f3 96 2.36 -
P 4t 2.34 © 11.70¢ /' RBa_Cu O
Sm 4f5 94 2.33 11650 = \'\-\‘\'2 377
Eu 4f° 95 2.32 )
Gd 47 94 231 11.60| T
Th* 4f8 2.30
Dy 4f° 92 2.29 1155}
Ho* 4§10 90 228 11.50 (lle F’r Nld F:m Sm %u GLd Ti) ny Hfo i%r TTn Ylb
Er 4fii 90 2.27 01234567 8 91011121314
Tm 4f 90 2.26 n (number of electrons in f shefl)
Yb 418 90 2.25

FIG. 2. Dependence of the crystal lattice paramé&esf RBa,Cu;O5 (te-
tragonal symmetryand RBaCu;O; (orthorhombic symmetpyon the num-
ber of electrons of thé configuration. The average value of the param€ter

. . i i = = 12
crystals for which the ions have Kramers degeneracy or n& Shown for PrBgCu;0, samples withx=6.0 (O) andx=6.6 (C)).

degeneracy at all are superconducting.

As we have said, for formation of a vibronic state it is
necessary that the distance between the R ion and the ligapdramete€ is much less than expectéoly 0.08 A), and this
ions be equal to the critical valdeThe critical distances in A may be ascribed to the shortening of the chemical bonds
for the different rare-earth ions are listed in Table I. upon the formation of a vibronic state, and so the decrease of

Of the five crystals whose rare-earth ions have an evethe parameteC may be linked with the absence of super-
number of electrons in thé shell, only HoBaCwO; and  conductivity. In the second case the paramdleis larger
TmBa,Cuw0; are superconducting. Here the Ho and Tm ionsthan expected.
do not form a vibronic state, since the critical distances in- As we have shown above, the existence of a vibronic
dicated in Table | are not reached. state is a condition for the suppression of superconductivity,

The question arises: Is praseodymium in a vibronic statand the destruction of this state may lead to the onset of
in PrBa,Cu;0;? According to the neutron-diffraction deta, superconductivity. For this it is necessary to “stretch” the
of all eight of the praseodymium—oxygen bonds have lengthpraseodymium—oxygen bond. Therefore, to answer the third
of approximately 2.45 A, whereas according to the x-rayquestion it is necessary to assess whether the Pr-O bond
absorption fine-structuréXAFS) data, a fraction of them length has increased in the superconducting crystals obtained
have a length of 2.27 A, i.e., less than the critical distahce.by the radiation method. Here it should be noted that the
The apparent inconsistency of the structural Yatsimpor-  authors of Refs. 1 and 2 came to the conclusion that the
tant to note. As was shown in Ref. 10, this inconsistency mayength of this bond is the same as for crystals grown by the
be explained by the circumstance that the B8O, sys-  conventional technique. However, for technical reasons, in
tem is found in a state of electronic—vibronic dynamic equi-Refs. 1 and 2 the detailed structural analysis was done for
librium, i.e., some of the time the system is found in a vi- nonsuperconducting crystals unsaturated with oxy@en,
bronic state R<R.), and some of the time it is in an for PrBgCu;Og), but, as we have shown above, the marked
ordinary electronic state R>R,).!* The XAFS method disparity in the paramete® occurs for the oxygen-saturated
(with a time resolution of 10'" s) registers both of these samples. For the samples obtained by the new method the
states, while the low-temperature neutron-diffraction method/alue of the paramete€ is even somewhat larger than ex-
only measures their average values. Thus it can be assumpdcted. When these PrBau;Og ¢ Samples are compressed,
that the vibronic state prevents the formation of superconthe superconductivity will persist until the parame@thas

ductivity. decreased to 11.65 A, whereupon the superconductivity van-
Let us examine how the structure of the compoundsshes.
changes as one goes from RBa;Og (compounds which Thus the answer to the third question is that saturation of

are not superconductoro the superconducting RB@u;0; the samples with oxygen does not lead to an anomalously
for samples grown by the conventional metffoBigure 2 sharp decrease in the parame@r and so apparently the
shows the dependence of the unit cell param&eof the  praseodymium—oxygen bond length is considerably greater.
crystal lattice of the compounds=6 orx=7) on the num-
ber of electrons in the #configuration.

For the nonsuperconducting P80 samples ob-  pegistiviTy
tained by the conventional and new methods the dependence
of the parameteC hardly deviates from the linear depen- Figure 1 shows the experimental data of Refs. 1 and 2 on
dence for other RB&£u;04 systems. For PrB&€u;O; the  the temperature dependence of the resistivity of supercon-
character of this dependence breaks down both for samplehicting crystals of PrB&u;Og ¢. A description of these data
obtained by the conventional technique and for samples obwas given in Ref. 12 on the basis of an empirical formula
tained in Ref. 1 by a radiation method. In the first case thegroposed in Ref. 13:
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07 TABLE II. Comparison ofT, and T, for different values of the adjustable
parameterp for the superconducting crystal Pr2u;,Og ¢ under various
0.6 pressures.
05 P, GPa p, GPa T., K T, K
5 04 P,Gsa 0 0 56.33 96.83
: ' 1.2 1.2 1.1 64.75 103.3
g 2.0 2.0 1.85 71.19 106.74
- 03} 3.0 3.0 3.1 78.1 111.21
a 4.0 4.0 47 85.98 115.28
0.2 6.0 6.0 7.3 95.3 117.43
9.3 93 93 104.74 115.92
0.1
0 }» W00 0 0

where pg=0.0078 nf)-cm, a,=0.00057 nf)-cm/K, ng
=0.942, AE/2k),=270 K, andB,=0.00183. Numerically
the parametep is very close to the pressufeat which the
FIG. 3. Temperature dependence of the resistivity of P@B§Os¢ at dit-  temperature curves of the resistivity were measured. These
Iﬁ;ﬁr‘stug:izl:]ﬁcg/n; Izogjg‘:rzfs ;d“:(“ge)s are calculated on the assumptigh o and the superconducting transition temperatures cor-
responding to them are presented in Table II.

In formula (1) the numerical parameter varies from 0
to 1. At n=0 the first term describes a metallic trend of the
temperature dependence of the resistivity.nAt1 this de-
pendence becomes that of a semiconductor. If we adopt the
hypothesis of an electronic—vibronic dynamic equilibritim,
where the first term describes a metallic or semiconductowherein the lifetime of the vibronitor electroni¢ state var-
temperature dependence of the resistivity at different preses from zero to infinity and the fraction of the state is pro-
sures in the normal state, and the second term, which wasortional to its lifetime and varies from zero to unity, the
proposed in Ref. 14, takes into account the fluctuational forexperimental curve of the conductivity can be represented as

mation of local superconducting regions at temperatureg sum of semiconductor and metallic conductivities:
above the temperature of the transition to the superconduct-

ing state. Based on an analysis of this formula, it was hy- 1-n and o= n 3)
pothesized for the first time in Ref. 13 that the transition of potaT 2 (po+ aT)exp(AE/2KT)’

the system to the superconducting state occurs upon a changgere (1-n) is the metallic-phase fraction amd is the
of the conductivity from semiconductor to metallic. It should gemiconductor fraction.

perature region far beloW, . In this case the resistivity was of these conductivities, i.e., each curve in Fig. 3 is repre-

measured forT>20 K, i.e., in the temperature region sented as a sum of two curves, with semiconductor and me-
T<T,. The description of the experimenta(T) curve by

the proposed formulél) is broken off after the transition to
the superconducting state, sinceTat T. the second term

0 50 100 150 200 250 300 350
T.K

- po+aT BT
P I n[1—exp—AE/kT)] T-T.'

D

o=

R J
goes to infinity and the formula loses meaning. However, if 18 J.p=15:7,=8828 .TE\
the conditions of formation of the superconducting state are | G 12
disrupted(the second term equals zgrdhen the curve is 16] S 08
extended or(Fig. 3. 144 E . T
The experimentah(T) curves are well described by for- T 121 | Q© 0.4
mula (1), as one would naturally expect with six adjustable g i O T
parameters. It is somewhat surprising, though, that five of - 107" T .. P.GPa
them(all but T;) are linear functions of a certain parameter, £ 81
denoted ap. If one considers that the adjustable parameter ~ 61
T. is very close to the experimentally determined value of o\ s pITIRTENTAS e
T., then we can regard Eql) as a single-parameter for- 44
mula: 24
! ot 1 T
po=po+0.000667, 0 50 100 150 200 250 300

a= ap—0.0000259, T.K

FIG. 4. Temperature dependence of the semiconductor and metallic compo-
nents of the conductivity of PrB&u;Og ¢ for p=0, 7.3, and 15 GPa. The
symbols(O) and(CJ) denoteT . . The inset showa .= f(p), whereA o is

the difference of the metallic and semiconductor components of the conduc-
tivity at which the system undergoes a transition to the superconducting
state.

n=ny—0.018%, 2
AE/2k=[(AE/2k),—13.978]>0,

B=Bo—0.000D,
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tallic conductivity. It should be noted that the decomposition 120F
of the curves fop=0 and 7.3 GPa was done with the ex- T,
perimental data taken into account, while for 15 GPa the 100+ ¢
decomposition was done for the curve obtained from formula
(1) without the second term but with allowance for the de- 80+
pendence of all five parameters pnT, is the temperature at Te
which these conductivities are equal. Two fundamentally dif- 601
ferent regions exist: x
— for T<T, the metallic conductivity is greater than the — 40t
semiconductor conductivity;
— for T>T, the metallic conductivity is less than the semi-
conductor conductivity. 20f
The values ofT, found for the states of the supercon- ol o s
ducting crystal PrBgCu;Og at different pressurés are 0 2 4 6 8 10 12 14 16 18 20
given in Table Il. One notices that, while the transition from P.GPa

the metallic to the semiconductor phase occurs in different _
cells of the crystal at different times, at the temperafliye EIrGB' ?: Tohe temperatures, and T, as functions of the parameter for
the resistivity is the same throughout the entire crystal. It == o
cannot be ruled out that the relationship between the value .
of these conductivities and also the time spent in one phase** For p>19.3 GPa the parametéxl;/Zk chan.ges. sign,
or the other is related to a transition to the superconductin§nd theo; ando, curves do not cross, i.e., the situation falls
state. outside of our adopted hypothesis.

Analysis of all the expgrlmental ddtaup to P:.9'3 CONCLUSION
GPa shows that the transition to the superconducting state o )
occurs only under the conditiodo=(oy—0,)>0, ie., We have n.oted that the .superco_n.ductlvny in
when the metallic conductivity is greater than the semiconPrB&CusOg ¢ sets in under the following conditions: the pa-
ductor. We assume that this condition will persist as the presi@meter C is greater than the value expected in the
sure is increased further. The data points in the inset to Fig. RB&CusO; series; the metallic component of the conductiv-
show the amount\ o, by which the metallic conductivity Ity iS greater than the semiconductor component. _
exceeds the semiconductor conductivity, according to the ex- 1he functionT,=f(p) obtained can be used to predict
perimental data, at the temperatiieof the transition to the the temperature at which the transition to the superconduct-
superconducting state at different pressures, and the continlld State will occur anywhere in the region <@
ous curve shows one of the possible pressure dependencesot9-3 GPa. These predictions agree with the experimental
this quantity at pressures from atmospheric Py dgta exceptin the regiop~ 9.3 GPa, where a disagreement
=19.3 GPa. The value @b, is determined from formula With experiment is observed.
(2) for AE=0. The form of the functioMo.=f(p) was
obtained by fitting formulg1) without the second term, on
the basis of three conditions) Mo is always greater than
zero; 9 the curve must conform to the experimental daja; 3 1z zou, 3. Ye, K. Oka, and Y. Nishihara, Phys. Rev. L8@, 1074(1998.
the continuous curvd .=f(p) for 0<p<ppga Must con-  2J. Ye, Z. Zou, A. Matsushita, K. Oka, Y. Nishihara, and T. Matsumoto,
form to the experimental data. Under these conditions the,Phys. Rev. B8, R620(1998.

. - V. A. Voloshin, Zh. Esp. Teor. Fiz90, 1336(1986 [Sov. Phys. JETB3,
form of the curveAo.=1f(p) will be described by the fol- 7o /o) P (1986 4

lowing expression: 4W. Moffit and W. Thorson, Phys. Re®08 1251 (195%.
51. B. Bersuker and V. Z. Polinge¥ibronic Interactions in Molecules and
0.23+0.000286x Crystals[in Russiaf, Nauka, Moscow(1983.

= . (4) 6H. A. Jahn and E. Teller, Proc. R. Soc. London, Sel&4, 220 (1937.
X/(x—0.04—1.1/0.755-exp( — 220k)] 7V, A. Voloshin, P. N. Mikheenko, and A. A. Gusev, Semicond. Sci. Tech-
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The fluctuation conductivity in YB&u;O;_,, (YBCO) films with T~80 K is investigated for

the first time. Unlike the optimally doped samples, these films exhibit a transition from a
Maki—ThompsonMT) mechanism for the scattering of fluctuational pairs to a Lawrence—Doniach
(LD) mechanism and, as the temperature approatheso an Aslamazov—LarkifAL)

mechanism. It is shown that the coherence lergg{l®) along thec axis and the phase relaxation
time 7,(100 K) of the fluctuational pairs are determined by the temperature of this second
transition. The features observed on both the fluctuation conductivity and resistive behavior are
sharply enhanced a&. approaches 80 K, probably because of a significant increase in the
intensity of the magnetic interaction in high-superconductors at these temperatures. In spite of
this, for two samples a value,(100 K)=(3.35+0.01)X 10 13 s is measured, i.e., the same

value as for optimally doped YBCO films. It is shown that the dependendg(6) on T, obeys

the standard theory of superconductivity. The mechanisms for the scattering of charge

carriers and the superconducting pairing in YBCO are analyze®0@2 American Institute of
Physics. [DOI: 10.1063/1.1461921

INTRODUCTION by a change in the spectrum of magnetic fluctuations and by
) a4 o . the presence of a strong variation of the band structure of the
It is well knowri~* that the longitudinal resistivity ¢ asiparticles with temperature. This should lead to evolu-
PxdT) In YBa;,CUs Oy (Y,BCO) systems IS proportional to tion of the Fermi surfa&’ and, as a consequence, to a de-
T over an anomalously wide temperature interval. Howevery oase of the scattering intensity. Here the parameters of the

W't? dedcreasmgdt?mpetrﬁtulr_e tb%ﬁ[(T) (;:urtve u|t|;n_ate|?]/ de-t HTSC vary so unpredictably that neither the NAFL nor any
viates downward from the linear trend at a certain charactergy, o theory can describe experiment in this temperature
istic temperaturel’, o>T. (T, is the temperature of the re-

sistive transitiol, giving rise to an excess conductivity’ range. It should be stressed that the intensity/gf and its
— o(T)— on(T) O? 9 &4 influence on the temperature dependence of the resistivity
= —on(T),

decrease markedly with increasing oxygen indey= (7

o' (T)=[pn(T) = p(T) [ pn(T)p(T)]. (1) —vy) in YBCO, probably because of the decreasing influence

of spin correlations with doping,as is confirmed by the

Here p(T)=p,(T) is the measured resistivity, ane(T) results of recent optical measureme‘?ﬁs%ccordingly, T,
=aT+b is the normal-state resistivity of the sample ex-should also decrease. For example, for optimally doped
trapolated to the low-temperature region. As was shown ifYBCO systems withT,=90 K the theor§’ gives T,
detail in Part | of this papetthe linear temperature depen- =110 K, showing that in this case the crossover in the mag-
dence of the resistivity of a highi; superconductofHTSC)  netic behavior of the system and the transition to the PG
finds explanation in the framework of the “nearly antiferro- regime occur very close to.. Thus, with decreasing inten-
magnetic Fermi liquid’(NAFL) model® which also explains sity of the magnetic interaction in a HTSC the temperature
the anomalous temperature dependence of the Hall coeffiegion of spin-gap behavior shrinks rapidfywhile T, in-
cient,Ry=1/T. The NAFL theory assumes that the scatteringcreases. This result suggests that the interaction mechanisms
in the HTSC is governed by an antiferromagnetic interactiorunderlying the superconducting pairing in HTSCs have not
Vi existing in these substances. According to the NAFLbeen considered in the NAFL nor in other theories treating
theory, a linear dependence pf,(T) at high temperatures the mechanisms for the scattering of normal carriers in
can be regarded as a reliable sign of the normal state of tHdTSCs®
system, which is characterized by stability of the Fermi sur-  Usually the excess conductivity is interpreteas the
face, and consequently, by stability of the normal-carrieffluctuation conductivity predicted by the Aslamazov—Larkin
scattering intensity. When the temperature is decreased béAL) theory!! and Eq.(1) is widely used to calculate’(T)
low T,(T,=T,,) the magnetic behavior of the system from experiment?~'8As was shown in Refs. 5 and 18, for
passes into a pseudogdpG) regime, which is characterized optimally doped YBCO systems this assertion is justified, at

1063-777X/2002/28(2)/10/$22.00 99 © 2002 American Institute of Physics
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least in the temperature interval<T<T. = (105+5) K.
Thus by studying the fluctuation conductivity one can obtain
information about the scattering mechanism and the super-
conducting pairing as the temperature approache$Ref.
5). However, despite the considerable number of papers de-
voted to this problem, there is still no clarity on the question
of whether the excess conductivity in HTSCsTat T is
entirely fluctuation conductivity, sincd, o=(160=30) K
for optimally doped YBCO film¥ and single crysta§!®
and increases rapidly 0, =250 K (Ref. 5 with decreas-
ing oxygen content in the samplé We have attempted to
answer this question on the basis of an analysis of the fluc-
tuation conductivity, which was first measured on a set of
specially prepared well-structured YRB2u;0;_ films with
different oxygen content.

In Ref. 5 we analyzed the fluctuation conductivity in a )
sample F1 T.=87.4 K) which was close to an optimally 0 100 200 300
doped system, and in a sample Fg£54.2 K) which rep- T.K

resented a very lightly doped system, and we also set fortPIG. 1. Temperature dependence of the resistivity for samples F3 and F4;

the basic principles of analysis of the fluctuation conductiv-the dashed lines show the extrapolation of the resistivity in the normal state
ity in HTSCs. However, the behavior of the fluctuation con-to the low-temperature region; the inset shows the resistive transition of

ductivity in cuprates with intermediaf€; (T.=80 K) was sample F4 in zero magnetic fieldurve 3 and in a fieldB=0.6 T (curve 2.

not investigated. It should be stressed that the study of such

YBCO systems is also of independent interest. As we hav . . S .

said, the intensity of the magnetic interaction and, hence, th%uc(ljeatlon of superconducting pairing in HTSCs are consid-

intensity of the scattering of charge carriers in HTSCs de- |

crease with increasing oxygen contént°Thus, while the

scattering intensity in lightly doped samples with<60 K

is determined by the magnetic interactforin optimally In preparing the samples our task was to obtain YBCO

doped systems it is mainly due to strong electronfilms with different oxygen content and with the good struc-

correlations’'®2! |t has been found that the dependence oftural quality necessary to ensure a high probability of observ-

T, on the oxygen content is nonmonotoff®,??indicating a  ing the Maki—Thompson fluctuation contribution @ (T).°

change in the mechanism for the scattering of normal carrier§he films were prepared by laser deposition on SgTiD0)

in the HTSC atAy=0.12°??j.e., precisely in samples with substrates. This meth&treproducibly yieldsc-oriented ep-

T.=80 K. itaxial films of YBCO, as was monitored by investigating the
Consequently, in YBCO films witfT; of the order of 80 corresponding x-ray and Raman spectra. The technique used

K it is conjectured that a coexistence of the magnetic ando prepare the samples is described in detail in Ref. 5.

correlation interactions should occur, and that that probably = The temperature dependencepf was investigated for

accounts for their extremely peculiar properties manifestedamples F3T,=81.4 K) and F4 T.=80.3 K), of thickness

in measurements gf,(T)1?°and the Hall effect*?®It was  dy=850 A (Fig. 1). The inset in Fig. 1 showp,,(T) for

natural to expect that the corresponding features would alssample F4 in zero magnetic fieldurve 1, on which we have

be observed in a study of the fluctuation conductivity in suchindicated howT,. is determinegl and atB=600 mT (curve

samples. 2), which confirms the phase homogeneity of the samples.
In this paper the new approach to the analysis of fluc-The parameters of the samples are given in Table I. By com-

tuation conductivity in HTSCs which was developed in Ref.paring these results with the analogous curves obtained for

5 is used to investigate the temperature dependenaé(d) single crystal€® we can estimate the oxygen index of the

in YBCO films with T.=80 K. Our previous results, includ- samples as followsAy=6.8 (sample F3 and Ay=6.78

ing measurements of the fluctuation conductivity on opti-(sample F4

mally and lightly doped films of YBC®and on YBCO- As we see in Fig. 1, decreasiig by only 1 K leads to

PrBCO superlattice¥'8 are also compared and analyzed.a sharp increase in the resistivity(100 K)(F4)/p(100 K)

On the basis of this analysis the possible mechanisms for thg (F3)~ 1.6 (see Table ), which can likely be attributed to

1000

Py pfd-cm

EXPERIMENTAL RESULTS

TABLE I. Resistive properties of the samples.

: 100 K), 300K), | dp/dT,
Sample d, . A T, K AT o x| PO P G00K) PrE T, K
pQ-cm pQ-cm pQ-cm-K
F3 850 81.4 5.0 84.55 237 760 261 200
F4 850 80.3 55 83.4 386 1125 3.5 210
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the expected enhancement of the influence of spin fluctuathe fluctuation conductivity is absent. The second cause is
tions on the scattering mechaniéniere T, increases to the indeterminacy in the choice "' (the critical tempera-
210 for sample F4, and aboVWe-250 K there is a noticeable ture in the mean field approximatiprwhich is used in cal-
“pbuckling” of the p,,(T) curve due to the enhancement of culatings’ (T),** 'and the consequent indeterminacy in the
the electron—electron interaction at high temperatfif#sus  choice of methods of analyst&”°As was shown in Ref.
the resistive curve takes the typical form for 80-kelvin 17, the choice ofT 2” has a very strong influence on the
YBCO films?2® with a relatively short linear par©210-250 resulting slope of ther’(T) curve in the 3D region. As a
K). In accordance with the NAFL model and the approachconsequence, the valuesgf(100 K) measured by different
we developed in Ref. 5 for the analysis of fluctuation con-authors lie in an interval from 10 s (Ref. 32 to 3.5
ductivity in HTSCs, this linear segment, extrapolated to thex 10”14 s (Refs. 18 and 29 To eliminate the second cause,
low-temperature regiorithe dashed line in Fig.)1 deter-  theoretical models considering a different approach to the
mines the normal-state resistivipg(T) used for calculating description of the fluctuation conductivity in HTSCs have
o' (T) according to Eq.(1). In the same wayy(T) was been proposed in a number of pap&rd**®the detailed
determined for sample F3, for which, as expected pth€T) analysis of these models is beyond the scope of this study.
curve has a longer linear regig200—270 K. Actually, how-  However, a common feature of these models is the assump-
ever, the resistivity curve for sample F3 exhibits the sameion that the MT contribution is absent, and, in view of what
features as that for sample F4, only less pronounced. In sumve have said, that assumption is poorly founded.
mary, one can say that the resistive measurements evidently It was shown in Ref. 5 that, in contrast to previous stud-
confirm the predicted sharp change in the parameters aés, theo’(T) curve of well-structured YBCO films foT
YBCO films whenT, approaches 80 K. <T<T. is in fact extrapolated by the 2D MT contribution
of the Hikami-Larkin theor

ANALYSIS OF THE RESULTS

eZ

8hd(1—ald)| "

The general theory of fluctuation conductivity in layered o =
superconductors was developed by Hikami and Larkin @)
(HL)® and predicts a transitiofcrossover from a Maki—

Thompson(MT)=® fluctuation mechanism to a Lawrence— Here a=2§§(T)/d2:2[§c(0)/d]zs‘l is the coupling pa-

Doniach (LD)“" mechanism as the temperature approacm?ameterg:In(T/T’C“f)w(T—T’C“f)/TrC“f is the reduced tempera-

T.. Knowing the crossover temperature, one can determinﬁJre d=11.7 A is the distance between the Guenduct-
both the coherence lengtf.(0) and the phase relaxation ing I,ayers i.n YBCO. and

time 7, of the fluctuational pairs, since the MT contribution
depends orr,,.?° A comparison ofr,, with the charge carrier
transport timer is crucial for understanding the mechanisms
for scattering and superconducting pairing in HTSCs. Thus . .
the presence of a MT contribution is extremely important for'sh.thhe pﬁuL—breaI;m?h Earzmet(tar.d Theh factlor #}205&(")’
deciding the nature of the superconducting pairing jnyvhich will-hencetorth be denote g (herel is the mean

HTSCs. In particular, in a number of theoretical works it isfree path andi,y is the coherence length in tiab plane),

assumed that the presence of appreciable MT fluctuationtgkes into account the clean-limit approximation introduced

rules out the possibility of nos-pairing in cuprate&® How- " the theory by Bieri, Maki, and Thompsgfunder the con-

ever, the question of whether a fluctuation contribution of '[hedltlon that nonlocal effects can be neglected. At the same

MT type is present in cuprates remains in dispute, sincet,'me' nearT (T<To) the 3D AL fluctuation mechanisi,

except for measurements on YBCO—PrBCO superlatﬂi‘?:es, yvhich governs the fluctuation conductivity in any 3D system,

it has not been possible to observe the MT contribution ano‘,s‘ always present, and

hence, the MT—AL crossover, in measurements on YBCO

single crystal¥"*® and thin films®1"1°At best it has been o = 2 o112 4)

reported that the experimental data can be extrapolated by a AL B2hg, '

smooth curve consisting of a sum of the AL and MT

contributionst>® Strictly speaking, this result seems rather Thus the MT—AL crossover, and not the MT—LD transition

strange, since the MT contribution is clearly observed inpredicted by the HL theory, was observed in the experiment

studies of the magnetoresistance on the same singlef Ref. 5. Here it is significant that the scale factgp

crystal$® and superlatticé® and also on thin films of introduced in the calculations to take into account the inho-

YBCOQ30-32 mogeneous current distribution in the sample in the presence
In our view, this is due to at least two causes. The first isof structural distortions>~*°is equal to 1. On physical argu-

the poor structure of the ceramtésand of the first HTSC ments it is clear that as the temperature is raised, the 3D

thin films!® As a consequence, such samples are charactefluctuation regime will persist as long as it remains possible

ized by a strong inelastic scatteriig® and, hence, strong for the Josephson interaction to occur between £uo@n-

pair breaking. Because of this, the temperature dependenekicting planes, i.e., as long &s(T)=d (Ref. 37. Conse-

of the fluctuation conductivity in those samples is describedjuently, in this case the 2D-3D crossover should occur at

by the LD modeF’ which predicts a smooth transition of the &:(T)=d, i.e., at

fluctuation mechanism of the AL type from 2D to 3D behav-

ior asT—T,. Here it is assumed that the MT contributionto ~ £,(0)=de?, (5)

(dla)[1+a+(1+2a)™ |
1+o+t(1+25)™ |°

8=1.2031/&,p) (16/71)[ £.(0)/d]%ksT 7, (©)
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FIG. 2. Plot ofa’ ~2 versusT for sample F4points); the straight line shows In(g)= (T/Tgnf_ 0

the extrapolation of the 2D region; its intercept with fhexis givesTg‘f.

FIG. 3. Comparison of the experimental curve oflf)(versus In§) (points
for sample F4 '(2"= 83.4 K) with the fluctuation theories: cunte—the MT

. . . . 7 contribution(C,5=0.272,d=11.7 A), curve 2—the LD contribution(C3p
which is twice as Iarge as predlcted by the Fiand LD? =0.71,d=11.7 A), curve3—the AL (3D) contribution C;,=0.632), and

theories. Moreover, for well-structured samples the LDcurve 4—the MT contribution (C,p=0.347, d=11.7 &). &.(0)=(1.78
model does not correspond to experiment in any of the tem=0.01) A.
perature intervals of interest.

In this paper we have carried out the first studies of
YBCO films with T.~80 K, which turn out to have a much sonable way in any of the temperature intervals. GHeT)
more complicated dependenege(T) than that measured for curve for Ineg=—3.766 (T;=85.33 K) has a second cross-
the optimally and lightly doped film$As we have said, for over, from LD to the expected 3D AL behavid®), also
analysis of the fluctuation conductivity it is extremely impor- indicated by an arrowcurve 3 in Fig. 3. Using the value
tant to determinel™, since outside the region of critical found for ,, we obtain &(0)=(1.78+0.01) A and
fluctuations,s”’ (T) is a function only ofe=(T—TZ")/T¢"  7,(100 K)B=13.24x10 **s. For these values of the pa-
(Ref. 25. As before, we determineﬁg1f by extrapolation of rameters the calculated and experimental curves agree in all
the linear part of ther’ “2(T) curve to its intercept with the three temperature intervai§ig. 3). Consequently, in this
temperature axi¥2® In this caseT™™>T, and is that tem- case it is the crossover at4p that determines the value of
perature which separates the region of fluctuation conductivthe parameters of the fluctuation theory, while the crossover
ity from the region of critical fluctuation®® Figure 2 shows  at Ing, signifies only a changeover of the scattering mecha-
the o’ ~2(T) curve (data points for sample F4. The 3D re- nism for fluctuational pairs in the 2D region as the tempera-
gion, which is extrapolated by a straight line, is clearly vis-ture is lowered. Sample F3 manifests the same fluctuational
ible. Its intercept with the temperature axis givé’§1f behavior(the data points in Fig.)dwith crossovers at lay,
=83.4 K. However, in comparison with the optimally doped =—3.2 (T(;~88.0 K) and Ineg=—-3.80 (T~86.44 K).
films,® for sample F4 the 3D region is somewhat shorter, andJsing the value ot found from the second crossover, one
aboveT,~85.33 K the experimental data deviate to the leftcan calculate the valuest,(0)=(1.75+0.01) A and
from the straight line, as is characteristic for the LD 7,(100 K)B8=13.40X 10 s and describe completely the
model!?~1519|f a fluctuation mechanism of the MT type is ¢'(T) curve belowT~98.8 K (Inegn=—1.78) (Fig. 4).
realized forT>T,, the data always deviate to the right. However, all of the behavioral features of the fluctuation

Figure 3 shows thes’(T) curve for sample F4, for conductivity mentioned above for sample FBig. 4) are
which the behavioral features of the fluctuation conductivitymuch less pronounced than for sample (Fig. 3), in com-
are expressed more clearly than for F3. It is seen that, as iplete agreement with the results of the resistive measure-
the optimally doped samples, beloWwy~97.9 K thes'(T) ments(Fig. 1).
curve is well extrapolated by the MT contribution of HL We assume that the type of behavior ®f(T) found
theory (curve 1 in Fig. 3). However, here In{g)=—1.75, above, with an intermediate fluctuation region of the LD
i.e., the region of 2D fluctuations is considerably longer.type, is typical for 80-kelvin YBCO films and, as mentioned,
Moreover, upon further lowering of the temperature one ob4s probably due to the coexistence of magnetic and correla-
serves an unexpected transition from MT fluctuational bedtion interactions in such samples. However, as we have said,
havior to behavior of the LD typécurve 2) for Ingy= the LD model doesn't work for well-structured YBCO
—2.81 (Tp;~88.4 K), which is denoted by an arrow in Fig. films°—it describes HTSC systems with an inhomogeneous
3. Having determined, it is easy to obtairt,(0)=(2.87 structuré'?> and samples with artificially created
+0.02) A from (5) and 7,(100 K)8=4.98<10 s from  defects®®*°In all of these case€3p<1, which indicates the
Eq. (6) of Ref. 5. However, using these parameters one canpresence of strong structural distortions a percolation nature
not match the calculated and experimental curves in a reaf the current flow through the sampie?® As a result, in



Low Temp. Phys. 28 (2), February 2002 Solovjov et al. 103

851 tent, the conditiorC* >1.82 characterizes some specific in-
N homogeneity of 80-kelvin systems, which may result from
[ \. 3 the appearance of oxygen vacancies in the 1D CuO chains as

\\/ Ay is decreaseff At the same time, the results of a study of
80~ \.:- l‘”(so) the fluctuation conductivitysee Figs. 3 and)4shows that

~ this process follows definite rules that are hard to explain
solely in terms of structural distortions. Indeed, the features
of the behavior of the fluctuation conductivity and the inho-
mogeneity of the structure arise only fog<82 K, whereas
the carrier density and the value ©f (see Tables | and )
decrease monotonically &y goes from 6.9 [.=90 K) to
6.78 (T.=80 K). Furthermore, the observed features in-
crease sharply a$. approaches 80 K, in complete agree-
ment with the ideas of Refs. 8, 9, and 22 about a change of
mechanisms for the interaction of charge carriers in YBCO at
oxygen concentrations corresponding T@=82 K. Most
likely the transformation of the structure and the changeover
of interaction mechanisms with decreasing carrier concentra-
FIG. 4. Comparison of the experimental curve obif)(versus In§) (points tion are two interrelated proceséeese:z As a consequence,
for sample F3 T"'=84.55 K) with the fluctuation theories: cunde—the  the behavior of the fluctuation conductivity in such samples
MT contribution (C,p=0.391,d=11.7 A), curve 2—the LD contribution  becomes rather complex, since a fluctuation contribution of
(C3p=0.918, d=11.7 A), curve 3—the AL (3D) contribution Ca  the MT type, which, as we have said, is characteristic for
=0.82), and curved—the MT contribution (C,p=0.45, d=11.7 A). . . .
£,(0)=(1.75-0.01) A. se_tmples with go_od _structure, is observed simultaneously
with the LD contribution.

It is of interest to find out what will happen if for sample
these HTSC systems there should be appreciable scatter fi# one constructs E@2), which describes the MT contribu-
the effective distances between superconducting planes. It i#n, with the same parameters of the fluctuation conductivity
clear that in that case it is hard to assign some definite dibut with C,p5=C;3p/1.82=0.347. As expected, in this case
mensionality to the electronic system of the sample. Evithe o'(T) curve corresponding to the MT contribution
dently it is only in this case that the temperature dependenceurve4 in Fig. 3) intersects the experimental curve®f(T)
of the fluctuation conductivity will be determined by the ra- precisely at the crossover point ately=—3.766. An analo-
tio £,(T)/d, as follows from the LD modél’ gous result is obtained for sample F&irve 4 in Fig. 4) if

Thus the contribution of the fluctuation mechanism ofone choose€,,=C3p/1.82=0.45. Thus it can be assumed
the LD type too’(T) for samples F3 and F4 is a definite that in the absence of this specific inhomogeneity, the experi-
indication of the presence of inhomogeneities in the structurenental curve ofo’(T) in the 2D region, as in the case of
of 80-kelvin YBCO systems. For both samplé€sp<1 optimally doped films, would coincide with cun# i.e., it
(Table Il), and the ratioC* =C3p/Cyp=2.1 (F3) and 2.3 would be determined by the MT distribution alone. This re-
(F4), much larger than the typical value for well structured sult confirms the conclusion of Ref. 5 that the ra@d
films: C*=(1.82+0.02)> It should also be noted that =(1.82+0.02) is universal for YBCO, and it indicates that,
In(&) =In(eg)=(—1.75+=0.05) for samples F3 and F4, in- by analogy with optimally doped systemshe crossover at
dicating that in those sampldg is almost 15 K lower than &=¢g is just of the MT—AL type which is responsible for the
T.o and presupposing a stronger pair-breaking mechanisiftuctuation parameters of the sample. An additional argument
than in optimally doped systems. All three results confirmin favor of this assertion is the fact that the valuegdi),
the validity of the conclusion reached. We assume that whilevhich are determined by,, obey the relatioré (0)o<1/T,
the inequality C;p<1 reflects the inhomogeneity of the (Fig.5). Thus forT.<(82x1) K the specific inhomogeneity
structure of any HTSC sample regardless of the oxygen comsf YBCO films begins to be manifested, accompanied by

7.5

In©o)[c’ in(em )"

6.5 L
-5 -4 -3 -2

in(e)=(T/TM -1

TABLE IlI. Electronic parameters of the samples.

Sample Csp Rf(; _ﬁ,lmos?cm ’ "1 gl?t:; n, r 1100k, A | * ”0220/3_}:) '
Fi 1 2.45 2.7 0.47 1.06 48.6 16.55
F3 0.82 3.26 2.42 0.42 1.26 46.6 16.80
F4 0.632 4.04 2.3 0.40 1.49 44.8 16.56
F6 2 () 5.80 1.15 0.20 1.07 30.5 15.92
St 3.8 3.28 2.36 0.41 1.24 20.1 7.32
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3 curve in the 2D region by the MT contribution in a reason-
able way using differentl;<11.7 A as a fitting parameter.
Consequently, the possible scatter in the distances between
conducting layersd* <d;<11.7 A), giving rise to a fluc-
tuation mechanism of the LD type, is extremely specific and
relatively small, as is confirmed by the good quality of the
film samples. In samples with a distinctly poor
structuré!123738this scatter is much larger, since the MT
mechanism is completely suppressed and a fluctuation
mechanism of the LD type is realized instead. It is important
to note that these samples are optimally doped YBCO sys-
tems, and the LD type of dependencecd(T) observed in
them is due specifically to structural defects and not to a
change of the stoichiometric state of the samples.

In spite of the above-noted complexity of the fluctuation

N
T (100K)B, 1073 s

1
50 60 70 80 90 100

T K conductivity, the experimental observation of the MT contri-
© bution allows one to determine the values of the parameter
FIG. 5. £(0) (filled circles and 7,(100 K)g (unfilled circle$ versusT,; 7,(100 K)B; however, to determine the values of

the solid curve is calculated by E(f) with the parameters for sample F1. - (100 K) in explicit form. it is necessary to ﬁn(;B
(p 1

=[1.203(/&,,)].° For this we have used the results of mea-

enhancement of the magnetic interaction in the Hf8@s surements of the Hall coefficieRt, and the approach devel-
g oped in Ref. 5. Using the formulb= (% u/e)(27ng)*?,

a result, the fluctuation mechanism of the MT type is gradu- _ s y )
ally suppressed, giving way to the LD mechaniee Figs. where py is t_he mobility o.f the Hal! carriers andg is the
3 and 4. The closerT, is to 80 K, the larger is the region surface density pf thg carriers, we find the mean free path of
described by the LD model, and the larger are the values df'€ charge carriers in sample F4100 K):_UFTEM'Sﬁz
Cap, C*, and p,(T); the other parameters of the sample Whereve is the Fermi velocity. From published d3ta"
also change significantlisee Tables | and )i this, we be-  for sample F1 trge average value&,(0) was chosen equal
lieve, is a consequence of the growing influence of spif®  13.0 A Assuming  that £q5(F4)/€an(F1)
fluctuation&° and reflects the complex dynamics of the co- ~ éc(F4)/&(F1), we obtaingay(0)=14.2 A for sample F4.
existence of antiferromagnetic ordering and superconductiiiénce we find that5=3.85 and, using the value
ity in HTSCs. 7,(100 K)3=12.95<10 **s found above, we obtain the
At the same time, it remains an open question of how tgiesired  value: 7,(100 K)=3.36x10 **s, in excellent
explain the presence of fluctuation processes governed by tiagreement with the values af,(100 K) calculated for opti-
MT and LD contributions in the same sample. Obviously, themally and lightly doped YBCO film$.Doing the analogous
CuO, should not contain defects, since otherwise the MTcalculations for sample F3, we obtain, (100 K)~3.3
mechanism will not be realized. At the same time, the num-<10"** s (Table Ill), i.e., practically the same as for sample
ber of oxygen vacancies in the CuO chains is already exE4- All of the parameters calculated for samples F3 and F4
tremely large®? As a result, the current will flow through the are presented in Tables Il and I1I.
sample in a percolational manrf@reading to scatter in the For analysis of the parameters of the fluctuation conduc-
effective distancesl, between conducting planes, which, as tivity and Hall effect for YBCO samples with different oxy-
we have said, is necessary for realization of the fluctuatiofgen content, the tables also include the results obtained for
mechanism of the LD type. Apparently, in YBCO systems ofsamples F1 and F6 in Ref. 5 and for a 7YBCO-7PrBCO
this type the evolution ofr’(T) occurs as follows. With ~superlattice(sample S1 from Ref. 18 recalculated in the
decreasing temperature the 2D MT regime exists until apew approach to the analysis of fluctuation conductivity.
s=egq, the quantityé.(T) becomes equal to the smallest pos-Since the main parameters of a HTSC are temperature de-
sible distanced* between conducting planes. After this a pendent, the estimates have been madeTted00 K, as is
Josephson interaction is realized between planes, and the Zmistomary in the literatur€:* It is clearly seen that a%,
MT mechanism gives way to the LD mechanism. It is cleardecreasegwith decreasing oxygen contgniR, increases
that in the given casd* <d. From Eq.(5) one can easily noticeably, while the carrier density and ny, the carrier
estimate thaid* (e4;)=8.2 A for sample F3 andli*(go;)  density normalized by the volume of the unit cell, decrease,
=7.2 A for sample F4. As the temperature is lowered fur-and also that the measured parameter values agree with the
ther, a smooth transition of the LD type occurs from the 2Danalogous results reported in Refs. 20 and 22. At the same
MT to the 3D AL fluctuation mechanism. Here, as a result oftime, | and 7(100 K) decrease. Neverthelesd(0)
the growth of&.(T), an ever greater number of conducting >1(100 K)>¢,,,, as before, and we can therefore state that
layers are coupled by the Josephson interaction, undhat the films studied here are indeed type-Il superconductors in
whereé(T)=d=11.7 A, the system undergoes a transitionthe clean limit. At the same time4; andv g remain practi-
to a 3D electronic state. It should be emphasized thatally unchanged with decreasing oxygen content. This result
samples F3 and F4 do not have any conducting layers witcban be regarded as an additional argument in favor of the
d;>11.7 A, since the crossover g4 is quite distinct. Onthe  correctness of the approach developed in this paper for
other hand, we have been unable to approximatesti{d) analysis of the fluctuation conductivity, since we indeed have
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TABLE Ill. Electronic parameters of the samples.

Sample 107v’;n'1/5 ng‘(})o ' (11)(3?3!:), 8. A (102 K) K 1(;22 Z()' ¢
Fi 1.17-1.28 4.68-4.26 0.42-0.38 1.65 45 3.35 1.84
F3 1.15-1.27 5.33-4.84 0.40-0.36 1.75 4.06 3.30 2.1 (1.82)
F4 1.15-1.27 6.11-5,56 0.38-0.34 1.78 3.85 3.36 23 (1.82)
F6 1.16-1.28 3.10-2.81 0.26-0.24 2.64 1.76 3.36 1.81
st 1.14-1.26 5.2-4.72 0.18-0.16 2.8 174 3.3 1.82

un=Ry/(pCsp), Where all of the parameters are measurecguently, it can be concluded that the values found for
independently. It follows that for well-structured HTSC 7,(100 K) andC* are universal for YBCO oxides, indepen-
samples with differenT the ratio of their Hall coefficients dent of the oxygen content in the samples. This is the main
Ry should be equal to the ratio of the values @3y in experimental result of the study of fluctuation conductivity in
them, as is confirmed by our experiment. For example, thavell-structured YBCO systems. Thus the spin fluctuations
ratio Ry(F3)/Ry(F1)=1.33, and pC3p(F3)/pCsp(F1)  and other possible types of interactions of quasiparticles in
=1.31. Similar ratios are obtained for the other samples a¥ BCO superconductors, while substantially determining the
well, including for sample F6, which eliminates the questionoperative scattering mechanism for normal carriers in
of whetherC,p should be chosen equal to 1 rather than 2 insamples of different oxygen content, have practically no in-
estimating the value gCjp, in that casé.From these con- fluence on the mechanism for the superconducting pairing,
siderations it can be assumed that for the YBCO—PrBCQVhich is characterized by the quantity .

superlattice (T,=80.3 K, p(100 K)=118uQ-cm) the We also note that the ratio betwegg(0) andT, for the
value of the factoCsp, is overestimated by about a factor of Samples obeys the general theory of superconductiity,
two. However, if we setCzp=1.74, then the value of Which implies that

7,(100 K) comes out a factor of two smaller, which seems N

uﬁlikely in view of the results of the analysis of the fluctua- So~hve/[wA(O)], ©

tion conductivity® and magnetoresistarf@eor this sample. where A(0) is the order parameter at=0 K. Taking into
Thus the small values ofi, in the given case can most account that A(0)/kgT.~5 in YBCO oxide$® and assum-
likely be ascribed to the influence of the Pr layers, whiching thaté,=é£.(0), we canrewrite Eq.(6) as

typically cause such effects in HTSC systems of this Kihd. £.(0)=GIT @

In Table Il and Ill we see that the factoP and, more ¢ e
importantly, the effective masm* of the carriers depend whereG=2K#avg/(57kg), andK~0.12 is a coefficient of
nonmonotonically onT,, andn and m* have their maxi- proportionality. The experimentally determined ratio for
mum values for 80-kelvin sampléE3 and especially B4In ~ samples F1 and F6 investigated in Ref. 5 can be written as
our view, this result confirms the earlier conjecture that thefollows: T.(F1)/T.(F6)=1.61, and¢.(0)(F6)/E.(0)(F1)
scattering intensity in the 80-kelvin YBCO superconductor is=1.6. Analogous ratios are obtained for the remaining
much higher than in the optimally doped systems, increasingamples as well, i.e., the relati@gp(0)1/T. holds for all of
sharply asT. approaches 80 K because of the enhancemerihe YBCO films. It is clear that in this casg- should be
of the magnetic interaction, which can also result in an in-constant, as we confirmed in the calculatisae Table I). A
crease in the effective mass of the carriers. Apparently thelot of £.(0) as a function ofT, calculated for sample F1
increase inm* can also explain other behavior features ofaccording to Eq(7) with G=1.46x 10 % A -K, is shown by
80-kelvin YBCO systems. Interestingly* decreases no- the solid curve in Fig. 5. The filled circles are the experimen-
ticeably for lightly doped system&ample F& This result tal values ofé.(0) for all of the samples studied, including
seems reasonable, since there is a simultaneous decreaseséimple M-23 of Refs. 38 and 39 (=90 K), with specially
ther factor, which characterizes the carrier scattering intenintroduced defects. It should be stressed that, as we have
sity in the sampl@and is measured independently. Conse-said, for the 80-kelvin samples these are precisely those val-
quently, the decrease ofi* and of ther factor is probably ues of £&(0) which are determined by the crossover at
due to the decrease in the carrier concentraisee Table ). e=gg. Sincer,(100 K), like £.(0), is determined by the
As a result, the factor for sample F6 is practically the same temperature at which the MT—AL crossover takes place, we
as for sample F1. believe that the result obtained is another piece of evidence

Finally, in spite of the significant difference in the pa- that the values of,(100 K) have been calculated correctly,
rameters, it is found for all of the YBCO films studied that and it no doubt indicates that the pairing mechanisms in
7,(100 K)=(3.33+0.03)X 10 ¥ s andC*=(1.82+0.02).  high-temperature superconductivity to a large degree obey
This value ofr,(100 K) correlates with the results of recent the general theory of superconductivity. Figure 5 also shows
measurements of the magnetoresistance in YBCO-PrBC@e dependence of (100 K)B on T, (unfilled circles for
superlattice® and optimally doped YBCO film& Conse- these same samples, normalized to the vaipel00 K)B
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=5.9x10 ¥ s for sample F6 in order to make the scalestroscopy (ARPES®* and by resistivity" and tunneling
coincide. We see that the experimental dependence afonductivity’® measurements have shown the presence of
7,(100 K)g increases linearly with increasinig,, which is  such a pseudogap in samples at temperatligesT<T,
apparently a property of YBCO systems. It follows from Fig. =170 K. Thus the presence of fluctuational pairs in HTSCs,
5 that forT,=130 K the value 0&(0) should become less at least up tal ~(200+ 20) K, seems extremely likely.

than 1 A, which is unphysical. Thus it is probably the small Summing up, we can conclude that in HTSCs Tat
values of £(T) in HTSCs that impose limitations on the <T, , there are at least two mechanisms that lead to a de-
attainment of high values df. In other words, to achieve viation of p,,(T) from the linear trend in the normal state.
higher T, substances with large values of the coherencerhe first is a rearrangement of the Fermi surface leading to a
length are needed. reduction in the normal-hole scattering of normal carrfers.

It is clearly seen from Table Il that The second is the formation of paired holdkictuational
7,(100 K)/7(100 K)>1, in qualitative agreement with the pairy; in optimally doped YBCO systems this mechanism
theory of Ref. 36, but the real value of the ratio is approxi—presumamy begins to operate at the same temper&ture.
mately three times larger than predicted by the theory antthys for T<T,, two different types of charge carriers
increases with decreasifig . This result clearly shows that gnould exist in a HTSC: normal holes and fluctuational pairs.
the coupling constank ¢y, of the normal carriers, which is wjth decreasing temperature the number of fluctuational
characterized by, and\.,,, which governs the interaction pairsng. should increase and the number of normal holes
of the fluctuational pairs with the normal excitatidhand is should, of course, decrease. Indeed, from Hall effect mea-
characterized byr,, are very different, and it allows us t0 g ,;ements we find for sample F1, for example,
discuss the physics of the superconducting pairing in HTSCgy,5¢ n(240 K)~5.4x10% cm 3 and n(100 K)~2.7
The effective coupling constant can be written\ag=Xepn % 107! cm™2. It is most likely this effect that accounts for

+ N\ eor (Re;f-s 33, whereh gy and o, are determined by the 6 anomalous«1/T) temperature dependence of the Hall
eXpressio coefficient usually observed in HTSCs beldly, ,~ (220
+20) K,1*203%yhereas fofT, ;< T<320 K bothn andRy
—1_ remain practically unchanged. In 60-kelvin samplesy.,
fir 2mhkeT ® sample F§ wheren is small from the startR, increases

but using7(100 K) or 7,(100 K), respectively.As a result, smoothly as_the temperature is lowered from 320 K. Th.IS
for sample F1 the calculated,y;~0.3. As theT, value of ~Same result is obtained for Ilghtly dopgd Y.BCO systems in
the sample decreased,.,, gradually increases to 0.47 Refs. 20 and 22, as well. Most likely in _thls case the tem-
(sample F& Both values are found in good agreement withPerature dependence B,(T) and p,(T) is mainly deter-
the results of resistive and optical measurements on optined by the magnetic interaction, and the influence of fluc-
mally doped” and lightly dopedf YBCO films. At the same  tuational pairs is manifested much closerTig, presumably
time, from Eq.(8) we obtain Ao,~0.037 for all of the below~80 K (see Fig. 1 in Ref. b
samples studied. We see that,, is extremely small. This Taking these arguments into consideration together with
means that the interaction of fluctuational pairs with normathe universality of the values found fef,(100 K) andC*,
excitations, which governs the pair-breaking processes, is ex¥€ can present the following picture of the superconducting
tremely weak. It follows that at sufficiently high tempera- pairing in optimally doped YBCO superconductors. The
tures the possibility of fluctuational pairing becomes ex-fluctuational pairs are apparently nucleated inside the CuO
tremely likely. Taking into account thaty(e.)=(Te  Planes aff<T,,, leading to growth ofg.. Sinceng. and
—T.)/T.=2 [see Eq.3)], we can conclude that the theory especially¢.(T) are extremely small at temperatures in the
indeed admits the existence of fluctuational pairs up to &angeT<T<T,,, there is most likely no interaction be-
temperatureT ., equal to~264 for sample F1~240 K for ~ tween pairs. The corresponding electronic state of the fluc-
sample F4, and-165 K for sample F6. Strictly speaking, the tuational pairs can be treated as zero-dimensidrelthough
experimentally measured’(T) goes to zero precisely at such a state is not described by the existing theories of fluc-
T, o (Fig. 1), confirming the conjecture. The fact that for  tuation conductivity’® For T<T,, the fluctuational pairs be-
>(110=10) K the experimentab’(T) deviates from the gin to overlap, but, as before, only within the Cuflanes,
theoretical curve is probably explained by the necessity oforming a 2D electronic state which is described by the MT
taking short-wavelength fluctuations into account in this re-contribution to HL theor)?.5 For T<T, the growing value of
gion of temperature® &.(T) becomes larger thaah, and the conducting planes are
The possibility that paired holes exist in HTSCsTat coupled by a pair tunneling interaction of the Josephson
>T, is widely discussed at the present tifi€°>?The ob-  type. Now the fluctuational pairs interact throughout the en-
servation of a coherent-boson currenfrat 120 K°2 and the  tire volume of the superconductor, forming a 3D electronic
observation of magnetoresistance described by the fluctustate that is well described by the 3D contribution of AL
tion theories all the way td@ ~230 K*? have recently been theory Indeed, it is only now that the system is fully pre-
reported for nearly optimally doped YBCO systems. It haspared to complete the transition to the superconducting state.
been shown theoretically®®® that pair correlations in A similar picture is observed in lightly doped systems, the
HTSCs aboveT. can give rise to a highly anisotropic only difference being that the influence of the fluctuational
pseudogap in the spectrum of electronic states and lead fmairs begins to be manifested at a temperature much closer to
distortion of the Fermi surface™® Studies of Bi-2212 com- T,. The only difference shown by the 80-kelvin films is the
pounds by the method of angle-resolved photoemission spepresence of the LD fluctuation mechanism together with the
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MT one in the 2D fluctuation region, as mentioned above. *E-mail:solovjov@ilt.kharkov.ua
Summarizing, we note once again that in a HTSC at
T.<T<T,, there should exist two types of excitations— LY. lye, in Physical Properties of High Temperature Superconductors IlI

. . . edited by D. M. Ginsberg, World Scientific, Singapdi®92, p. 285.
normal carriers and fluctuational pairs. Thus we see an &X2c p. Slichter, inStrongly Correlated Electronic Systeneslited by K. S.

plicit analogy both between the fluctuational pairs and the Bedell, Addison-Wesley, New Yorkl994).
spinons predicted by the “resonant valence bands” mB%IeI, 3M. Acquarone(Ed), High T_e_mpe_rature Superconductivity, Models and
. . MeasurementsNorld Scientific, Singaporél994).
which should pair aff, o (Ref. 50, and also between the . g Chien, Z. Z. Wang, and N. P. Ong, Phys. Rev. L&T.2088(1997.
normal holes and holort, which should condense &k, SA. L. Solov’ev and H.-U. Habermeier, and T. Haage, Fiz. Nizk. Teg®.
(Ref. 50. 24 (2002 [Low Temp. Phys28, 18 (2002].
6B. P. Stojkovic and D. Pines, Phys. Rev5B, 8576(1997).
V. Barzykin and D. Pines, Phys. Rev.®, 13585(1995.
8V. V. Eremenko, V. N. Samovarov, V. N. Svishchev, V. L. Vakula, M. Yu.
Libin, and S. A. Uyutnov, Fiz. Nizk. Tem®6, 739 (2000 [Low Temp.
Phys.26, 541 (2000].
V. V. Eremenko, V. N. Samovarov, V. L. Vakula, M. Yu. Libin, and S. A.
CONCLUSION Uyutnov, Fiz. Nizk. Temp26, 1091 (2000 [Low Temp. Phys26, 809
(2000].
We have made the first investigation of fluctuation Con-loB. Bucher, P. Steiner, J. Karpinski, E. Kaldis, and P. Wachter, Phys. Rev.
L, , . _ . Lett. 70, 2012(1993.
ductivity o in YB2;Cus0;_ films with Tc~80 K. Unlike v, "¢ ‘sgjamazov and A. 1. Larkin, Phys. Lett. 26, 238 (1968.
the optimally doped films, the’(T) curves of these samples 12y. Matsuda, T. Hirai, and Komiyama, Solid State Comm@&8, 103

exhibit a distinct transition from a 2D Maki-Thompson  (1988.

mechanism for the scattering of the fluctuational pairs to a - Oh, K. Char, A. D. Kent, M. Naito, M. R. Beasley, T. H. Geballe, R. H.
9 P Hammond, A. Kapitulnik, and J. M. Graybeal, Phys. Rev3B 7861

Lawrence—Doniach mechanism and, as the temperature ap¢19ss.
proachesTc, to a 3D Aslamazov—Larkin mechanism. The T, A. Friedmann, J. P. Rice, John Giapintzakis, and D. M. Ginsberg, Phys.

. . . Rev. B39, 4258(1989.
closerT. is to 80 K, the more strongly is the fluctuation isy \yinzer and G. Kumm, Z. Phys. B Condensed Magey 317 (1991).

mechanism of the MT type suppressed, and it gradually give®¥H.-U. Habermeier, A. L. Solovjov, and V. M. Dmitriev, Physica235-
way to a LD mechanism. This behavior is probably due to 240 1959(1994.

. L A. Gauzzi and D. Pavuna, Phys. Rev5B, 15420(1995.
enhancement of the magnetic interaction in YBCO Supercoresy | Solovjov, V. M. Dmitrievy H.-U. Habermeic(er a?d I. E. Trofimov,

ductors asT.— 80 K, which can also result in an increase in  Phys. Rev. B55, 8551(1997).
the effective mass of the carriers. %W, Lang, G. Heine, P. Schwab, X. Z. Wang, and D. Bauerle, Phys. Rev. B
. : 49, 4209(1995.
With the results obtained we were able to carry out &ot 1o k. Takenaka, and S. Uchida, Phys. Rev. L@, 3995(1993.
comparative analysis of the measurements of the fluctuatioftG. M. Eliashberg, J. Supercond. 525 (1994.

. . . . 22
conductivity and Hall effect on YBCO films with different 5,5 £ Y/and. > (F:I'?ymi ‘;Z‘r’n’\‘-zf- ﬁrég(’lggés' Rew 7222(1987.
oxygen content, including a YBCO—PrBCO superlattice. Wezay ;. Hab(;rm’eier,'Appl_'Surf_pSCég‘ 204(1993.

showed that, in spite of the fact that the valueTgffor the  ?S. Hikami and A. I. Larkin, Mod. Phys. Lett. B, 693(1998.

. 26 i .
samples varies from 88 Ksample F1to 54 K (sample F, T 3':’;"("15;89 Theor. Phys39, 897(1968; R. S. Tompson, Phys. Rev. B
for all the samples the values,(100 K)=(3.33t0.03) 27y, g Lawrence and S. Doniach, Proceedings of the Twelfth Interna-
x 10718 s andC* = (1.82+0.02) were obtained, and the de- tional Conference on Low Temperature Physkgoto 1971, p. 361.

28 i
endence of the coherence length alongdiagis, £,(0), on S K. YiP, Phys. Rev. Bil, 2612(1990. . .
P 9 9 &c(0) W. Volz, F. S. Razavi, G. Quirion, H.-U. Habermeier, and A. L. Solovjov,

T, conforms to the general theory of superconductivity. This ppys. Rev. B55, 6631(1997.
result suggests that spin fluctuations and other possible typé%. Matsuda, T. Hirai, S. Komiyama, T. Terashima, Y. Bando, K. lijima,

f interactions of inarticl inaHT whil lar K. Yamamoto, and K. Hirata, Phys. Rev_.zE), 5176(1989. o
ofinteractions of quasiparticles in a SC, etoala ge31J. Sugawara, H. lwasaki, N. Kabayashi, H. Yamane, and T. Hirai, Phys.

degree determining the scattering mechanism for normal car-gey. g 46, 14818(1992.
riers at different oxygen content, have practically no influ-**w. Holm, O. Rapp, C. N. L. Johnson, and U. Helmersson, Phys. Rev. B

; : 52, 3748(1995.
ence on the mechanism for the superconducting pairings = LN Read, Phys. Rev. L&i8, 2691 (1987,

which is characterized by the value of . 34M. L. Horbach, F. L. J. Vos, and W. van Saarloos, Phys. Re#9B3539
A large value ofr, leads to small values of the coupling _ (1994.

; ; ; .~ 3D, Neri, E. Silva, S. Sarti, R. Marcon, M. Giura, R. Fastampa, and
constant\ ., for fluctuational pairs. This means that the in N. Sparvieri, Phys. Rev. B8, 14581(1998)

teraction of fluctuational pairs with the normal excitations, ;. g Bieri, K. Maki, and R. S. Thompson, Phys. Rev4® 4709(1991).
which substantially governs the pair-breaking processes, iEV. M. Dmitriev, A. L. Solov'ev(Solovjov), and A. 1. Dmitrenko, Fiz. Nizk.

- ; ; Temp.11, 374(1985 [Sov. J. Low Temp. Phyd1, 374(1985].
rather Weak_. T_hus at suff|C|_entIy hlg_h_ temperatures ther(_a is & Haage, 3. O. Li. B. Leibold, M. Cardona, J. Zegenhagen, H.-U. Haber-
strong possibility of fluctuational pairing. Based on the like- meier, A. Forkl, Ch. Jooss, R. Warthmann, and H. Kronmuller, Solid State
lihood that two types of carriers exist in a HTSC at Commun.99, 553(1996.

. . . 39A. L. Solovjov, H.-U. Habermeier, and T. Haa¢® be publishe
=200 K, viz., normal holes and fluctuational pairs, we have,, Doombés R. 2. Wingaarden. and R. Grigfsen pPhysiQB)?EMO,

proposed a possible mechanism for the transition from the 1371 (1904,

normal to the superconducting state in HTSCs. *'K. Semba and A. Matsuda, Phys. Rev5B 11103(1997.
423, Axnas, B. Lundqvist, and O. Rapp, Phys. Re\6® 6628(1998.

In closing the authors thank Prof. V. M. Dmitriev for “3M. Affronte, J.-M. Triscone, O. Brunner, L. Antognazza, L. Mieville,

luabl ts | di . f th It f thi M. Decroux, and Q. Fischer, Phys. Rev4B, 11484(1991J).
valuable comments In a discussion 0 € results o0 194p G, De Gennessuperconductivity of Metals and AllgyBenjamin, New

study. York—Amsterdam(1966.



108 Low Temp. Phys. 28 (2), February 2002 Solovjov et al.

4V, M. Dmitriev, A. L. Solov'ev (Solovjoy), and A. I. Dmitren-ko, Fiz.  %?K. Kawabata, S. Tsukui, Y. Shono, O. Mishikami, H. Sasakura, K. Yoshi-

Nizk. Temp.15, 356 (1989 [Sov. J. Low Temp. Phydl5, 200(1989]. ara, Y. Kakehi, and T. Yotsuya, Phys. Rev5B, 2458(1998.
46p_B. Allen, T. B. Beaulac, F. S. Khan, W. H. Butler, F. J. Pinski, and J. H.5%T. Timusk and B. Start, Rep. Prog. Phy®, 61 (1999.
Swihart, Phys. Rev. B4, 4331(1986. 54H. Ding, T. Yokoya, J. C. Campuzano, T. Takahashi, M. Randeria, M. R.

4'D. B. Tanner and T. Timusk, iRhysical Properties of High Temperature Norman, T. Mocchiki, K. Kadowaki, and J. Giapintzakis, Nat(tendon
Superconductors |l edited by D. M. Ginsberg, World Scientific, Sin- 382 51(1996.

gapore(1992, p. 285. 55T, Watanabe, T. Fuijii, and A. Matsuda, Phys. Rev. L28&.2113(1997).
48Z. Schlesinder, R. T. Collins, F. Holtzberg, C. Feild, S. H. Blanton, U. 56M. Suzuki, T. Watanabe, and A. Matsuda, Phys. Rev. L&2. 5361

Welp, G. W. Crabtree, Y. Fang, and J. Z. Liu, Phys. Rev. L&%. 801 (1999.

(1990. 57]. 0. Kulik and A. G. Pedan, Fiz. Nizk. Temf4, 700(1988 [Sov. J. Low
49C. Carballeira, S. R. Curras, J. Vina, J. A. Veira, M. V. Ramallo, and F. Temp. Phys14, 384 (1988].

Vidal, Phys. Rev. B63, 144515-1(2002). 58p, W. Anderson and Z. Zou, Phys. Rev. Lé&®, 132(1988; P. W. Ander-

503, R. Engelbrecht, A. Nazarenko, M. Randeria, and E. Dagotto, Phys. Rev. son, Phys. Rev. LetB7, 2092(1991).
B 57, 13406(1998.
5y, J. Emery and S. A. Kivelson, Natuféondon 354, 434(1995. Translated by Steve Torstveit



	109_1.pdf
	117_1.pdf
	123_1.pdf
	128_1.pdf
	136_1.pdf
	140_1.pdf
	143_1.pdf
	73_1.pdf
	79_1.pdf
	85_1.pdf
	95_1.pdf
	99_1.pdf

