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Theoretical and experimental results are presented on the magnetic properties of insulating Van
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comparable to the characteristic energies of the Stark splittings20@2 American Institute of
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INTRODUCTION than the applied external magnetic field and leads to enor-

Van Vleck or polarization paramagnets comprise a rathef oS valuestup to several hundrgdof the paramagnetic
shifts of the NMR lines. This causes many interesting fea-

wide class of solid-state magnets that has been studied fora ™. ) . .
9 tures in the NMR of rare-earth ions, which accordingly can

long time. Van Vleck paramagnetism is as universal a mag- lassified h int diate betw di
netic property of solids as diamagnetism. It is caused by tth classilied as a phenomenon intermediate between ordinary
uclear magnetic resonan¢dMR) and electron paramag-

elastic deformation of the electron shell of an atom or ion b)}q . . ) . )
an external magnetic field, giving rise to an induced mag-ne'[IC freﬁonancél_EPR). This so;]ca::IlIe?I enh;m_cethMR S
netic moment. Thus, unlike orientational paramagnetismoneo the most important methods for studying the magnetic

where already-formed magnetic moments of atoms or jon§OPerties of Van Vieck paramagnétgVPs). The results of

are ordered in a magnetic field, Van Vieck paramagnetism i{1€S€ studies have been reviewed in Refs. 3-6. _
of a polarizational nature. The static magnetic susceptibility 1 he majority of crystals of intermetallic compounds with
of these magnets obeys a Curie law at high temperatures afi@n-Kramers RE ions have cubic symmetry, while the sym-
becomes constant at low temperatures. The quanturfPety of. crystals of msulatlng. compounds is ordinarily
mechanical theory developed by Van Vié@explains this 10wer; this leads to extremely high anisotropy of the effec-
behavior of the magnetic susceptibility by the absence of &V gyromagnetic ratio of the nuclear spins of Van Vieck
magnetic moment in the ground state of the itime elec- iOnS. Such anisotropy, which is not observed in ordinary
tronic ground state is either a singlet or a nonmagnetic douNMR, emphasizes further the intermediate character of “en-
blet) and the appearance of a contribution to the susceptibiltanced” NMR.
ity due to virtual transitions induced by the Zeeman Because of these features, VVPs can be used for cooling
interaction with the external magnetic field between thenuclear spin systemand for studying the effects of nuclear
ground and excited states of the ion. Van Vleck paramagnefhagnetic ordering at higher temperatures than in the case of
ism most often occurs in crystals containing non-Kramerrdinary nuclear paramagnéts.
rare-earth(RE) ions, i.e., RE ions with an even number of ~ Many insulating VVPs also exhibit the cooperative
electrons in the unfilled % shells (e.g., P?*, EW*, Tb®*,  Jahn-Telle(JT) effect, i.e., a change in the symmetry of the
Ho®*", Tm®"), where the crystalline electric field lifts the crystal lattice and the related lowering of the energy due to
degeneracy of the ground multipf&t™ 1L, leading to typi-  Splitting of the degenerate ground state of the RE®®AN
cal splittings of the Stark structure of the order of 10—100€external magnetic field has a substantial influence on the
cm 1. These splittings greatly exceed the energy of the REEeémperature of structural phase transitions in such systems
ion in the usual magnetic fields, so that the Zeeman effecnd can sometimes suppress such a transition completely.
can be calculated using perturbation theory. A clear exampl@oncentrated VVPs can also exhibit the so-called Davydov
of a Van Vleck ion is E&", with a ground statéF,, which  splitting—splitting of the states of a RE ion without a change
is separated from the first excited staFg by an interval of ~ of symmetry of the crystal lattice, due to magnetic dipole—
300 cmi 1. Because of this, at low temperatur@elow 100  dipole interactions between ions and to the interaction via the
K) the magnetic susceptibility of Bti compounds is inde- phonon field!°
pendent of temperature and has an appreciable value The magnetic properties of insulating VVPs have been
(~10"2 mole™ ). quite well studied in the region of low temperatures and
The isotopes'Pr, °°Tb, 1%Ho, and '®°Tm have a moderate magnetic fields, where the energy of the Zeeman
100% abundancéhe abundances of the europium isotopesinteraction is many times smaller than the characteristic en-
Iy and™¥u are 47.8% and 52.2%, respectiyend a  ergies of the Stark splitting. As we have said, the main
nonzero nuclear spin, and therefore compounds of these elgiethod of experimental study of these substances under such
ments posses nuclear as well as electronic magnetism. Tle@nditions is “enhanced” NMR®° Optical spectroscopy is
rather strong hyperfine interaction makes these substancest very informative because of the rather large inhomoge-
extremely interesting from the standpoint of studyingneous broadening, and ordinary EPR has been observed only
electronic—nuclear magnetism. The magnetic field induced ain impurity paramagnetic ions, which can sometimes intro-
the nucleus of the Van Vleck RE ion is many times greateduce substantial local distortions to the crystal lattice of the
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VVP. Further increase of the magnetic field leads to violation
of the conditions of applicability of perturbation theory,
which has been used in obtaining all of the theoretical results
concerning VVPs. It is impossible to sag, priori, what
physical effects will be observed in systems of this sort at
high magnetic fields.

Furthermore, it is of definite interest to determine
whether an rf paramagnetic resonance due to transitions be-
tween the lower sublevels of the ground Stark multiplet can
be observed in VVPs. It is clear from general arguments that
at high magnetic fieldésuch that the Zeeman energy is com-
parable to the characteristic energies of the Stark spljtting
the energy intervals between states of a Stark multiplegic. 1. Projection of the unit cell of TMES on a plane perpendicular to the
should depend on the value of the applied magnetic fielde axis (a); the nearest-neighbor environment of the*Tnion in TmES (b).
From this standpoint the theoretical studies of the influence
of high magnetic fields on the energy spectrum of a Van o - ) ]
Vleck ion and the experimental observations of the rf reso9roUP S, at the thulium ion positions. The unit cell contains
nance transitions are extremely topial? In the case of two _mole_zcules, and the nearest-neighbor environment o_f the
thulium compounds the frequencies of these transitions lie ifRE i0n is formed by two deformed tetrahedra of fluorine
the terahertz range. We also note that at moderate magneiRns- The distance between two nearest-neighbor thulium
fields the use of risubmillimetej EPR technique makes it 10NS 18~3.75 A
possible to investigate transitions between Zeeman sublevels
of the Stark structure of non-Kramers ions having a ground..2. Electronic—nuclear magnetism of insulating VVPs  (as
state in the form of either a doubt&t*® or a quasi-doublet illustrated by the case of TMES )
with a small initial splitting'>° As to VVPs, the submilli-
meter EPR spectra of H6 ions in KY3F;:Ho due to tran-
sitions between the ground state and an excited singlet st

at moderate magnetic fieldsp to 1 T) were studied in Refs. ¢\ aral review articled:® For illustration of the differences

20 and 21. in the behavior of the electronic—nuclear spin system of

This review is organizgd as fO”O_WS' In_Sec. 1_ the data ONy\ps at moderate and high magnetic fields, let us briefly
the structure and .me.lgnenc propernes of insulating VVPs "consider for the case of TMES the usual scheme for calcu-
moderate magnetic fieldat which the Zeeman energy of the lating the magnetization of rare-earth Van Vleck ions in a

RE lon 1s substann-ally I_ess than the vglue of the Stark,Sp“t'situation where perturbation theory is applicable. The Hamil-
tings in the crystalline fiel[dare summarized for the particu- tonian of an isolated Van Vleck ion can be written as
lar examples of thulium ethyl sulfate T®,H5S0,)5- 9H,0

and thulium double fluoride LiTmf Section 2 is devoted to H=H¢+Hez+Hnz+Hpr, (11
a detailed description of the theoretical and experimental réghere the HamiltoniarH,, of the crystalline electric field
sults which we obtained in studies of insulating VVPs at highgetermines the structuréhe so-called Stark structyref the

magnetic fields. The main results are stated in the Conclugjectronic levels of the ion in the absence of magnetic field.
sion.

The theoretical description of the magnetic properties of
insulating VVPs at moderate magnetic fields is based on the
e of perturbation theory and has been set forth in detail in

1. INSULATING VAN VLECK PARAMAGNETS AT MODERATE
MAGNETIC FIELDS

1.1. Crystal structure of some insulating VVPs

As typical examples of insulating VVPs, let us consider
thulium ethyl sulfate TC,H5S0Oy) 5 9H,0 (TMES and the
double fluoride of thulium LiTmf. The TmES crystal has a
rather complex but well-studied structure. The projection of
the unit cell on a plane perpendicular to the symmetry axis
is shown in Fig. 1a. The unit cell contains two molecules
(128 atomg and the two magnetically equivalent positions
of the thulium ions haveCs, symmetry. The nearest-
neighbor environment of the Van Vleck iogfFig. 1b] is
formed by nine @~ ions of water molecules, three of which
lie in the plane of the T/ ion while the other six form a
regular triangular prism. The distance between two nearest-
neighbor thulium ions is-7 A.

The double fluoride of thulium LiTmfhas a structure
of the scheelite typ€Fig. 2) with space groupi:ih and point FIG. 2. Crystal lattice of LiTmf.
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TABLE I. Crystal-field parametefin cm™ 1) in thulium ethyl sulfate TMES ~ TABLE II. Energy levels and wave functions of the $mion in the crys-

according to the data of Ref. 24. talline field in TmES.
B2o Bao Beo Bes Energy, em™!
130.5 ~65.0 -28.6 4273 Wave functions
Calculation .  ent
Xperimen
(Ref. 6 and perime (present study )
(Ref. 24)
present study)
The .magnepf: properties of RE ions are determined by the 304.1 302.5 0.707}+3) - 0.707-3)
relative position and wave functions of the Stark sublevels
arising on account of the crystal-field splitting of the ground 277.0 274.0 0.895] £ 4) — 0.446]%2)
multiplet 2571, of the free ion. The other multiplets ordi-
narily lie at an interval of the order of 810 cm™? from 220.6 - 0.697|+ 6)-0.17|0) + 0.697|— 6)
the ground multiplet, and the total splitting of the individual
multiplets is of the order of focm™ . The projection of the 214.2 - s} = 0.707|+6) - 0.707|-6)
HamiltonianH ., on the states of the ground multiplet in the _
case of TmES can be written in the form 199.7 198.9 |py,5) = 0.951£5) - 0.307|% 1)
H o= aByg03+ BB4g0%+ ¥(BeoO3+ BeeBY), (1.2 159.2 157.3 0.707)+3) + 0.707|-3)
wherea, B, vy are the Stevens coefficients and in the case of {115 110.9 0.446]+ 4) + 0.895|F2)
the Tn?™ ion (J=6) are equal to 1311, 2/3*.5.11%,
and—5/3*.7-112- 13, respectively; the operato®{ are op- 31.7 32.1 |d, ;) = 0.307|£5) + 0.952/% 1)
erator equivalents whose matrix elements have been tabt
lated in Refs. 22 and 23 for different values of the angular 0 0 0) = 0.12]+6) + 0.985/0) + 0.12]-6)
momentumJ; the crystal-field parametei8,, are given in
Table I.

In formula(1.1) the HamiltonianH ., describes the Zee-
man interaction of the electron shell of the ion with the ex-
ternal magnetic field and can be written as

Hy¢ reduces to a further splitting of the electronic—nuclear

states. Interestingly, the energy spectrum presented in Fig. 3

is reminiscent of the model spectrum considered in the

Hez=9jugH-J, (1.3  theory of nuclear magnetism for studying the coupling of the

nuclear and electronic spiR$2° This coupling is modeled by

artificially singling out a pair of spin&=1 andl=1/2. In

Van Vleck systems such a pair is singled out in a natural

way, and the spectrum in Fig. 3 can be regarded as the spec-

trum of an electron—nucleus pair wi= 1 andl =1/2 in the

presence of an initial splitting of the electronic states de-
Hnz=—y1iH-l. (1.4 scribed by the Hamiltoniah S? with A>0.

In accordance with what we have said, here and below we 1h€ €quilibrium magnetization per ion is calculated by

consider the!®®Tm nucleus, with spirl =1/2, so that it is the_standard methods of perturbation theory. The ion mag-

unnecessary to take quadrupole interaction effects into ad€tic moment operator,

count. This same circumstance allows us to treat the interac- M= —g;ugl+ y,Al=M;+m,, (1.6)

tion Hamiltonian of the nuclei with the electron cloud as . . . .

only a contact hyperfine interaction with an interaction con-'S averaged with the density matrix

stantA;: exp(— BoH)

Hpi=A,Jl. (1.5 P Trexp— BoH)’

In the TmES crystal the lower level of the RE ion
Tm3* (3H,) in the crystalline electric field is a singlet. The

energy levels and wave functions of the ¥mion in the A, > —@
1,2 e —
_{T

where ug is the Bohr magneton] is the electron angular
momentum operator, arg} is the Landefactor. The interac-
tion of the nuclear magnetic momeny,(is the gyromagnetic
ratio of the free nuclgiwith the external magnetic field is
described in(1.1) by the Hamiltonian

1.7

absence of external magnetic field are listed in Table II.
At helium temperatures only the lower levels of the

ground multiplet—the ground singlet and the first excited N

doublet|d, ,)—are occupied, and therefore we can limit con- <

sideration below to only these energy sublevels. In an exter-

nal magnetic field that can be treated as a small perturbation,

the doublet|d; »), with excitation energyA~32 cm %, is |0>

split (see Fig. 3; the value of the splitting is denotedi&). __\_____@_

With allowance for the nuclear spin=1/2, each of the en- L

ergy states obtained is twofold degenerate, and the influenggg 3. piagram of the lower electronic—nuclear levels of a Van Vieck ion

of the nuclear Zeeman and hyperfine interactibhs and  with nuclear spin 1/2.
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whereBy=1/kgT is the inverse temperature. At temperatureswhere
that are not too Io_w and a'_[ moderate magnetic f|elds_the HoelA) = eXpA\He) (Hez+ Hz+ Hyp) eXpOAHep)
thermal energkgT is many times greater than the energies
due to the term#.; andHy¢, and one can use the initial =—gyugH-I(N) =y fiH-1 + Ayl -J(N).
terms of the expansion of the density matrix by the Kubo 7o the first order the electronic magnetization is given by
formula: 5o
P Mu=XH, Xap=0514 fo dATr{pod (NI}, (1.9
exp(— BoH) =exp(— BoHer) l—J dNHpe(N)
0 wherep, is the density matrix with the unperturbed Hamil-
Bo A tonianH,,. Calculations of the trace of the product of ma-
+f d)\lj dNoHped M) HpedXo) — ... |, trices in the representation in whid,, is diagonal, i.e.,
0 0 using the energy levels and wave functions from Table II,
(1.8  give the Van Vleck formula for the susceptibility:

o 2 Zilexp(= BoED{BoZi (I 3all " ){I" [34/1) +(113,C1 35+ I4C13411)}]

Xap=9iMB ; (1.10
2 exp — BoEp)
|
where twice-enhanced magnetism is especially noticeable at very
low temperaturesX ~kgT). Under this condition the calcu-
C— [m){m| (1.11) lation of the magnetization simplifies because of the fact that
ik E%— EIO’ | only the nuclear sublevels of the ground electronic singlet

, . 0 are occupied. The energy and wave functions of the nuclear
[1).[1") are states with the sam@nperturbedl energyE;.  myptiplet for | = 1/2 can be calculated using the spin Hamil-
For systems with a nonmagnetic ground state, as is the caggyian

in VVPs, formula(1.10 is also good at low temperatures
(A~kgT), where only the ground level is occupied. For the H=—vils +AJQJMB
ground singlet state in this case we obtain a temperature- ' V" %BT Ty 7

independent susceptibility: FH(L+ %)l - (114
=N a)l=— Y. .

0 _ 2,2 —
Xap=9318T ap: Taﬂ—<O|JaCOJB+‘]ﬁC°‘]a|O>' Here we have introduced the NMR paramagnetic shift tensor

11 ~ -
(113 a and the effective gyromagnetic ratio tengorThe Hamil-
The nuclear magnetization to the first order of perturbationgnian(1.14) can be rewritten in the form

theory is the same as usual:

Top|Hal g

Hy=—fiHYl=—yfiH', (1.19

1 . . e
mY=Z1(1+1)y*42BH, by introducing a so-called “enhanced” magnetic fight,
3 which in general has a different direction from that of the
but it can happen that the dominant contribution comes frongxternal magnetic fielt. In fact, as is seen from expression

the terms of second order: (1.15, the nuclear spin quantization axis Z coincides with
1 the direction of the “enhanced” magnetic field. The splitting
M2 ==y, iA,g el (1+1) of the nuclear_ do_uble_t for an arbitrary orientation of the ex-
3 ternal magnetic field is equal to
fiwg=yhH', H'=\JH'?, (1.16

Bo 81
Xf d)\lj AN Tr{po[J (A1) Ja(A2) . . .
0 0 and the electronic—nuclear stationary states can be written as

+J.(N1)Jp(N2)JHHg. 1\ HI-iH]| 1

- - . , 0D =N, |0} |+ =)+ —— - 2) |,
Simple calculations lead to the following expression for the 2 H.+H' 2

nuclear magnetization: (1.17)

24211 +1) A 102)=N,/0) 1>+ He +1>

7 ~ = Y . A L
=iV {2 == 3 |n, 2] a2

gamsnft

(1.13 whereN; andN, are normalizing factors. If the occupation

which corresponds to an “enhanced” external magneticfield.Of the other electronic—nuclear states is neglected com-

The contributions taM ,=Tr(pM) in the second and pIeter, then instead o(f1.1.7) one obtains the following ex-
third orders of perturbation theory are the magnetization inPressions for the magnetization:
duced in the electron shells by the nuclear moments. This M=m+M;, M;=My+M,, (1.18
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/ 16
_nh AsQup=~| H fiH
m|—7(1+ " T mtan%, (1.19 14L
My =g3udTH=X"H (1.20 grer
H=GgmuglH=Xx"H, . %10 i
AsdimB= 1 = = gt
M,= 7 TmIZEAJgJﬂBT & 8
Y =
g 6r
A9sme~| H yiiH’ % 41
X ——T|— . .
1+ Wh T H,tanhw (1.22 I nl
At high temperatureskg>7% wg) the nuclear magnetization 0 1 n

|
©
(=]

is described by1.13), as expected. The direction of; is in - 60 ‘%{’n 0 30 60 90
) S gle O, deg.
general different from the direction of the Van Vleck magne-
tization My . Usually M is much greater than all the other FIG. 4. Angular dependence of the value of the resonance field in the TMES
contributions to the magnetization of an ion, but, as wagrystal at a fixed spectrometer frequency of 7.5 MHz.
mentioned back in Ref. 27, at ultralow temperatures, when
the nuclear spin system is noticeably polarized even by a
weak mag_net?c field, the contribut!dm can be dominant. A J,) mixes into the ground singldD) only the high-lying
high polarization of the nuclear spin system means a S“bStagtate |s), whereas the transverse fielthe operatorJ,)

tial difference in the populations of the two nuclear SUbleVEISt:ouplesj 0) with the nearest excited state—the doulptht,).
of the singlet state of the Van Vleck ion. Later on, we shall ’

see that in high magnetic fields the electronic and nuclear

states are so strongly mixed together that it makes sense to

speak of electronic—nuclear states of the ion, and even at lok3. Some features of the behavior of the
temperatures of the order of 1 K the occupation of the twgtlectronic—nuclear spin system of the LiTmF , crystal

lowest electronic—nuclear states differ quite strongly, and in | the crystalline electric field of tetragonal symmetry in

this sense one can speak of a large polarization of thejTmF,, the lower multiplet levePHq (J=6) of the Tn#*

electronic—nuclear spin systefsee Sec. 24 ion is split into seven singlets and three doublets. The corre-
In the second-order perturbation theory used above, thgponding crystal-field Hamiltonian has the form

spin Hamiltonian of the'**Tm nuclei in the TMES crystal

can be written in the form . )
’ FH(L s \ sinosine) Her= aBagO3+ BBugOq+ B(B4O4 +iB4 404 ™)

== xSingcose+1y,sindsing . )
+7(BggOg+BeiOg+iBg 405 ™. (1.29
—vy,fiHl, cosé, (1.22

where 6 and ¢ are the polar angles of the magnetic field The values of the crystal-field parameters are given in Table
vector H in the system of principal axes of the tenspr  lll. The calculated energy levels and wave functions of the

NMR measurements on thulium in TmES at temperatures ofm®* ion for this Hamiltonian are presented in Table IV
1.6—4.2 K8 have shown that the parameters of the spintogether with the experimentally measured values of the en-

Hamiltonian(1.22 differ by more than a factor of 50: ergy levels. As we see from this table, in LiTpit low
temperatures the ground singlet and the first excited doublet
ﬂ=0.4802{5)kHz/Oe, are occupied, and so the situation in regard to the electronic—
2m nuclear states is identical to that discussed in detail above for
(1.23  TmES.
R =26.1210)kHz/Oe A characteristic feature of LiTmfis the rather strong
2m interaction of the 4 electron shell of the TR ion with

(in the LiTmF, crystal the analogous parameters have thedeformations of the crystal lattice, which gives rise to a giant
values 0.965 and 24.11 kHz/Oe, respectiyéfy’® Because magnetostriction? Therefore, for correct analysis of the en-
of the extremely high anisotropy of the effective gyromag-€rgy levels of the thulium ion in LiTmfin an external mag-
netic ratio the angular dependence of the resonance field atgtic field it is necessary to take the electron—deformation
fixed spectrometer frequency has a very narrow and sharpteraction into accounfsee the revievand Sec. 2.2 of this
peak(Fig. 4). Using the values of the effective gyromagnetic article).

ratio tensor(1.23), one can easily obtain from formu(a.14)

the principal values of the NMR paramagnetic shift tensor at

helium temperatures: TABLE Ill. Crystal-field parameters infcm 1) in the double fluoride

a= 0.3642), a, =73.23). (1.24 LiTmF, according to the data of Ref. 31.
The cause of this strong anisotropy of the susceptibility isPzo Bao Beo Bas By-s Bea Be-4
easily established from the form of the wave functions of the;g,4 _89.6 -406 -727 —6285 —328  —284

thulium ion (see Table Il a longitudinal field(the operator
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TABLE IV. Energy levels and wave functions of the ¥fion in the crystalline field in the thulium double fluoride LiTmF

Energy, cm™!
Calculation (Ref. 32| Experiment (Ref. 31 Wave tunctions
and present study) and 33)
437.6 — (0.18 - 0.18i)}-6) + (0.66 — 0.058)|-2) + (~0.52 — 0.394)]2) + (-0.06 — 0.25)6)
426.8 - (=0.06 + 0.650)—4) + (0.22 — 0.320)|0) + (-0.63 + 0.160)}4)
412 (0.64 + 0.550)-3) + 0.54]1}+(~0.03 — 0.025)5);
' (~0.006 + 0.037)-5) + (0.41 — 0.353)~1)-0.84]3)
2846 (0.006 - 0.03)]-3) + (=0.01 + 0.018)1)-0.995);
' (=0.77 + 0.620)-5) — 0.01}-1) + (0.02 + 0.024)[3)
371.8 363 (0.63 - 0.329)-4) + (—0.45 — 0.58%)|4)
321.5 319 (-0.38 = 0.59i)}-6) + (0.02 — 0.118)}-2) + (0.08 - 0.079)[2) + 0.7/6)
294.4 282 (0.14 = 0.649)}-6) + (=0.21 + 0.169)-2) + (0.26 — 0.024)[2) + (~0.46 — 0.467)|6)
60.61 56 —0.271-4) + (0.7 — 0.60)j0) + (=0.04 — 0.279)4);
311 31 Id,} = ~0.004]-5) + (~0.66 - 0.520)~1) + (0.1 — 0.53)[3);
) ld,) = ~0.54/-3) + (~0.64 — 0.554)|1) + 0.004il5)
0 0 [0) = (-0.06 = 0.09)46) + (=0.1 — 0.69)2) + (-0.53 — 0.461)-2) + 0.11[2)

Note The wave functions given in Ref. 32 have been refined in the present study.

2. INSULATING VAN VLECK PARAMAGNETS AT HIGH parameters,, are given in the discussion of formula.2).
MAGNETIC FIELDS For simplicity we shall for now neglect the hyperfine and
2.1. Energy spectrum of the Van Vleck ion nuclear Zeeman interactions, the influence of which will be

studied in Sec. 2.5. The eigenstates and the corresponding

. o i %igenvalues of the Hamiltonigi2.1) are found by numerical
of the Van Vieck iorfthe HamiltoniarH. in (1.1)] becomes diagonalization of a 1813 matrix @=6) for arbitrarily

comparable to the distances between energy levels of the =~ .. . . L
Stark structure, which is determined by the teig in (1.2), specified values and directions of the magnetic fieyd Fig

the perturbation theory usually used to calculate the maggre 5 shows the curves obtained for the field dependence of

netic characteristics of the Van Vleck ion becomes inappli-the energy levels of the Stark structure for a magnetic field

cable, and one is faced with the problem of how to investi—oriemaﬂon perpendicular to the crystallographic axisve

gate the influence of the external magnetic field on the state3e€ that high magnetic fields lead not only to splitting of the
of the Van Vleck paramagnetic ion. High magnetic fieldsStates and changgs in the intervals betwgen energy levels but
should alter both the energy intervals between levels of th@!SO to changes in the order of succession of the levels. At
Stark structure and also the form of the corresponding wav&elium temperatures the magnetic properties of the ion are
functions. The latter circumstance can lead to qualitativelydetermined by the lower levels: the singlg) and the first

new effects, since the strong mixing of the wave functionsexcited doubletd, ,), which is split by the magnetic field.
within the ground multiplet changes the selection rules forThe wave functions obtained by numerical diagonalization of
resonance transitions. We note here that, as before, we are
considering the ground multiplet, since the distance between
adjacent terms is usually tens of thousands of reciprocal cen-
timeters, much greater than the Zeeman energy of the ion.
From a fundamental standpoint our calculatidgtiee tech- ___’//
niques and results of which are described beloan be gen- 150¢

eralized without particular difficulty to include the mixing of ‘TE 100r
states of different terms by the magnetic field. However, cal- o

culations of that kind are rather awkward, and for a clearer ) ok

illustration of the effect of high magnetic fields on the prop- L‘I‘CJ’ d—;%’—f@/—

erties of VVPs we shall restrict discussion to the states of the

ground multiplet only. - 100F
For the Tn?" ion in the TMES crystal, the spin Hamil- -150[ —
tonian within the ground multiplet can be written as _200__\
H=He+Hoz= aBpgO%+ BB 100+ ¥(BeOl+ BgeOL) 0 50 100 150 200 250
Magnetic field, kOe
+9yugHoJ, 2.1

. L FIG. 5. Positions of the energy levels of the Stark structure of th&'Tion
whereJ=6, and the values of the Stevens COfoICI&ﬂI&%, (ground tern?Hg4, J=6) in the TMES crystal as functions of the magnitude

and vy, the operator®©y, and the values of the crystal-field of a magnetic field directed perpendicular to the crystallographic a¥is
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FIG. 6. Positions of the three lower energy levels of the ground multiplet Magnetic field, T

3H,¢ of the Tn?* ion in TMES in a magnetic fielth, L c. Also shown are

resonance transitions for a molecular gas laser line at frequency 1043.45G, 7. EPR spectra for the system LaES3fn{from Ref. 12. The inset
GHz and for different polarizations of the alternating fitdd under the  shows the experimental positions of the resonance lines and the theoretical
condition thatH,llx (Refs. 11 and 1R curves obtained with the use of the crystal-field parameters of ReH@4
ted curvegand the parameters “reduced” with allowance for the difference
of the ionic radii(solid curves.
the Hamiltonian(2.1) can be used to calculate the matrix

elements of arbitrary operators, including the angular mo- . )
mentum operators of the ion. Such calculations show that043.45 GHz we observed two EPR signals, corresponding

magnetic dipole transitions between the singlet state and tH@ transitions from the singlet state to one of the states of the
states of the doublet can be induced by an alternating ma xcited doublet, while for the other frequencies, because of
netic fieldH, with a suitable orientation. For example, if the limitations on the magnetic field strength of the supercon-
static magnetic field is assumed to be directed alongxthe ducting solenoid, we observed only the transition to the up-
axis, then an alternating magnetic field directed alongythe Per state of the doublet. The EPR lines had an approximately
axis will induce transitiongg)—|d,), while an alternating Lorentzian shape with a width of the order of 20 GHz for
magnetic field directed along theaxis (i.e., HollH,) will  transitions to the upper state of the doublet, and 30 GHz for
induce transitions to the other sublevel of the excited doulransitions to the lower state. Although the nuclear spin of
blet: |g)—|d,). The corresponding transition frequencies lie °Tm is equal to 1/2, the hyperfine structure of the EPR I|ne.s
in the far-infrared, and one can devise an experiment folv@s not observed because of the weakness of the hyperfine
observation of these resonance transitions with the use dftéraction. The difference in the intensities of the two EPR
far-IR laser sources. Figure 6 shows the positions of the thre1€s at 1043.45 GHzthe integrated intensity of the “low-
lowest energy levels of the Th ion as a function of the field” transition |g)—[dy) is smaller by a factor of 10 than
magnetic field strength and the transitions for a 1043.45 GHhat of the “high-field” transition|g)—|d,)) can be ex-
line of a molecular gas laséthe working medium of which  Plained by the fact that thg component of the fielcH,

was trideuteromethanol GOH). (which induces transitionm>—>|ql>) i; many times greater
than the x component (which induces transitions

|g)—1d,)), since the latter is directed along the waveguide
axis, i.e., along the direction of propagation of the radiation.
The inset in Fig. 7 shows the experimentally determined
For observation of the predicted rf EPR, crystals of lan-positions of the resonance lines and the theoretical curves of
thanum ethyl sulfate containing thulium impurity ions the transition energies calculated using the crystal-field pa-
(LaES:Tn?") and thulium ethyl sulfate TMES were placed rameters from Ref. 24dotted curves We see that the cal-
inside a waveguide in the central part of a superconductingulated curves differ quite strongly from the observed depen-
solenoid in such a way thai,l c and the waveguide axis dence of the transition energies. Much better agreement of
lay in the direction oH, (Ref. 12. For plane waves propa- the theoretical curves with the experimental points is ob-
gating along the axis of the waveguide the latter conditiortained using the crystal-field parameters for the concentrated
means that, 1 H,, but the propagation direction of far-IR TmES system after they are reduced in an identical way to
radiation in a waveguide does not necessarily coincide withieflect the difference in the ionic radii of T¥h and L&".
the waveguide axis, and so the direction of the alternating he best agreement is obtained for a 9% redudibe solid
magnetic fieldH, is not known precisely. curves in the inset of Fig.)7 which gives the following
To generate in the far-IR radiation we used a moleculavalues for the crystal-field parametem;,=118.8 cm !,
gas laser pumped by a G@ser: for lasing at frequencies of Byy=—60 cm !, Bgo=—26 cm !, and Bg=2388.8 cml.
1043.45 and 1181.587 GHz we chose trideuteromethandh zero magnetic field the splitting E between the singlet
CD;OH as the working medium, while difluoromethane state and the first excited doublet for these values of the
CH,F, was used for lasing at 1267.08, 1397.12, 1528.77¢rystal-field parameters comes out to be 28.9 tm
and 1562.66 GHz. Figure 8 (curvesl) shows the rf EPR signals of the
Figure 7 shows the rf EPR signals in a dilute LaES:Tm** ions in the TmES crystal at a temperature of 1.2 K.
Tm®* system at a temperature of 1.2 K. At a frequency ofThe complex structure of the signal should apparently be

20t
0

Energy, cm™!

-20

2.2. Radio-frequency EPR of thulium ions in thulium and
lanthanum ethyl sulfate crystals
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FIG. 10. Energies of transitions between the singlet state and the states of
the first excited doublet in the TMES crysta®)—data of IR Fourier
spectroscopy,[(])—rf EPR data, solid curves—calculation of Ref. 12.

Magnetic field, T

FIG. 8. EPR spectrurfil), integrated spectrurt®), and “direct” absorption
spectrum(3) in the TMES crystal at frequencies of 1043(4band 1397.12
GHz (b) for Hy Lc and a temperature of 1.2 rom Ref. 12.

state and the unsplit doublet state, with a transition energy
AE=31.3 cnmi , in good agreement with calculations of the
Stark structure, optical studies, and the results of “en-
hanced” NMR? In magnetic fields above 2 T applied per-
endicular to the crystallographic axdisthe absorption line

& split, in complete agreement with our calculations pre-
sented in Sec. 2.1. In higher fields an additional absorption
line rises in the spectrum, at an energy of 49 émthe
({;osition of which is initially independent of the magnetic

attributed to the influence of spin—spin and spin—phonon in
teraction effects. As the temperature is raised, this comple
structure of the EPR signal becomes less and less noticeab
so that at 20 K the signals for both transitidgs— |d;) and
|g)—|d,) were completely structureless. The integrated
spectrum(see curve? of Fig. 8) is simpler for analysis. We
note that in this system the absorption of the alternating fiel
is strong enough that it becomes possible to measure direct
the absorption as a function of field without field modulation.
The integrated EPR spectrum correlates well with the “direc
absorption” signal measured in this wégurve 3 in Fig. 8).
From the rather asymmetric absorption lines obtained, w
can obtain a good estimate of the resonance fields.

For the transitiorjg)— |d,) an unexpected line splitting
was observed at frequencies of 1043.45 dadpecially
1397.12 GHz. This prompted additional studies of the ab
sorption spectra on a far-IR Fourier spectromég@ruker

ield. For this reason it is natural to attribute this line to some
Ibrational or phonon level. Vibrational energy levels close
to 49 cm ! were observed in the TmES crystal in Ref. 34.
tHowever, in magnetic fields above 6 T both the line of the
g)—|d,) transition and this line of the vibrational level be-

in to split, exhibiting a surprising “crossing—anticrossing”
behavior, the causes of which are discussed in detail in the
next Section. We note only that this behavior is most likely
due to the interaction between the #£lectron shell and
phonons in the TMES crystal.

T . ) N On the whole, we can say that the results of IR Fourier
IFS113y at liquid-helium temperatures in magnetic fields Upspectroscopy and rf EPR studies of the influence of high

to 10.53 T. The results of these studies are presented in Fi%agnetic fields on the energy levels of the Van Vieck ion
9. In zero magnetic field one sees only a single absorptioa/

i ding to a t ition bet the singlet m>" in a crystal are in good agreement with each other and
In€, corresponding to a transition between the SINgIet groun@yivy, the results of our theoretical calculatioffsig. 10. In

magnetic fields up to 6 T the states of the ion are well de-
scribed by the single-particle HamiltonigR.1), apparently

~ because of the rather large distance between nearest thulium
10.53T . . L .
WM’——W ions (7 A). In higher magnetic fields, however, the single-
particle approximation is invalid, and the splitting of the

L ~N W |g)—|d,) transition line, like the surprising “crossing—
=~ N VTV anticrossing” behavior, cannot be explained without taking

W the spin—spin and spin—phonon interactions into account.

4T ~\V Y ) 2.3. Radio-frequency EPR of thulium ions in LITmF 4
3T —~\ " % crystals

w‘_\/_ o~ As we have said, magnetostriction measurements on
1T LiTmF, single crystals in magnetic fields with inductions of

TN

2|5 e 3-5 4'0 4-5 5-0 515 2—4 T have shown that the field-induced deformations reach
£ 3 giant values of the order of 16 (Ref. 32. Therefore, the
nergy, cm theoretical study of the behavior of the energy levels of the

FIG. 9. Absorption spectra in the TmES crystal, obtained with the use of afhulium ion at high magnetic fields _requ"res se_lf-consistent
IR Fourier spectrometer fdfy L c at a temperature of 4.2 Krom Ref. 12. allowance for the electron—deformation interaction, the con-
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of a semi-phenomenological model of the crystalline field
agree satisfactorily with the data from measurements in

fieldsBy<6 T.

The presence of the electron—phonon interaction and the
rather strong spin—spin interacti¢the distance between thu-
lium ions in LiTmF, is nearly a factor of two smaller than in
TmES causes both the rf EPR line and the “direct” far-IR
) ) absorption line to acquire complex shagegy. 14). Never-
stants of which depend on the value of the applied magnetigyg|ess, the energies of the transitions from the ground sin-
field. Since the thulium ion in the LiTmfcrystal occupies et state to the states of the first excited doublet could be

positions with local symmetr§,, the position of the energy  jetermined; these data are shown by the unfilled symbols in
levels of the thulium ion depend on the direction of the Mag-rig. 13. As we see from Fig. 14a, the line shape of the rf

netic field in the plane perpendicular to the local symmetryepR jine of the TrA™ ions in the LiTmF, crystal is complex:
axis. If, in order to simplify the calculations, the variation of this, we believe, is due to transient processes in the spin—
the elastic constants with magnetic field is neglected, thegpin and spin—phonon interaction systems. Specially re-
the behavior of the lower energy levels of the ground mul-corqed EPR spectra of T ions at low modulation and
tiplet “H of the thU”U”l1 ion—theiglround sir?glété arlld the  sjow sweep of the magnetic field confirmed our conjectures
first excited doubletl’s, (30 cm %) and singletl’y (60 [see Fig. 14h Unfortunately, at this stage we are still far
cm “)—depend on the value and direction of the magnetiGrom having a complete understanding of all the processes
field Ho, as is shown in Fig. 11. Splitting of the non-Kramers {h4¢ determine the line shape, and this is a subject for indi-

doublet due to the dire¢Zzeeman interaction of the electron ;g studies of the rf EPR in concentrated insulating VVPs.
magnetic moment with a magnetic field perpendicular to the

symmetry axis of the crystalline field is possible only when

FIG. 11. Field dependence of the lower levels of the ground multitgt
of the Tnt* ion in a LITmF, single crystal for different orientations of the
magnetic field in the plane perpendicular to thaxis: along thex axis (a),

at an anglep= /4 to thex axis (b).

the doublet is mixed with singlet states, and this splitting is a 18

nonlinear even function of the field strength. The calculated

values of the corresponding splittings are shown by the dot- _ 15-

ted curves in Figs. 12 and 13. It turned out to be possible to ' ol & o
measure in the luminescence spectra the splitting of the lines ° ° ° ©o
corresponding to the transitioR1(3H,)—T'3,(°Hg) from 9 9r A

the ground sublevel of the multipléH, in a magnetic field 3 A . -

applied perpendicular to the symmetry axis of the crystal, as 2 °.

a function of the magnitude and direction of the field in the woost o

basal plane at a temperature of 4.2%The results of the | _A~ o . . .
measurements are shown in Figs. 12 and 13. The measured 0 2 4 6 8 10 12

values of the splittings differ from the corresponding charac-
teristics of the spectrum of an isolated RE ion in a magnetic

Magnetic field, T

FIG. 13. Splitting of the doubldf§4(3H6) as a function of the magnitude of

field because of the linear interaction of the non-Kramers,
doublet with the deformations,,—e,, ande,, induced by
the field in a concentrated paramagrtethe calculated val-

he magnetic fieldH, for an orientation of the field in the basal plane at an
angle of 342° to th¢100] axis, according to the EPRY) and luminescence
(@) data.
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a paramagnets CgHRef. 40 and CeC] (Ref. 41 and in the
Ising ferromagnet LiTbl (Ref. 42]. If the magnetic field
and temperature are such that ordering of the magnetic mo-
ments of the RE ions in the external field can occur, then
because of the strong spin—orbit interaction this will also

2 lead to ordering of the multipole moments, which, in turn,
causes changes in the phonon spectrum even in the absence
- ; of the cooperative Jahn—Teller effect. In particular, splitting
of the twofold degenerate phonon states in a magnetic field
2— 4 6 8 0 has been observed by the methods of Raman and IR

spectroscopy™#2this splitting is described by the expression

gueB
kT /)’

b Aw=Aa)Stan|‘( (2.2
whereg is the g factor of the electronic ground state, and
Awg is the maximum value of the splitting. Furthermore, in
M« the compounds mentioned an “anticrossing” effect between
! the optical phonons and excitations in the systemfoékec-
trons was observed. Thef 4lectron—phonon interaction is
also manifested in RE compounds, where the ground elec-
tronic state is a nonmagnetic one. For example, splitting of
- the twofold degenerate phonon states in a magnetic field and
0 5 2 6 g 10 collective 4f-electron excitations of the Frenkel type have
been observed in the VVP PrfRefs. 43-4%h

Let us consider the effect of a resonance interaction be-
FIG. 14. Radio-frequency EPR spectrd and direct IR absorption spec- (WEEN 4 electrons and optical phonons in TmES. The
trum (2) in the LiTmF, crystal at a frequency of 1397.1186 GHz in a electron—phonon interaction in ethyl sulfate crystals has also
magnetic fieldH, perpendicular to the axis, at a temperature of 1.3 (8); been the subject of earlier studies and is manifested, e.g., in
EPR spectrum of TAT ions_ in_a LiTmR, crystal at a low modulation and 5 effective exchange interaction between the Kramers RE
slow sweep of the magnetic field). ions Cé" via the phonon field under pressdfdn Sec. 2.2
we presented our results on the first observation of electron

Another extremely interesting manifestation of the parar_n_agnetic resonance_and IR absorption in TmES_due to
strong electron—deformation interaction in thulium fluoride (ransitions between the singlet ground state and the first ex-
crystals is the presence of magnetic-field-indugedfields cited doublet of the Van Vleck ion T in magne.tlc fields _
around 5 T structural phase transitions, which were ob-Up to 10.5 T. In the IR absorption experiments in magnetic
served in Refs. 37 and 3@&imilar magnetic-field-induced fields above 2 T an additional absorption line appears around
structural phase transitions were observed in TmirCRef. 49 ¢ * (see Fig. 9, the position of which is independent of
39). However, since the physical features of these phase traf?® magnetic field in fields up to 6 T this line was attributed
sitions are still the subject of intensive investigation, thesd® & Phonon level. In fields above 6 T the additional phonon

questions will not be considered in this review article. line and a line corresponding to a transition in the Stark
structure of the Tri" ion from the singlet ground state to

one of the states of the nearest doulftee degeneracy of
which is lifted by the magnetic fie)Jdbegan to split, leading
2.4.1 Electrorphonon interaction in insulating Van to surprising “crossing—anticrossing” behavior in fields of
Vleck paramagnetsElectron—phonon interaction effects in around 8.5 T(Fig. 10. This was also manifested in a rather
RE compounds have been studied for a long time nowcomplex structure of the EPR spectrisee Fig. 8 This sort
Among the various manifestations of the interaction betweemf behavior cannot be described without taking the spin—
optical or acoustic phonons and localizetl dlectrons it is  phonon and spin—spin interactions into account. In Ref. 47
necessary to recall, first of all, the cooperative Jahn—Tellewe proposed a simple model describing the “crossing—
effect—a phase transition observed in certain RE zirconsanticrossing” behavior in terms of a resonance interaction
pnyctides, and spinefsThis phase transition consists in the between the # electrons and optical phonons; good agree-
“freezing in” of a static deformation of the crystal lattice and ment with the experimental data was obtained.
a simultaneous orientation of the electric and magnetic mul-  2.4.2. Model Hamiltonian of the problerfhe effect of
tipole moments of the RE ions and can be considered to bkigh magnetic fields 5 T) on the Stark structure of the
the result of an indirect interaction of the RE ion via the Tm®* ion in the TmES crystalground term®Hg (J=6))
phonons. was investigated in Sec. 2.1. At helium temperatures the
Another effect of the interaction between multipole mo- magnetic properties of the ions are determined by the three
ments of the RE ions in the ground state and optical phononi®west levels: a nonmagnetic singlgb and the first excited
is observed in a number of RE trifluorides and trichlorides indoublet|d; ,), split by the magnetic field. Since the distance
an external magnetic field at low temperatufesy., in the  between|g) and|d,),|d,) in such magnetic fields is more

Magnetic field, T

2.4. Coupled 4 f-electron—phonon excitations in TmES
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FIG. 15. Field dependence of the magnetic moments ofdhe|d,), and FIG. 16. Energies of elementary excitations in the TmES crystal as a func-
|d,) states of the TR ion (solid curvey and the average magnetic moment tion of magnetic field: ©)—experimental data from far-IR Fourier

of the Tn?* ion atT=4.2 K (V) and 30 K (A) (from Ref. 47. spectroscopy? dotted line—energy of the transitidg)—|d,) in the system
of Stark levels of the Tm'" ion (the functione(B) in Eq. (2.3b), solid

curves—calculated spectrum of coupled-@ectron—phonon excitations
1 . ... (27 (from Ref. 47.
than 30 cm* (=45 K), only the ground singlet is signifi-

cantly occupied aff=4.2 K. We see in Fig. 15 that the

magnetic moment of the T# ion at 4.2 K is determined

completely by the magnetic moment of the singlet statea function of the magnetic fiel8. In the IR absorption ex-
while at 30 K, for example, the contribution of the excited periments at helium temperatures the single-particle excita-
doublet states is substantial. Transitions to the sublevels dfons appear only at the Brillouin zone center0), so that

the exchange doublet can be induced by an oscillatory magwe drop the summation over wave vectord233g and use
netic field having a suiltgble direction with respect to thethe Hamiltonian

'?xternal magn_et|c field? The depende_n(_:e of the polariza- Hy=s(B)a*a, (2.3b
ional magnetic momentdue to the mixing of the wave
functions of the states of the Stark structure as a result of th@here the functiore(B) is found from experimentsee the
Zeeman interaction with the external magnetic fiedd the  dashed line in Fig. 16

magnitude of the magnetic fieBy, for each of the statdg), The rise of the phonon lin@9 cm 1) in magnetic fields

|d;), and|d,) of the Tn?* ion is shown in Fig. 15. It is above 2 T is due, we believe, to growth of the polarizational
clearly seen that the values of the magnetic moments in thmoment of the Tri™ ion and is one of the manifestations of
ground singlet state and in the excited doublet states are dithe 4f-electron—phonon interaction. Specifically, either a
ferent. This means that the transition of the *Fmion from  rather large polarization moment in the singlet ground state
|g) to |d;) or|dy) is accompanied by a change of the mag-can lead to “freezing in” of the static deformation and the
netic moment, and each such transition can be treated asappearance of localized phonons or these phonons appear as
transition in a two-level system. Thus, if it is additionally a result of a reorientation of the magnetic moment of the ion
taken into account that, according to Ref. 48, the lifetime ofwhen the alternating magnetic field induces a transition of
thulium ions in excited states is rather short, it can be asthe ion from the singlet state to a state of the excited doublet
sumed that under the experimental conditions of Ref. 12 thésee Fig. 15; the magnetic moments in the stiggésind|d,)
number of ions in the excited statel ) and|d,) is small, so  are of opposite signThe answer to the question of which of
that one may use the “elementary excitations” representationhese two mechanisms is operating can be given by experi-
and introduce two types of mutually noninteracting excita-ments investigating the dependence of the energy of the pho-
tions, corresponding to each of the excited states of the douon line on the amplitude of the alternating magnetic field
blet. Since “crossing—anticrossing” behavior was observedon the intensity of the irradiation of the crystal by a laser in

in the experiment for the phonon line and the transifigh  the far-IR rangeg Here, of course, the number of these
—|d,), we shall henceforth limit consideration to only one phonons depends on both the number of thulium ions in the
type of elementary excitations corresponding to this transiexcited state and on the value of their polarization moment.

tion and described by the Hamiltonian: Therefore, the phonons can be described using the following
Hamiltonian @=0):
Hyo= B)a_ a,. 2.3
d2 % eq(B)agag (.33 Hon=(w—u(B))b"b, 2.9

Here ag anda, are the Bose creation and annihilation op-whereb™,b are the creation and annihilation operators for
erators for excitations with wave vectqr(Bose statistics are phonons with energyy=49 cm !, and the functior(B)
chosen on considerations that the stdggsand|d,) of the  plays the role of the chemical potential and can be approxi-
“two-level” system can be described with the use of an ef-mated by the first term of the series B u(B)~ uo+ #B.
fective spinS=1/2, and in view of the smallness of the num- The parameterg,, and » are found from the condition of
ber of excitations the Holstein—Primakoff transformation canbest agreement of the theoretical calculations with the ex-
be used &4(B) is the spectrum of elementary excitations asperimental data.
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The interaction between T ions and localized vo=05cmy; u;=0.04 cmi YT;
phonons is represented in our formalism by the Hamiltonian
r1=0.008 cm-1/T.

Hin=u(B)a'b+u*(B)ab"+»(B)a"b"+»*(B)ab, It is seen from the experimental curves that, in addition
(2.9 to the two branches of coupled excitations, there also appear
a purely phononic absorption line and an absorption line due
to the transition|g)—|d,) in the system of thulium ions.
This “crossing—anticrossing” behavior is unsurprising for
the TmES system. The symmetry group of the crystal con-
tains the inversion operation, so that the phonon branch is
The interaction parametersy, Uy, vy, and v, are also twofold degenerate. The unit cell of the crystal contains two

3+ ; :
treated as adjustable parameters and are found from the coh™  i0ns, and the equivalence of these two ions can be
dition of best fit of the calculations with the experimental Partially broken by a sufficiently high magnetic field, since
data. the interaction of the ions with the magnetic field depends on

Thus the model Hamiltonian describing the system carjl orientation o, relative to the local symmetry axes of
be represented in the form the ion, which have different directions for the two $m
ions in the unit cell.

We note in conclusion that the simple model proposed

H=Hg,+ Hppt Hin=s(B)a"a+[w—u(B)]b"b for the description of coupled f4electron—phonon excita-

+u(B)a*b+u*(B)ab'+v(B)a*b™ + v(B)ab. tions is, of course, a first approximation to the real situation.
The complex structure observed in the EPR sp&ctannot
27 be explained in the framework of a model of noninteracting

2.4.3. Coupled4f-electron-phonon excitations.The  €xcitations in the system of TH ions. This structure quite
problem of finding the spectrum of excitations in a systemlikely corresponds to Davydov splitting and the onset of
consisting of two types of mutually interacting bosons andcollective magnetic moments as a result of the
described by Hamiltoniaf2.7) can be solved by the standard 4f-electron—phonon interactioas to the possibility of ob-
methods of the theory of Green’s functicfi$°We construct ~ serving Davydov splitting in VVPs, see, e.g., Ref).18n-
the equations of motion for the commutator Green’s func-Swering these and other questions will require additional ex-

where a linear approximation is used for the functioB)
and »(B):

U(B)ZUO‘I'UJ_B, V(B)=V0+ VlB. (26)

tions periments, e.g., by the method of IR Fourier spectros¢apy
a function of the irradiating power on the crystahd by the
method of neutron spectroscopy, to obtain more information
Gi=((ala’)), G=((bla")), P - | | '

about the magnetic properties of the coupled excitations.

However, there can be no doubt about the fact that coupled

Gs=((b"[a")), Gs=((a"[a™)) 4f-electron—phonon excitations have indeed been observed

in the VVP TmES. Moreover, we see in Fig. 10 that in fields

and obtain a closed system of linear equations, for which Onabove 11 T the absorption line correspond'ing o the transi-
’ fion |g)—1|d;) “crosses” both the phonon ling49 cm )

can find an explicit form of the Green’s functidd;. The
o . . and one of the branches of couplefi-dlectron—phonon ex-
spectrum of elementary excitations is determined by the

oles of the Green's functions. Ultimatelv. in the redion Citations, so that at such magnetic fields one should expect
P . : . n- 9 new branches of electron—phonon excitations to appear. Pre-
where the frequencies of the phonons and excited states L

. ) . . . > Iiminary measurements made by the present authas

the thulium ions coincide, the resonance interaction gives

rise to two branches of coupled electron—phonon excitations:

1 55} :
Ef4B)=5[(w—pu(B))+e(B)] o
+|u(B)[2+|v(B)|>= D, P T S S O
(2.9 °© R
= .o . ...:::8 ¢
1 2 451 ¢ REREEN
D=7 [(0—u(B)*~&*(B)I*+[(w—pu(B))*+s*(B)] g . AN
o8
401
X[u(B)|*+|v(B)[?]+4|u(B)|*»(B)|*
+2(Ju(B)[*+|v(B)[*)(w— u(B))e(B). sl ) l : ,
6 8 10 12 14 16
In Fig. 1_6 the experimental points from Ref. 12 are shqwn Magnetic field, T
along with the calculated curves obtained for the following
values of the fitting parameters: FIG. 17. Energies of elementary excitations in the TmES crystal as func-

tions of magnetic field. The data of IR Fourier spectroscopy in magnetic
1 1 1 fields up to 10.53 T are from Ref. 12 and the data at higher magnetic fields
mo=-—108; cm*; =0.17 cm*/T; uy=13cm - are from Ref. 51.
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higher magnetic fieldsup to 17 T with an IR Fourier spec- DR - ]
trometer confirm this hypothesisee Fig. 17. sl sl 70 5
2.5. Coupled electron—nuclear states in insulating VVPs E § 14} 90° 80°
As we have said, at a high magnetic fieB,(5 T) the (i 1ok 5121:50 60° 550
electron Zeeman interactidi.3) cannot be treated as a per- 2 %5 H,kOe
turbation. Moreover, a sufficiently high magnetic field will % N
cause distortion of the electron shell and a redistribution of E 5 _i.?
the electron density, inevitably altering the hyperfine field at g’
the nucleus and the hyperfine interaction constagtsHow- o
ever, taking the resulting change in the interaction constants

into account would unduly complicate the calculations, and 0 50 100 150 200

for clarity in setting forth the essential changes arising in the Magnetic field, kOe

prqpertles of the eIeCFromC_nUCIear S.pln SyStem_ Of. an INSUeig. 18. Field dependence of the frequencies of transition between
lating VVP under the influence of a high magnetic field, we electronic—nuclear sublevels of the ground singlet for different orientations
shall restrict discussion to Hamiltonigt.1) with the same  of the magnetic field with respect to the crystallographic axi$he inset
parameter values as were used in Sec. 1.1. Let us also meﬁl_ows the nogmo_notomc behav_lor of the transition frequency as a function
. 4 of the angled in high magnetic fields.

tion here the recent attempts*to go beyond the framework

of perturbation theory in analyzing the behavior of the

coupled electronic—nuclear spin system in the intermetalligpplicable and it is better to speak of electronic—nuclear sub-
VVP PrNis. levels. Figure 18 gives the field dependence of the frequen-

For studying the influence of high magnetic fields it is cjes of the transition between the electron—nuclear sublevels
necessary to do an exact diagonalization of Hamiltoniaryf the ground singlet for different values of the anglehar-
(1.1) by numerical means and to find the corresponding wav@cterizing the direction of the magnetic field relative to the
functions. This will make it pOSSible to calculate the matrix Crysta”ographic axi. We note two th|ngs First, at h|gh
elements of the operators of the electronic and nuclear spigagnetic fields with orientations close to perpendiciilar,
systems and to evaluate both the magnetic moment of thgr maximum mixing of the wave functions by the external
Van Vleck ion in any state and the total magnetization.  magnetic fielg, the transition frequencies approach the X

As an initial basis for the wave functions we can ChOOS%and typ|ca| of electron paramagnetic resonance. Second,
the 26 wave functions in the form of a direct prOdUCt of thenon”nearity effectS, manifested in nonmonotonic depen_
electronic and nuclear wave functions: dence of the transition frequencies in a given field as func-
tions of the angle, begin to appear. Figure 19 shows a plot
of this dependence in a magnetic field of 150 kOe.

As to the wave functions of the Van Vleck ion at high
magnetic fields, they are a complicated combination of
where M;=6.5,... -6 and m=1/2,-1/2 are the elec- gectronic—nuclear functions of the forf®.9). For example,
tronic and nuclear magnetic quantum numbers, respectively, 5 magnetic field of the same strengt60 kOg but di-
°Tm rected perpendicular to theaxis, the wave functions of the

1
[9=6M)[I=5.my), (2.9

The field dependence of the electronic levels of the
ion in TmES in high magnetic fields was investigated in SeCg|ectronic—nuclear sublevels of the ground singlet are a lin-

2.1 (plots of this dependence for the ground singlet and thear combination of the function@.9) with the coefficients
first excited doublet are given in Fig).@ et us first take up given in Table V.

the influence of a high magnetic field on the nuclear mag-"  ag we see from Table V. the wave functions of the

netic sublevels. We note that the use of the term “nucleag|ectronic—nuclear sublevels of the ground singlet at high

magnetic sublevels” in analyzing the influence of high mag-magnetic fields are not described 810 and, as a conse-
netic fields seems unfortunate to us, since, whereas at low

magnetic fields the energy spectrum of a paramagnetic ion

and the wave functions have the forms listed in Table Il, and 15
when the hyperfine and nuclear Zeeman interactions are
taken into account the electronic—nuclear wave functions can T
be represented in the form S 4ot
g
1 1 _ 3
|0)|+ =), |0)|—5)—for the ground singlet, g sl
2 2 =
(2.10
di |+ ! d ! for the first ited ' :
|dy o) 5/ |dy 2 5| —for the first excite 0 30 M 90

Angl :
doublet, etc., ngle 6, deg

. . . FIG. 19. Angular dependence of the frequencies of transition between the
so that one can indeed speak of nuclear sublevels, in highectronic—nuclear sublevels of the ground singlet in a magnetic field of 150

magnetic fields, as we have said, such a representation is niabe.
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TABLE V. Expansion coefficients of the wave functions of the electronic— 6
nuclear sublevel$0,) and|0,) of the ground singlet in a basis of direct
products of the electronic and nuclear wave functions in a magnetic field of
150 kOe. -
=3 4+
1 -
I=6M 7 7= % mp) l0,) [0, <
1 2
|6>|5> - 0.0414 - 0.0852
[ -%) 0.0847 - 0.0419
0
1 1 1 1
Y . - 0.022
R 0.0436 ? 0 50 100 150 200
ISy %) — 0.0889 0.0900 0.20 Magnetic field, kOe
1
4 -0.0111 0.0443
21 L 016
|4}~ 3 0.0226 - 0.0113 3
) o 012
|3)|5> 0.0055 0.0110 =
1 0.08
13- 5) - 0.0111 0.0053
1 0.04
2 - 0.0314 - 0.0621 |
[2)}- 1) 0.0634 - 0.0300 0 . - -
2 ' ' 0 50 100 150 200
|1>|_21_> 0.1722 0.3422 Magnetic field, kOe
1 FIG. 20. Field dependence of the components of the magnetic moment of
- 5) - 0.3486 0.1663 the Tn?™ ion in the TMES crystal for different orientations of the magnetic
1 field relative to the crystallographic axisat T=4.2 K: the componen#,
|0>|5) - 0.3545 - 0.7277 (a), the componenM, (b).
o)~ %) 0.7247 -0.3577
1 (04]3,/0,)=—0.0014, (0,|J,|0,)=0.0098;
05 0.1696 0.3493
| (04]3,]0,)=—4.5025, (0,|J,|0,)=—4.4498;
[ ) - 0.3455 0.1718
12 (01]3,/02)=0.0018, (04]J,]02)=0;
2R ~ 0.0309 ~ 0.0635 (04]1,]0,)=—0.3063, (0,|1,J0,)=0.3059; %1V
1
F2)-3) 0.0627 - 0.0313 (04]1,]0,)=-0.3952, (0,|1,]0,)=0.3955;
|—3)|%> 0.0055 0.0110 (04]1,]05)=0.3953, (04]1,/0,)=—0.3060.
-3y 1) — 0.0111 0.0054 Itis clea_rly seen from formulé2.11) that transitior_ls between
2 electronic—nuclear sublevels of the ground singlet can be
|_4>}1> - 0.0115 —0.0219 induced by an alternating magnetic field oriented either
21’ along the static magnetic field or perpendicular tgiie.,
|-4)- -2-) 0.0231 - 0.0105 parallel to the crystallographic axis). The frequencies of
1 those transitions lie almost in the X band of ultrahigh EPR
F5)k) 0.0477 0.0800 frequencies(see Fig. 18 and their probabilities are deter-
Ls I‘l — 0.0929 0.0375 mined by the matrix elements of the nuclear spin operator.
-5) 2> ) ‘ Our results on the spectrum of energy levels of the
|—6>|l) —~ 0.0389 - 0.0799 H_amiltonian (_1.1_) and the corresponding wave functions gt
2 high magnetic fields allow us to calculate many characteris-
I-6)- _1_> 0.0849 — 0.0415 tics of the Tni* ion. As a specific example we present the
2 results of a calculation of the field dependence of the mag-

netic moment of an ion in high magnetic fields for different
orientations of the external magnetic field relative to the
crystallographic axig. Figure 20 shows these field curves

guence, the matrix elements of the electron angular momerier the components of the magnetic mométalong thex

tum operatord and nuclear spin operatbrin a perpendicu-

and z axes (the latter coincides with the axis) at liquid

larly oriented magnetic fiel8 =150 kOe, for example, have helium temperature. At this low temperature only the

the following values:

electronic—nuclear sublevels of the ground singlet are occu-
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6 possible because of the static character of the hyperfine field.
Therefore, the application of the solid effect to this situation
means that it is necessary to transfer the electron shell into
41 the excited statéin this sense to “depolarize” it; see, e.g.,
the dependence of the magnetic moments of thé'Tion on
the external magnetic field in the TmES crystal in different
ot states, presented in Fig. )lapon the relaxation of which a
portion of the electronic polarization will be transferred to
the nuclear spin system on account of the hyperfine interac-
. . tion. As we showed in Sec. 2.2, such an excitation of the
0 30 60 90 electron shell is brought about at high magnetic fields by
Angle 8, deg. using laser radiation in the far-infrared. Here we note that the
b use of high magnetic field85 T) leads to a change of the
intervals between levels of the Stark struct(see Sec. 2)1
2 0.15 which is extremely important from an experimental stand-

Mxn Hg

point, since it lets one use an applied magnetic field to

= o.10l achieve coincidence of the separation between the ground
and excited levels with the energy of a given line of laser

radiation.

The use of high magnetic fields is also necessary to re-
duce the leakage of nuclear polarization due to nuclear spin—
lattice relaxation processes. Let us discuss this in more de-
tail. Crystals of VVPs contain paramagnetic impurities
(Er**, Yb®*, etc). Fluctuations of the magnetic fields of
FIG. 21. Angular dependence of the components of the magnetic momerthi€se impurity ions bring about a well-known nuclear spin—
of the Tn#* ion in the TMES crystal in a magnetic field of 200 kOe at |attice relaxation mechanisthwhose rate is proportional to
T=4.2 K: the componeni, (@), the componenM, (b). the factor 1-p3, wherep, is the polarization of the para-
magnetic impurity. At high magnetic fields the polarization
(of the impurity approaches unity, so that efficiency of this
channel for leakage of the nuclear polarization is substan-

0 30 60 90
Angle 8, deg.

pied significantly, so that the presence of an extremely hig
magnetic moment of the T ion is evidence of appre- ©
ciable polarization of the electronic—nuclear system. Fronfidlly reduced. o _
the curves shown it is clearly seen that the magnetic moment AS {0 the possibilities for polarizing the nuclear spins of
exhibits nonlinear behavior both as a function of the appliedn® Van Vieck ions themselves, the appearance of highly
magnetic field and as a function of its direction. The angulafMixed electronic—nuclear states in high magnetic figute
dependence of the components of the magnetic moMent Sec. 2.5 makes it me_an_m_gless tq speak o_f polanzatpn qf the
a magnetic field of 200 kOe is presented in Fig. 21. r?uclelar. subsystem individually in such fields. In this situa-
tion it is apparently more correct to speak of the overall

2.6. Dynamic polarization of nuclei with the use of magnetic polarization of the V"f}n Vle.Ck |”0n.
insulating VVPs In the framework of the “classical” approach to en-
] _ o _ hancement of the nuclear magnetism in V¥@se obtains
_ Systems with a high polarization of the nuclear spins argne following picture: because of the polarization of the elec-
objects of intensive research in both elementary-particle angon shell by the magnetic field and the hyperfine interaction,
solid-state physic® In comparison with the “brute force” 5 so-called “enhanced” magnetic field is induced at the po-

method(high magnetic fields and ultralow tempeggg%r&sa sition of the nuclear spin; this enhanced field differs from the
methods of dynamic polarization of nucl@DPN)>>° are

more accessible. One of the DPN methods is the so-called
“solid effect,” based on the transfer of polarization from 0=15°
impurity paramagnetic centers to the nuclear spin system. 0.04;
Let us consider a modification of this method for insulating 2
VVPs, in which the Van Vleck ions are located at sites of a A
regular crystal lattice and act as paramagnetic centers for the <
M

4

>

=

transfer of polarization to the nuclei.

The nuclear spins of the Van Vleck ions and diamagnetic
atoms of the crystal lattice are effectively coupled with the
4f electron shell of the Van Vleck ion by the hyperfine in-

90°

teraction. An external magnetic field induces a magnetic mo- 0.01 , L
ment in the electron shell in the nonmagnetic ground state. 0 40 80 120 160 200
However, the transfer of polarization from the electron shell Magnetic field, kOe

to the nuclear Spins of the Ilgands at low temperatlgﬂw' FIG. 22. Field dependence of the difference of the average value of the

mal energka_T less t_han the energy interval betwﬁen_ the  magnetic moment componekt, of the thulium ion in the TMES crystal at
ground and first excited states of the Van Vleck)idim- T=1 K from the value of this component in the LS stésee text
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external applied magnetic field in both magnitude and direceount of the selection rules for the matrix elements of the
tion. This enhanced magnetic field can be treated as a quamagnetic moment. It follows from these plots that the direc-
tizing field, and one can write the corresponding nuclear spition of the total magnetic moment vector of an ion at zero
Hamiltonian with spin 1/2(nuclear, because it is assumed temperatureM, 5, does not coincide with that of the mag-
that the electronic state, a singlet, is not affected by the turnretic moment vecto{M) at finite temperature in the same

ing on of the magnetic fie)d Here it should be noted that
the eigenstates of this Hamiltonian are not pure states of the
real nuclear spin, i.e., states of the typm,=1/2) and
|m;=—1/2), but some linear combination of these states,
with coefficients that depend on the magnitude and direction
of the external magnetic field relative to the crystallographic
axis.

Upon an exact diagonalization of the total Hamiltonian
in an arbitrary external magnetic field we also obtain two
low-lying states(and only they are occupied significantly at
helium temperaturgsseparated by an energy interval. The
dependence on the magnitude and orientation of the external
magnetic field is shown in Fig. 18 in frequency units. As to
the wave functions of these two states, it is seen from Table
V that for the thulium ion in the TmES crystal they are
extremely complicated combinations of products of all the
electronic wave functions of the typé=6, M ;) and nuclear
wave functions of the typél =1/2, m;). The actually mea-
surable quantity—thetotal) magnetic momentM of the
ion—is not codirectional with the external magnetic field,
and the plots of the field dependence oftg andM, com-
ponents(the z axis is codirectional with the crystallographic
axis ¢, while thex axis is perpendicular to it; the angk
between the external magnetic field and thaxis is mea-
sured in thezx plane are shown in Fig. 20.

At a temperature of absolute zero only the lower of the
two levels—the lowest stat@.S)—should be occupied. We
shall call the higher-lying level the upper statdS). Then
the value of thex or z component of the magnetic moment,
My .Ls, is the limiting value for the given magnetic field.
At helium temperature a second high-lying level is also oc-
cupied, and as a result the components of the magnetic mo-
ment of the ion have valugdvl,,)) different fromM, ;) s.

The differences of these values fdr, at T=1 K are plotted
in Figs. 22 and 23 as functions of the magnitude and direc-
tion of the magnetic field. The nonmonotonic dependence
seen is characteristic for the compon&ht as well, but the
value of the latter component is substantially smaller on ac-

-0.02
m
1 -0.03
é- -0.04
< -0.05
, -0.06
‘:’:’_ -0.07
S -0.08
-0.09

0 40 80 120 160 200
Magnetic field, kOe

Polarization, A

Polarization, A

FIG. 24. Temperature and magnetic-field dependence of the polarization of
FIG. 23. Field dependence of the difference of the average value of théhe thulium ion in the TmES crystal, as defined by form(al12), for
magnetic moment componeht, of the thulium ion in the TmES crystal at different angles between the magnetic field direction and the crystallo-
T=1 K from the value of this component in the US and LS stéseg texk graphic axisc: #=0 (a), 30° (b), 60° (c), 90° (d).



Low Temp. Phys. 28 (3), March 2002 M. S. Tagirov and D. A. Tayurski 163

external magnetic field. The reason is that other energy levels The prediction of a substantial increase in the efficicency

(primarily US) are occupied. Thus a change in temperatureof the method of dynamic polarization of nuclear spin mo-

will lead to a change in not only the magnitude of the mag-ments of ligands with the use of insulating VVPs in high

netic moment but also its direction. magnetic fields is yet another reflection of the fact that high
In such a situation it seems more logical to characterizenagnetic fields lead to extremely substantial changes in the

the Van Vleck ion in high magnetic fields by the total mag- magnetic properties of insulating VVPs.

netic moment and a “polarization” defined exactly as in the  This study was done with the support of the Russian

solid effect, viz., Foundation for Basic Resear¢Brant 99-02-17536and the

Science Education Center CRDREC-007. One of the au-
= , (2.12  thors (D.A.T.) gratefully acknowledges support from the
NistNuys German Science FoundatioPFG, Grant Es 43/1151

whereN denotes the occupation of the corresponding state.

Then for a model system consisting of a thulium ion in ethylag-maji: dtayursk@mi.ru
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The semitransparent layéeloud of impurity condensate formed on the interface between
superfluid He 1l and the vapor during condensation of gaséblescontaining impurity water
vapor in a cell filled with superfluid helium at a temperatiire 1.5 K is transformed

over time into an oval iceberg with an average diameter-8f mm, suspended on the walls of

the glass cell under the surface of the liquid. Within the liquid helium, icebergs can exist

at temperatures abovig, as well. At a vapor pressui@= 150 torr over the surface of normal

liquid He | the temperaturd, at which intense decomposition of the icebergs occurs is

2.5 K. When the pressure is increased to 760 torr the tempergjurereases to 4 K. In an
atmosphere of gaseodsie the “dry” icebergs extracted from He Il &i~1.4 K decompose on
heating above 1.8 K. The decomposition of the icebergs is accompanied by the formation of

a fine powder(apparently amorphous icen the bottom of the cell; the volume of this powder is
nearly two orders of magnitude less than the volume of the initial icebergs, i.e., the total

water content in an iceberg s 10°° molecules/cr This estimate agrees with an estimate of the
difference of the density of an iceberg and the density of the surrounding liquithe

ratio Ap/p <0.1) from the results of observations of oscillations of the sample when
thermoacoustic vibrations arise in a cell filled with liquid He 1. In considering the structure of the
icebergs it can be assumed that in helium vapor over the surface of He Il,thanipurity
molecules agglomerate into clusters, so that the core of the impurity—helium water condensate in
He 1l (a gel dispersion systenis formed by water nanoclusters surrounded by one or two

layers of solidified helium, and the superfluid He Il filling the pores between particles serves as
the dispersion medium of the watergel. ZD02 American Institute of Physics.

[DOI: 10.1063/1.1468519

INTRODUCTION tions that exist today in basic science in the territory of the

i . o ~ former Soviet Union. This example can serve as inspiration
This article was prepared for publication in the specialg,, optimism and emulation.

issue of the journalow Temperature Physiaommemorat-
ing the 100th anniversary of the birth of L. V._Shubmkov, roperties of metastable impurity—helium samples that form
one of the founders of the Kharkov school of science and th hen a flow of gaseoufHe containing impurity water vapor
author of a series of brilliant experimental studies in the field,

. oo : o is condensed on the surface of superfluid He Il. Brief reports
of low-temperature physics. Shubnikov’s name is familiar to .

L . . . of the observation of a new form of water—a porous
the majority of physicists today from back in their studentim urity—helium condensate permeated with superfluid
years in connection with the study of kinetic phenomena ir‘\ﬂ| F dad - hp . | P q
metals in magnetic fielddhe Shubnikov-de Haas effe@nd elium—and a description of the experimental setup use to
fundamental studies of the properties of superconductors jgrepare t_h4e water samples have been published
magnetic fields. He is also remembered for studies of th@reviously: ,
properties of liquid and solid helium and later of crystals of ~ |t should be recalled that features of the behavior of
other rare gase&cryocrystals” in the modern terminology |mpur|ty—hel|um condensates were first observed by Savich
For one of the authors of this articll.-D.) acquaintance and Shalnikov more than 55 years agowas observed that
with these papers 20 years after their publication played athe properties and character of the interaction between impu-
important role in the choice of technique for investigating ity particles formed in the vapor over liquid helium depend
transport phenomena in solid helium. The volume of worknot only on the composition of the impurity but also substan-
that Shubnikov and his colleagues were able to accomplish &iglly on the properties of the liquid. For example, when
Kharkov in the 1930s during the brief perigtess than 7 gaseous'He containing an air impurity was admitted into a
years allotted to him by fate is indeed impressive. Espe-Dewar containing normal He(helium temperaturg>T,) a
cially now, when one can in all seriousness compare théog arose in the vapor over the He |, i.e., the impurity mol-
conditions under which that work was done with the condi-ecules of the gas were joined into small clusters. When the

In this paper we present the results of a study of the

1063-777X/2002/28(3)/7/$22.00 165 © 2002 American Institute of Physics
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liquid was cooled belowT, the fog disappeared, i.e., the the bottom of the gas-discharge tube and rapidly clogs the
transition from normal He | to superfluid He Il was accom- exit nozzle through which the helium vapor is blown. Fur-
panied by substantial changes in the size and rate of precipihermore, during preparation of a sample under a dense gas
tation of the clusters in the vapor over the liquid as well as injet on the surface of He Il and in the volume of the liquid,
the shape of the “flakes” formed in the volume of the liquid strong convective flows arise, leading to intense mixing of
through the agglomeration of clusters. Moreover, upon subthe liquid and possibly having a substantial effect on the
Sequent heating of the I|qU|d and the transition from He Il tOproperties of the impurity_he”um condensate formed.
He | the flakes, containing a hydrogen impurity, decompose€herefore, when doing a study of the properties of conden-
into.fine particles, with a “haloi’ forming above thg decom- gates of highly(watep or slightly (alcoho) polar liquids—*
posing flakes. These observatiomerved as a basis for the e replaced the dissociator with a wide glass tube of inner
development of modern methods of obtaining metallic nanoyigmeter 9 mm, the lower part of which was filled with su-

particles by the evaporation of a metal in liquid helium va- perfluid helium and served as a working cell for preparation
por. Judging from the data of electron MICroscope ¢ o sample

measurementSthe characteristic dimensions of iron nano- We were quite interested in making an attempt to ob-
clusters prepared in this way for use in experiments on th%erve the new form of condensed water at low

visualization of the distribution of Abrikosov vortices in
temperatures—a He-ll permeated porous water condensate—
type-ll superconductors ranged from a few nanometers to, . .
. which seemed to us very important for the development of
hundreds of nanometers, the average diameter of the pal:r)bth the condensed matter physics and natural sciences as a
ticles being 5—7 nm. pny

The next step in this direction was the development of awhole, since water is one of the most important substances

new technique for preparing metastable impurity systeméor life, e}nd the c!etectlon of traces of Wgter in one form pr.
containing molecules and atonffsee radicals of molecular gnother in the universe serves as an indicator of the possibil-
gases by blowing jets of gaseofide containing impurity ity of eX|ste.nce of life on distant planets. It followed from
molecules and/or atoms of a gas to be studied into superflui'® calculationt that even at room temperatures®mol-

He 11.78 A gaseous mixture containing 1—3% impurity was ecules in the saturated vapor over the liquid should join into
passed beforehand through a liquid-nitrogen-cooled galsclusters. The trapping of water clusters consisting of several
discharge tubédissociator and was admitted into a Dewar Molecules—linear isomeric chains of the tyfte,O)y for
containing He Il through a narrow aperture0.5 mm in  N<6 or three-dimensional “cages” faN>6—by drops of
diameter in the bottom of the tube. The distance from the exitle Il with a diameter of around 50 nm traveling through a
nozzle to the surface of the superfluid helium wag cm.  vessel containing water vapor was successfully observed in
The relative concentration of impurity atoms of the molecu-the experiments of Ref. 12. Unfortunately, the behavior of
lar gas, e.g., Blor D,, in the conical gas jet, with a sharp rim the water clusters upon the coalescence of the drops of He I
set against the surface of the liquid, reached 90%. The corwas not investigated thefé.However, based on the results
centration of nitrogen atoms in the nitrogen condensate in Hef Refs. 5—-12, it is reasonable to assume that individual mol-
Il was comparable to the concentration of iolecules. This  ecules and small clusters of,8 introduced into a working
was many times larger than the estimates made in theell with a flow of gaseou$He will agglomerate at the
monograpf as to the maximum achievable concentration ofyapor—superfiuid He Il interface into nanoparticles with di-
free radicals in a molecular matrix, which were calculatedmensjons of the order of several nanometers. It is known that
from the results of studies of the properties of samples preneytral impurity particlegexcept for impurities of alkali and
pared by deposition of the substance on a cold substrate i ajine-earth metalsn He Il are surrounded by one or two
vacuum, i.e., the change in the preparation technique qualjzyers of solidified helium. Therefore it is reasonable to sup-

tatlvsly taltgreid .thfe proi)_ertles tohf th? sa;mples gbtalnedt.. {)ose that the core of a porous impurity condensate accumu-
. p-to-date information on the structure and properties o ating below the surface of He Il will consist of water nano-
impurity—helium condensates formed in He 1l by molecular __ . L

. - . particles (nanoclustenssurrounded by a layer of solidified
and rare gases and an extensive bibliography on this topic

are given in Ref. 10. According to the data of x-ray studies,he“um' ds.mcizhthes.etsolldt p?mclels ar.l(:] the ﬁupterz]rflwd (Ij'q.w.d
in cold vapor over the surface of He Il the majority of im- surrounding them interact strongly with each other and ini-

purity molecules and atoms join together into clusters withf[Ially form a transparent gel-like layer of condensate, which

an average diameter of several nanometers, in agreemelﬁtsubseque.ntly transformed into a denser iceberg, it is natu-
with the measurements of Ref. 6. The average dimensions 6! t0 call this condensate watergel. o
the solid particles in impurity—helium condensates of rare ~AS compared to highly porous aerogel, which is widely
gases and nitrogen in He Il reach 2—6 nm. Judging from th&/Sed for studying the behavior of superfluid liquid in a re-
ultrasonic absorption, the characteristic sizes of the pores ifricted geometry, watergel and impurity—gel condensates of
these condensates are distributed over a wide range, fromolecular and rare gases in He Il have this essential differ-
~8 to ~800 nm. ence: the properties of the as-prepared impurity sample can
The technique of Refs. 7—10 for preparing impurity con-vary noticeably in time or with increasing temperature of the
densates, which has acquitted itself well in experiments withe Il; the size of the pores between solid particles varies
molecular and rare gases, turns out to be unsuitable for workever wide limits, from a few nanometers to several hundred
ing with substances whose triple point is much higher thamanometers, and the existence region of the sample is
the triple point of nitrogen, since the impurity condenses orbounded on the low-temperature side.
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more than 0.03 K in comparison with the initial temperature.
'T' The heat released in the condensation of the gas flow on the

; ——|||— = He Il surface (-5 mW) was removed through evaporation

9 of helium from the test tub2. For a mixture admission time

t<15 min the number of KD molecules entering the work-

ing cell was= 10?2 Here a significant fraction of the impu-

rity (more than 90% by our estimajesas condensed in the
upper part of the tube in the form of several individual ice
rings, separated by transparent bands. Apparently each of the

1 ring corresponds to ice of a different structure: it is kndtvn

that at the triple point ice has a hexagonal structure, while

3 when water is deposited in vacuum on a substrate cooled

below nitrogen temperatures a layer of amorphous ice forms.

The structure of the samples formed in the condensation of

water clusters on a substrate cooled below 4 K, to say noth-

5 ing of the surface of a superfluid liquid, had not been studied

previously.

6 In the optimal regime of admission of the gadK
~0.2 Torr,T~1.4 K) a gel-like layer(cloud) of condensate,
transparent to visible light, formed beneath the surface of the
liquid helium and slowly &£0.5 mm/min drifted downward
along the wall of the tube. Usually the admission was

FIG. 1. Diagram of the low-temperature part of the devite-Glass cell, stopped when the average thlckngss of the layer reached 3-5

2—outer test tube3—metal needle holding thermometefs—germanium ~ MM. At a constant temperature in the cell the cloud was

thermometer, 5—glass helium Dewar, 6—thermomechanical pump, suspended motionless at the walls at a depth-@&fcm be-
7—c_iifferentia| mgnometer8_—|ine for admission of the gaseous mixture, low the surface of the quuid. The form of the impurity

9—line for pumping out helium vapor from the Dewar. . .

sample was transformed over time {0 min from a cloud
with a shape that varied as it moved to a denser, judging

1. SAMPLE PREPARATION TECHNIQUE from the decrease in its transmission of light, practically im-

mobile “iceberg” of oval shape with an average diameter
The construction of the low-temperature part of the ap-|ose to the diameter of the tube-@ mm), suspended on the
paratus is shown schematically in Fig. 1. A gaseous mixturgya|is of the cell. The change in shape of one of the icebergs
containing around 3% 40 impurity molecules in*He is  in |iquid helium as the temperature was raised can be as-
admitted from an external filling systeginto the working  gessed from the series of photographs shown in Fig. 2. By
cell 1, which is made from a glass tube with an inner diam'repeating the admission, one can prepare 3 or 4 icebergs
eter of 9 mm terminated with an aperture 1.5 mm in diam-gtacked inside the cell, and the touching edges of the ice-
eter. The lower part of the tube is located in a glass test tubgergs do not stick together as the temperature of the liquid is

2. The device is placed inside a glass helium De#iaGer-  rajsed or when the icebergs are extracted from the He |I.
manium thermometerdand4 permit monitoring of the tem-

perature distribution along the cell and at the bottom of the
test tube. The test tube and cell can be periodically filled WIﬂ'Q EXPERIMENTAL RESULTS AND DISCUSSION
superfluid liquid from an external helium bath by means of a ) ) ) ) )
thermal pumps. GaseouéHe with a water vapor impurity is 2.1. Evolution of the |cebergs in superfluid He Il and in an
condensed on the He Il surface in the celBesides visual ~2MeSPhere of gaseous helium at temperatures below Tx
observations of the processes occurring in the cell as the At a constant temperatufe<1.6 K the shape of an im-
impurity accumulates and as the condensate is heated, tineobile iceberg in He Il remained practically unchanged over
progress of the experiment can be recorded by an externallgeveral hours. When the temperature of the He Il was raised
mounted video camera connected to a monitor and computeabove 1.6 K, the average diameter of the icebergs decreased
Before the start of the experiment the temperature of thenonotonically, and the icebergs became denser, judging from
liquid *He in the Dewar was lowered f6~1.4 K by pump-  the decrease in the transmission of light. This was accompa-
ing out helium vapor through a valM@ For monitoring the nied by rotations and displacements of the oval icebergs
rate of admission of the gas flow we used a differential ma€down into the volume of the cell as long as the lowest ice-
nometer7, which could be used to measure the pressurderg, if there were several, did not get hung up on the upper
difference between the gas in the tuband in the Dewab  end of the needle3 on which the thermometers were
and as necessary to connect the cell with the external heliumounted in the cell or on one of the thermometers before
bath for equalization of the pressures. Observations showe@aching the bottom of the cell, i.e., the average diameter of
that in the optimal regime of admission the pressure differthe icebergs gradually decreased frer® to ~6 mm.
enceAP between the cell and external Dewar wa8.2 torr, For comparison, we recall that in the case of impurity—
which corresponded to an average rate of admission of theelium samples of rare and molecular ga¥esising the
gas~1 cn/s under normal conditions. The temperature oftemperature of the He Il above 1.6 K was also accompanied
the He Il in the cell during the admission was elevated by ndy irreversible changes in the properties of the sample, in

N

a bl e N b0y 1Ny
N

< —He IL/
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impurity both inlets of the differential manometér(Fig. 1)
were connected to the external bath.
A still stronger flow of gaseous helium was observed as
the temperature of icebergs freshly extracted from the He Il
at T~1.4 K was slowly raisedthe icebergs were stacked
along the thermometer-holding nee@labove the surface of
> n - - the liquid layer remaining on the bottom of the gefs long
3 as the level of He Il in the outer test tuBewvas higher than
or touching the bottom of the cell, bubbles of the gas
i ‘ ‘ ‘ emerging from the aperture at the bottom of the cell would
| ' ! i ‘ l periodically come up through the liquid layer. When the level
it

of the liquid was lowered below the bottom of the cell by a
. small distancé0.5—2 mm from the upper aperture, a clearly
visible cone with a depth of 1 mm could be seen on the flat
s surface of the He I, indicating the existence of a strong gas
' jet emerging from the cell. At this time the temperature of the
icebergs, warmed by the external illuminator, increased
monotonically from 1.4 to~1.6 K, the indications of the
upper and lower thermometers inside the cell being practi-
cally the same. If the cell was again filled with He Il at a
temperature of-1.4 K, these observations were well repro-
ducible upon a subsequent lowering of the level of liquid
(although the icebergs did not float up behind the rising level
of He II).

When the level of He Il in the outer test tube was low-
FIG. 2. Temporal evolution of the shape of the iceberg in liquid helium. Theered further, the temperature of the icebergs and the gas sur-
top row shows a monotonic lowering of the He Il level in the cell at 5 hging them in the cell continued to increase monotoni-
T=1.4 K. An iceberg moves downward into the volume of the liquid in .
jumps (see the first frame In the bottom row, the three frames on the left Ca"y to T=1.8 K. Above 1.8 K the readmgs of the
were taken as the temperature in the He Il was raided T,), while the ~ thermometers began to diverge noticeably, the thermometer
two frames on the right show the evolution of the shape of the iceberg inthat was not in direct contact with one of the icebergs was
He | upon a slow increase in the temperature Meai2.3 and at a pressure  heated faster. In the temperature interval 1.8—2.2 K the ther-
close to the saturated vapor pressure. The times at which the frames were . . .
taken are indicated below each frame. mometer on which one of the icebergs rested registered sharp

temperature jumps with an amplituder ~0.3 K, accompa-

nied by decomposition of the icebergs. Above 2.2 K the gas

temperature inside the cell increased quite rapidlyxe4 K,

and here the readings of the two thermome8again coin-
particular, by growth of the ultrasonic absorption coefficientciged. The decomposition of the icebergs was accompanied
and by an increase in the average dimensions of the nangy the formation of a fine powdef@pparently, amorphous
particles forming the solid core of the porous condensatgicel3) \which collected on the bottom of the cell. The total
judging from x-ray measurements. The increase in the diygjume of the powder was nearly two orders of magnitude
mensions of the solid particles of the condensate was attriQags than the volume of the initial icebergs. From this it is
uted in Ref. 10 to an increase in the diffusion coefficient Ofeasy to estimate that more than 97% of the apparent volume
“He atoms in the layer of solidified helium around each iM-of an iceberg is made up of solid and liquid helium, i.e., the
purity particle and to surface diffusion of impurity molecules ota] water content in the volume of an initial iceberg was
or atoms, promoting the coalescence of small clusters intac 1 20 H,O molecules/crh
larger aggregates. Continuing the comparison with impurity—helium con-

As was mentioned in Refs. 1-3, upon a gradualD(1  gensates of rare and molecular ga€esie note that the
mm/min) decrease in the He Il level in the cell at a constantsammes of these condensates were not destroyed on heating
temperaturel <1.6 K over the course of a few minutes one j, gn atmosphere of gaseotide to T=7 K, and the subse-
can observe the top edge of an immobilely suspended icgquent decomposition of the samples was accompanied by
berg sticking up above the surface of the He Il. Then thesplimation of the impurity, i.e., the structure and existence
iceberg abruptly subsides and again becomes suspended bggion of these samples differ substantially from the corre-
low the surface of the liquid. We were able to observe up toponding characteristics for watergel. In addition to the dif-
six successive slips of an iceberg as the level of the liquidgrence in the composition of the impurity particles, this may

was lowered. .The at_)rupt slips of thg iceberg were accompgse due to the difference in the technique used to prepare the
nied by small jumps in the pressure in the célR<1 Torn,  jmpurity—helium samples.

but the temperature of the He Il remained practically un-

changed, i.e., the jumps were caused by the flow of cold gas _ o

from the surface of the sample, which was warmed by thé-2- 'ergs in the normal liquid

external light source. To decrease the amplitudes of these Observations of the evolution of the form of icebergs
pressure jumps at the end of the admission of the gaseousimersed in liquid helium showed that the icebergs can exist

22h52min  22h 54 min 22h56min  22h 58 min  22h 58 min

23h 12 min 23h 56 min 0h 04 min 0h 25 min 0Oh 29 min
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even at temperatures abovVg (see the last two frames in the Increasing the temperature of the liquid in the surround-
lower row in Fig. 3. Therefore, the decomposition of the ing test tube and in the cell abo¥g was accompanied, as a
samples of water condensate on heating in a gaseous atmuaie, by the onset of low-frequency-(10 Hz acoustic vi-
sphere aif=1.8 K cannot be attributed solely to the transi- brations in the working cell. Here the oscillations of the He |
tion of liquid helium in the pores from the superfluid He Il to level in the cell were accompanied by vertical oscillations of
the normal liquid He | state and, accordingly, to the nonuni-the iceberg resting on the upper end of the needle on which
form heating of the surface of the porous samples under ilthe thermometer8 were mountedFig. 1), i.e., the moving
lumination by the external source as a consequence of theormal liquid entrained the iceberg with it. The amplitude of
manyfold drop of the thermal conductivity of the liquid he- the oscillations of the liquid level in the cell reache3
lium in the pores. Moreover, it turned out that the temperaimm, while the amplitude of the displacements of an iceberg
ture T4 at which the rapid decomposition of the icebergs inwith a diameter of around 6 mm was1l mm. If to a first
He | occurs depends strongly on the vapor pres§uover  approximation we neglect the friction of the iceberg and lig-
the surface of the liquid. We recall that the density of liquid uid against the walls of the celan oscillating viscous liquid
helium is maximum at a temperature approximately 0.003 Kis flowing around the solid sphere resting on the needle
aboveT, , while the thermal conductivity of the normal lig- then from the ratio of the amplitudes we can estimate that the
uid is so small that when warm gas from the external supplyensity p, of the iceberg in He | af~2.4 K is slightly
is admitted to the outer bath the temperature difference alongigher than the density of the surrounding liquiip/p,
the liquid He | column at the bottom of the cell and at the =(p,—p.)/p_~0.01. The density of an iceberg can also be
surface of the liquid can reach2 K. This allows us to study estimated another way, assuming that at the instant it breaks
the existence region of the watergel in the normal liquid ataway from the substrate the force of gravity is counterbal-
different pressures. Observations showed that at a pressuaaced by the viscous forces; such an estimate leads to a ratio
P~ 150 Torr the rapid decomposition of the icebergs beginf\ p/p, <0.1. Both of these estimates agree in order of mag-
at T4~2.5 K, and when the external pressure is increased taitude with the estimate given above for the total water con-
P~760 Torr the temperature of decomposition of the ice-tent (<10°° molecules/c#) in the iceberg. Better than
bergs reache$ ~4 K. order-of-magnitude agreement of the estimates cannot be ex-
The results of a study of the existence region of thepected, since the iceberg diameter decreases by almost a fac-
watergel are presented in Fig. 3. The continuous curve on thier of 1.5, from~9 to ~6 mm, as the temperature of the
P-T diagram is the boundary of the existence region of lig-liquid increases from 1.4 to 2.4 K. Simultaneously with the
uid “He at the saturated vapor pressure. The black dots indehange in the visual volume the size of the impurity particles
cate the transition temperatufg of the liquid from the nor- can increase somewhat during thermocycling and, accord-
mal to the superfluid state at the different pressures. Thangly, the contribution toAp for the solid layer around the
triangles correspond to the temperatures of decomposition afanoparticles also changes, particularly since the solidifica-
the gel in gaseous heliuifi.8 K) and in the normal liquid. tion pressure of the liquid falls by almost a factor of two
The crosses connecting the triangles are shown as an aid fathen the temperature decreases from 2.4 to 1.4 K, and the
visualizing the existence region of the watergel. At the end oflensity of solid*He on the melting curve is approximately
the previous Section we pointed out that impurity—helium1.4 times higher than the density of superfluid helium at
samples of molecular and rare gases are not destroyed dne saturated vapor pressure.
heating to~7 K, i.e., the existence regions of the conden- In any of the estimates the density of the iceberg floating
sates formed by the molecular or rare gases and water vapor He Il is approximately 1.3 times lower than the density of
are markedly different. solid helium. It is unsurprising, therefore, that helium crys-
tals that are formed in the solidification of pure He Il which
has been compressed above 25 atm break away from the

1000 ; walls and fall to the bottom of the experimental cell, while
. / the icebergs are “suspended” beneath the surface of the
800 : 7 / liquid.
£ 600 . "
P Hell |+ Hel
2 400 E . * 2.3. Phenomena at the interface
. . / Vapor As a rule, the condensation of a gas flow was done at a
200 Z v constant or slowly loweringat a rate of< 10~ * mm/min) He
/ Il level in the working cell at a pressure differenceP
0 el ~0.2 Torr. The time of admission of the gaseous mixture for

1

N

3 4 5 preparation of a gel-like layer of condensaté mm thick
T. K did not exceed 15 min. Then the admission was stopped, and
FIG. 3. PT phase diagram, showing the existence region of the icebergsafter 10—15 min an |ceb_erg formed un_der the surface Of_ the
The solid curve describes the liquid—vapor transition at the equilibriumHe Il. When the preparation of several icebergs was required,
vapor pressure dfHe. The black dots indicate the transition region of the the process of gas admission was repeated. In this procedure
liquid from the normal to the superfluid state. The triangles indicate thea several-centimeter-lon ortion of the tube above the He II
temperatures at which the icebergs decompose upon heating in an atmo- . gp .
sphere of gaseod$le (1.8 K) and when immersed in He | at a pressure of surface remained transparent, although a frosty-looking band

150 torr and at atmospheric pressure. of ice appeared in the upper part of the glass tube.
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Photo 6 condensate is wet by the He Il much better than are the walls
21.13.56 of the glass cell or the ice granules that form on the walls
when the condensate, overheated by the light, decomposes.
Unlike an iceberg, which floats beneath the surface of the
liquid and interacts weakly with the walls of the cell, the
B Fhoto 7 layer of condensate that grows from the walls of the cell
W 21.13.50 along the interface at a high rate of admission of the mixture
does not move downward when the He Il level is lowered,
and the ice granules formed in the decomposition of the layer
are held on the surface of the glass walls and do not fall to
® Photo 8 the bottom of the cell.
21.14.03 When the rate of admission of the mixture was increased
further (AP>1 Torr) or when the interface was intensely
il A illuminated by a lamp in an attempt to improve the condi-
""" — et e tions for observation of the growth of the layer of conden-
=% | Photo4 Photo 9 . . .
. sate, it was observed that during the condensation of the gas
flow, gas bubbles form on the surface of the liquid in a man-
ner reminiscent of boiling on the surface of a superfluid lig-
uid. This can be explained by the formation and decomposi-
Photo 10 tion of a metastable layer of condensate, accompanied by the
21.17.01 release of a rather larger amount of gasetide. Simulta-
neously, ice granules appear on the walls of the cell, the
shape and disposition of which remain practically unchanged
o when the temperature is raised to 4.2 K and then lowered
. ) . . . _again.
o o e e e e e eI number of cases at high rates of admission of the
admission of the mixtureAP=0.6 Torr, T=1.4 K. The numbers on the IMpurity we observed the uncontrolled decomposition of the
frames indicate the time at which they were takbours.minutes.seconds ~ condensate layer at the interface, accompanied by strong
The _firs_t and last frames corres_po_nd t.o the vapor—H_e 1l inte_l(ﬁﬂipm;start of ressure jumps in the ceIA(P increased to 20 To},rwhich
ﬁ]demf; 'ﬁ'?é?gudrg:ﬁrﬁg ?; Eiltir?r"?;;?g’t;tféer the addition ofliquid into the celye, iy 4, expulsion of superfluid liquid together with the ice-
bergs found in it from the working cell into the test tub&.
Judging from the readings of the thermomet@m@nd 4, the
_ temperature of the liquid remained practically unchanged
At high pressures AP=0.6 Torp or for a prolonged  qyring this process. Extrusion of icebergs through an aper-
admission of the gaseous mixture, the shape of the interfaggre 1.5 mm in diameter at the bottom of the cell led to
in the volume of the cell, observed on the monitor, Varieddecomposition, and a fine powder appeared on the bottom of
noticeably with time. The initially flat interfacévapor—-He  the test tube2 in the superfluid He II, the volume of the
II) began to curve noticeably, i.e., the layer of condensatgqwder being much less than the volume of the initial con-
grew not only below the surface of the He Il but also alonggensate. After this the pressures in the cell and in the outer
the vapor-liquid interface. An example of the evolution of (a5t tybe were equalized, and He Il from the test tube again
the shape of the interface with time AP~0.6 Torr and a  |etyrned to celll.
constant temperature of the liquid 1.4 K'is shown in Fig. 4. A control observations showed, increasing the tempera-
The change in shape of the boundary indicates that a trangyre of the liquid to 4.2 K and cooling to 1.4 K had practi-
parent layer of impurity condensate, well wet by superfluidca”y no effect on the parameters of a powder created by
helium, is growing from the walls towards the center of theeytrysion, just as had been the case in the decomposition of
cell. If the pumpé6 (see Fig. 1is turned on and the He Il the jcebergs upon heating fivle or in the decomposition of
level is increased abruptly to the initial position, then thehe layer of condensate at the liquid—vapor interféice
interface, observed on the monitor, becomes flat agaigranules on the walls of the cgli.e., the decomposition of
(vapor—He Il boundany If the liquid level is lowered gradu- {he jcebergs is accompanied by a substantial change in the

ally, the curved meniscus reappears. If the liquid level issirycture and properties of the water samples.
dropped suddenly and a layer of “dry” condensate is ex-

posed and illuminated by the external light source, after sev-
: . CONCLUSION

eral minutes in the atmosphere of gaseous helitira con-

densate absorbs visible light much more strongly than the The main results of our studies of the properties of the

helium or glass and it therefore is heated fastastead of a  liquid-helium-permeated porous water condensate that forms

transparent uniform layer, individual granules of ice appeawhen gaseouéHe containing a water vapor impurity is in-

on the glass walls. When the liquid level is restored to itstroduced into a cell filled with superfluid He 1l @&~1.4 K

initial state, the interface again appears flat, but granules aire as follows:

ice which are formed in the decomposition of the layer can 1. At a low rate of admission of the mixturéP~0.2

be clearly discerned at the walls of the cell below the He IITorr) the as-prepared gel-like layé&loud) of water conden-

surface. Consequently, the metastable layer of impurity watesate beneath the surface of the He Il is transformed in a time

Photo 1
21.06.49

Photo 2
21.07.39

Photo 3
21.08.57

21.14.13

Photo5
21.13.19
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of ~10 min into a denser iceberg, having an oval shape withhree-dimensional “cages” of yD moleculeg’® each of

an average diameter close to the diameter of the dei  which is surrounded by a layer of solidified helium. The
mm) and suspended on the walls of the cell in the He llinteraction of these neutral complexes with each other and
volume. The shape of an iceberg remains unchanged at\gith superfluid He Il gives rise to a metastable porous con-
constant temperature<1.6 K. densate(waterge), the properties of which vary noticeably

This behavior is characteristic for gels formed in thewith changes in the properties of the surrounding medium. It
interaction of a finely disperse suspension with a surroundingollows from preliminary observations that the condensate
liquid matrix — a dispersion mediunsol—gel reaction formed upon condensation of a vapor of ethyl alcotel

2. As the temperature of the He Il is increased above 1.§veakly polar liquid at room temperatupeis still less stable
K, the volume of the iceberg decreases monotonically, as ighan the water condensate and can decompose even in He II.
manifested in a gradual shift of the iceberg downward along  The authors are grateful to Yu. A. Osip’yan for support
the walls of the cell, i.e., the structure of the sample carvf this research, to V. B. Efimov, V. B. Shikin, G. V. Kolma-
change smoothly as the temperature of the liquid is raised.kov, A. A. Levchenko, E. V. Lebedeva, and M. Yu. Brazhni-

One of the reasons for this may be the enlargement okov for helpful discussions and calculations, and to A. V.
the impurity nanoparticles and the decrease in the averagebkhov and V. N. Khlopinskii for technical assistance. This
size of the pores between the randomly packed particlestudy was supported in part by the Ministry of Industry, Sci-
similar to what was observed in the experiments of Ref. lOence, and Techn0|ogy of the Russian Federation as part of

3. The temperature interval in which icebergs exist dethe Government Science and Technology Program “Topical
pends strongly on the properties of the surrounding mediunproblems in Condensed Matter Physics” and also the Rus-
(Fig. 3). In an atmosphere of gaseous helium the icebergsian Foundation for Basic Research and the Moscow District
decompose upon heating above 1.8 K, while in liquid He | atGovernment, Grant 01-02-97037.1.

a pressurd>=1 atm they can exist to 4 K.

In contrast to the water condensate, impurity condenagc_, .. mezhov@issp.ac.ru
sates of rare and molecular gases begin to decompose in-
tensely when the temperature of the surrounding medium is
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The magnetic-field dependeng@e a field H applied along the normal to the film plazg and
temperature dependence of the critical current derjsigre investigated in high-quality

biaxially oriented epitaxial films of YB#&u;O;_ 5, with maximum values of . reaching

2x10° Alem? in zero magnetic field af =77 K. It is found that the value of,(H,,T), which

is independent oH, in the low-field regionH,<H,,, is well approximated at ,>H,,

by the function j.(H,,T)/j.(0,T)=«alIn(H*/H,) over a rather wide region 0.95
>j«(H,,T)/j(0,T)>0.3. HereH* =He"* is proportional tor=1—T/T,, at least in the
temperature region where the measurements are made, and the paraisatearly independent

of temperature. For the sample with the highest value of the critical current density for

H,—0 an anomalously sharp transition from the low-field plateau to the logarithmic behavior is
observed. Some published datajefH,,T) in epitaxial thin films of HTSCs are analyzed,

and it is shown that an approximation of the given form is also applicable to the results of other
authors. Although the value gf(H=0,7) itself, like the values oH*, are substantially

different for films investigated by different authors, the valuestabtained when their results

are approximated by a logarithmic dependence are extremely close to one another and to

the values found in our studies. A model is proposed which qualitatively explains the nature of
the observed behavior ¢f(H,,T), and the basic properties of this model are discussed.

It is shown that the approximately logarithmic dependence is due to a mechanism involving the
depinning of the ensemble of Abrikosov vortices pinned at edge dislocations in the low-

angle grain boundaries that exist in epitaxial thin films of HTSCs. A sharp transition from the
plateau to the logarithmic segment is realized iHat H,, there is a change of the

mechanism governing the critical current density, specifically, in the case whéh<ét,, the

value ofj. is limited more strongly by the transparency of the grain boundaries to the
superconducting current than by the depinning of vortices in low field2002 American

Institute of Physics.[DOI: 10.1063/1.1468520

1. INTRODUCTION (GB9 represent a quasiperiodic chain of edge dislocations
(ED9). This, on the one hand, limits the admissible limiting
value of the superconductin&O current in the sample as a

can reach values two or three orders of magnitude larger tharﬁsulitoqfllocal suppression of the S_C order parameter near the
in single crystals of the same substances, attaining values &B_S' ' _On the other hand, the high den_3|ty of edge_ d|§lo-
(2—3)x1¢f Alcm? and higher in zero magnetic field at cat|0ns. in the_GBs Can_ lead to_a_m effective vortex pinning,
T=77 K. This property of epitaxial thin films is important Promoting an increase in the critical current.
for practical applications and is usually attributed to a more ~ 1he magnetic-field dependence of the critical current
effective vortex pinning in thenisee review&?). densityj. in HTSC epitaxial films has been investigated in
In particular, a governing role in determining the value many studiegsee, e.g., Refs. 8 and 9 and references cited
of the critical current in epitaxial films may be played by therein in which the dependence of the current flowing in
low-angle boundaries between single-crystal blo@sing the plane of the film is measured as a function of the mag-
misoriented in the ,b) plane; such grains are a character-nitude and direction of the applied magnetic fi¢ldat dif-
istic element of the structure of epitaxial films obtained byferent temperatures. The angular dependendg génerally
various methods of depositidhThese grain boundaries exhibits features at anglet, =0 andx/2 between the direc-

It has been shown in a large number of paperthat in
epitaxial thin films of HTSCs the critical current densijty

1063-777X/2002/28(3)/12/$22.00 172 © 2002 American Institute of Physics
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tion of H and the normak to the film plane. The first of distribution of the magnetization, one hBs-H by virtue of
these features is attributed to vortex pinning on dislocationghe fact that the demagnetizing factor is close to unity for
in the GBs parallel to the axis, and the second feature is Hfz. _ _ o
usually attributed to the presence of a transition layer with  In this paper we investigate the magnetic-field and tem-
misfit dislocations near the substrate. Depending on the feq2erature dependence of the critical current density in high-
tures of the technology used to prepare the film, it may exduality epitaxial films of YBaCu;O;_ 5 grown by the laser
hibit both of these features simultaneously or only one ofSPuttering (ablation) method, with a critical temperature
them, e.g., afy=0./-912 of the superconducting transitiom,=91 K and a max-
1 . " . . . _ 2 . . .
In this paper we discuss only the experimental data ObI:Ir_n_u;n7 \éalueJC—ZX 10° Alem? in zero magnetic field at
tained for the magnetic field oriented along the normalto B : . L
the film surface, parallel to the axis (64=0), and from It. was fqund that th‘? v_alue 9fe(H,T), W_h'Ch in the
now on the subscrip on H, will in most cases be dropped low-field rgglon HZ; H IS independent EH’ 'S weIII ap-
. : . . .~ proximated in the region H,>H a relation
Typical results described in the literatlite'® for this b g z="m Y

. e ) . jc(H;,T)/j.(0T)=aIn(H*/H,), where the parametet is
case include the finding that the field dependen¢el) can o4y independent of temperature to within the measure-

be divided _into s_everal segments cprresponding to definitg,ant error, and the parameté¥ = H " is proportional to
magnetic field intervals. In the first of these, fof . at least in the region of smaH where the measurements
<1-20 mT(depending on the temperatufg the value of  \vere made. For the sample with the largest valug 0H
jc is independent of the applied field. At higher fielfls  =0,T=77 K) the transition from the low-field plateau to the
begins to decrease with increasify In the majority of logarithmic dependence is extremely sharp.
papers(see, e.g., Refs. 9, 13, and)1fe authors identify an Analysis of some published data ¢g(H,,T) in epitax-
intermediate interval on this part of thg curve, in whichj . ial thin films of HTSCs shows that an approximation of this
falls off by a nearly inverse square-root law,”*?, after  form is applicable not only to our results but also to the
which j. begins to fall off with increasing field in propor- results of other authorS=*® Although the values of ;(H
tional to the higher power M. The authors of the experi- =0,7) andH* are substantially different for the films stud-
mental studies call attention to the presence of a correlatiol¢d by different authors, the values afturn out to be ex-
between the observgd(H) curves and the structural defects tremely close. Because of this, in the present paper we dis-
in the films. For example, in Ref. 13 it was pointed out thatCuss @ possible mod_el that qualitatively explains the nature of
the value of the characteristic field at which the transitiont® observed behavior g¢(H,,T).
from the low-field plateau to the region of strong field de-
pendencg.(H) occurs is related to the value of the disloca-
tion density in the film(here dislocations not involved in the
low-angle GBs are consideredrhe authors of Ref. 15 call 2-1- Samples and measurement method
attention to the presence of a correlation between the micro- The samples used for the measurements in this study
structure of the “islands”—grains separated by GBs—andwere obtained by deposition on a polished single-crystal sub-
the character of the decline pf(H, T) in epitaxial thin films  strate of(100 LaAlO5 by laser evaporation of the materials
of HTSCs. to be deposited using a laser beam with a specially shaped
The results of studies gf.(H,T) are usually discussed profile (see Ref. 17 for a description of the technigui
on the basis of various mechanisms of vortex vortex-  follows from previous studi¢&*°that this method yields ep-
lattice) depinning with allowance for the presence of pinningitaxial YBa,Cu;O;_ 5 films with ¢ axis oriented along the
centers specific to epitaxial thin films: linear edge dislocanormal to their surface. A “mesh” of low-angle grain bound-
tions in the GBs. These boundaries, as a rule, form a twodries arises in the film plane. Typical angles betweenathe
dimensional mesh with the dimensions of the céjging and/orb axes in adjacent grains are not more than a few

distributed randomly about some mean value, as is well seefi€drees. The typical average dimensions of the grains range
with the aid of high-resolution electron microscofsee, from 10 to 100 nm, depending on the deposition conditions.

e.g., Refs. 17 and 18Depending on the technology used to . It should be noted that previous high-resolution electron-
. . . . . microscope studies of transverse cuts of grown fifnhave
grow the films, the mean linear dimensions of the grains can . o ..
range from a few tens of nanometers to hundreds of nanoms-hOWn that, depending on the deposition conditions, the GBs
‘ 9 can be “thin,” 12—15 nm, or diffuse, smeared over 30—35
eters. icul h idered th hani . nm. It must be assumed that these cases correspond to a
In particular, we have considered the mechanisms iNgigarant structure of the dislocation walls and a different
volving a transition from an “irregular” vortex lattice, each ,-.umulation of defects near them.
vortex of which is pinned at a dislocation distributed in a In this study we investigated two films, R48 and R532
mesh of GBs to a more regular vortex lattice in which at leastyith the same thicknesses, each 300 nm, and the same di-
some of the vortices are forced to locate inside the grainsmensions in the planes 0.5 0.5 cm, but obtained in differ-
where there are no such effective pinning centetiere the  ent deposition regimes. Film R48 was deposited by evapo-
dependencgc(H)~H~"?is usually attributed to an electro- rating YBaCu;O,_ 5 by means of a two-beam solid-state
magnetic vortex—vortex interaction at an average distancild:YAG laser from two rotating stoichiometric targets at a
between vorticea,~B~ 2 whereB is the magnetic induc-  substrate temperature of around 740—750 °C and an oxygen

tion. For a thin slab, under the assumption of a uniformpressure in the chamber of around 0.2 mbar. The average

2. EXPERIMENT
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transverse size of the single-crystal grains obtained in this
deposition regime, as monitored with an electron micro- , 3 -R\
scope, is 20—50 nm. The films grown in this regime usually x .
have an extremely narrogwith respect to temperaturéran- ol .*{
sition to the superconducting state and a high critical current 2 '\
density. Film R532 was grown in a regime that ordinarily y
produces films with a widein temperaturgtransition to the .
superconducting state and lowjer. :

Measurements of the critical parametgrand T, of the 0 . . . PR
HTSC films were made by a contactless low-frequency mag- 87 88 89 90 91
netic susceptibility method at a frequency of 937 Hz in the
temperature interval 77-100 K and in a magnetic field bef|g. 1. Temperature dependencexdf(in arbitrary units for the films R48
tween zero and 0.06 T. The contactless measurement tect$ and R532(2).
nigue used to measure the critical current density was justi-
fied in Refs. 20 and 21 with the use of a model of the critical,, . o

. the j¢(H) curves within the measurement error for the two

state of type-ll superconductofshe Bean modé. It is d}rections of change in the field

based on analysis of the dependence of the imaginary part o The value ofT, was determined from the start of the

the complex magnetic susceptibiligy of the samples on the - g2 vise iny(T). The measurement error and the repro-
amplitude of the alternating magnetic field. . The mea- ducibility of the values off, were +0.1 K

sured value of”(h_) reaches a maximum at a certain value ¢

hf_: Ay Inthe gengral case the valuetuf de_pends. on the 2.2. Temperature dependence of the critical current at H=0
critical current density and the shape and dimensions of the N

sample in a rather complicated way. It was shown in Ref. 20 _The temperature dependence of the critical current

that for a disk-shaped thin film in an alternating magneticlc(0:T) was measured in the absence of a static external

field perpendicular to the film, the relation betwegnand field (actually, in the magnetic field of the Earth, which at all

h,, should be described by the relatign=21.03h,,/d measurement temperatures did not affect the value of the

wnk;ere d is the film thicknesgherej. is in A/n'12 h miS Tn critical curreni. Initially, in a small inducing alternating field

Alm, andd, is in meters, It was shoi/vn in Ref ,ZlThat this With amplitudeh__ <h,, we measured the temperature depen-
' z- - . i dence of the real and imaginary parts of the magnetic sus-

same expression describes quite well the results of EXPET e ptibility of the film samples. The results of the measure-

ments on films of other isometric shapes, including squares, b ¥ ‘(T P d.' Fig. 1. F h |
It should be noted that in Refs. 20 and 21 the justifica-ments ofx'(T) are presented in Fig. 1. From these results

. . . iy we can conclude that the film R48 has not only a higher
“‘?“ for the mductl_o_n mgthod of mefisurlr]lgfrom the am- critical temperature T,=90.9=0.1 K) in comparison with
plitude of the exciting fielch, at which x"(h_.) reaches a g, rR532 (T.=89.6-0.1 K) but also a narrowefwith re-

maximum was based on the assumption fhais indepen-  gpect to temperatureransition to the superconducting state
dent of the magnetic field in the intervalh,,<H<h,. In (the rise ofy’(T) occurs in a narrower regioni.e., it is of
addition, the relation betwegp andh,,, was obtained for the  pigher quality and uniformity.
case when there is no external static magnetic field. There-  The temperature dependence of the critical current den-
fore, the use of this method for determinifigin a magnetic ity j (0,7) for these samples, calculated from the values of
field and, moreover, in the field region wheredepends on  h_ found from measurements of'(h_) at each tempera-
H, requires further theoretical justification. ture, is plotted in Fig. 2 on a log—log scale. It is seen that the
In Refs. 14 and 15 this method was used for measuringlots can be approximated by the power law

jc(H) in YBCO films in a rather wide field interval €H .
<5 T. The authors of Ref. 14 pointed out that the application Je(M=In(1=TITe)> @)
of a static fieldH, does not in and of itself modify the rela- For the sample R48 the plot has two parts described by
tions obtained in Refs. 20 and 21, provided thatvaries functions with different parameters:J,=(16.7+5.3)
slowly with field. It can be expected that the method remainsx 10" Alem?, s=1.93+0.10 for 7=(1—T/T,)=<0.048 and
correct for measurements in a magnetic field if the relativelp,=(2.0+0.23)X 10" Alcm?, s=1.20+0.05 in the interval
variations inj.(H,,T) in the intervalH,* h,, are small. 0.048< 7=0.154. For sample R532 in the entire investigated
The results of resistive measurementsj diH) (by di-  interval 0.008< 7<0.136 these parameters have only one set
rect determination of the resistance of samples upon passagé valuesJ,=(5.1+0.35)x 10" Alcm? and s=1.99+0.03,
of a transport Currebﬁvle are in good qua"tative agreement ie., Sample R532 has smaller absolute values of the critical
with the results of contactless induction measurements. Thigurrent, and the change of the exponent in the power(law
provides additional justification for the applicability of the iS not observed for it.
induction method for studying the field dependencg of
We made a special check of the reproducibility of the2-3. Magnetic-field dependence of the critical current
values obtained foh,, (and, hencej,) in measurements as 9€"S¥
the field was increased from zero to the maximum value and Measurements of the magnetic-field dependence of the
on the reverse path, as the applied field was decreased froenitical currentj.(H,,7) for the films R48 and R532 were
the maximum value to zero. No differences were observed imade for a number of different temperatures in the interval
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FIG. 2. Temperature dependence of the critical current de(sitgted ver-
sus7=1-T/T,) for films R48(a) and R532b). The points are experimen- FIG. 3. Magnetic-field dependence of the critical current density in the films

tal, and the solid curves are the approximating functieh® and 72. R48(a) and R532(b) for temperatured [K]: 77 (M); 80 (T); 83 (A); 86
(V). The curves are drawn through the points as a visual aid.

T.>T>77 K by the above-mentioned method of measuring

x"(h_) at each value of the applied magnetic field. A staticic(H,T) on the magnetic field, we also show a log—log plot
magnetic fieldH up to 60 mT was applied along the normal of the same dependengg(H,,T)/j (0, T) for sample R48
to the surface of the film. (see Fig. 4bwith a plot of the relatiorj ,(H,) ~H; *> which

The j.(H,) curves obtained for different values of the is often used for approximating experimental data of this
temperature are presented in Fig. 3 in a semilog plot, and thind. Also shown are the best-fit curves corresponding, for
normalized functionj.(H,,7)/j.(0,7) at same temperatures different temperatures, to relatiq) with the parametera
is plotted in Fig. 4. shown in Fig. 5 and withd* (7) corresponding to Eq3) for

As we see from these figures, the obserjetH,,) the indicated value ofl .. We see from Fig. 4a and 4b that
curves for low fielddH <H, contain a plateau on whigh is  the logarithmic dependend®) describes the results much
independent of field. The value bf,,, which determines the better than does the power law.
width of the plateau, increases with decreasing temperature. For film R532 one can apparently also speak of the ex-
Then, after a rather sharp kink at the poliht H,,, (sharper  istence of a dependence of tyg#) for j.(H), starting at
for film R48 and somewhat less sharp for RE32region in certain values of the field, although the transition region
which j . falls off rather rapidly with increasing field appears. from the plateauj(H,,T)=j.(0,T) to this dependence is

It follows from the semilog plots that this dependencesmeared out. To analyze the parameters of the field depen-
for the film R48 can be described by the relation dence ofj for this sample from the data obtained is rather

. . . complicated in view of the rather narrow interval of mag-

Jo(Hz, D/jo(0.T) = aIn(H*/H,). @ netic fields for which measurements were made.

The coefficienta found when the experimental data are The values found foj.(H,) in the low-field plateau re-
approximated by Eg(2) turns out to be practically indepen- gion (0<H,<H) for sample R48 corresponded ltgq, val-
dent of temperatur¢see Fig. 5 while the parameteH* ues of 10 mT all=77 K and 3 mT aff=86 K, the closest
=H, e that determines the field of the transition from the temperature td . for which the field dependence was mea-
plateauj.(H,,T)=j.(0,T) to the logarithmic dependence sured. For sample R532 the corresponding valule,pét 77
(2) is temperature dependent. As we see from Fig. 6, whicllK was approximately half as large, and at 86 K one-fifth as
shows a plot of the valugd* (7) found from the best fit for large, as for R48, in connection with the lower valueg of
the film R48, this dependence can be approximated withiff hese values dfi,, are comparable to the widths of the low-
the experimental error by the function field plateau on thg.(H,,T) curves in our samples at the

H* (7)=Hoqr 3) corresponding temperatures. With increasing applied field

eff ™ the values ofh,, decrease in proportion to the decrease in
where for sample R4814+=4.1+0.2 T. jc(H,). From a comparison of these valuestgf with the

To convince ourselves that it is no accident that the exdata of Figs. 3 and 4 it follows that for sample R48 it is only
perimental curves conform to a logarithmic dependence oin a narrow transition region from the plateau to the logarith-
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T

FIG. 5. Values ofa found by fitting the magnetic-field dependerjgéH) in
the film R48 by relation2) for different temperaturessj. The line con-
necting the points is drawn as a visual aid.

angle boundaries between single-crystal grains in HTSC ep-
itaxial films. This mechanism presupposes that the single-
particle pinning force on vortices in low fields is so large that
the critical current necessary for their depinningge{H
—0,7), exceeds the maximum superconducting current
icu(7) allowed by the transparency of the low-angle bound-
aries. As a result of this, the critical current dengit§0,7) in

the film is equal tgj (7).

The low-angle boundaries form a quasiperiodic chain of
edge dislocations separated by a distatidbat depends on
the mutual misorientation angkof the grains and is given
by the Frank formulad(6)=Db/2 sin(@/2)~b/ 6, whereb is
the modulus of the Burgers vector, which is equal in order of
magnitude to the lattice constant. As was shown in Refs. 10
and 11, there exists a non-Josephson mechanism of suppres-
sion of the supercurrent flowing through such a boundary. In
the framework of the given mechanism it is taken into ac-
06k count that the supercurrent flowing perpendicular to the

: - - boundary is spatially redistributed in the channels between

107 1073 1072 the insulating cores of the edge dislocations. The maximum

H.T local value of this current density can reach that of the pair-
FIG. 4. Normalized magnetic-field dependence of the critical current densigfr€aking current, which is suppressed by the nonsupercon-
jo(H)/j¢(0) in the films R48(a,b) and R532(c) for various temperature ~ ducting environment of these nuclei on account of the prox-
(K] 77 (-t)_; 80 (D);d_ss EA);Igtg é)V):ﬂ;l'he ch‘JrHv*esl, 2, S,t_anld4 areI imity effect. For the case of small anglést was found that
e ey, ) e Value of () i described by a relation smilar (40)
0.643 T for curvesl—4, respectively. Here several regimes are possible, leading to different expo-

nentss in the power lawm1) for j. (7).
For small values ofr, when the coherence leng#{T)

mic behavior that can one speak of an appreciable variatiofr &/+/7 is rather large and exceedk6), a function (1)
of j.(H,) in the field intervalH,*h,. One can therefore With s=2 should be realized, whereas in the region of larger
expect a certain apparent smoothing of the sharpness of this
transition, although it looks anomalously sharp even under

1.0

jc/1c(0)

these conditions. 0.8
[ )
0.6t
3. DISCUSSION OF THE RESULTS -
3.1. Temperature dependence of the critical current density E: 0.4;
in zero field ¢
. 0.2+
As we have said, for sample R48 the power-law depen-
dence j.(0,7)x7° is characterized by the presence of . . .
a crossover atr=0.048 from the values=1.93+0.10 to 0 0.05 0.10 0.15
s=1.20+0.05. This result agrees with the theoretical depen- T

; 2 ; 5/4 i i
denceg ¢(0,7) 7" and](0,7) = 7>" obtained on the basis of FIG. 6. Dependence onof the values obtained fdi* by fitting the data on

the model developed in Refs. 10 and 11, which describes B(H,7)/j.(0,7) for the film R48 by relatior(2) (®) and by approximating
limitation on the supercurrent density flowing through low- this dependence by the relatiét = 7H 4 with Heg=4.1 T (—).
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7, whered(0)>&(7), there are two possible regimes, de- of 2
pending on the parametel’s andI’, characterizing, respec- o 5 o
tively, the degree of local variation of the superconducting E 6l 5
properties of the film near the boundarigs particular, sup- ;‘ L E
pression of the superconducting order paramd#teand of 2 4f 2
the pair-breaking currentj,=W¥3) and the “geometric _o - _o
shadow” effect created by the insulating cores of the edge 2r 11
dislocations. -

In the case of a rather small value of the param&ter 0 0'_1 1
which corresponds to dislocation cores of small radius, a H,T

large_ FranSparenCy of the _Iov_v-angle_ boundarieghen the FIG. 7. Data on the magnetic-field dependencg.@fl) given in Fig. 36a of
conditionI’;I',<2 holds, with increasing a crossover from  gef. 9 for temperatures [K]: 54 (O,A); 81 (®,4). The lines show the

exponents=2 to s=3/2 should be observed at a critical approximation of the data by relati¢®) with the corresponding parameters.
value 7, determined from the conditiot( §) =2&( 7). Such For compe{}fen the approximation of the data Tor54 K by a function
a crossover has been observed experimentally,a0.048  Je(H)~H s also shown.

for a high-quality 50-nm thick YB#Cu;0;_ 5 epitaxial film

investigated in Ref. 11.

At large values of the parametefs, andI',, when equal, not even to the maximum local critical current density
I';T',>2, which corresponds to lardef the order of 10-20 achieved in the flow of current through the dislocation wall,
A) radii of the nonsuperconducting cores of the edge dislobut to its average measured value.
cations, according to Ref. 11 a crossover frimg(7) ~ 7 to In the film R48, in which the dependengg(H=0,7)
jcu(7)~ 7 should be observed with increasingThe re-  exhibits the crossover expected on the basis of the model of
sults obtained for the film R4&ee Fig. 2aclearly are in  Refs. 10 and 11, the value 9f(H=0,7) itself is large, in
accord with this theoretical prediction. Starting from the agreement with the estimaté%.' and one observes an ex-
value 7, at which this crossover is observed and the experifremely sharp transition from the plateau to the logarithmic
mental values of (7) on different sides of it, one can use Part of jc(H,7). This suggests that the conditign «(7)
formula (22) of Ref. 11 to estimate the values of the param-=Jc de H—0,7) is metin it, andj (H=0,7) is determined
etersI'; andT',, for the edge dislocations in the grain bound- bY jc«(7) in accordance with the moq*-q_'-“
aries ad";~4 andT,~3.6\/7. In sp|te_of the poselblllty of exp_Iammg the temperature

In the case of large values BY, the region of the “geo- dependencg.(H=0,7) in the R532 film on the bas_|s of Fh.e
metric shadow” of the dislocation core becomes large. Thednodel of Refs. 10 and 11, there are apparently insufficient
the width of the superconducting channel between dislocad@@ to support the conclusion that the relatipn.(7)
tions can become smaller th&(ir) even at rather large val- =) c ded H—0,7 holds, which is necessary in order to in-
ues of 7. In this case there will be a quadratic dependence/Cke this model.
jcu(7)~ 72 in the entire interval of observations, which es-
sentially corresponds to the formation of 8- N—Scontact
along the grain boundaries. It can be assumed that it is thi&2. Magnetic-field dependence of the critical current
case that is realized in the film R532. density. Comparison with the data of other authors

The mechanism wherein the critical current density is  The magnetic-field dependence ¢f in the region
limited by the transparency of the grain boundaries does ngj>H __ is due to the growth of the density of vortices and
presuppose a magnetic-field dependencg.@{7). Thus, if  enhancement of the interaction between them as the mag-
itis j¢ (7) that limits the observed value pf(0,7), thenthe  netic field is increased. We note that the presence of a low-
magnetic-field dependence pf(H,7) should have a plateau field plateau on thé.(H) curve in epitaxial films has been
for all fields at which the condition. gefH,7)<jcu(7)  reported repeatedly in the literatuisee Refs. 9, 13—16 ejc.
holds. Nevertheless, we do not know of any published data for

Below, in an analysis of the magnetic-field dependencewhich j.(H)/j.(0) on the descending part would be de-
we shall see that; 4o{H,7) can also lead to a plateau at low scribed by a relation of the forr2).
fields. The possibility of distinguishing the situatipg,(7) This raises the question of whether a dependence of the
<jcdedH—0,7) andj¢ (7)=]c gedH—0,7) from the ex-  type(2) is characteristic for our samples only or if it applies
perimental data apparently reduces to an analysis of the poss the results of measurements by other authors on analogous
sible temperature dependences pf(7) and jc gedH HTSC films. To check this we took the results of Refsge
—0,7) and their comparison with experiment. In addition, it Fig. 36a of that paperobtained from a resistiviour-probe
is expected that the sharpness of the transition from the planeasurement of.(H,) at temperatures of 54 and 81 K. An
teau to the part with substantial magnetic-field dependencanalysis of those data is presented in Fig. 7, which shows the
of j. will be different in these two cases. best-fit curves corresponding to expressignwith the op-

We note that in Ref. 13, on the basis of estimates madé&mally chosen parameters and also a dependence of the type
there, the view was expressed that for the samples we invegz(H,)~H, 2. We see that a dependence of the typg
tigated, the value of. in low fields, corresponding to the gives a bettefover a wider field intervaldescription of the
plateau on the initial part of.(H), is determined by the results presented in Fig. 36a of Ref. 9 than does an inverse
pair-breaking current. Here the pair-breaking current wasquare-root dependence.
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H,T
- 1 FIG. 10. Plots ofj.(H,T)/j.(0,T) constructed from the data shown in Fig.
=3 8 of Ref. 14 for differenfl/T.: 0.89 (@), 0.76 (J), 0.65 (A), 0.53 (),
%’ 0.1 0.41 (¢), and 0.32 /). The solid lines1-4 correspond to equatiof)
0 ' with the parametera andH* equal to 0.225 and 1.846 T, 0.231 and 5.91 T,
0.218 and 10.7 T, and 0.217 and 18.26 T. The inset shows a plat*of
0.01 versusr.
B

001 041 1 10

HT H*(7)=2.3r T. The value oH* for T=4.2 K lies substan-

tially above this line. We note that Fig. 9 corresponds to the
FIG. 8. Plots ofj .(H,T)/j(0,T) constructed according to the data in Fig. 2 Plot of B* (T) given in Fig. 4 of Ref. 13 after a recalculation
of Ref. 13 for temperatureE [K]: 80 (M); 60 (O); 40 (A); 4.2 (V). The  of the data tor instead ofT, since, in accordance with the

solid lines1-4 correspond to relatio®) with parameters: andH* equal to method used to determine it in Ref. 1B¥ corresponds to
0.241 and 0.239 T, 0.225 and 0.667 T, 0.211 and 1.495 T, and 0.192 a

5.463 T. Curves and6 show an approximation of the data by relati@h e quantity Hp,=H"e o mtrOduced in Eq.(2)_ of the

for 80 and 4.2 K, respectively. The dotted curves connect the points as RFfesent paper. At the same tinté,,(7)<H*(7), since the

visual aid. For comparison the line correspondingyteH Y2 is also  value of « for the data of Ref. 13 and also for our results is

shown. nearly independent of temperature. Our fit to the data of Ref.
13 on the temperature dependenceg £40,T) indicates a de-
pendence linear im: j.(0,T)=j.(0,T—0)r, for the sample

We further analyzed the data presented in Ref. 13, whermvestigated in that study.

measurements gf.(H,) were made by the torsional magne- It is seen in Fig. 8 that the data of Ref. 13 at all tem-

tometer method for a film with an annular cutout at temperaperatures in low field$d<H,, include a segmenit.(H,,T)

tures of 80, 60, 40, and 4.2 K. The results of this analysis are=j.(0,T), followed by somewhat widefthan in the case of

shown in Fig. 8a in the form a log—log plot: the points arefilm R48) regions of transition to a logarithmic dependence

the data of Ref. 13, and the curves are the result of theiof the type(2). After that the dependence of the ty(®

approximationfon the initial part ofj .(H,)] by Eq.(2) with holds in the interval 0.95j.(H,,T)/j.(0,T)=0.25-0.3, af-

the optimally chosen parameters. Here the parametgas ter which come segments of a slower dependence

found to be 0.24, 0.22, 0.21, and 0.@@r the four tempera- j (logH,%).

ture values indicated above, respectivelfhe values of It should be noted that fitting the dafan Fig. 8 by a

H* (7) found from the best fit are shown in Fig. 9. For tem- relation of the form

peratures 80—40 K the points conform to the straight line

jc(Hz:T)/jc(OaT):alln[(HI"_HZ)/HZ]a (4)

which at low fields practically coincides wiif2), allows one
to describe the experimental data to good accuracy up to
field values an order of magnitude larger than can be done
using relation(2). The optimal values ofx; and H} are
somewhat different fronae andH* . The curves for such a fit
are also shown in Fig. 8.
Figure 10 shows the results of a fitting by relati@ of
the data forj.(H,,T)/j.(0,T) obtained from the data in Fig.
8 of Ref. 14. We see that these data are also well described
0 0o 04 0.6 0.8 1.0 by this relation, but the transition region from the plateau for
P H,<H, to the logarithmic dependence here is considerably
FIG. 9. Dependence of the values ldf found from an approximation of broadened in comparison with our results for sample R48
the -dalta opref. 13see Fig. 8a of the present papey rell)gtion (2). The and/or the data of _Ref' 13. The linear dependeHce 7)
points are connected by a solid line for clarity. The dotted line corresponds™ 7 @ls0 holds for higher temperaturésmall 7<0.49), and
to the relationH* =2.37 T. saturation appears at low temperatulesge 7=0.6).
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It can be seen from Fig. 2 of Ref. 15 that the experimen- dep(u) 9/2 1’280r§ gorg
tal data of that study can be approximated by relat®nin Fp md=( du ) =3—2(§) & =0.23 & (7)
an analogous way on the interval &2.(H,,T)/j.(0,T) max
<0.87.

— 2 — —1/2 H

We note that the results of approximating the data ofVN€r€eo={(¢o/4m\)% A=ko7 ““Iis the penetration depth
Refs. 14 and 15 by relatiof®) are close to our results for ©f the magnetic field,de,(u)/du) mayis the maximum value
sample R532 from the standpoint of the width of the transi-Of the derivative with respect to the displacement of a vortex
tion region from the plateau to the logarithmic dependencei.n the pinning potential well in the direction perpendicular to
The values of ,(0,T) for the samples studied in Refs. 14 and the axis of the dislocation, for a vortex oriented parallel to
15 are substantially lower than for R48 and the sample in{hiS axis. _
vestigated in Ref. 13. In this sense the samples in Refs. 15 Substitution of(6) and (7) into (5) leads to the expres-
and 16 are also similar to R532. ston

At the same time, the sharp kink ¢g(H,,T)/j.(0,T) at ) )
the transition from the plateau fét,<H, to the logarithmic JededH 7 jc aed 0,7) =np(H)/n(H), ®)
dependence fdf ,>H , for our sample R48 does not have a
complete analogy with the data of Refs. 13—15. Even in RefWhere
13, where this transition is notably sharper than in Refs. 14

.. 2
and 15, for example, it is less sharp than for sample R48. . Cpor
p p p Joaed 0.7)=0.23 dol ¢

2:3
3.3. Magnetic-field dependence of the critical current (4mNo) "o
in epitaxial films. A model and its consequences

5/2

imolify th bl | hat th | We see that the ratio,/n is the only factor in(8) that
To simplify the problem, let us assume that the on ydepends on the magnetic inducti@nin the film (which is

operative pinning centers for vortices in epitaxial thin films equal to the external field,, since the demagnetizing factor
are rectilinear edge dislocations located in the dislocatioril

s of th in boundari d ori q el h s close to unity.
walls of the grain bounaaries an _or_lente parafle to_ the  We note that expressiofY) is obtained for a model of
crystallographic axisc. All of the pinning centers of this

Kind identical. Th R d p h inning at a dislocation with a small insulating core. In the
Ind are identical. These approximations do not affect e s \hen the dimensions of the core are l&ayevhen the

gualitative essence of the model and its consequences. If tl?:%re is a normal metal instead of an insulatdq. (7) will
concentration of edge dislocations is much larger than th%e somewhat different and may even lead to .a different

vortex concentratiom, then in this approximation one may dependence of; geH=0,7). However, the proportionality

neglect the “entangling” of the flux lines, and if a certain of i H. 7 to n./n does not change. and expressi
fraction n, of the vortices are pinned at the centers under Je detH. 1) " ge; pressi@n

di onli def hen th | inning f ; remains valid, although with a different dependence for
iscussion(linear defecty t en the total pinning orce for-a Jc de0,7). However, we will not discuss these cases in de-
vortex ensemble attempting to form a vortex lattice will be

L : tail here.
equal tonyF, jhg. In addition, the Lorentz force acting on In the absence of pinning centers an ensemble v6r-
this ensemble will be equal toF ;4. Here F,;,q and

Foo—F ) he pinning dL ; tices in a thin film placed in a magnetic figditiperpendicular
sSeir;:dti_veI;infﬁ: )air;;(tji\i dpL:g?I\?c?rtgce and Lorentz force, re- v, s surface would form a regular hexagonal lattice with a
! - N lattice parametea~ \/¢o/H. The presence of pinning cen-
. Then the cor_1d|t.|on for coIIec_tlve ?’rea"awa?Y of the vor- ters causes this lattice to be distorted in such a way that the
tices from thg pinning center@ jumplike transition to the maximum number of vortices are located at the pinning cen-
flux flow” regime) takes the form ters for which the deviations from the positions correspond-
(Np/MFping—FLind(ic) =0, (5) ingtothe sites of th_e regular Iattlc_e are as small as p_055|ble.
Here a certain fraction of the vortices are forced to lie out-
where the expression for the Lorentz force acting on an inside the pinning centers, i.e., they remain unpinned. The

dividual vortex has the standard form: number of such vortices is determined by the number of the
pinning centers in the sample and the configuration of their
FLingi)= @j. (6) displacements and also the field-dependent vortex lattice pa-

c

rametera. As a result, the ratio,/n becomes dependent on

The pinning force on an |n_d|V|duaI edge dislocation Iymg In a two-dimensional vortex lattice parallel to thexis,
normal to the plane of the film and parallel to the magnetic

field depends on the dimensions of the core of the edge dié vortex displaced by a distan@p=p—po (herep=x-+y,

location, on the state of the materiabrmal metal, insulatyr P~ V_Xz"'yz) from the “regularS” position at the poinp,,
in the core and in the region adjacent to it, and on the profilécauires an additional energy

of the pinning potential welk ,(u), whereu is the displace-
ment of the vortex axis, which is parallel 19 relative to the
center of the core of the edge dislocation in tley] plane.

In particular, for a model of single-particle pinning of a vor-
tex on an edge dislocation with an insulating core of radiusAt the same time, having the vortex located at the pinning
re<é&é=é&ur Y2 the maximum pinning force can be written centers leads to an energy benefit equal to the pinning energy
in the fornt? for a linear insulating defect parallel to the fieft:

H
sl 90)= 390~ (50" ©
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80r§ The dependence on the value of the applied flélénters
287 re<é. (100 Eq. (13 only through the functiors(H).
Analysis of expressior(13) for different distributions
Here the pinning of the vortex is energetically favorable W(L) (or P(L)) shows that if these distributions are charac-
if the conditions g 8p) +£,<0 holds. terized by the pqramet_dxrz(L)/g, whereo is a width pa-
As a result, the value o, equal to the critical value of rameter of the distribution function, then fie-1 the func-

the displacemensp up to which the vortex will remained 10N jc dedH.7)/jc 4e0,7) calculated according to formula

pinned to an edge dislocation displaced from a regular posil3) is practically independent of the particular form of
tion in the lattice, is W(L). It has a characteristic shape with a plateau at low

fields followed by a decline. The declining segment is well
described by the approximating relatid®) in an interval
re A7\ 12 0.9> ¢ e H, 7)/jc ded 0,7)>0.3 or even a little bit wider
6= % (F) : (1D than that. With increasing the parameter in (2), which
characterizes the slope of the field dependencgdH,7)
The notationA=2r§¢O/§g has been introduced for conve- near the inflection point in a semilog plot, tends toward the
nience. same limiting value=~0.25 regardless of the form &f/(L).
Further, in order to find 4eH, ) according to Eq(8), ~ When a rectangular distribution function is chosen, this value
it is necessary to calculate the ratig(H)/n(H); this is the  of a remains practically unchanged, even whieris de-
key feature of the model under study. creased t&k=1.1. For a smoother distribution function the
We restrict discussion to the magnetic field region invalue of a corresponding to the best fit of the field depen-
which § is much greater than the distandebetween dislo- dence increases smoothly, startingkat4-5, reaching a
cations in the low-angle boundaries between grains. In thigalue ~0.18 ask—1. A comparison with experiment will
cases actually characterizes the distance from a site of theallow one to choose the optimal value laf
regular vortex lattice to the nearest boundary between grains. We note that the values o# indicated above were
On the other hand, sincg<a andd<(L), where(L) is the  determined by equating the derivatives with respect to In
average linear dimension of the grains, the conditionof the approximating functiory=« In(H*/H) and of the
a>(L) can hold in this same field region. For fields suffi- function obtained from(13) at the point of its maximum
ciently low as to ensure satisfaction of this condition and forslope. A determination of the optimal value ef in a
a random distribution of grain boundaries, the probability ofcomparison of the functior(13) with the approximating
trapping a vortex at one of the pinning cent¢ig., on a function by the least-squares method in the interval 0.35
linear edge dislocation in a low-angle grain boundalyy  <jcgedH:7)/jc ded0,7)<0.85 will lead to somewhat
equal to the product of the probability that a point at whichsmaller values of this parameter in comparison with that de-
the electromagnetic energy of a given vortex is minimi@an termined from the derivative with respect toHnat the point
site of the “regular” vortex latticg will fall within a grain of ~ of maximum slope, whereas the values l8f come out
a certain shape and size and the probability that this poirgomewhat higher.
lies a distance less thaffrom the boundary of the grain. The value ofH* obtained from fitting the corresponding
Suppose that the grains are square. Then the probability deaegment(13) by relation(2) increases with increasing_).
sity for a site of the “regular” vortex lattice to fall within a From this standpoint one can understand qualitatively the
grain with linear dimensiond. will be W(L)=L2P(L),  growth B*=H,=H*e " mentioned in Ref. 13 for
whereP(L) is the probability density function of the grains samples containing, in addition to grain boundaries, edge
with respect toL. The probability that this site will lie less dislocations inside the grains, oriented normal to the film
than a distance from the grain boundary will be equal to surface. The presence of such dislocations can be taken into
the ratio of the area of a strip of widthnear the boundaries account effectively in the framework of the model consid-
of the grain to the arel? of the whole grain: ered above as a decrease bof, which will lead to growth of
B*=H,xH* («a is possibly independent aj. For the same
reason, apparently, the values df will be significantly

Sp: -

2¢OT 1/2
H

1, L=<2¢; larger when the data of Ref. 14 are approximated by a loga-
B(L,6)={ L2—(L—26)2 (12) rithmic dependence the_ln in t_he case of our sample R48_or the
— L>26. data of Ref. 13. In addition, it should be assumed that in the

case of Ref. 14 there were pinning centers with a weaker
As a result, we obtain the following expression for the pinning, which will lead to substantially lower values of

critical current in terms of the fraction of pinned vortices: Jc ded 0,7)- ] ]
Our most thorough analysis of expressi@3) was done

for the case of a distribution function of the gamma type,

_ . 25 which has been fourld to agree with the experimentally
JededH 7 e ded 0,7) =np(H)/N(H) = . wW(L)dL measured size distribution of the grains. This distribution has
the form

+ JmW(L)[l—(L—za)Z/LZ]d L.
26

Mmoo
13 PL=Fyt temrt, (14)
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FIG. 12. Curves ofr(k) andh* (k) obtained from an approximation of the
FIG. 11. Plots ofj¢ gefh)/jc sedh=0) constructed according to formula descending part of; 4e{h) by a function of the typex In(h*/h). The solid
(16) for differentk: 1.01(1), 2 (2), 4(3), 8 (4). Lines1*, 2*, and4* are the curves show the result of a fit according to the values of the derivatives at
approximating functiong, qefh) of the typea In(h*/h) for the descending the inflection points of the curves; the dotted curves are the result of a
part, corresponding to values afandh* equal to 0.185 and 33.5, 0.203 and least-squares fit.
80.04, and 0.244 and 83.11, respectively. The valuesafdh* were taken
from a least-squares fit to curvés2, and4. Lines5 andé6 illustrate sche-
matically the caseg; +(0)>]¢ ged H—0) andj. ((0)<jc ged H—0).

mensionsL, andL,, which is described by the product of
functions P(L,) and P(L,) given by relation(14), for ex-
where v=((L)/0)2=K2, u=(L)o?=k3(L)=klo. The ample. In that case the fraction of pinned vortices is equal to

distribution function found experimentally in Ref. 15 is best

fit by (14) for »=2.57 (k=1.60) and(L)=18 nm. B 1 )
In the case of square grains it corresponds to the follow- np/n=1- —Fz(v) [T(v,2ud)—2udl (v—1,2ud)].
ing density for the distribution of areas occupied by the (17
grains as a function of their linear dimensions:
Pag: In spite of the difference of the analytical expressions
W(L)= mL”“eﬂ‘L. (15  (16) and(17), the field dependences corresponding to them

are extremely closéiffering in the slope near the inflection
Integration of expressiofil3) with this distribution den-  point by not more than 5% which confirms the aforemen-

sity gives tioned weak influence of the detailed shape of the distribu-
- : tion function onj.(H,,T).
H,7)/ 0, c\Fz
Je ced .7l aed 0.7) Thus the results of our measurements and Refs. 14 and
WL, KB 2K , K , K 15 can be described by distribution functiétd) with the
K HF K ﬁ B ﬁr 1+k ﬁ +T 24k ﬁ corresponding values of the paramekerThe values oH*
=1- T[2+K] , can also be matched with the distributi@i¥) by a suitable

choice of the values ofL).
(16) In the case of the experimental data obtained for our film
whereI'[x] andI'[x,x"] are the complete and incomplete R48, with a sharp kink in the field dependergéH,,T) at a
Euler gamma functions, respectively, ank=H(L)?%/ pointH=H,,, it must be assumed further that the condition
(4AT). Jewr(7)<JcdedH—0,7) holds for all the temperatures at

In Fig. 11 the function(16) is plotted as a function di which measurements were mag@cept, perhaps, the high-
for differentk. We see that the curves have a plateau at smakst temperaturd =86 K, which corresponds te=0.055.

h and then, after an inflection, the sharpness of which inWithout this condition there is no distribution function that
creases with increasing, a region of logarithmic depen- can account for the observed sharp transition of the
dence. After that the dependence ot Inpecomes less steep. j.(H,,T)/j.(0,T) from the plateau to the logarithmic part.
By approximating the logarithmic part by the expressionWe note that our estimates ¢f (7) based on the formulas
Jc dedH, 7 /jc ged0,7) = @ In(h*/h), one can find the optimal in Ref. 11 and the value gf;, 4./0,7) show that these quan-
values ofa andh* =H*(L)?/(4A7), which depend on the tities are of the same order and that their ratio depends on the
parametek of the distribution functior{14). Herea takes on  detailed structure of the pinning potential and the grain
values from 0.248 fok>1 to 0.186 fork—1 when it is  boundaries and also on In the case of thin films with the
determined from the derivative at the point of maximumhighest values of.(H=0,7), such as sample R48, one can
slope. The functions(k) andh* (k) determined both from a  expect thatj. «(7)<j¢ ged H—0,7) for 7>, wherer, is
comparison of the derivatives and by the least-squarethe threshold value for having «(7)/j¢ gedH—0,7)<1 or
method are shown in Fig. 12. >1.

It should be noted that the area of the film cannot be  According to the above analysis, when the sign of this
completely filled by square grains with a continuous randoninequality changes one should simultaneously observe both a
distribution with respect to sizek. The simplest way of decrease in the sharpness of the transitioj @) from the
achieving dense filling is realized in the case of rectangulaplateau to the logarithmic dependence and a change in the
grains with an independent random distribution of the di-exponents of the power law(1) for j.(H=0,7). Thus for
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films with j; (0,7)<|; e H—0,7) this can be another rea- 4. CONCLUSION
son for the crossover ij,(H=0,7), in addition to the cause
argued in Refs. 10 and 11.

The transition ofj.(H) from the plateau to the logarith-

In summary, we have established here that the magnetic-
field dependence of the critical current density in epitaxial
ZLhin films of YB&Cu;O;_ 5 containing low-angle boundaries

mic part is also quite sharp for the data of Ref. 13, althoug . - . .
it is somewhat more smeared that for the film R48. Som&cWeen grains, for a magnetic field applied perpendicular to
the film plane, a plateau region whergis practically inde-

smoothing of the kink may be caused by scatter in the pa- q W is foll db ih al hmi
rameters of different grain boundaries in the same samplep.en ent ofl is followed by a segment with a logarithmic

P tic-field dependence of the forjg(H,,T)/j.(0,T)
There are apparently not yet enough data to justify any asr;agne . z ¢
sertions about the sign of the inequality o(7)/] ¢ aefH =« In(H*/H). Then the dependence Rfon the logarithm of

—.0,7)>1 or<1 in this case, although most likely the con- the field becomes Ies_s steep and_ils/2 satis_fagtorily approxi-
dition j¢ u(7)/jc qeH—0.7)<1 will be realized here as Mated by a dependengg(H,,T)~H, . A similar behav-
well. This assumption is preferable, since such a sharp inl®" IS characteristic for thec(H,,T) data obtained by differ-

flection from the plateau to the logarithmic part as in Ref. 138Nt ?utrr]}ors. dv. for th le with the hiah .
is also difficult to obtain for reasonable parameters of the | nthe pr.esent_stu y; orthe sag;x/e W'E the hlg eStbC”t"
distribution functionW(L) such that the observed value ®f ca current[jc(_HZ— 0, T=77K)>1 cm"] we have ob-
is also obtained when the data of Ref. 13 are approximateEfarV(ad experimentally an anomalously sharp transiten
by relation(2). At the same time, our sample R532 and ther

ink!) in j.(H,,T) from the plateau at low fields to the loga-
samples studied in Refs. 14 and 15 can with complete justi_ithmic region. In addition, we have first called attention to
fication be classed with those for whidh (7)/j¢ gedH

the possibility of making the logarithmic approximati¢2)
—0,7)>1.

and to the fact that the values af obtained by fitting this
Let us mention another feature of approximating the eX_approximation to the data of different authors turn out to be
perimental data by the results of a calculation(b8) with

practically the same and nearly independent of temperature

. ) . ithin the measurement erjor
the functions(12) and (14). The parts ofj.(H,,T)/j:(0,T) (wi ) . .
directly following the logarithmic part, when one tries to The observed dependenfgH,T) is explained on the

describe them by means of formule6) [or the experimental basis of a model with pinning of an ensemble of Abrikosov
data of Ref. 13 by formula4)] go lower than in the calcu- vortices on edge dislocations in the grain boundaries, which

lation using Eq.(11) for S(H). However, excellent agree- &€ “dislocation walls.” The vortex lattice turns out to be
ment is achieve.d when one u.ses(1r2) and(lS) the follow-  Mismatched with the spatial distribution of grain boundaries,
ing expression fos(H): which contain chains of closely spaced dislocations. Here,

up to a certain value of the field this mismatch is small, and
T 12 all the vortices remain pinned. After the applied field is
5(H)=<m) (18 increased above a certain limit, the mismatch grows, and
yH) e .
for some of the vortices it is energetically favorable to be
located not at the pinning centers—dislocations and grain
with y<1. Here the results of a calculation @f3) with the  boundaries—but inside the grains. As a result, a smaller cur-
distribution function(14) reduces tq16) but with h replaced  rent is needed to produce a Lorentz force on the ensemble of
by h(1+ yh). The optimal values o found in the fitting do  yortices(comprising the distorted vortex latticeufficient to
not agree with the values expected on the basis of the agreak the vortices away from the pinning centers, i.e., a
sumption that the pinning energy at an edge dislocation desmaller current become sufficient for the onset of the “flux
pends on the field in proportion to (AH/H,). flow” regime.

Previously we have pointed out that the model that we  On the assumption of a statistically independent distri-
have used in analyzing: qefH,7)—a statistically indepen- pution of grain boundaries and vortex lattice sites, we have
dent distribution of sites of the vortex lattice and the lines ofobtained a general expression frgedHz.T)/jc aed0.T).
the grain boundaries—has limitations at high fields. It maywe have shown that for any distribution function of the
be that the feature noted when the experimental data aigumber of grains with respect to their characteristic linear
approximated by formul&16) or (17) stems from a limita-  dimensionL, the resulting magnetic-field dependence of the
tion on the applicability of our proposed model for calculat- critical current density can be approximated over a rather
ing P(L,d), viz., formula(12), on the high-field side. This wide interval 0.3<j.(H,,T)/j. ded 0,T)<0.9 by a logarith-
guestion will be addressed separately. mic function. We have shown that the value of the parameter

We also note that the proposed model gives a temperax in such an approximation is rather insensitive to the size
ture dependencéi* ~ 7. This temperature dependence is distribution function of the grains, and also to the other pa-
well satisfied in the region 0.857<0.3—0.5 for all the ex- rameters that take into account the properties of the sample.
perimental data for which a comparison was made. At largeThe parametew varies within narrow limits as a function of
values ofr a deviation from this dependence is observed forthe ratio of the average grain sizk) to the widtho of the
the data of Refs. 13 and 14, and, as we have said, theshstribution function in the region of smati=(L)/o=<1.
deviations are of different character. At the same time, the value of the characteristic field of

The predicted dependenéE ~ 7 is found in the region the transition from the plateau to the logarithmic depen-
in which the Ginzburg—Landau theory is valid, i.e., for smalldence,H,,=H*e ¥ depends on the value of the average
7. Therefore we will not comment on the deviations from thisgrain size{L) itself for any k and also depends ok for
dependence in the region wherdoecomes large. k~1. The sharpness of the transition from the plateau to the
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logarithmic part increases with increasikgn the region of
small values ok and ceases to depend krfor k>1.

As we have already pointed out, it is experimentally es-

tablished that for films with a high value gf.(H,—0,
T=77 K)>10° Alcm? an extremely sharp kink is observed
on j.(H,) in the transition region from the plateau to the
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A stationary Josephson effect in point contacts between triplet superconductors is analyzed
theoretically for the most-probable models of the order parameter ig &Rt SyRuQ,. The
consequence of misorientation of the crystals in the superconducting banks on this effect

is considered. We show that different models for the order parameter lead to quite different current-
phase relations. For certain angles of misorientation a boundary between superconductors

can generate a spontaneous current parallel to the surface. In a number of cases the state with a
zero Josephson current and minimum of the free energy corresponds to a spontaneous

phase difference. This phase difference depends on the misorientation angle and may possess any
value. We conclude that experimental investigations of the current-phase relations of small
junctions can be used for determination of the order parameter symmetry in the superconductors
mentioned above. ©002 American Institute of Physic§DOI: 10.1063/1.1468521

1. INTRODUCTION and belong to the even unitary representafigg. In uncon-
ventional superconductors this symmetry is broken. The par-
ity of a superconductor with inversion symmetry can be

compound URtmore than ten years agé.Recently, a novel specififed using tt]e.PauIi principlg. Because for tripI?t pairing
triplet superconductor SRuO, was found® In these com-  the spin part ofA is a symmetric second-rank spinor, the
pounds, the triplet pairing can be reliably determined, fororbital part has to belong to an odd representation. In the
example, by Knight shift experiment$, but the identifica- ~9eneral case the triplet pairing is described by an order pa-
tion of the symmetry of the order parameter is a much morgameter of the formA(k) =id(k) 66, where the vectoir
difficult task. A large number of experimental and theoretical=(6,0,,03), anda; are Pauli matrices in the spin space. A
investigations done on UPand SgRuO, are concerned with  vectord(k) = — d(— k) in spin space is frequently referred to
different thermodynamic and transport properties, but theys an order parameter or a gap vector of the triplet supercon-
precise order-parameter symmetry still remains to be workegyctor. This vector defines the axis along which the Cooper
out (See, for eXampIe, Refs. 7, 10—12, and Ol’iginal referenceﬁairs have zero Spin projection_ tf is Comp|ex’ the Spin

Triplet superconductivity, which is an analog of super-
fluidity in 3He, was first discovered in the heavy-fermion

therein. o components of the order parameter spontaneously break
Calculations of the order paramet&(k) in UPt and  time-reversal symmetry.
SKL,RUO, as a function of the momentum directiémon the Symmetry considerations reserve for the order parameter

Fermi surface is a very complex problem. Some general inconsiderable freedom in the selection of irreducible represen-
formation aboutA (k) can be obtained from the symmetry of tation and its basis functions. Therefore in many pafees,

the normal stateG gpin.orie< 7X U (1), whereGgpin orbit Fepre- for example, Refs. 7, 10—-12, 149l&uthors consider differ-
sents the point group with inversion,is the time-inversion €nt modelgso-called scenarigp®f superconductivity in URt
operator, andJ(1) is a gauge transformation group. A su- and SgRuQ,, which are based on possible representations of
perconducting state breaks one or more symmetries. In pagrystallographic point groups. The subsequent comparison of
ticular, a transition to the superconducting state implies théheoretical results with experimental data makes it possible
appearance of a phase coherence corresponding to breakitigdraw conclusions about the symmetry of the order param-
of the gauge symmetry. According to the Landau th&boj  eter.

second-order phase transitions, the order parameter trans- In real crystalline superconductors there is no classifica-
forms only according to irreducible representations of thetion of Cooper pairing by angular momentuis-wave,
symmetry group of the normal state. Conventional supercong-wave,d-wave,f-wave pairing, etg. However, these terms
ducting states have the total point symmetry of the crystahre often used for unconventional superconductors in the

1063-777X/2002/28(3)/6/$22.00 184 © 2002 American Institute of Physics
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meaning that the point symmetry of the order parameter is C1 z Co

the same as that for the corresponding representation of the

SO; symmetry group of an isotropic conductor. In this ter- (i) bo
minology conventional superconductors can be referred to as by , T-Vs
swave. For example, g-wave” pairing corresponds to the a /d
odd two-dimensional representati@n, of the point group :
D¢, or the E, representation of the point group,,. The \
order parameter for these representations has the same sym- Ny
metry as for the superconducting state with angular momen- (ii) by
tum =1 of Cooper pairs in an isotropic conductor. If the e

symmetry ofA cannot be formally related to any irreducible a,

representation of the SQyroup, these states are usually re-

ferred to as hybrid states. FIG. 1. Scheme of a contact in the form of an orifice between two super-
Apparently, in crystalline triplet superconductors the or-Conducting banks, which are misorientated by an angle

der parameter has a more complex dependen(feiorcom—
parison with the well-knowm-wave order parameter for su-
perfluid phases ofHe. The heavy-fermion superconductor full set of equations. In Sec. 3 the current density in the
UPt; belongs to the hexagonal crystallographic point grougunction plane is calculated analytically for a non-self-
(Dgpn), and it is most likely that the pairing state belongs toconsistent model of the order parameter. In Sec. 4 the
the E,, (“f-wave” state representation. The layered perov- current-phase relations for the most-likely models df *
skite material SIRuQ, belongs to the tetragonal crystallo- wave” superconductivity in URtand SgRuQ, are analyzed
graphic point group D,4). Initially the simplest ‘p-wave”  for different mutual orientations of the banks. We end in Sec.
model based on thE, representation was proposed for the 5 with some conclusions.

superconducting state in this compodtfdHowever, this

model was inconsistent with available experimental data, and

latert®! other “f-wave” models of the pairing state were

2. MODEL OF THE CONTACT AND FORMULATION OF THE

proposed. PROBLEM
Theoretical studies of the specific heat, thermal conduc-
tivity, and ultrasound absorption for different models of trip- We consider a model of a ballistic point contact as an

let superconductivity show considerable quantitative differ-orifice of diameter in a partition impenetrable to electrons,
ences between calculated dependedc®sl® The  between two superconducting half spac¢Ea. 1). We as-
Josephson effect is much more sensitive to dependenge of Sume that the contact diametdris much larger than the
on the momentum direction on the Fermi surface. One of thé&ermi wavelength and use the quasiclassical approach. In
possibilities for forming a Josephson junction is to create @rder to calculate the stationary Josephson current in point
point contact between two massive superconductors. A micontact we use “transport-like” equations fdrintegrated
croscopic theory of the stationary Josephson effect in ballisGreen functiongy(k,r,e,,) (Ref. 23
tic point contacts between conventional superconductors was . . . __ . ~__
developed in Ref. 17. Later this theory was generalized fora  L1em7s—4A,8]+ivekVg=0, @
pinhole model in®He (Refs. 18 and 1Pand for point con- and the normalization condition
tacts between d-wave” high-T, superconductor&?! It was .
shown that current-phase relations for the Josephson current 99=-1. 2
in such systems are quite different from those of convenHeree,,=#T(2m+1) are discrete Matsubara energieg,
tional superconductors, and states with a spontaneous phaigethe Fermi velocityk is a unit vector along the electron
dn‘ferenge becomeT possmle_. Theorenc_al and experimental INjelocity, and7s=7®1; 7 (i=1, 2, 3 are Pauli matrices in
vestlgatlons.of thls_effect in novel triplet sypgrco_nductorsa particle-hole space.
seem to be m_terestmg and enable one tq distinguish among’ The Matsubara propagatdj can be written in the
different candidates for the superconducting state. form:24

In Ref. 22 the authors study the interfacial Andreev
bound states and their influence on the Josephson current . [ 911010 (G921 0202)i0
between clean f‘wave” super-conductors both self- n 102(03+030)  O4— 620,50
consistently(numerically and non-self-consistentlanalyti- . . .
cally). The temperature dependence of the critical current &S can be done.for an arbitrary N:ambu matrix. Matn).( struc-
presented. However, in that paper there is no detailed analjure of the off-diagonal self-energy in Nambu space is
sis of the current-phase relations for different orientations of 0 idoo,
the crystals in the superconducting banks. A= ( AN )

In this paper we theoretically investigate the stationary lood* o 0
Josephson effect in a small ballistic junction between twoBelow we consider so-called unitary states, for whi¢h
bulk triplet superconductors with different orientations of the X d* =0.
crystallographic axes with respect to the junction normal. In  The gap vectod has to be determined from the self-
Sec. 2 we describe our model of the junction and present theonsistency equation:

; ©)

4
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- <o . In a ballistic case the system of 16 equations for func-
d(k,r)=7TTN(0)§n: (V(k,K)ga(K',1,em)), (®)  tionsg; andg can be decomposed into independent blocks
of equations. The set of equations which enables us to find

whereV(k,k') is a pairing interaction potentia(;.) stands the Green functiory, is

for averaging over directions of an electron momentum on

: P _ *\—(-
the Fermi surfaceN(0) is the electron density of states. 10ekV 01+ (gsd —g,d") =0; ©
Solutions of Eqs(1), (5) must satisfy the conditions for . . * _n-
the Green functions and vectdrin the banks of supercon- lpkVg.- +2i(dx gyt d™ x6p)=0; (10
ductors far from the orifice: ivekVgs— 2iemgs— 29,d* —id* Xg_=0; (11)
<o _ lemrs— A1, ivkV g+ 2ie g+ 2g,d—idX g =0: (12)

9(F*)= Ty (6)
emt[dy whereg_ =g; —g,. Equationg9)—(12) can be solved by in-
A i tegrating over ballistic trajectories of electrons in the right
d(Ioo):dlyz(k)ex%I?), (7) and left half spaces. The general solution satisfying the
boundary conditiong6) at infinity is

where ¢ is the external phase difference. Equatidbsand e
(5) have to be supplemented by the boundary continuity con- g(1”)=— +iC,exp(—2sQ,t); (13

ditions at the contact plane and conditions of reflection at the @
inFer_face betvx_/een superconductors. Below we assume th_at g"=C, exp(— 250, 1) (14)
this interface is smooth and that electron scattering is negli-
gible. 2C.d,—d,xC d
(n__“-~Znn “n7"~n — __n.
0> _ZSnQnJrszexr( 250 ,t) 0, (15
3. CALCULATION OF THE CURRENT DENSITY (m_ _ 2Cady +d7 XCy " exp( — 250 - o dy 16
9 2snQ,+2¢ep, ’

The solution of Eqs(1) and (5) allows us to calculate
the current density: where t is the time of flight along the trajectory, sdh(
=sgn@)=s, 7=5sgnp,); 1 =e2+|d,|% By matching the
solutions(13)—(16) at the orifice planetE0), we find the
constantsC,, andC,,. Indexn numbers the leftrif=1) and
right (n= 2) half spaces. The functiog;(0)=g{"(-0)
We consider the simple model of a constant order param= 9(2)(+0) which determines the current density in the
eter up to the surface. The pair breaking and the scattering aébntact, is
the partition and in the junction are ignored. This model can
be rigorously found for calculations of the current den&gy ien(Q1+Q,)cosl+ 77(8%14- 0,Q5)sing
in ballistic point contacts between conventional supercongl( = 5 ) R
ductors in the zero approximation in the small parameter K185+ (e Q10p)c08 —iemn(Qy+Q;)sing
d/ &, (&, is the coherence length’ In anisotropically paired (17
superconductors the order parameter changes at distances|®fformula (17) we have taken into account that for unitary
the order of&, even near a specular surfdcé® Thus for  states the vectors, , can be written as
calculations of the currer®) in the leading approximation '
in the parameted/ &, it is necessary to solve E¢p) near the dn=5n expi i, , (18
surface of a semi-infinite superconductor. It can be done only
numerically and will be the subject of our future investiga- WhereA , are real vectors.
tions. Below we assume that the order parameter does not Knowing the functiong;(0), one carcalculate the cur-
depend on coordinates and in each half space is equal to itgnt density at the orifice plarj¢0):
value (7) far from the point contact. For this non-self- ©
consistent model the current-phase relation of a Josephson i(0)=4meN O)UFTE dkk Reg,(0), (19
junction can be calculated analytically. This makes it pos-
sible to analyze the main features of the current-phase rela-
tions for different scenarios off*wave” superconductivity. where
We believe that under this strong assumption our results des
. . ) o o 01(0)
scribe the real situation qualitatively, as has been justified for

i(n=2meToeN(0) 2, (kgy(k,r,em). 8)

point cpgtacg betweend‘wave” s_uperconducto?gand pin- [A2A2 cos§+(82 +0,0,)A,4,]sing

holes in"He.~" It was also shown in Ref. 22 that for a contact =

between f-wave” superconductors there is also good quali- [A1A2+(s +Qlﬂz)cos§]2+s (Q1+Q,)2%sif ¢
tative agreement between the self-consistent and non-self- (20)

consistent solutiongalthough, of course, quantitative dis-
tinctions are present or, alternatively,
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AA, sin({ = ) ___axal
R = 0.2} “ Iy
©010) =" 2 00,5 A8, 00875 0) /;’ | = - o jplener
(21 0.1} /, ) J
S a5 A ~ ~ = -
where 6 is defined byA,(k)A,(k)=A;(k)A,(k)cose, and ~ 0 :’,’ : %
L(R) = o(K) = 91 (K) + b, oql i
Misorientation of the crystals would generally result in ' ! //
the appearance of current along the interffc€,as can be -0.2f -

calculated by projecting the vectpron the corresponding L L L L
direction. 0 02 04 06 08 1.0

We consider a rotatioiR only in the right-hand super- ¢/2m
conductor(see Fig. }, (i.e., d,(k) =Rd,(R'k)). Thecaxis  FIG. 2. Josephson current densities versus phese axial (22 and planar
in the left half space is chosen along the partition betwee?3 states in the geometry); misorientation anglex=/4; the current is
superconductorgalong thez axis in Fig. 1. To illustrate ~ 9"Ven in units ofjo=(m/2)eN(0)urA(0).
results obtained by computing E4.9), we plot the current-
phase relation for different below-mentioned scenariosfof *
wave” superconductivity for two different geometries corre-
sponding to different orientations of the crystals to the righ
and to the left at the interfadsee Fig. L

(i) The basahb plane to the right is rotated about the
axis by an angley; ¢,lI¢,.

(i) The c axis to the right is rotated about the contact
axis (y axis in Fig. 3 by an angle; b,lb,.

Further calculations require a certain model of the vecto
order parameted.

under the rotation of the basab plane to the righfthe
tgeometry(i)]. For simplicity we use a spherical model of the
Fermi surface. For the axial state the current-phase relation is
just a slanted sinusoid and for the planar state it shows a “
state.” The appearance of thestate at low temperatures is
due to the fact that different quasiparticle trajectories contrib-
ute to the current with different effective phase differences

rg(lz) [see Eqs(19) and(21)].2° Such a different behavior can
be a criterion for distinguishing between the axial and the
planar states, taking advantage of the phase-sensitive Joseph-
son effect. Note that for the axial model the Josephson cur-
4. CURRENT-PHASE RELATION FOR DIFFERENT rent formally does not equal zero &t=0. This state is un-
SCENARIOS OF “ F-WAVE” SUPERCONDUCTIVITY stable(does not correspond to a minimum of the Josephson
energy, and a state with a spontaneous phase difference
The model which has been successful to explain properyajue ¢, in Fig. 2), which depends on the misorientation
ties of the superconducting phases in YJRtbased on the anglea, is realized.
odd-parity E,, representation of the hexagonal point group  The remarkable influence of the misorientation angle
Den for strong spin-orbital coupling with vectat locked  on the current-phase relation is shown in Fig. 3 for the axial
along thec axis of the lattice® d=Ao2[ Y1+ 72Y2],  state in the geometriii). For some values of (in Fig. 3 it
whereY; =k, (ki —kZ) andY,=2Kk.k/k, are the basis func- s o= r/3) there are more than one state, which correspond
tion of the representatiol.The coordinate axes y, z rlere to minima of the Josephson energy=0 anddj,/d¢>0).
and below are chosen along the crystallographic axdés ¢ The calculatec andz componentgwhich are parallel to
as at the left in Fig. 1. This model describes the hexagonahe surfacg of the current (¢) are shown in Fig. 4 for the
analog of spin-triplet f-wave” pairing. For the high- same axial state in the geomefiy). Note that the current
temperatureA-phase ¢,=0) the order parameter has an tangential to the surface as a functiongdfs not zero when
equatorial line node and two longitudinal line nodes. In thethe Josephson curre(fig. 3) is zero. This spontaneous tan-
low-temperatureB phase {,=i) or the axial state gential currenfsee also Ref. 22is due to a specific “prox-
d=A02kz(kx+iky)2 22) imity effect” similar to the spontaneous current in contacts

between ‘td-wave” superconductor®:? The total current is
the longitudinal line nodes are closed and there is a pair of

point nodes. Th& phase(22) breaks the time-reversal sym-
metry. The functiomnA,=Ay(T) in Eqg. (22) and below de- 0.10

. o=7/3
scribes the dependence of the order paranttar tempera- RS _———q 4;4
'Elyieo')l' (in carrying out numerical calculations we assume 005F . el a=7/6
Other candidates for describing the orbital states, which -2 0 AL ’,_\\\ /\
imply that the effective spin-orbital coupling in UPis = \/ N L ~_ 7
weak, are the unitary planar state VT p
-0.05} S~
d= Aok [R(KZ—k2)+92kek, ] (23 oo
[or d=Ay(Y,Y,,0)] and the non-unitary bipolar state -0.10 2 L L
=Ao(Y1,iY,,0).” In Fig. 2 we plot the Josephson current- 0 02 04 06 08 10
phase relation ;(¢) =j,(y=0) calculated from Eq(19) for ¢/2m

both the aXiaI[With the order parameter given by E@Z)] FIG. 3. Josephson current versus phaséor the axial (22) state in the
and the planafEq. (23)] states for a particular value @f  geometry(ii) for different a.
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a " . o=r/3 0.3l
0.02f ﬁ, .\\———G=7t/4 -
0.01 /, "\"' a=n/6 0.2r 'o
- B I . “ ’
. ; \ o O .
c— ~ .
:( 0 '_ﬁ 0 ',
-0.1},°
-0.01
-0.2f
- 002 i [ ) I 1 - 03 [ 1 1 1 )
0 02 04 06 08 1.0 0 02 04 06 08 10
¢/2m ¢/2m
0.08F — v FIG. 5. Josephson current versus phaséor hybrid “f-wave” and “p-
: b SN o=7/3 wave” states in the geometry); a= /4.
,' _“.———oc=7r/4
0.04} ,/’ Sy----a=n/6
° ),//'\"QL ent misorientation angles (for the “p-wave” model it
"\“N 0 ~ ™y equals zerp Just as in Fig. 2 for thef*wave” order param-
- /,/.‘ '\\ eter(22), in Fig. 6 for the hybrid f-wave” model (25) the
_o.04l - RN steady state of the junction with zero Josephson current cor-
.- Ty, responds to a nonzero spontaneous phase difference if the
misorientation anglex# 0.
- 0.08 C. 1 1 1 1
0 02 04 06 08 10
¢/2m CONCLUSION

FIG. 4. Thex (a) andz (b) components of the tangential current versus We have considered the stationary Josephson effect in
phase¢ for the axial state22) in the geometryii) for different a. point contacts between triplet superconductors. Our analysis
is based on models withf‘wave” symmetry of the order
. . . parameter belonging to the two-dimensional representations
determined by the Green function, which depends on they yhe crystallographic symmetry groups. It is shown that the
order parameters in both superconductors. As a result of th'%urrent-phase relations are quite different for different mod-
for nonzero misorientation angles a current parallel to thgyis of the order parameter. Because the order parameter
surface can be generated. In the geoméiryhe tangential 456 depends on the momentum direction on the Fermi sur-
current for both the axial and planar state3'at0 is absent.  ¢y06 misorientation of the superconductors leads to a spon-
The first candidate for the superconducting state ifyne6us phase difference that corresponds to zero Josephson
SrRuO, was the ‘p-wave” modef current and to the minimum of the weak-link energy. This

doni(R +iky). (24) phase difference depends on the misorientation angle and can
112-X Y . ) possess any values. We have found that in contrast to the
Recently**?it was shown that the pairing state in,BUO,  «p.wave” model, in the f-wave” models the spontaneous

most likely has lines of nodes. It was suggested that this cagyrrent may be generated in a direction which is tangential to
occur if the spin-triplet state belongs to a nontrivial realiza-the orifice plane. Generally speaking this current is not equal
tion of the E, representation of the group,y,, with either {5 zero in the absence of the Josephson current. We demon-
B2g®E, (Ref. 19 or B;y®E, (Ref. 1) symmetry: strate that the study of the current-phase relation of a small
AL DD il . Josephson junction for different crystallographic orientations
d=Ayzk,k,(k,+ik,), for B,,®E, symmetry; (25 o .
o2kt (ke tky) 299" SY v (29 of the banks enables one to assess the applicability of differ-

d=Ag2(k3- Ri)(ﬁﬁ iIZy), for Byy®E, symmetry. ent models to the triplet superconductors Y&td SyRuO,.
(26)
Note that model$24)—(26) of the order parameter spontane- — =0
ously break time-reversal symmetry. 0.6} 2oV - - a=n/12
Taking into account a quasi-two-dimensional electron Z : ce--a=m/6
energy spectrum in SRuQ,, we calculate the curreriL9) 0.3f ',’ vy | a=T/Aa
numerically using the model of a cylindrical Fermi surface. o ,’ ! vl /./" A
The Josephson current for the hybritiwave” model of the = 0 ’,/" ‘ . : P 54
order parameter E@26) is compared to the g-wave” model -03L 1 // ol
(Eqg. (24)) in Fig. 5 (for = 7r/4). Note that the critical cur- {7
rent for the f-wave” model is several times smalléfor the -0.6} L~
same value ofA ;) than for the ‘p-wave” model. This differ- ; ) 1 :
ent character of the current-phase relations enables us to dis- 0 0.2 0.4 0.6 0.8 1.0
tinguish between the two states. ¢/2m

In F_igS. 6 and 7 we presen'F the Josephson curre_nt and theg. 6. Josephson current versus phaster the hybrid “-wave” state in
tangential current for the hybridf*wave” model for differ-  the geometry(i) for different .
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The sound velocity is measured in polycrystalline Mg8nthesized from the constituent

elements, and the bulk modulus in compression and the Debye temperature are calculated. The
conversion of an elastic wave into electromagnetic radiation is investigated in the mixed

state. The dynamic parameters of the vortex lattice are estimate@002 American Institute of
Physics. [DOI: 10.1063/1.1468522

SYNTHESIS AND REAL STRUCTURE large onequp to 30 um), in agreement with the results of
Ref. 2.

Magnesium diboride powder was obtained by synthesis  Some of the large grains are highly fragmented, appar-
from the elements M@98% pure and B(99.5% pur¢in an  ently as a result of the deformation during the preparation of
argon medium. The powder was sintered in a high-pressuréne sample. It was noticed that those grains had a high den-
chamber of the anvil-cell type with a lenticular cell. The sity of defects, contained fine microcracks and pores, and
necessary compression was provided by a hydraulic predsad large dislocation pileup@ig. 1). The data of electron
with a 6300 kN force. The powder was heated to the requirednicroanalysis also attest to strong fragmentation: most of the
temperature, not by the conventional indirect heatibgt by  reflections were smeared into arcs.
passing a current through the cylindrical samples to be sin-
tered, which gave a more uniform temperature distribution
over the volume of the sample. The preliminary compaction
of the powder was done by a cold two-sided pressing at
pressures of up to 1.3 GPa. The pressed sample was placed
in a capsule of graphitic boron nitride, which was mounted in
the working channel of the high-pressure chamber. After
completion of the sintering cycle the material was cooled
under pressure, and then the pressure was reduced to atmo-
spheric. The rate of buildup and relief of the pressure was 0.5
GPals. During the heating and cooling stages the temperature
was changed at a rate of 100 deg/s. The chosen construction
of the cell of the high-pressure chamber provided for hydro-
static compression of the material to be sintered to pressures
of up to 4.5 GPa and heating to temperatures of up to 2000 K
with holds of up to 300 s.

According to the data of an x-ray analysis the samples
contained magnesium diboride MgBand an insignificant
amount of manganese oxide MgO.

Microstructural and fractographic studies of the samples
were carried out on a Camebax CX-50 setup. The x-ray mi-
crospectral analysis established the presence of the charac-
teristic lines of magnesium, boron, and oxygen.

A study of the real structure of the samples was done by
the thin-foil and diffraction microanalysis methods with the
use of a PEI-U transmission electron microscope.

The results of the study showed that the samples ar‘EIG. 1. Typical picture of the real structure of the MgBample, demon-

Ch?-raCterized .by appr-eciable scatter in the grain sizes: in adfating the substantial inhomogeneity of the structure and the presence of
dition to very fine particlesd~0.1 um) there are also rather appreciable scatter in the size of the grains.

1063-777X/2002/28(3)/4/$22.00 190 © 2002 American Institute of Physics
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In addition to the fragmented grains, there were alsdRef. 7, wherein they are extracted from data on the conver-
rather large §>5 um) low-defect grains having a cubic sion of transverse sound into an electromagnetic field. The
configuration, which is characteristic of the compound MgO,sound wave vectog was oriented parallel to the external
which crystallizes in a cubic structure. magnetic fieldH and orthogonal to the MgB-free-space

In certain parts of the structure, in particular, near poresnterface. The electromagnetic radiation was registered by a
and along the boundaries of individual, clearly facetedcoil oriented with the plane of its windings also parallel to
grains, the presence of interlayers of an amorphous phask, The amplitude and phase of the Hall component of the

similar to that observed in Ref. 3, was noted. electromagnetic field were measuigige electric field vector
Ey was orthogonal to the displacement veaidn the sound
SOUND VELOCITY wave. Such experiments had been done befbrg only the

amplitudeE,, had been recordedn either low-temperatufe
As far as we know, no experimental results from mea-or high-temperaturesuperconductors, and a simplified theo-
surements of the sound velocity in MgBave been pub- retical approach to their description is proposed forth in Ref.
lished yet. In imperfect samples the most reliable data on th@o. However, the relations obtained in Ref. 10 do not admit a
sound velocity can be obtained only by analysis of the firstorrect passage to the limit of the normal state, as will be
signal, which has passed through the sample along the shoecessary in order to obtain quantitative informatisee
est path. Interconversion of different modes at inhomogenebelow).

ities (including at grain boundarigsnakes the more distant A more detailed analysis in the framework of the con-
reflections less suitable for measurements, as does to use tifuum approximation and the two-fluid modébads to the
some version of a resonance method. relation
The method used in this paper was modified somewhat
from that described in Ref. 4. In essence it consists in the 1 kf+ kﬁs
measurement, in a fixed frequency interval, of the phase— EH:EBU 2.2
frequency characteristics of two acoustic lines, consisting of g7 kit Kas
delay lines with a sample between them and delay lines with- o

out a sample. The difference of the phase—frequency curves
in the absence of interference distortions in the sample is a
straight line with a slope determined by the sound velocity, . . L S .
that is sought. For millimeter sample lengths the error 01HereB is the induction in the sample, which is practically

measurement of the absolute value of the frequency at free-qual ;?_'the _ﬁ(}ternal field egcept ina n"f"m\(’;)ﬂﬁld retgr:on
guencies of-55 MHz lies in the range 0.2—0.3% at a signal- aroundtic, . 1he wave numbers appearing (h) have the

to-noise ratio of~ 3. following model dependences on temperature and field:

. 1)

a* +qA(B4m) (K192 + Kl +Kig

The velocity values measured Bt 77 K (acoustic path kZ:)\‘z(l—t“)(l—b)
length ~4 mm), viz., V,=4.83x10° cm/s andV,=8.2 - ’
X 10° cm/s are only effective values, since defe@sres, _ i o
y effective values, i @ K2=2i6 21~ (1-t%)(1-b)],

microcrack$ decrease the sound propagation velotithe

MgB, sample under study had a well-defined geometriGyhere \ is the low-temperature penetration depth in the
shape, making it possible to estimate its porosity0(13)  Meissner phases is the skin penetration depths(?
rather accurately by a simple weighing. Using the approach=27wo, /c?; o, is the conductivity of the normal mejal
proposed in Ref. 5, we obtained the corrected values of the=T/T_, andb=B/B,, (T, andB,, are the critical values
veIocities:Vt= 5.12x 105 cm/s andV| =8.76X 105 cm/s. Fi- of the temperature and magnetic fm|d

nally, the limitations imposed in the porous-medium model  The complex quantitye* =iwn+a, (7 is the coeffi-
make this procedure much more uncertain than the error afient of friction ande, is the Labusch “spring” parameter
measurement of the effective values of the velocity. The valdescribes the dynamics of the vortex lattice, which vibrates

ues obtained are considerably lower than the Ca'CU'ateduring the propagation of an elastic wave. Bardeen and
values® although it may be that the correction introduced isStepheft gave a simple estimate foj: 7=BB0,/c?. It

not complete, since it does not make allowance for the presnay be noted that, —0 for b— 1.
ence of microcracks. Starting from the corrected values of  Forb=1 we havek, =0 and k2.=2i6"2, and Eq.(1)

the velocities and the x-ray density, we calculated the bulkeduces to the known expression for a normal metal in the

modulus Bo=110 GPa and Debye temperatur®o =787 |04 |imit.12 In the normal state the phase Bf, leadsu by
K). The latter value is close to that corresponding to the

» . . =arctan@?5%/2), and |Eyc/u| varies linearly withH,
guantities obtained from heat-capacity measureme@ts ( o 05 ! )
—746-800 K: see the literature cited in Re. 6 with a slope (Htar? ¢o) ~%5. According to published dats,

for MgB, the penetration depth lies in the range 800—-2000
A. At the frequencies used hege- 6~ 1~ 10°, and therefore

DYNAMICS OF THE VORTEX PHASE for (1—b)>10"2 and at practically any temperature we
The critical temperaturel(;= 37 K) and transition width have k. >q,[kyd, and relation(1) reduces to the simpler
(6T,~2 K) are determined from the measurements of thdorm

high-frequency magnetic susceptibility. 1
To estimate the dynamical parameters of the vortex lat- E,—-B
tice we have for the first time used the method proposed in c

a*
N — 2
e +q2(32/4w)> ’ @
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which is suitable all the way down to the Meissner state. We

emphasize that the factor multiplyirg? in Eq. (2), unlike
the situation in Eq(1), is not identical to the bending modu-

lus C,, of the vortex lattice, since the latter should soften as

H., is approached For (1-b)<1 (w7~2B2,/4w&%, ay
~0, kﬁs%Zi 57?) both Egs.(2) and (1) reduce to the corre-
sponding relation for the normal metal at any valuekbf

This means that even in an ideally homogeneous sample the

electric fieldEy changes continuouslfwithout a jump at
the transition ofH throughH.,. As H is decreased further,
the evolution ofEy depends on the relationship between
w7, a, and the elastic modulu8,,=B?/47 of the vortex
lattice. Obviously, sooner or later the situatig@®|>Cyy
will arise, and in that case the phasef will coincide with
the phase ofi, and|Eyc/u| will also vary linearly with the
field, but now with a unit slope. Thus in the caae?
>q?,6 2 relation (2) describes the behavior &, in the
entire field interval fromH ., to H; .

The measureéty curves are presented in Fig. 2. In view

Ignatova et al.
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FIG. 3. Reconstruction of the coefficient of frictiamy and Labusch pa-
rametere, .

of the limited range of magnetic fields accessible in our mea-

surements, informative experiments could be done only 3

rather high temperatures. We see that the phase of the sig

at the transition oH throughH, changes by approximately |

¢o~50° [Fig. 2d. The ratio of the slopes~1.6) in the
regions of linear variation dfE,| is in good agreement with

60
50t
31K
40t
30}

201

Phase of E,;, deg

1ok 24K

OF

-10

Amplitude |Ey| , arb. units

L

2
H,T

FIG. 2. Field dependence of the phase and amplitude(b) of the Hall
component of the radiated electromagnetic field at different temperatures.

e value that follows from our analysis‘+tarf ¢, [Fig.

)]. Knowing ¢o, we can estimate the depth of the skin
ayer in the normal phase at the frequencies used hére (
~2.3x10 % cm) and the resistivity atT=T, (p,=12.5
pn-cm).

Relation(2) can easily be inverted to extract the real and
imaginary parts ofe* from experimental data without any
additional assumptions. Of course, this can be done in the
case when one is able to track the variation of both the
modulus and phase d&,, in the accessible magnetic field
region. It is also obvious that this procedure is doable only in
that field region where the amplitude and phas&gfdevi-
ate noticeably from their limiting values. The result of such a
construction is shown in Fig. 3.

As expected,n varies practically linearly with applied
field. For a knowno,, the slope of this relation is deter-
mined, in accordance with Ref. 11, by the value Hbf,.
Extrapolation of the data in Fig. 3 by a straight line passing
through the origin gavél ,~3.2 T, practically equal to the
field that determines the beginning of the change in the phase
of Ey at T=28 K [Fig. 2g. This means that in the MgB
sample under study ., is limited by the condition of over-
lap of the cores of the vortices and not by the Clogston
paramagnetic limit?

It is seen from the results presented in Fig. 2 that the
main change in the phase Bf, is practically finished by the
start of the deviation ofE,| from the linear dependence
characterizing the normal phase. This means that in this stage
the inequalityw <, <q?Cy, holds, ande, can be esti-
mated either by inverting relatioi®) with a«* ~ a; or simply
from the relationa,_~q2Hr2n/47r, whereH,, is the character-
istic field at which the transition ofEy| from one linear
trend to another occurs. In particular, for=20 K an esti-
mate of the Labusch parameter gives~ 4 x 10-3dyn/cnf.
Using the order-of-magnitude relatian ~Bl./cr, wherel
is the critical current and is the characteristic spatial scale
of the pinning potential, which foH>H, is close to the
period of the vortex structure, we obtaip~3x 10* A/cm?
(T=20K,H=3T).
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The spontaneous and magnetic-field-induced first-order magnetic phase transitions in single-
crystal samples of the alloy system MnCr,Sb (symmetry space group4/nmm) are investigated

in samples withk=0.06 andx=0.12. It is found that the spontaneous first-order transitions

from the high-temperature to the low-temperature phase are not accompanied by complete
vanishing of the magnetization. At the induced transitions the magnetization before and

after the transition is an increasing linear function of field. It is concluded on the basis of the
results that the ground state in these alloys cannot be one of collinear antiferromagnetism,

as had been thought previously. Other possibilities for interpreting the ground state and the
mechanisms of order—disorder transitions inherent to magnets with itinerant carriers of
magnetism are examined. It is conjectured that the local magnetic moment has a ferromagnetic
and a periodic component which are formed by itineimiectrons and coexist in low-

and high-temperature phases. 2002 American Institute of Physic§DOI: 10.1063/1.1468523

INTRODUCTION into account the peculiarities of the formation of the mag-

] ) netically ordered state in a substance in the presence of itin-
Intermetallic alloys of the system Mn,Cr,Sb with the  grant carriers of magnetism.

tetragonal crystal latticeC38 (symmetry space group
P4/nmm are known for their unique magnetic behavior.
FerrimagnetigFiM) in the high-temperature state, they lose

a large fraction of their magnetization on cooling. As the  These studies were done on the same single-crystal
chromium concentration is increaséd x=0.035 the mag-  samples of Mg_,Cr,Sb withx=0.06 andx=0.12 as in Ref.
netization initially decreases as a result of two successivg. The magnetic properties were studied in stétig to 12
first-order phase transitiorighrough an intermediate phase kOe, inclusivé and pulsedup to 200 kOg magnetic fields.
followed by yet another first-order transitidn® In spite of  |n static fields the balance and vibrational methods were used
the large number of experimental and theoretical papers deo determine the temperature dependence and fields depen-
voted to the study of this phenomenon, no consensus hagence of the magnetization. In pulsed magnetic field the iso-
been reached as to its nature. The most important disagregrermal curves of the magnetization versus field were studied
ment, in our view, is in the interpretation of the magnetichy an induction method of measurement. The changes of the
structure of the low-temperatufeT) state of the alloys. In  parameters of the crystal lattice and phase state of the
particular, according to Ref. 1, at the transition to the LTsamples at the phase transition were determined by the x-ray
state of the alloy withx=0.03 its magnetization decreases diffraction method on a DRON-3.0 diffractometer inKyj

from 40 to 4 G cmP/g. At the same time, neutron-diffraction radiation from the shift and change in intensity of the reflec-
studieé reveal the presence of collinear antiferromagnetictions from the (4000 and (007) planes (diffraction angles
(AF) ordering of the magnetic moments in the LT state,29~108° and 124). For this the single-crystal samples of
which presupposes zero magnetization. It is clear that resolthe respective alloys were preliminarily adjusted and
ing this contradiction is an important problem not only for mounted in the reflecting position in a low-temperature at-
establishing the true magnetic structure of alloys of the partachment to the diffractometer, where they were cooled by a
ticular system Mp_,Cr,Sb but may also lead to fundamen- flow of gaseous nitrogen. The temperature of the samples
tally new approaches to the interpretation of neutronduring the recording of the reflections was stabilized to
diffraction results and to the establishment of newwithin 0.2 K. The error in the determination of the lattice
mechanisms of formation of the macroscopic magnetic propparameters was not more than £0A. The error in the de-

erties of matter. termination of the phase composition of the samples was 3%.
This paper is devoted to refining the magnetic structure

of the LT state of the system Mn,Cr,Sb by an experimen-
tal study of the response of this system to a magnetic field.
We analyze the possible reasons for the aforementioned con- Figure 1 shows the temperature dependence of the mag-
tradiction and propose a way of resolving it based on takinghetizationo of Mn,_,Cr,Sb samples witlx=0.06 and 0.12

SAMPLES AND METHODS OF STUDY

ESULTS OF THE EXPERIMENTAL STUDIES

1063-777X/2002/28(3)/5/$22.00 194 © 2002 American Institute of Physics
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FIG. 1. Temperature dependence of the magnetizati@f alloys of the o
system Mp_,Cr,Sb in a magnetic field of 12 kOe parallel to theaxis of "’E
the crystals for samples with different chromium concentratian3.06(1), o 20t
0.12(2). 0]
© 1
10
in a static magnetic fieltH=11 kOe directed along the te-
tragonal axisc of the crystals. As we see from Fig. 1, the
temperature behavior of the samples of both compositions is 0 160 500
qualitatively similar and is in good agreement with the re- H, kOe
sults of Ref. 1. As the temperature is lowered, a high- 2 c
temperaturdHT) magnetically ordere@according to Ref. 2, 30¢ 3
ferrimagneti¢ state arises, starting dt.~530 K. When a
certain critical temperatur€&, is reached, equal to 305 K for 5
x=0.12 and to 220 K forx=0.06, the magnetization de- % 20
creases in a jump, attesting to the transition of the samples to S
the LT state(antiferromagnetic in the opinion of the authors o 1
of Ref. 1). This transition exhibits temperature hysteresis: 3 10
K for x=0.12 and 12 K foix=0.06, indicating that this can
be characterized as a pronounced first-order phase transition.
The temperature interval in which the transition from the HT 0 100 200

to the LT state occurs is around 8 K. It should be noted that H, kOe
the values of the speuﬂg magnetization of the samples In thelG. 2. Magnetization curves of the alloy MgCry 1,Sb in various fields
LT state are lower than in the HT state but are still nonzerosor different orientations of the fiel relative to the tetragonal axisof the
and at low temperatures these values are the same for thestal and different temperatures: a—static fidle; 346 K, Hl|c (1), HLc
samples of both compositions. (2); H|c, HLc, T=292 K (3); b—pulsed field,HLc, T=77K (1),
The response of the samples of both compositions to aﬁiﬁ i(é)Z)’T:;i:gi é) (3); c—pulsed field, Hc, T=77K (1),
external magnetic field is also qualitatively similar. The fea- ' '
tures of this response in the different magnetically ordered
states can be seen from the results obtained for the sampleurves2 in Fig. 2b and 2§ In low magnetic fields the-(H)
with x=0.12, for example. These results are presented icurve has the typical form for a ferro- or ferrimagrisee
Fig. 2, which shows the magnetization curve@H) of the  also curve3in Fig. 23. The change in magnetization in high
crystal in static(Fig. 29 and pulsedFig. 2b and 2c mag- magnetic fields has a threshold character. @iiEl) curves
netic fields oriented parallel and perpendicular to the tetraghave a region of anomalously sharp growth to a value ex-
onal axis for different temperatures corresponding to differceeding the magnetization in the HT state. The reverse, de-
ent magnetically ordered states of the sample. It followscreasing path of the magnetization occurs with field hyster-
from an analysis and comparison of the curves in Fig. 2 thatesis. Outside of this region the field dependence of the
In the HT state the axis is the easy axis, as is clearly magnetization is linear and close to that in the HT state.
illustrated by curved and2 in Fig. 2a. The position of the region of sharp changecifH) can
2. In the LT state there is practically no axial anisotropybe characterized by the field valubg,; andH,, in Fig. 2b,
of the magnetizatior{the o(H) curves forH|lc andHLlc in which the change reaches one-half of its value during the
coincide; see curv8 in Fig. 23. increase and decrease of the field, respectively. Figure 3
3. In the HT state for sufficiently high fields the magne- shows plots ofH.; and H., versus temperature for the
tization increases linearly with increasing field strength.samples withx=0.06 and 0.12.
The rate of growth of the magnetizatiodg/dH for Hllc The behavior of the crystal structure near the tempera-
and HLc are the same, amounting to X80 2 G-cnv/ ture of the phase transition between the HT and LT states is
(g-kOe) and are practically independent of temperatsee illustrated by the x-ray diffraction results shown in Fig. 4 for
curves3 in Fig. 2b and 2¢ the case of the crystal witk=0.06, in which the magneto-
4. The magnetization in the LT state occurs in two stagestriction effect is more strongly expressed on account of the
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states. It follows froml (T) that the width of the het-
erophase region at the transition is not more than 10 K. It
should be noted that the shape and intensity of the peaks
from the(007) and(400) planes and also the area under these

\\ peaks remain unchanged at the transition. This once again

% attests to the high quality of the samples and provides a basis
for asserting that the HT and LT states are crystallographi-
cally homogeneous outside of the heterophase region.

200F

e

Heo™ & Het DISCUSSION OF THE EXPERIMENTAL RESULTS

HC1 . ch s kO

Taking into account the results obtained above, let us

y return to the analysis of the possible causes of the existence

/\ of nonzero magnetization in Mn,Cr,Sb alloys at low tem-
2 l peratures under the condition that their LT state is antiferro-
magnetically ordered.

1. It seems natural to assume that the HT phase does not
disappear completely at the phase transition, and at low tem-
100 260 360 peratures both antiferromagnetically and ferrimagnetically

T.K ordered macroscopic regions coexist in the sample. Such a
state might arise on account of a nonuniform distribution of
ingredients in the sample or could be the result of of so-
called “smeared” transitions. Such transitions have been ob-
served in several ferroelectrit$Their characteristic signa-

larger magnetization jump at the phase transition than for théure is the energetically favorable coexistence of alternating
sample withx=0.12. As we see from the temperature depen{hases in a wide region of temperatures and pressures.
dence of the parameters of the tetragonal crystal lagtiard However, in the present case this cause seems unlikely in
¢ shown in Figs. 4a and b, the transition to the LT state isview of the following circumstances. First, no traces of the
accompanied by jumplike changes in the lattice parameter$iT phase are observed in the x-ray patterns at low tempera-
an increase im by 0.11% and a decreasedrby 0.42%. The tures(see Fig. 4h even though the ratio of the magnetiza-
inset in Fig. 4b shows the temperature dependence of thHéons of the sample in the HT and LT states ngéar(Fig. 1)
concentration |+ of the LT phase in the crystal at the for- indicates that the fraction of that phase should amount to
ward and reverse phase transitions, constructed on the basi20%. Second, the phase transition occurs in a narrow
of the relative changes with temperature of the intensities of ~8 K) temperature interval. Given the strong dependence

the x-ray peaks from thé007) planes in the LT and HT of Tsonx (see Fig. ], these facts attest to the high quality
and uniformity of the samples. Third, the LT state lacks the

anisotropy of the magnetization process that is characteristic
4.09} a for the HT state(see Fig. 2b and 2cFinally, the nonzero
& o magnetization cannot be a consequence of the coherent pre-
00°° \ oc,c>°° cipitation of the FiM phase Mny,{rp.1:Sb, with a Curie
< 408t D0000° oo temperature of-360 K, which was observed in Ref. 9. If it
® S were, the temperature dependence of the magnetization of
the samples in the LT state in Fig. 1 would have the charac-
4-070 160 2(‘)0 3(‘)0 teristic shape of the curves for a precipitated phase, like
T.K those shown in Ref. 9. All of this evidence points to the fact
that the spontaneous magnetism in the LT phase is not a
6.55¢ 100F J cpoc,o°°° b simple manifestation of the presence of macroscopic regions
L of the FiM phase, and other ideas are needed in order to
éso- understand it. One such idea might be the coexistence of
< N . ferromagnetism and antiferromagnetism as canted antiferro-
° 220 230 240 magnetism.
T,.K o0 A particular case of such coexistence is realized in the
o° intermediate phash- observed in Mp_,Cr,Sb alloys with
6.501 o° x<0.0352 Those alloys exhibit two first-order magnetic
o® transformations as the temperature is lowered: FiMand
o° , . | e—AF, accompanied by a decrease in volume of the crystal-
0 100 200 300 chemical cell and magnetization. Here, as in alloys with a
T.K larger chromium concentration, the LT phase, provisionally
FIG. 4. Temperature dependence of the crystal lattice paranzeterdc for designated as AF, also has a finite value of the spontaneous

a sample withk=0.12 (the inset shows the variation of the concentration of magnetizati_on. In R_ef- 5 the stability of the magnetic Strl_JC'
the LT phasd +(T) near the phase transition temperajure ture of the intermediate phase was analyzed on the basis of

100

FIG. 3. Temperature dependence of the critical inducing fieldéor alloys
of the Mn,_,Cr,Sb systemx=0.06 (1), x=0.12(2).
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the Heisenberg model, which required imposing specific re-
strictions that are not obviously satisfiable. This circum-
stance is due to the properties of the regular Heisenberg
model, in which the canted structure turns out to be energeti-
cally unfavorablée?!

A completely different situation exists in the case of itin-
erant carriers of magnetism, which, in our view, play an im-
portant role in the formation of the magnetic properties of
the alloys in question. Indeed, according to the neutron dif-
fraction dat& the values of the local magnetic moments in
the octahedral and tetrahedral interstices of the lattice in al-
loys of the system MySb—CpSb are not proportional to an
integer value of the spin, and the order—disorder transitions T, T T
are always accompanied by a change in their moduli. This
may be a consequence of the collectivization of dhelec-
trons. Therefore, in interpreting the magnetic properties of
the alloys under study it is reasonable to employ certain T,
ideas of the spin-fluctuation theory of itinerant
magnetisn?® and to indicate its most characteristic fea- M
tures. One of these is the possibility of describing Certa‘ir]:IG. 5. Possible temperature dependence of the ferromagnetic % etod
electronic states in transition metal alloys which are createdntiferromagnetic vectoM allowed by the model of coexisting order pa-
by mobiled electrons but which admit the existence of mag-rameters.
netic moments localized at lattice centers. The spatial varia-
tion of the magnetic moment in a lattice with centers enu- )
merated by the indek and with radius vectoR; arises as a They are separated from each other by a distance equill to the
consequence of the band motion of the electrons and can Hattice constant along the tetragonal axis. The vectdvs
described with the use of a wave vect@: M;=Mg andM are, respectively, the algebraic sums of the uniform
+MgcosQ-R;). The quantityQ is determined by the to- and periodic Fourier components of the magnetic moments
po]ogy of the Fermi surface. Here, in contrast to the Heiseni.n the octahedral and tetrahedral pOSitionS of the lattice. A
berg model with localized! electrons, the unifornMg and ~ more detailed explanation of Figs. 5 and 6 can be found in
periodic Mgcos@Q-R;) components are not mutually Ref. 16. Here we note only that the magnetizaiion of the
exclusive'? The relative orientation of the Fourier compo- system is determined by the magnitude of the vebtorThe
nentsMo andM g determines the type of phase coexistencetemperature dependend#(T) agrees qualitatively with the
A parallel orientation describes ferrimagnetism in an alloytemperature dependence of the magnetizatiabtained ex-
with crystallographically equivalent centers of the sameperimentally.
chemical type(such a case is impossible in the Heisenberg In the phase of coexistence of the order parameters the
mode). A mutually perpendicular arrangement of these com-saturation magnetization can have an especially strong de-
ponents corresponds to the canted structtifé This means  pendence on the external magnetic field, since it can rather
that regardless of the symmetry of the lattice and the pres-
ence of anisotropy in the crystal, states in which ferromag-
netic, antiferromagnetic, and ferrimagnetic properties coexist M
are possible. The thermodynamics of such states is described
by interrelated order parameters, in the capacity of which we
use the uniform and periodic Fourier components of the
magnetic moment?'® Such a thermodynamic approach was
used previously for a model description of the magnetic
properties of the alloys Ee,Mn,As (a~1.6).1° Since the
alloys Fg_,Mn,As and the alloys investigated in the present
study are isostructuralsymmetry space grou4/nmm
with magnetic atoms located in octahedral and tetrahedral H
positions of the C38 crystal lattizethe thermodynamic po-
tential constructed in Ref. 16 may be used to describe the
magnetic properties of the system MnCr,Sb as well. The
standard analysis of such a potential shows that under certain
conditions the temperature dependence and field dependence
of the magnetization of the system have the form shown in
Figs. 5 and 6. Figure 5 also shows the possible configura- M

tions of the ferromagnetlc vectdd (heavy arrowsand an- FIG. 6. Dependence of the ferromagnetic and antiferomagnetic vectors on

tiferromagnetic VECtOfM (”ght arrows in rlelation to _the the external fieId—|H|\7I according to the model of coexisting order param-
crystal cell. The cell is denoted schematically by circlets.eters.

=
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easily increase the uniform and decrease the periodic Fouriand a strong linear dependence of the saturation magnetiza-
components of the magnetic moment while conserving itgion on the field in those phases.
square modulus. In the presence of only a ferromagnetic or- ¢) We have shown that the features of the magnetic be-
der parameter a change of the saturation magnetization cdravior of these compounds is not a consequence of inhomo-
occur only through a change in the modulus of the magnetigeneity of the samples or the presence of remnants of the HT
moment and would require a large expenditure of enéofy phase in the LT phase.
the order of the energy of the intra-ion exchange interaction On the basis of an analysis of the results obtained, we
of the d electrong. The monotonic increase of the magneti- have proposed a new point of view as to the classification of
zation under the influence of the magnetic field, which wethe magnetically ordered phases in MpCr,Sb alloys and
observed experimentally at the lowest temperatures, wherthe mechanisms of the phase transitions between these
the paraprocess is practically absent, can be regarded as y#tases. We have conjectured that ferromagnetic and antifer-
another piece of evidence for the two-component nature ofomagnetic components of the magnetic moment can coexist
the magnetic moment in the alloys under study. in the LT and HT states. A direct check of this conjecture

Temperature dependence of the order parameter can leatight be made by a neutron diffraction study of these mate-
to magnetic phase transitions of the order—disorder t{§p¥€, rials, the analysis of which should be done with allowance
for which the magnetically ordered state is determined by thdor the peculiarities due to the itinerant character of the car-
local characteristics of the lattice sites and is not due to sepatiers of magnetism.
ration of the material into macroscopic phases. The LT-HT  The authors thank Prof. K. Berner of the University of
transitions investigated here, which lead to a decrease of th@attingen, Germany for furnishing the single-crystal samples
magnetization, are possibly due to a redistribution of the spimf the system Mga_,Cr,Sb.
density between these components in favor of the periodic
component(Fig. 5. The anisotropic properties can also =g ... kamenev@host.dipt.donetsk.ua
change in this case if the total magnetic moment deviates
from the tetragonal axis as a result of the transition. The field
dependence of the magnetization, represented by &ime L. J. Damell, W. H. Cloud, and H. S. Jarrett, Phys. R0, 647 (1963
Fig. 2a and curved in Fig. 2b and 2c, are consistent with 2 ¢ ‘s tinE. Adelson, and W. H. Cloud, I‘Dhys)f R&31 1511(1963.
these conclusions. 3W. H. Cloud, Phys. Rev168 637 (1965.

The investigated mechanism for the order—disorder tran-*C. Kittel, Phys. Rev120, 335 (1960.
sitions is due, first, to the interaction and competition of ZH- S. Jarrett, Phys. Rev. 230, 942 (1964.
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The temperature dependence of the EPR spectrum of theibe in polycrystalline materials is
investigated on the basis of a numerical modeling of the spectrum. A comparison is made

of the changes in the spectrum with temperature for two different mechanisms. The first
mechanism involves the temperature dependence of the parameters of the spin
Hamiltonian, and the second the existence of a system with a multiwell potential. A comparison
of the outcomes for these two mechanisms with the experimental data shows that the

second mechanism is the governing one. In that mechanism a change in the occupation of the
excited vibronic states leads to a change in the shape of the EPR spectrum. The possibility

of obtaining additional information about the parameters characterizing the distribution of the
vibronic states over energy is demonstrated.2@2 American Institute of Physics.

[DOI: 10.1063/1.1468524

Unusual temperature dependence of the EPR spectruing the EPR spectrum. The goal of this study is to investigate
of the FE™ ion in a number of organic materials was ob- the influence of the temperature dependence of the parameter
served in Refs. 1-4. The objects of study were nitr@zo- of the spin Hamiltonian on the EPR spectrum and to deter-
naphthol N&FeQy(C,oHgN)3] in Ref. 1, an F&"-ion mag- mine to most effective mechanism for temperature-induced
netic center in polyaniline in Ref. 2, bromcresol greenchanges in the spectrum of the®Feion in a polycrystalline
C,1H14Br,0O5S in Ref. 3, and caolinite in Ref. 4. The result- substance.
ing absorption line of the EPR spectrum in those papérs The most complete compendium of previously published
was represented in the form a superposition of two resonanaesults of calculations of the EPR spectrum of théFion
lines and a nonresonant background. The first line is dein polycrystalline materials is presented in Ref. 5. The EPR
scribed by an effectiveg factor of ~4.3, the second by spectra have been studied in more detail for the limiting
g~2. Changing the temperature leads to a change of thealues of the initial splitting paramet®&>hv andD<hv,
relative integral intensities of the resonance lines. Line for which calculations have been done in analytical form. In
(g=~4.3) has a maximum intensity at a temperature of 4.2 Kthe region of the intermediate valuBs~hv the EPR spec-
Increasing the temperature leads to a decrease of the intemum can be modeled only by numerical methods. According
sity of line 1. At T=300 K line 1 is not observed for any of to the results presented in Ref. 5, o&>hv andE=D/3 the
the materials investigated in Refs. 1—4. The relative intensitfEPR spectrum of the Bé ion in a polycrystalline material is
of line 2 (g=2) has its maximum value foll =300 K. represented by a single resonance line with an effedive
Resonance lines and2 were referred to in Refs. 1-4 as the factor of ~4.3. ForD<hwv the most intense line of the EPR
low-temperature and high-temperature EPR spectra. Thgpectrum hag~2.0
change in intensities has the appearance of a redistribution of Resonance lines with suchgafactor were observed in
the intensity between the low- and high-temperature spectr&efs. 1-4 at various temperatures. The maximum intensity
In Refs. 1-4 it was assumed that the observed temperatud# line 1 (g~4.3) occurs at lowhelium) temperatures, while
dependence of the EPR spectrum is a manifestation of thénat of line2 (g~2.0) occurs at higliroom) temperatures.
properties of a system with a multiwell potential. A manifes- If it is assumed that the change of the spectrum with
tation of the Jahn—Teller effe@n the usual understanding of temperature in Refs. 1-4 is due to the temperature depen-
it) for the FE™ ion is unlikely, since it is ars ion. Therefore, dence of the paramet&, then, according to the experimen-
it was assumed in Refs. 1—4 that the’Féon is a magnetic tal datd~* and the results presented in Ref. 5, for satisfaction
probe, the spectrum of which reflects the dynamics of thef the conditionsD>10hv and D<hv/10 the parameteDd
molecules of the nearest-neighbor environment. should vary in a range of values from 0.03 to 3¢m

The conjecture made in Refs. 1-4 as to the nature of the To study the influence of the temperature dependence of
mechanism responsible for the change of the EPR spectrud on the EPR spectrum, we have done a numerical calcula-
with temperature is insufficiently well justified and is basedtion and modeling of the EPR spectrum of the’*Féon for
on the analogous behavior of the EPR resonance line of thealues of the zero splitting parametBr=0.001-3 cm®.
well-studied magnetic center formed by the Jahn—Teller iorFor modeling the absorption line shape the frequency of the
CW" in an octahedral environment. An alternative mecha-microwave field plays a key role. In this study the calcula-
nism for the observed changes in the spectrum is also posions were done for the most often used X band of frequen-
sible. This would involve the temperature dependence of theies. For definiteness we chose the frequency9.24
zero splitting parametdd of the spin Hamiltonian describ- GHz, which was used in Refs. 1-4.
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200 Low Temp. Phys. 28 (3), March 2002 V. N. Vasyukov

The procedure used to calculate the absorption line
shape for each value of the parameietis as follows. The
direction of the magnetic field relative to the direction of the
symmetry axis of the magnetic center was specified. The D=0.3 cm-

direction of the magnetic field is described by the two angles N A
0 and ¢ of a spherical coordinate system. For the specified [\ D=0.2 cm-
field direction the energies of the spin states were calculated San

as functions of the magnitude of the magnetic field. These
functions and the value of the quantum were used to
determine the resonance fields. The transition probabilities
were calculated for each value of the resonance field. It was
assumed that the resonance line of each transition has a
Lorentzian shape. It was assumed that the linewikli, is

M D =0.08 cm!
independent of temperature and, for definiteness, equal to A
0.04 kOe. The resulting absorption line was obtained by av- D =0.05 cm-
eraging over all orientations of the magnetic field.

Absorption

The spin Hamiltonian of the ion Bé was chosen in the

form D=0.02 cm-t

H=gB(H-S)+D[S-S(S+ 1)/3]+E(S;-S), (1)

where B is the Bohr magnetorH is the external magnetic
field, S, S,, andS, are the spin operators, aibdandE are D=0.001 cm
the second-order zero splitting parameters. The pararDeter
describes the anisotropy of the magnetic center along the ! L ! :

S h . . 2 4 6 8 10
principal symmetry axis, while the parametéris deter- H KkOe
mined by the rhombic distortions of the nearest-neighbor en- '

vironment; g is the g factor of the spin multiplet. For the FIG. 1. Dependence of the absorption line shape in the EPR spectrum of the

EE™" ion this usua”y has the vaILga=2 0 Fe" ion in a polycrystalline material on the value of the initial splitting
. . L parameter.
For comparison with the experimental results the calcu-

lations were done under the condition of maximal rhombic
distortion of the environment of the magnetic idbs=D/3,
which apparently holds quite well for the magnetic centerdalline materials it is necessary to analyze the dependence of
studied in Refs. 1-4. This is indicated by the absence ofhe resonance fields on the orientation of the magnetic field
splitting of line 1 (Ref. 5. and the transition probabilities. The dependence of the reso-
The fourth-order initial splitting was not taken into ac- nance fields on the orientation of the of the external magnetic
count in view of the smallness of those parameters in comfield for values of the paramet& from the three different
parison with the second-order terms and also for the reasamrgions is shown in Fig. 2. The transition probabilities de-
that the determinative experimental results were obtained fgpend on the values of the parameters of the spin Hamil-
polycrystalline materials. tonian, the frequency of the microwave field, and the orien-
The results of these calculations are presented in Fig. Xation of the external magnetic field relative to the axis of
which shows the absorption line shape of thé 'Fen in a  symmetry of the magnetic center, and therefore the calcula-
polycrystalline sample for the following values of the zerotion was done for all the “allowed” and “forbidden” reso-
splitting parameterD =0.001, 0.02, 0.05, 0.08, 0.09, 0.15, nance transitions.
0.2, 0.3 cm®. We see that there are three regionsDof In Fig. 2a an arrow indicates the resonance field whose
values. The first can be taken Bs<0.08 cm L. In this re-  absorption line is the basis for the formation of lihén the
gion one observes a central, most intense resonance line wigolycrystalline material. The resonance field forming Ihe
g=2.0 and peaks symmetrically located on both sides, ang indicated by an arrow in Fig. 2c. A characteristic feature of
the resonance ling is absent in this region dd values. The these resonance fields is that they depend weakly on the ori-
second region is fob>0.1 cm * (D>hv/3). In that region  entation of the magnetic field.

(=]

the resonance lind is observed in the EPR spectrum. It It should be noted that the plot in Fig. 2b does not con-
should be noted that fdd>0.3 cm ! the EPR spectrum has tain resonance fields forming the resonance lihesd 2.
the same shape as the spectrumDo+ 0.3 cmi %, which is If the shape of the EPR spectrum in Fig. 1 is compared

shown in Fig. 1. In the third region, 0.88)<0.1 cm !, the  with the absorption line shape obtained experimentally in
EPR spectrum is a set of rather intense resonance lines, sorRefs. 1-4, it can be concluded that the mechanism respon-
of which cannot even approximately be assigned to eithesible for the temperature dependence of the EPR spectrum of
line 1 or line 2. According to the data of Fig. 1, ling is  the FE™ ion in polycrystalline materials* cannot be due to
observed forD>hv~0.3 cm ! and may also be observed the temperature dependence of the zero splitting parameter.
for hv/3<D<hv. In Refs. 1-4 the resonance linesnd?2 are observed simul-

To understand the reasons for the appearance of twianeously over practically the entire temperature interval
resonance linegl and2) in the EPR spectrum of polycrys- from liquid-helium temperature to room temperature. The
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FIG. 2. Dependence of the resonance fields on the direction of the externﬂf the Fé*

magnetic field forD — 1.0 (), 0.1 (b), and 0.03 cm® (©) ion in polycrystalline materials at temperatures

T=4.2, 10, 40, 100, and 295 K will have the shape shown in

Fig. 3. These absorption lines can be obtained as a result of a

results presented in Fig. 1 show that lirfleand 2 cannot be summation of the contnbgnons from the ‘set of vibronic
s]tates, which are characterized by different values of the en-

observed simultaneously if the temperature dependence %rgys and of the parametdd corresponding to this energy.

the EPR trum i vern the mechanism qrf . . . :
© spectrum is governed by the mec anis based e occupatiorN of the vibronic state with energy can be
the temperature dependence of the zero splitting parameter.

Furthermore, we see in Fig. 1 that f&¥<0.08 cm'! the written as
EPR spectrum is not a single lirkebut a set of partially or
completely allowed resonance lines. N=Ng exp(—&/kT)/ 2 exp(—en/KT), Q)

To model the absorption line shape that should be ob- =t
served in the case of a mechanism based on the appearaveBereN, is the number of magnetic centers in the crystal.
of a multiwell system it is necessary to determine the depen- The temperature dependence of the EPR spectagm
dence of theD values for the various vibronic states on the Fig. 3) agrees well with the experimental temperature depen-
energies of these states. An exact solution of this problerdence of the spectrum in Refs. 1-4. It should be noted first
presents significant difficulties, especially since the causethat lines1 and2 are observed simultaneously over practi-
giving rise to the multiwell system have not been studied incally the entire temperature interval. Furthermore, it is seen
full measure. For a qualitative analysis it can be supposeth Fig. 3 that decreasing the temperature leads not only to a
that this dependence has the form decrease in the intensity of lirf2but also to an increase in its

width. This suggests that the mechanism responsible for the

D=Doext ~(s/e0)*In2], @ temperature dependence of the EPR spectrum of thé Fe
whereD is the zero splitting corresponding to the vibronic ion in the polycrystalline materials investigated in Refs. 1-4
state with energy for the multiwell system, an®, is the is determined by the properties of the physical system having
maximum value of the zero splitting, which corresponds tothe multiwell potential.
the ground vibronic state. The parametgrdetermines the The temperature dependence of the spectrum is deter-
height of the barrier separating the potential wells of themined by the temperature dependence of the occupation of
multiwell system. According to Refs. 3 and 4g¢, the vibronic states of the system. At helium temperature the
~15 cm L. For observation of lind at low temperatures it excited states are weakly occupied. The main contribution
is necessary that the parameBgy=0.15 cm ! (see Fig. 1 comes from the ground state and the states located near it.
If it is assumed thaD,=0.2 cm 1, then the absorption line For these state® is close to its maximum value, and there-

o0
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fore line 1 has the highest intensity. Increasing the tempera-
ture leads to occupation of the above-barrier states )
and, hence, to an increase in the intensity of IheThe
transition of the magnetic centers to over-barrier states leads

to a decrease in the number of magnetic centers found in T=295K
under-barrier states. As a result of this, the intensity of line

decreases with increasing temperature. It should be noted

that in order to have a significant decrease in the intensity of

line 1 it is necessary that at high temperatures the number of T=100K

magnetic centers found in the over-barrier states be signifi-
cantly larger than the number of magnetic centers in under-
barrier states.

The absorption line shapes shown in Fig. 3 were calcu-
lated using an infinite number of discrete vibronic states of
the system. The line shape for the lower states, correspond-
ing to values of the parametBr=0.001 cm ! and 20 values T=40K
in the intervalD=0.01-0.2 cm?® were calculated by the
method described previously for Fig. 1. The line shapes for
some of these states are shown in Fig. 1. In calculating the
data presented in Fig. 3, the barrier height was taken
equal to 10 cm?!. Therefore, states with>0.1 cm ! are
under-barrier, and those with<0.1 cni ! are over-barrier.
The line shapes of the highly excited state® (
<0.001 cm 1) were assumed to be the same as for the state S L
with D=0.001 cm®. In the calculation of the occupation
numbers the sum in relatiaf®) is broken into two parts. In H, kOe
the first part the energy of the vibronic states is determinegc. 4. changes with temperature in the EPR spectrum of thé fea in a
from the specified values of the parameleraccording to  polycrystalline material foDy=0.15 cnT?, £,=10 cm .
expression(2). In calculating the second part of the sum,
corresponding to highly excited vibronic states (

<0.001 cm'Y), it was assumed that in this region of ener-  The absorption line shapeee Fig. 3 depends to a sig-
gies the vibronic states are equidistant, which made it posnificant degree on the distributiof2). Figure 4 shows the
sible to calculate the second part of the sum analytically. changes in the EPR spectrum with temperature oy
The integral intensity of any EPR resonance line de-=0.15 cmi'. As we see from a comparison of the data in
creases with increasing temperature. The mechanism for thﬁgs 3 and 4, line2 can be observed experimenta”y at
temperature dependence involves a change in the occupatiifuid-helium temperature. Decreasing the paramdder
of the resonance states of the spin multiplet. In order to demeads to a decrease in the intensity of IR@bserved afl
onstrate the manifestations of the properties of the multiwel=4.2 K. If the parameteD,<0.1 cm ! (Dy<hv/3), then
system in purest form, this mechanism was not taken intehe resonance lind may not be observed experimentally.
account in the calculation of the resonance lines in Fig. 3Here the features of the multiwell system are manifested in
However, the intensity of lin@ at T=295 K is noticeably the features of the temperature dependence of the width of
lower than the intensity of liné atT=4.2 K. The reason for line 2.
this is that the average value of the energy of the occupied
vibronic states increases with increasing temperature.
There is another noteworthy feature of the data presentett_majl: ywasyukov@mail.ru
in Fig. 3. With decreasing temperature the absorption line
becomes less “smooth.” The lower the temperature, the
greater the intensity of the additional peaks distributed over
the entire interval of magnetic fields. This is outwardly simi- 1y, p, p'yakonov, V. N. Vasyukov, V. A. Shapovalov, E. I. Aksimenteva,
lar to a noise signal. The cause of this behavior is apparentl;g H. Szymczak, and S. Piechota, Fiz. Tekh. Vysokikh Davien60 (1998.
due to the discreteness of tie values chosen for the de- Y- N- Vasyukov, V. P. D'yakonov, V. Shapovalov, E. I. Aksiment'eva, and
L . . . H. Szymczak, S. Piechota, Fiz. Nizk. Ten6, 363 (2000 [Low Temp.
scription of the vibronic states. At high temperatures the py, ¢ 56 265 (2000].
states are occupied more uniformly, and this leads to bettetv. v. Chabanenko, V. N. Vasyukov, R. O. Kochkanjan, M. M. Nechitailo,
averaging. At low temperatures the main contribution comes H. Szymczak, S. Piechota, and A. Nabjalek, Fiz. Nizk. Ter2®. 66
frpm afew state;s !ocated near the.grounq state. At .the ChOSef!{/z.cl)\?a\/zglgg\lljvkxv-\/I.Dg)rl\ixi%vi?o(\/z,c‘)so.aﬁ} Schwarz, M. H. Rafailovich, J. C.
discreteness this is 3—4 states. Since this feature is absent iR|oiov, V. A. Shapovalov, and V. A. Beloshenko, J. Magn. Re46#, 15
the experimental curves? it should be assumed that the (2001.
splitting of the vibronic states is considerably smaller than°Ya. G. Klyava, EPR Spectroscopy of Disordered Solida Russias)
that which was assumed in the calculation of the data in Fig. Z"a"e: Riga1988.
3 (AD=0.01 cm?). Translated by Steve Torstveit
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The complete Raman spectra of a single crystal of LiNiP@® a wide temperature range are
reported. Of the 36 Raman-active modes predicted by group theory, 33 have been

detected. The spectra are successfully analyzed in terms of internal modes of )& (B@up

and external modes. Multiphonon Raman scattering is also discussed. Low-frequency lines,
observed in the antiferromagnetic phase, are assigned to magnon scattering and are discussed
briefly. © 2002 American Institute of Physic§DOI: 10.1063/1.1468525

INTRODUCTION ME coefficients at the frequency of visible light, which are
o ) _unknown. The “Pradhan” lines in the spectrum may in prin-
The lithium orthophosphate of nickel belongs to a family gjpje he separated via their difference given by the polariza-
of antiferromagnets with the general formula LIMPO ion selection rules.
2 i2 H
(where M=F€*", Mn®", C®", Ni**) and which are known Motivated by the above considerations, a Raman scatter-
to be magnetoelectriés In the paramagnetic phase theseing study of LiNiPQ, has been undertaken. In this paper we
compounds have the same orthorhombic space gloupa  4re reporting spectra of the observed elementary excitations

but the magnetic groups in their antiferromagnetic phase arg, the frequency region from 4 to 1200 cfand at tempera-
partly different. All of them allow the occurrence of the lin- y,res between 5 and 300 K.

ear magnetoelectriéME) effect. The mechanisms respon-
sible for the ME effect in LIMPQ remain an open question.

The majority of experimental investigations of the linear SYNTHESIS OF LiNiPO 4 SINGLE CRYSTALS
ME effect in LIMPO, compounds realized so far have beenAND EXPERIMENTAL PROCEDURE

restricted to the study of the quasistatic properties, i.e., to Single crystals of the orthophosphates LiMPQM
measurement of the quasistatic magnégiectrio moment  _\n Fe Co,Ni) can be obtained by conventional solution

induced by an external quasistatic elecficagnetig field. growth (see, e.g., Refs. 4 and & LiCl flux. This high-
Much less attention has been paid to the spectrum of elemeismperature halide solvent is advantageous as it consists par-
tary excitations and to the influence of ME interaction onajy of an element present in the final compound and has
excited states. The nature of the large value of the ME CO€fainer low viscosity in the molten phase, favoring stable
ficient in LICoPQ, is not yet clear. It may lie in the specific ?rowth. Different experimental variants according to the fol-

arrangement of the low-energy electronic energy levels Ofqying reactions are possible for obtaining the starting ortho-
the magnetic ion and their interaction with a vibrational phosphate:

spectrum. . .
The motivation for the present study is manifold. One of ~ M(OH)z+NH,H,PO,+ LisPO;— LIMPO,

the objectives is to determine the frequgncy and symmetry of +NHs+ H,0, 1)

the long-wavelength, dk=0, Raman-active phonons and to

compare them with the results of group theory analysis, M3(PQy),+ LizPO4— 3LIMPOy,, 2

based on both the factor-group and site-symmetry methods. . . .
At low temperature LiNiPQ undergoes a transition to an MClz+LigPOy— LIMPO, +2LiICl. 3)
antiferromagneti¢dAF) phase, and thus additional lines due For each of these reactions, a stoichiometric molar ratio of

to light scattering by spin waves, both first and second ordereacting materials is required. Reacti@) was first used for
may be observed in the Raman spectra. the synthesis of LiMnP@crystals by dissolving the starting
Owing to the ME effect the Raman spectrum may bereactants in LiCl, followed by cooling.The method was
more complicated in the AF phase due to an additionalater modified slightly for the growth of LiFePQcrystald
mechanism of light scattering predicted by Pradhathe and adapted for the growth of single crystals of the entire
origin of the mechanism resides in the possiblea ME)  series LIMPQ, with M=Mn, Fe, Co and Nf
interaction of the electri¢magneti¢ vector of the incident In the present study, for growing LiNiEGsingle crys-
light with the magnetidelectrig vector of the scattered light. tals, reaction(3) was used and performed in a LIiCl flux,
The effect should be proportional at least to the value of thallowing us to obtain single crystals large enough for physi-
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cal experiments(~ 1-5 mn?). The molar ratio between one common ioncoupling between the moments in different
LiNiPO, and LiCl in the starting mixture was optimized at planes, and only higher-order interactions are possible,
1:3. Platinum crucibles of 30 ml volume were filled with a involving the phosphate groups as an “exchange bridge.”
maximum of 45 g of a stoichiometric mixture of the pow- Each Nf* has a net of at least four antiferromagnetic
ders, followed by a pre-melting at 800 °C. Due to the highNi—-O—P—ONilinks to Ni°* ions in adjacent planes. Accord-
volatility of the solvent, the crucibles were sealed by argoning to neutron scattering dat&*the antiferromagnetic or-
arc welding and a hole of-50 um diameter was drilled dering takes place with preservation of the unit cell. The
through the lid in order to equilibrate the pressure. spins of the nickel ions lie along the crystal agiand alter-

The growth temperature profile was as follow$:hkat- nate up and down. Until recently the magnetic space and
ing in 5 h to 890 °C, 2 soaking at 890 °C for 4 h,)&low  point groups were considered to lfenm’a and mm’'m,
cooling at 0.755 °C/h to 715 °C,)&low cooling at 1.4°C/h  respectively! Recent neutron diffraction work has shown
to 680 °C and bcrystal recovery at 680 °C. The crystal re- that a space-modulated spin structure occurs in a narrow
covery from the molten flux was the last critical problem to temperature range close g, with a magnetic incommensu-
be solved for obtaining weakly stressed crystals. For thisate short—range order persisting up to about 43¥.
purpose the crucible was rapidly removed from the furnace, The magnetic field dependence of the polarization in-
two holes were pierced in the lid, and the remaining liquidduced via the ME effect in LiNiP@shows a so-called “but-
was quickly poured on a porous ceramic. terfly loop” feature both when the magnetic fiell is ap-

The Raman spectra were measured on a LiNiBi@gle plied along thea axis, i.e., perpendicular to the spin direction
crystal of high optical quality. The sample was cut as a rect{c axis),}’ as well as foH applied along the spin directidfi.
angular parallelepiped with edges of 4.2, 3.0, and 2.4 mmUsually such behavior appears due to the presence of a spon-
parallel to the crystallographic axasb, ¢ of the orthorhom- taneous magnetic moment in a compousee, e.g., Refs. 19
bic cell, respectively. Since the b, andc axes correspond to and 20. Since such a small spontaneous magnetization was
the principal axes of the dielectric tensor, this sample shapeecently found for the related LiCoPQ, also showing
minimized errors due to birefringence in polarized Ramart‘butterfly loops,”? the occurrence of a spontaneous magne-
measurements. The system of coordinates was chosen to tization in LINIPO, can be expected, too. Thus a symmetry
X|a, Y||b, andZ||c. lower thanmm' m will be required.

The Raman spectra were recorded with a Jobin-Yvon In spite of the fact that thenm'm symmetry forbids a
U-1000 double monochromator equipped with a cooled phospontaneous magnetic moment, it was recently shown theo-
tomultiplier and photon counting electronics. The right-angleretically that a “butterfly loop” can also be realized in
scattering geometry was used. In order to reduce the beam-sublattice fully compensated antiferromagnets with an “in-
induced heating of the sample and to enhance the scattereitect cross” magnetic structufé.In such a structure the
light intensity, the 632.8 nm line of a He-Ne laser operatingabove-mentioned symmetmpnm’'m allows spin canting in
at powers up to 30 mW was used in the experiments. For thpairs of adjacent sublattices, but the resulting magnetic mo-
yellow-orange crystals of LINIPQ the transmission win- ment of a pair is “hidden,” because another spin pair fully
dow is centered in the region 6573 nm%!° The tempera- compensates it in the unit cell. However, this mechanism
ture interval 4.2—-300 K was covered by using a special opdoes not seem to apply to LiNiR®ecause, as stated above,
tical cryostat. The sample was kept in an exchange ga is very likely that the “butterfly loops” are due to a spon-

atmosphere. taneous magnetization.
STRUCTURAL AND MAGNETIC FEATURES OF LiNiPO , GROUP THEORY ANALYSIS OF FUNDAMENTAL
i . VIBRATIONS
The lithium orthophosphates LIMBO(M=Cd" or
Ni?") are isostructural with the minerals lithiophilite (M A group theory analysis of the LiIMPOfamily of com-

=Mn) and triphilite (M=Fe), which belong to the olivine pounds was done in Ref. 23. Let us summarize the essential
family.2*2 The orthorhombic unit cell contains four for- results. In all of them the unit cell contains 4 formula units.
mula units and is described by space grd%lpma(D%ﬁ The vibrational representatidn,;,, of the 84 normal modes
(Ref. 12. The crystal structure can be understood as a nearlgt the center of the Brillouin zone&k E0) is distributed on
hexagonal close packing of oxygen atoms. Each phosphoruke irreducible representations of tBe,;, point group as fol-
atom in the crystal is surrounded by four oxygen atoms, cretows: Ty, =11A4+ 7B 4+ 11B5;+ 7By + 10A,+14B,,

ating a distorted tetrahedral (B3~ group with C4(mL b) +10B,,+ 14B5,. Among them there are 3 acoustic modes,
point symmetry. The Ni" and LP" ions occupy positions 45 antisymmetrical modes, active in IR absorption for the
with site symmetryCg and C;, respectively. They are sur- B;,, B,,, and Bj, representations, and 36 symmetrical
rounded by distorted octahedra of oxygen atoms. The nickdRaman-active optical modes. The latter modes correspond to
ions lie in puckered planes perpendicular to ¢haxis. Ad-  the polarization of the excited and scattered light in the cho-
jacent planes are separated by,R€rahedra sharing corners sen coordinate system asAg-(XX), (YY), (Z2),

and edges with the LiQoctahedra. B1g-(XY), (YX), Byg-(X2Z), (ZX), andB34-(Y 2), (ZY).

Above Ty=19.1 K the crystal manifests paramagnetic In a first-order approximation, the vibrations can be
behavior® Below Ty a relatively strong AF coupling be- separated into internal vibration§'f,) of the (PQ)°~ tet-
tween nearest-neighbor nickel ions occurs within the puckrahedra and external vibrations in which they move and ro-
ered plane via —NiO—Ni-superexchange pathways>'* tate as solid units. The external vibrations are separated into
However, there is no direct or first-order superexchaivige the translational motions of the center-of-mass of {PO,
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Li* and C3" ions (I'yand @nd hindered rotationéibera- XX
tions) of the (PQ)3~ ions (T},,). Such separation is rather
arbitrary and may be used in the group-theory analysis for
clarity only. In fact, they are not completely independent.
The analysis gives the following representation for the
above-listed types of vibration:

['ini=6Ag+ 3B 14+ 6Bog+3Bag+ 3A,+ 6By,

+3B,,+6B3,,

rtranS: 4Ag+ ZBlg+4Bzg+ 2839+ 5AU+ GB]_U

4B, + 6By, AL

and
r|ibr:Ag+ ZBlg-i- Bzg+ 2839“1‘ 2AU+ Blu

+2B,,+ By,

Theoretically, a static splitting due to ti@, crystal-field
symmetry and a dynamic splitting due to the presence of 4
formula units in the unit cell could take place for the fre-
quencies of the internal vibrations of (PO tetrahedra.
Experimentally, this may or may not be observed, depending
on the crystal field effects.

Intensity , arb. units
}
=

EXPERIMENTAL RESULTS AND DISCUSSION

Polarized Raman spectra of a LiNiRQingle crystal,

ZX

taken a5 K for different orientations of the sample sufficient

to classify the symmetry types of all the Raman-active

modes, are shown in Fig. 1. The intense lines which persist

when the temperature rises frof< Ty to room temperature " ATy }
zY

are identified here as first-order phonon excitations. The
symmetry assignments were made by means of polarization
measurements and are listed in Table I. Some “leak through”
of forbidden lines in certain polarization configurations is

evident in these spectra, arising from slight misorientation of

the crystal and/or the wide-angle-aperture optics which is LA \

used in the experiments to collect scattered light. The Raman 100 300 500 700 900 1100
spectra of LiNiPQ are very similar to those of LiCoPO Raman shift,, cm-1

(Ref. 23.

FIG. 1. Low-temperaturd5 K) polarized Raman spectra of a LiNiRO
Study of internal modes single crystal. The spectral resolution is 2.0¢m

Characteristic phonon lines with frequencies higher than
400 cm! are observed. The lines were identified in accor-
dance with their closeness to the frequencies of the funda+A’". Since there are four (PP~ ions within the primitive
mental vibrational modes of a free P@trahedron, which unit cell, there are four times as many modes of each species.
are 980 (), 365 (v,), 1082 (v3), and 515 ¢,) cm ! (Ref.  They can be further related to tife,, factor-group symme-
24). The reducible vibrational representation of a free, PO try of the crystal, giving the rules: &' —Ay+B,;+ By,
tetrahedron decomposes t;+E+F;+3F, irreducible  +Bg, and 4A"— B4+ B3y +A,+B,,. As a result, the in-
representations of itsSTy symmetry group. The internal ternal phonons dt=0 in the LiNiPQ, crystal originate from
modes are labeled using Herzberg’s notaftams: v, (A, the fundamental vibrational modes of a free,R€trahedron
symmetric P—O stretchingthe doubly degenerate, (E, as shown in the following scheme:;— A+ Byy+Byy
symmetricO—P—Obond bending the triply degenerate; + B3y, Vo= Ayt Bigt BygtBagt+ A+ By +BoytBay, vs
(F,, antisymmetric P—O stretchipgand the triply degener-  and v,—2Ag+Byg+2Byg+B3g+ A+ 2By, + By, +2B3,.
atev, (F,, antisymmetricO—P—Obond bending The re-  The frequencies of the phonons may be split due to a dy-
maining modes~, and F, are external and correspond to namical effect.
rotation and translation of PCas a whole unit, respectively. In the crystal, the value of frequency splitting of the

In LiNiPO, the point symmetry of (P£* ions isCs, (i=1-4) modes of the phosphate group is an indicator of
which is lower than theTy symmetry of the free ion, and the strength of the coupling to an environment. In the ab-
hence the degeneracy of the free ion frequencies must keence of interaction between them, the modes in quartets
lifted as: A;—A’, E-A'+A", Fi—A'+2A", F,—2A’ Ag+Bygt Byt Bg, andBig+ Bgg+ Ayt By, which origi-
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TABLE |. Experimentally observed frequenciésm 1) of vibrational excitations of the LiNiP@single crystal at 5 K300 K) and their
classification.

Symmetry of vibrations

Type of vibrations Ay Big By B3y

114.0 (111.5)
122.0 (119.5)

172.0 (170.0)
175.5 (175.0)
182.0 (181.5)
193.5 (189.0)
199.0 (195.0)
242.5 (238.0)

External

255.5 (252.0)
258.0 (256.0)
262.0 (258.5)
287.5 (282.5)
308.0 (303.5)
313.0 (310.0)
325.0 (320.5)
329.0 (324.5)

329.5 (325.5)

422.5 (417.5)
442.5 (437.0)

E(wy" 462.5 (459.0)
470.5 (467.5)

581.5 (580.0)

592.0 (591.0)
. 592.5 (591.5)
Fylvy) 603.0 (601.0)

642.0 (640.0)

Internal POy

A1(V1)* 948.5 (948.5)

953.0 (952.0)
986.0 (987.5)
1011.5 (1010.5)
F vy 1023.0 (1022.5)

1074.5 (1072.0)

1090.0 (1088.0)

*Irreducible representations and the internal mode indexes of a frgec®@hedrort?

nate fromA’ andA” types of vibrations, respectively, would from the highest external modes-a830 cni %, the situation
each have the same frequency. Unfortunately, to the best @& not so clear for antisymmetrical modes. For example, the
the authors’ knowledge, no IR work has yet been done foexternal antisymmetrical vibrations which involve transla-
this single crystal! Hence we have no experimental data tional motions of light Li ions, are expected to be higher in
about IR-active phonons witB,,, B3,, andB,, symmetry  frequency. Nevertheless, the internal-external modes ap-
(A, phonons are neither IR nor Raman acfjwehich belong  proximation still retains the merit of providing a good basis
to the above-mentioned quartets, and so we have no way &r understanding th&k=0 modes in the LIMP® com-
calculating the full range of frequency splitting of the  pound.
modes in the crystal. Nevertheless the frequency separation
of Ay and B,4, and of B;4 and B3y modes indicate that
dynamical effects are far from negligiblsee Table )l It
should be noted that thB,, component of the stretching Following the scheme given above, all sharp lines below
modev, is weak and difficult to observe. 330 cm ! and above 100 cit are assigned to the external
The separation of fundamental vibrations into internallibrational and translational modes. An essential difference
and external ones is valid in the case where the respectivieetween thexXX, YY, and ZZ diagonal components of the
vibration frequencies differ considerably. Although the low- scattering tensor, belonging £ symmetry, reflects the con-
est Raman-active internal modes-a420 cm ! are quite far  siderable anisotropy of the LiNiPQstructure(Fig. 1). It is

Study of external modes
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FIG. 3. Temperature dependence of the wiltht half height of the phonon
FIG. 2. Temperature behavior of iy, external modes in LiNiPQ. The lines in the low-frequencyBs, spectrum(see Fig. 2
numbers indicate the temperature in K: 32, 250(2), 200(3), 150(4), 90
(5), 25 (6), 5 (7). The spectral resolution is 2.0 ¢th

. 3_ . . .-
evident from Table | that the correct number of bands withtlonS of four (PQ)™" tetrahedra in the unit cell. The experi
mental results for the temperature dependence of the

b Seaks s Sefcient. Only 3 poake are cleary visble mdaMPING of the corresponding, modes at 193 and 329
19 P Ny e p y cm 1 in LiNiPO, are found to be similar to LiCoPQ(Fig.

the spectra of appropriate polarlzanpp. Since the crystal .unf’é). This supports our assignment of these modes to ones of
dergoes no structural phase transitions, the phonon line

show only a weak frequency shift and broadening with in_predominantly rotational character. In the other polarizations

creasing temperature. The total shift of all phonon lines inthe temperature behavior of linewidths does not show

the temperature range from 4.2 to 300 K does not exceed %nough 'd|ﬁ‘erence 0 give preference o one of the two
cm* (Table 0. mechanisms of broadening. Thus the classification of the ex-

. . . ternal modes remains, of course, qualitative.
An assignment of these lines to rotational and transla- q

tional modes is conditional, because they have the same
symmetry and, hence, may strongly interact with one an-
other. We can only say something about the specific contri- o
bution of rotation and translation in each real mode in the>ccond-order vibrational spectra
crystal. It is knowR® that the temperature dependence of the  In addition to one-phonon peaks, there are weak features
phonon linewidth is determined mainly via two mechanisms:around 750, 811, 887, and 919 chin the polarizations
(i) anharmonicity of the corresponding vibrational mode andcorresponding to the diagonal components of the scattering
(i) relaxation processes which may be related to manytensor, which we assign to two-phonon scatterisge Fig.
particle decay or accidental reorientation, typical for atomicl). A more prominent structure is evident Y¥ polarization.
complexes. The first mechanism provides a linear temperdn the off-diagonal Raman polarizations the second-order
ture dependence of the spectral linewidth, while the secondpectrum is weak.
one is represented as Arrhenius-like contribution to the line  The bands at 887 and 919 cfncan be assigned to the
broadening. two-phonon excitation and overtone of 442.5 and 462.5
The reorientational motions in the LiIMRQ@rystals can  cm ! bending modes, respectively. Of course they can also
be accomplished by the (B3~ tetrahedra only during their be formed by combinations of other modes with approxi-
hindered rotations. Hence th#&;; modes at 174.5 and 323 mately correct frequencies, such as: (58138), (592.5
cm ™! in the LiCoPQ have been preferentially assigned to +325), and (582 329) cm *.
liberations® due to the essential contribution of the mecha-  The broad bands at 750 and 811 ¢hare very likely the
nism (ii) to the temperature dependence of their widths. It iscombination ofO—P—Obond bending vibrations, anduv,
interesting that only thdB;, spectrum shows an essential and some external modes, for example: (#@37.5),
difference in the character of line broadenifgg. 2). Inthe  (581.5+242.5), (422.5-325), (470.5-329.5), (4425
frequency range of external vibrations tBg, spectrum con-  +329) cm 1. In contrast to overtones, the combined bands
tains 2 translational and 2 librational modes. The first pairarise from two-particle processes, which involve pairs of
may be described as translational motions of th&"Nons  phonons with the only restriction that the sum wave vector
relative to the (PQ)®~ ions parallel to the crystal axts The  must be zero. If phonons in the pair have some frequency
second one is represented by linear combinations of indispersion, they produce broad bands in a second-order Ra-
phase, around axia, and out-of-phase, around axisrota- man spectrum.
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Due to the anharmonicity of the vibrational modes, over-
tones, and two-phonon excitations, which are combinations
of the external and the bending vibrations of the (FO
complexes, are observed in the Raman spectra.

We have revealed no violations of the polarization selec-
tion rules below the Na temperature of LiNiPQ which
may be connected with the Pradhan mechanism of light scat-
tering in ME crystals Thus the effect is considered to be
weak and hence will be difficult to observe in this com-
pound. The static values of the ME susceptibility in LiNiPO
are considerably smaller than in LiCopQOas experiments
have shown. Assuming that the magnetoelectric coefficients
are not much changed at optical frequencies from their static
values, there is a chance to observe them in LiCpoPl@
addition, detailed investigations of phonons by infrared ab-
sorption are necessary. To the best of the authors’ knowledge,
no IR work has yet been done on these single crystals, and

Intensity, arb. units

0 50 100 _1150 200 such experiments would be very helpful in the discussion of
Raman shift , cm this new effect in Raman scattering.
FIG. 4. Low-frequency spectra of LiNiPCat 25(1) and 5(2) K. The sharp The eyidence of long-range antiferromagne_tic Or_der is
lines at 122, 177.5, 193.5, and 199 chrare the vibrational modes. The observed in the form of the appearance of additional lines at
spectral resolution is 2.0 cmh 56.5, 58.5, 60 cm! and of a broad asymmetric band at 66.5

cm 1 at temperatures beloWy . Their frequencies and be-

havior with changing temperature allow them to be identified

as the Raman scattering on spin-wave excitations. A definite

In the low-frequency Raman spectra of LiNiP@set of  assignment of the lines to distinct excitations is not possible

lines appears ai <Ty. Representative spectra in three ex-at the present stage of investigation. Detailed experimental

perimental geometries, recorded at temperatures above addta on the temperature and magnetic-field dependence of

below Ty and covering the frequency range 0-210 ¢nare  the low-frequency Raman spectrum of LiNiP@emain a

shown in Fig. 4. Well belowl  the YY spectrum comprises a topic for future study.

peak at 60 cm!, accompanied by a broad asymmetric band

which shows a maximum intensity at 66.5 ¢ and the _ The_ authors thank I_Drof. N. _F. Kharchenko for helpful

cutoff frequency is about 130 crh There is a peak at 58.5 discussions and steady interest in the work.

cm ! in the ZY spectrum and a peak at 56.5 chwith a .

shoulder on the low-frequency side of th& spectrum. No ,E-mail: gnezdilov@ilt kharkov.ua ,
i ] - New address: Swiss Federal Institute of Technology Lausanne, Materials

YISIble features were observed in th& spectrum, and _SO It Department, Laboratory of Ceramics, CH-1015 Lausanne, Switzerland.

is not reproduced here. The observed peaks are attributed 9he only published daticoncern IR spectra of polycrystalline samples of
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Infrared spectra of thin films of cryocondensates of an isotopic water mixture
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The spectral characteristics of thin films of vacuum condensates of an isotopic water mixture
consisting of 10% KO, 50% HDO, and 40% HED are investigated. The cryocondensates

are obtained on a metallic mirror at a temperature of 30 K and a pressure of the gas phase over
the substrate during the cryodeposition ofX 610 % Pa. The IR spectra are investigated

in the frequency range 4200—400 cifor films of different thicknessesd= 0.1-2.5um). It is

found that the increasing thickness of the water film during the course of the condensation

leads to substantial changes in the spectral reflectivity in the range of characteristic frequencies of
the intramolecular vibrations—an increase in the absorption intensity and in the width of the
spectral bands. It is found that fa=2.5um a film of water cryocondensate is optically
transparent over a wide spectral interval. 2002 American Institute of Physics.

[DOI: 10.1063/1.1468526

INTRODUCTION condensates as functions of the thermodynamic parameters

of the deposition. On the basis of the results obtained, one

The optical propert|e§ of cr.yocond.ensa.tes of water an(éan draw preliminary conclusions as to the structure of the
heavy water have been investigated in quite a few Papergyocondensate and its transformations

Some of these papers can truly be called classiavhile This is the approach that was implemented in the present

mainly aimed at ascerta!nlng the mterrglatlons_hlp betWeenstudy and in some previous papers. For the past decade we
the parameters of the intermolecular interaction and th

structure of ices, they laid a reliable foundation for further%ave been studying the relat|on§h|ps governing the formatlon
of vacuum cryocondensates with various kinds of intramo-

study of such objects, including variously stimulated lecular symmetry~ ! However, the circumstances set forth
structural-morphological transformations. In the last two de- y . ’ "
low have made it necessary to do additional research on

cades an active research on the properties of solid and hea d ” d th " ¢
water at low temperatures has resumed: in addition to a nunt® Yo ep(cj)3| lon proces_sels Tm € pr(cj)pher \es of cyro-
ber of new experiments of a purely scientific, basic-researcif2CUum condensates, particularly water and heavy water.

interest, there is also the need to solve a wide range of ap- 1 '€ Previous studies were done on film samples more
plied problems. These are mainly in connection with pro-thf’m 3 um thick. Thus possible size effects _mann‘ested in
thinner samples would have escaped our notice.

longing the service life of artificial objects in space, nuclear : X ; )
power, the development of laser technology based on matrix- 2. The data obtained concerning the possible existence of

isolated impurity cryocondensates, etc. Here, thanks to thgt'uctural modifications of heavy-water vacuum condensates
advent of a unique new method, it has become possible t& & wide temperature intervahave required additional,
attack experimental problems of a higher level. These can b@ore detailed investigation, including the study of thin films.
arbitrarily divided into three research areas: 3. A decisive role in the formation of various types of
— The study of cluster formation processes in epitaxialic€s is played by the hydrogen bond. Its influence on the
layers*® Here the objects of study are monolayers of deposstate of the interacting molecules is expressed in a change in

ited water. Based on the IR spectra obtained, one can readhe spectral characteristics of cryocondensates at frequencies
conclusions as to the structure of the clusters forming Orﬂn the ranges of the characteristic vibrations. This influence

cold substrates. may be different, depending on the type of vibrations and the
— The use of the cryomatrix isolation technique for ob- degree of connectedness of the molecules. In this sense the
taining information about the character of the changes in thétudy of the condensation processes for an isotopic water
characteristic intramolecular vibrations of isolated moleculegnixture and the measurement of the IR spectra of the films
and about their interaction with each other, including aggreobtained can promote an understanding of the physical pro-
gate formation processes of various ordefs. cesses occurring in the course of the cryocondensation of
— The classical study of thin films of cryovacuum con- water vapor on a cooled substrate.
densates, the thickness of which is comparable to the wave- Thus the main problem of these studies was to investi-
length of the characteristic intramolecular vibrati6n®  gate the influence of the thickness of heavy-water cryocon-
Such studies, as a rule, yield data on the growth rate andensate films on the spectral reflectivity of the substrate—film
thermophysical and optical characteristics of cryovacuunsystem at frequencies in the range of the characteristic vibra-

1063-777X/2002/28(3)/5/$22.00 210 © 2002 American Institute of Physics
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FIG. 1. Diagram of the experiment and typical interferograms of a heavy-water cryocondensate film for different angles of incidence of the laser beam.

tions of the molecules 0, HDO, and BO. On the basis of the mass spectra obtaifféid. 2), the mass
composition of the water was calculated as 10¥®H50%

0, —Bo
EXPERIMENTAL APPARATUS AND MEASUREMENT HDO, and 40% DO. The measurement error was 3—5%.

TECHNIQUES

Measurements were made on the experimental apparati$SCUSSION OF THE RESULTS

described in detail in Ref. 10. It is a universal cryogenic e |R reflection spectra of water cryocondensate films
vacuum spectrophotometer with which one can also measuig gifferent thickness are presented in Figs. 3 and 4. All of
the refractive indices, growth rate, and thickness of cryocong,o samples were condensed from the gas phase under iden-
densate films. For these measurements the apparatus Wasy| conditions—the substrate temperature was 30 K, and

equipped with a two-beam laser interferometer. T_he VacuUthe pressure of the gas phase during the cryodeposition was
for the apparatuS was produced by a NORD-250 ion pump maintained at 6.2 10"  Pa. The data in Fig. 3 correspond to

. . 76 .
with a residual pressure of 6x7L0"° Pa. To study thin cryo- 5 the frequency range of the characteristic stretching vibra-
condensate films it is necessary to ensure that residual gasgsns of the DO molecule. Figure 4 shows the IR spectra in
are not condensed with the substance to be studied, and thigs frequency region of the deformation angular vibratins.

requires improving the limiting vacuum in the chamber. ForTnese results we obtained in the single-beam mode of the
this purpose the apparatus was further equipped with aphierferometer.

NVK-320-5 cryocondensation pump, which made it possible o yisyal clarity, all of the spectra have been shifted
to pump the chamber down beforehand to a pressure of 6.gative to one another along the vertical while preserving the

—8
xX10°" Pa. - o scale. The dotted lines mark the frequencies of the character-
We also modified the temperature stabilization system Ofgtic vibrations of the bonds indicated.

the cryostat of the apparatus. The cryostat was mounted ON  As an aid to analysis of the results, the values of the
the upper low-temperature flange of the microcryogenic Mamain characteristic frequencies of the intramolecular vibra-
chine of a Gifford—McMahon system. The temperature staions of heavy water in different states are listed in Table I.
bilization system used previously could not maintain the s seen from the figures that all of the main lines cor-
temperature to the level desired. By mounting additionalesyonding to the characteristic frequencies of intramolecular
heaters and monitoring the experiment with a computer, Weiprations are present in the spectra. The character of the IR

were able to maintain the temperature of the condensatiogpecira changes as the thickness of the samples increases.

surface to within 0.05 K. o Not only is there an increase in the amplitude of the absorp-
A diagram of the experiment and typical interferograms

of the growth of a cryocondensate film are shown in Fig. 1.
As in Ref. 10, to obtain the reflection spectra of the
samples we used an IKS-29 IR spectrometer. In the apparatus 2001
described in Ref. 10 the measurements were made in a
single-beam mode, which complicated the processing of the
spectra because of the high noise level. To improve the qual-
ity of the IR spectra we set up an optical bypass channel to
permit making measurements in the two-beam mode. As a
result, the quality of the spectra obtained was improved sig-
nificantly. The accuracy of the spectral measurements was
0.75 cm ! with a resolutionR= 850, according to the docu- or
mentation for the spectrometer. 100 T e T s
To monitor the isotopic composition of the water we Frequency, kHz
made mass-spectrometric measurements with an IPDOgg 2. Results of mass-spectrometric measurements of the composition of
(which measures the partial pressures of the residual gaseshe isotopic water mixture.

D,0
40%

Intensity, arb. units
=] @
o (=4
T T

o
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1.5 TABLE I. Fundamental characteristic frequencies of the intramolecular vi-
brations of heavy water in different states.
. {v/\,../-.\\
124 - Symmetric  Asymmetric deformation
= 2 | \l‘ stretching, stretching, angular,v,,
fg M\ Yop Yop VR
% 0.9
3 \ | State of molecule cm ! Ref.
c
ol ! - Gaseous state 2666 2789 1179( 1
5 Monomolecule 2655 2765 1178¢(,) 6
T | in adlayer
0.3 k Ih phase 2332 2425 1210, 640(vg) 1
] Voo ___|
V]

1500 2000 2500 3000 3500 4000 4500
Frequency, cm' HDO molecule is found at a frequency of 3277 ¢m This
FIG. 3. IR reflection spectra of heavy-water cryocondensate films of diﬁer—dls?repanc_y may_ be due to the dlﬁerence_ of the intermolecu-
ent thickness in the frequency range of the stretching vibrations. The spectf@! interactions via the hydrogen bonds, i.e., we are compar-
are shifted along the vertical by (@), +0.3(2), +0.6 (3). ing structurally different ices. In Refs. 1 and 12 the Ite
formed at 173 K, was studied. In our case a cryocrystal with
a nonhexagonal structure was formed on the substrate.
tion spectra in the region of the characteristic frequencies, 5 The frequency interval 2200— 2700 chis the region
but absorption bands which had been indistinct at smaljs stretching vibrations of the fiD molecule and the D—O

thicknesses appear. _ bond in the HDO molecule. The strong absorption peak is
A more detailed analysis of the results reveals the fol-qpparently a superposition of these vibrations. In Figs. 3 and
lowing features of the spectra shown. 6 we see that increasing the thickness of the cryocondensate

1. In the frequency interval 3000~3500 cm(Fig. 5  fiim Jeads not only to an increase in the intensity but also to
there is a pronounced absorption peak whose intensity dgsoadening of the absorption bands in the spectrum. At the
pends substantially on the thickness of the sample. It mos{ame time, the fine structure observed on the absorption peak
I|_kely corresponds to the chlazracterlst!c O—H stretching V|bra(|:ig_ 7) indicates that the samples are transparent in a wide
tion of the HDO molecule:™ In this interval one also ob-  spectral interval. This conclusion is also confirmed by analy-
serves an absorption band of the stretching vibrations ofjg of the interferograms of the growth of heavy-water cryo-
H,O. However, in the latter case the librational vibrations of .5 ,densate filméFig. 1).

H,0 should appear at a frequency of 840‘§mbut these are Figure 6 shows the spectra of different thicknesses of the
not observed. In addition, the concentration ofCHiIn the  cryocondensates of the isotopic water mixture in the fre-
isotopic water mixture is low and cannot lead to such a Sidquency interval 2000—3000 crh in comparison with the
nificant absorption peak. Thus this absorption band can bgjean substrate. These data were obtained in the two-beam
attributed with a high degree of reliability to the O—H bond qge of the IR spectrometer. As is clearly seen in Fig. 6, as
in the HDO molecule. . ~ the thickness of the film increases, a pronounced absorption
. We see in Flg. 5 that the maximum of the absorption injjne appears at a frequenay=2297 cm *. The interpreta-
this band occurs in the frequency interval 3325-3350€m  ion of this peak from the standpoint of intramolecular vibra-

Atthe same time, according to Refs. 1 and 12, the maximungons s not obvious. If it is a symmetric stretching vibration,
of the absorption of the O—H stretching vibrations in the

0.85 0.87
- W\/W e ?
0.84
0.68- 3 ~qf : o
_‘g d=1.25 pm ‘g 0.81-
S 0514 ; ; . | ! 2
..q_) [
8 ] MM'\\ S o078l
s d=2.25 ym '\/\J\ £ |
5 0341 ! g
= = 0.751
& 3 W
0.17 B 0.72 - AN
Va ‘ d=0.12 pm
o4—F : — 0.69 e ———————r———r——t
400 600 800 1000 1200 1400 3150 3200 3250 3300 3350 3400 3450 3500
Frequency, cm-! Frequency, cm-!

FIG. 4. IR reflection spectra of heavy-water cryocondensate films of differ-FIG. 5. Fragment of the IR reflection spectra of heavy-water cryocondensate
ent thickness in the frequency range of the deformation vibrations. Thdilms of different thickness in the frequency interval 3000— 3500 tnThe
spectra are shifted by @), +0.06 (2), +0.2 (3). spectra are shifted by @), +0.14(2).
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11 substrate, according to the data of Ref. 4, has a characteristic
1 ' | 1 7 bond frequencyop=2492 cm !, which may be associated
104 clean substrate o 4 to our selected intervals—c’.
_M’V@o.m pm 2 9 Another mechanism for the appearance of fine structure
5 AN may be perturbation of the stretching vibrations by the hy-
% 0-9- ’ drogen bond. This should also give rise to the corresponding
§ overtones. In addition, it is possible that the observed fea-
2 0.8+ - tures of the fine structure are due to a separation of the vi-
< brations of the O—D bond of the,® and HDO molecules.
= Another feature of the spectra shown in Fig. 7 is the
0.7 obvious relative shift of the selected configurations for films
of different thickness. As the film thickness increases, the
0,6 corresponding frequencies are shifted upward. Since the

2000 2200 2F4r‘;° 2600 2800 3000 samples were all grown under identical conditions, this is
quency. em most likely not due to structural transformations but is rather

FIG. 6. IR reflection spectra of heavy-water cryocondensate films of differ-a Size effect. The specific mechanism for this effect is not yet

ent thickness, obtained during measurements in the two-beam mode. Theear.

spectra have been shifted byD, +0.06(2), +0.045(3). 3. The interval 400—1400 cit corresponds to libra-
tional and deformation angular vibrations of the water mol-
ecules and to their modes excited by the hydrogen bonds of

then it is shifted to lower frequencies. For comparison, acdifferent configurations. The absorption band in the fre-

cording to the data of Ref. &;;=2332 cm ! for ice Ih. quency interval 1220—1270 ¢ corresponds to a deforma-

A more obvious explanation for the appearance of theion vibration of the DO molecule. The vibration of the
band atr=2297 cm! is that it belongs to the so-called HDO molecule most likely corresponds to the band in the
associative vibrations of the )@ molecule. According to frequency interval 1300—1450 ¢
Ref. 14, it is an overtone or combination of lattice modes and  As we see in Figs. 4 and 8, changing the thickness of the
can be interpreted as the trebled frequency of the librationadample affects the fundamental angular deformation vibra-
vibrations of the water molecule or as an interaction of libra-tion v, of heavy water and HDO. This is particularly notice-
tional and deformation vibratior.This conjecture also ex- able for the frequency range of the excited angular vibra-
plains the low amplitude of the band, which accords with thetions, specifically in the frequency interval 400—900¢m
low concentration of KO in the isotopic water mixture. Increasing the thickness of the sample frdm 1.25 to 2.5

A more detailed view of the region of stretching vibra- um leads to significant rearrangement of the spectrum in this
tions is shown in Fig. 7. In analyzing the data of Fig. 7 onefrequency intervalcurvesl and2 in Fig. 4). While curve2
notices another important feature. The spectra for samples @ in completely satisfactory agreement with the data of Ref.
different thickness have several spectral regions with similal (considering the difference in temperatures and methods of
configurations:a—a’, b—b’, c—c’. Their appearance may sample preparationthe appearance of the reflection peak at
be the result of two causes. One of these involves processé§0 cm ! for a film thicknessd=2.5 um does not have an
of cluster formation of water molecules. The data in Ref. 4obvious explanation. It is clearly not an interference effect—
are interpreted as being the observation of polyaggregatdke film thickness is too small for the given wavelengths of
with characteristic frequencies that are in fair agreement wittthe incident radiation. It can hardly be the result of a bulk
the results in question. In particular, a dimer adsorbed on th&urning” of the hydrogen bonds, either, since the thickness

0.75 ‘\/\/"‘/

0.72
3 0.69 3
8 8
kS 5
(o] (=]

(&)

g 0.66 _5
8 8
;q;) 0.634 E:‘)

0.604

I {
0.57 T — r 0.78 ; ; ,
2350 2400 2450 2500 2550 2600 1200 1400 1600 1800 2000
Frequency, cm-? Frequency, cm-!

FIG. 7. Fragment of the IR reflection spectra of heavy-water cryocondensatelG. 8. Fragment of the IR reflection spectra of heavy-water cryocondensate
films of different thickness in the frequency range of the stretching vibra-films of different thickness in the frequency interval 1200—2000 tnThe
tions. The spectra have been shifted bgl) —0.15(2). spectra have been shifted by(D, 0.02(2).
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TABLE Il. Change in the frequency of the stretching vibrations and en- CONCLUSION
thalpy of the hydrogen bond when the film thickness changes from 0.12to 1 Heavy-water cryocondensate films formed at a tem-
2.5 pm. perature of 30 K are optically transparent fo=2.5 um
Frequency vasum  Voisam A over a widg spectral. intgrval. _ .
interval, : : AH, 2. The increase in thickness of heavy-water films during
em ! Type of bond cm- Jimole condensation at a substrate temperature of 30 K leads to
30003500  O-Hin HDO 3327 3345 18 515  Substantial changes in the spectral reflectivity in the region of
2200-2700 O—DinD,O 2497 2467 30 -—859 characteristic frequencies of intramolecular vibrations. This
and HDO is expressed in an increase in both the energy of the absorp-
tion and the width of the spectral bands.

3. As the thickness of the film increases, a sharp absorp-
of the film is already too large for that. Nevertheless, it isliON Peak arises at a frequeney=2297 Cm—_l' This is ap-
clear that with increasing thickness of the film substantialP2réntly an overtone or combination of lattice modes and can
changes occur in it which also affect the character of thd€ interpreted as the trebled frequency of the librational vi-
spectra in other frequency intervaig. 8). pratlons of the Watgr molleculle or as an interaction of libra-

In particular, we see in Fig. 8 that in the process oftional and deformation vibrations. _
growth of the cryocondensate film the IR spectra become 4 On the spectra of samples of different thickness there
smoother with increasing thickness. One possible explangi'€ regions of complex configuration that can be explained as
tion of this could be that metastable states of the solid phase€ing due the formation of clusters of water molecules. As
occur during the formation of the thin films of the cryocon- the thickness of the film increases, the frequencies corre-
densate. As the film grows, the previously formed layer si-SPonding to these identified regions increase.

multaneously undergoes a transition to a stable state, and this - Calculations using the Badger—Bauer relation have
is reflected in the spectrum. shown that an increase in the film thickness is accompanied

4. Hydrogen bonds. It is knowhthat the formation of a  PY @ change in the enthalpy of the hydrogen bond, and that
hydrogen bond is accompanied by a lowering of the frethis change is of a different character for different types of
quency of the stretching vibration and an increase in thanolecules. _ _
intensity of the absorption at the corresponding frequencies.  1N€ authors thank A. Tulegenov for taking part in the
These changes, according to Badger and B5uere related experiments and in a discussion of the results.
to the energy of the bonds that are being formed by the
simple relation(for the heavy-water molecule E-mail: drobyshev@nursat.kz

1J. E. Bertie and E. Whalley, J. Chem. Ph¢8, 1637(1964).

AH 2J. E. Bertie and E. Whalley, J. Chem. Ph48, 1646 (1964).
AVOD: - m, 3J. E. Bertie, E. Whalley, and L. D. Calvert, J. Chem. P138.840(1963.
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An integral dispersion relation is derived and used to investigate the spectral and relaxation
properties of surface plasma oscillations in layered conductors with a quasi-two-dimensional
character of the charge-carrier motion. The results demonstrate significant differences from
the case of an isotropic metal. @002 American Institute of Physic§DOI: 10.1063/1.1468547

1. INTRODUCTION

JE .
— +4mj

at =0 @

Surface plasma oscillatiorise., high-frequency electro-

magnetic waves of the Rayleigh tpé containing a longi- (for now) neglect retardation due to the finite speed of

tudinal compone_nt of the elec_tric field and localized near Qight, leaving only a scalar potential in the definition of the
metal-vacuum interface(or, in general, a conductor— field: E=—Vg. Then in the vacant half space,<0 a

insulator intgrfac}awere obgerved and given a qualitati\{ely monochromatic wave has the form
clear theoretical interpretatidseveral decades ago. Review
articled® and special chapters in the monogragsee also E—( k) _E(—0
the literature cited in these sourgegive a rather detailed “\E,) n(~0)
exposition of the problem. However, the hydrodynamic .
theory developed in them is actually based on the isotropiim.the f_ormulas below, the common temporal factor exp
. . —iwt) will be dropped. Inside the metalx,,=0) the current
Drude—Lorentz model of the metal and is applicable to rea .
conducting crystals only in its broad outlines. At the presentdenSIty
time there is considerable research attention devoted to syn- 2e ds
thetic metal-like compounds, including some of organic ori- 1=~ &V#)=— (27,—;,)3f _
gin, having a pronounced layered or chainlike crystal struc-
ture and a sharp—reaching several orders of magnitude-should be calculated using the kinetic equation
anisotropy of both the static and high-frequency electrical
conductivity. As a rule, such objects are characterized by an  v,— +i
effectively reduced dimensionality of the electron energy %n
spectrum, i.e., by open Fermi surfaces of the “corrugatedor the nonequilibrium party of the electron distribution
cylinder” or “corrugated plane” typ€. function. Herev is the electron velocity, and the averaging in
The influence of anisotropy of the electron dispersion(3) is done over the Fermi surfa@ . Thus we are adopting
relation on the properties of surface plasmons can be takea sharp boundary of the metal with no conduction current
into account in a consistent way only within the framework outside it. For other conducting objects such as rarefied plas-
of a microscopic description based on the kinetic equatiormas, a model in which the boundary is macroscopically dif-
and the correct solution of the boundary-value problem for guse, such as was used in Ref. 8, may be more realistic.
metallic half spacé. Such an approach leads to an integralincidentally, it was the authors of Ref. 8 who pointed out the
dispersion relation, the solution of whi¢in each geometri-  desirability of a microscopiéi.e., using the kinetic equation
cally different particular cagemakes it possible to describe description of the surface plasma oscillations.
in a unified way both the dispersion and damping of surface  Since we are interested in high frequencies, comparable
plasma waves. to the plasma frequency and substantially larger than the in-
Under certain simplifying assumptions we will do this in verse relaxation time of the carriers at low temperatures, we
the present paper for a layered conductor with a quasi-twoneglect both the bulk and surface scattering of the carriers.
dimensional energy spectrum of the charge carriers. The first of these means taking the linait+i/7— w+i0 in
the kinetic equatio, while the second means adopting a
“specular” boundary condition for i

Let the wave vectok and inner normah to the plane Y(+00n)=(+0,7vn). ®
surface of the sample be directed along principaumed to  Condition (5) substantially simplifies the application of the
be mutually perpendicularcrystallographic axes. We con- Fourier method for solving the system of equatiohs-(4):
sider a so-called TM wave, in which the electric field vectorif the function E,(x,,) is now continued to the negative,
lies in the k,n) plane. We proceed from the Maxwell equa- semiaxis in an even manner and the functiey(x,) in an
tion odd manner, then the functio(x,) continued in accor-

i
1 exp(ik-x+kn-x—iwt) (2

Vi ©)

v

k~v—w—; y=—ev-E 4

2. DERIVATION OF THE DISPERSION RELATION

1063-777X/2002/28(3)/5/$22.00 215 © 2002 American Institute of Physics
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dance with(4) will not have a jump(unknown and requiring The square of the plasma frequency for bulk waves propa-
special calculationat x,=0, and the current through the gating perpendicular to the layéalong ) is reduced in
boundary will automatically be zero. As a result, after Fou-this same ratio:
rier transformation with respect to the coordinate (with

index q) the current density is expressed in terms of the QE:47Te2<v)2<>: 4WNeZEQZ;
nonlocal conductivity tensowr,; in the same way as in an m
- 12
unbounded metal: 02=47e2(p?) = p > (12
Ta(k,)=045E5(k,Q); (N is the concentration of free carrigrs
In this model the longitudinal dielectric function for the
(raﬁzie2< Valg >; Q=k+nq(a, B=Kk,n). (6) principall directions of the. wave vgctdﬂ, i.e., parallel and
0—Q-v perpendicular to the D axis, is easily calculated to be
In the Fourier transforndenoted by a tildethe solution 2 o
of the system of equatior(4)—(4) with a given value of the &(K,0)=1+—| 1— | (13
normal component of the field at the boundaf,(+0)) K Vo =K%
has the form 2
€ (K a))—l-l—K—(l @ (14
~ L 1 - 2 2_ 2 ’
E=2En(+0)ﬁ%; ) « 0= Kiug
' where
Ai 47e? v)?
€(Q,0)=1+ llo(Q,w)Zl-i- LQe2<éQV—U)> (8) k=47’ (1)=OV2/v:=(2elh)Jm/a (15
w w V—w

is the static screening decreméhtfor a~10"7 cm this

Here €(Q,w) is just the dielectric function of the infinite givesk~ 108 ecm™ L. Formula(13) is exact(see Ref. 1% and

metal with respect to longitudinal electromagnetic oscilla-Eq. (14) is accurate to higher orders jn

tions with wave vectoQ=k+nq. Another manner of description is possible, wherein the
In a microscopic treatment both field components mustayered conductor is represented as a periodic set of purely

be continuous at the metal-vacuum interface. From this conwo-dimensional conducting layers separated by insulating

dition, calculatinggy(+0) by inverse Fourier transformation |ayers with a specified dielectric constafsee, e.g., Refs.

of expression(7) and equating it td,(—0) in Eq.(2), we  15-17 and the references cited thefeiHowever, such a

obtain a dispersion relation in the form of an integral equamodel applies more to artificial superlattices with a mesos-

tion: copic period, in which the motion of the electrons in each
K (+= dq layer can be considered as independent. If one is talking

1+ — ————=0. 9) about a crystal with a layered structure and with a metallic

7 ) Q%e(Qw) type of conductivity both parallel and perpendicular to the

layers, it is preferable to treat it in terms of a quasi-two-

Together with definition8), Eq. (9) in principle solves the ' . st
stated problem, enabling one to find the spectrum and collidimensional electron spectrum. Of course, a quantitative de-

sionless damping of surface waves for any specified dispers_cription of the electrodynamics of real layered metals such
sion relation of the charge carriers. as tetrathiafulvalene salts (BEDT—TT) can require a

generalization of modelL0), e.g., with the anisotropy of the
Fermi surface in the basal plane taken into accotint.

3. ELECTRON DISPERSION RELATION

We use the simple but characteristic model of a quasi4. ACTIVATION FREQUENCIES OF SURFACE PLASMONS
two-dimensional energy spectrum of charge carriers in lay-
ered conductors which was proposed in Ref. 13:

p>2<+p)2/ fivy {apz
- co .

Let us now return to the dispersion relati®) (see also
Eq. (8)) and transform it by calculating—as a zeroth approxi-
mation in k—the residue of the integral at small absolute

e(p)= om a A 10 values ofQ (at the pointq=ik eq./ €on). The equation be-
comes
Herep is the quasimomentuna, is the period of the crystal q
lattice in the direction of weak conductidthe 0Z axis), and f a 1Yo Jer=G 16
v, IS the maximunz projection of the electron velocity. The (©TQ%€(Q,w) €on Véon/€a=G(w). (16

latter is assumed small comparedutp=\2er/m, so that
the Fermi surface is a slightly corrugated open cylinde
whose axis coincides with,, and the parameter that serves
to characterize the anisotropy of the local values of the high
frequency conductivity is

where the contourq) passes along the regl axis but by-
rpassing the indicated point from above. The right-hand side
of (16) does not depend ok: it is determined by the local
values of the partial dielectric functions for the crystallo-
graphic directions parallel tk or n,

(v3) _ v Ame?(v? 02

M:@_gl (13) 60”‘:1_75 _w_g (a=k,n), 17)
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where(}, are the corresponding activation frequencies ofthe  C) kxn||0Z: k[R(f )—iT'(f )]=«G(f,1), (25)
bulk plasma oscillationgsee Eq(12)]. In those cases when
one of the vectork or n is orthogonal to the layersve call
these cases A and B, respectiyelye have

whereR/k andI'/k are the real and imaginary parts of the
integral in(20):

2 1 f2
- @ . R(f)= ; (26)
G(w)= 1; 18 M—arf) f2—0°
() \/(QZ_wZ)(MQZ_wZ) (18) 1-9g(f) f g (f)
while if both vectors lie in the plane of the layefsase @ L(f)= fv2 (= du u? )
then we must set.=1 in (18). This function takes on posi- ()= 7 Jo J1+u? 1+(1+f3(1+ud)/2)2u® (27)

tive values starting at the frequencies

=Q\ul(1+ ) (in cases A, B
se s G(f ) ~(L+w(f—1,0f,% f,=ul(ltw) (29

and w;=Q/v2 (in case @, (19 , . )
[see Egs(18) and (19)], and in the remaining functions of
which thus giVe the start of the surface p|asm0n SpeCtrum |ﬂ']e reduced frequenc& we can, as an approxima‘tion’ sub-

neglect of retardationd(—). We see that geometry C is stitutef =", . Thus the dispersion relation for surface waves

actually equivalent to the case of an isotropic metal and capas the form
R—iT k)

be used for comparison with it.
w(k)%Q\/M/(l‘f‘/.L) W;

where, as is easy to compute using formu26) and (27),

the quantitiesR and T’ in the particular cases under discus-
In solving Eq.(16), it should be taken into account that sion take the following values:

the only_ surface waves gmenable to 'dlrect experimental A) RV (1t p)~1;

observatio® are those with comparatively long wave-

lengths, i.e., with wave numbekssmall in comparison to the C(Jul (1+ )~ —0.449iIn\/i,

corresponding parameters of the electronic subsystem of the _ap

metal, such a% or kg (in “good” metals these quantities are B) R(IN(1+pw))=V32u="%

Near the start of the spectrum

1+ p (29

5. APPROXIMATE SOLUTION OF THE DISPERSION
RELATION

of the same order of magnitud& herefore it is reasonable to TN+ ) ~T(1)~0.096:
limit consideration to the lowest approximation K in (IN(1+p))~T(1)~0.09;
which the dispersion relation can be rewritten as C) R(V(1/2))~3.512T(\1/2)~0.114. (30)
+oo+i0 dq _ B The group velocity of the oscillation¥ = Re@w/dkK) is
k(w) —wiio mQPe(Ng, @) =G(w)=G(f,u) 20 getermined by the quantit and, consequently, in the lead-

) o ) ing approximation inu<1 has the values
(in some of the formulas below it will be convenient to use

the reduced frequendy= w/(}). The denominator of the in- Mo f3'
tegrand is then given by formuld3) or (14) and the integral A) valog’ B) VNUFT' C) V=0.43%¢.
is evaluated in an elementary manner: in cases A and C it is (31)

equal to the sum of the residue at the point I
d P The velocity is anomalously lowMs .*?) for a wave propa-

) f+\f2+8 gating along a crystal boundary which is perpendicular to the
Go(f)=ixvl=g(f), g(f)=f 4 (22) layers; such waves may find use in so-called as delay lines.
We also note the specifistemming from the smallness of
the anisotropy paramedesmallness of the relative damping

«f w+i0 I'/R in cases A and B; in case C, which is qualitatively

Ou(f)=—= . (22 equivalent to an isotropic metal, the collisionless damping

V2 UF only happens to be small numerically.
This latter contribution, i.e., the integral along the corre-
sponding cut in the complex plane, is purely imaginary and
describes Landau collisionless damping: it inevitably occur
in a system in which there are particles moving in phase with |t should be pointed out that the use of the lowest ap-
the wave. proximation ink [i.e., going to Eq(20)], although it is jus-

In case B, on the other hand, as we see from a comparified physically, is not at all necessary from a calculational
son of expressiongl3) and(14), the result of the integration standpoint: at least a numerical calculation of the dispersion
reduces to the previous result with the substitutioncurves can be carried out directly from formu@. In the
f—f/n. Summarizing what we ba said we can present symmetric case C, on the other hand, for whiefQ, w)
the results in the form =¢,(Q,w) [see Eq.(14)], an exact dispersion relation is

A)  K|0Z: K[R(f)—iT(f)]=«G(f,u); (23) eagily obtained_ in analytical form as v_veII. Calculating the

residue of the integral i{16) at the point G=(k>+ q?)?

B) n|0Z: K[R(f/Ju)—iT(fINu)]=«G(f,u); (24  =qo(f), we obtain

and the contribution from the branch point

S6. CONCERNING THE EXACT SOLUTION
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2 +oo € 2_k2
f AL o) (35
— 7TD
[6)]
where
1k D(q,k,0)=Q%€e(Q,») — p*(exen—S7);
V0.5 Amio,, Admioy, ®
€,=1+——; S=—; k>p=— (36)
w w C
| [see Eqs(6) and (8); the latter inequality ensures that the
0 0.5 1 field falls off with distance from the metpIThis equation is

k more complicated thaf®) [Eqg. (26), of course, goes over to
FIG. 1. Dispersion of a surface mode in the symmetric caéie @eglect of (9) for p—0J, but since the characteristic velocities in .the
retardatiof. The frequency is in units df}, the wave number in units of electron SUbSySJFem are much less toathe second term n
[see formulag12) and(15)]. D must be considered small. Therefore, when calculating the
integral in (35) for sufficiently smallk, we are justified in
limiting consideration to only the residue at sm@l| i.e., to

£2 substitute intoD the local values of the dielectric functions
R(f,k)= — Z=g%(t) (32 €0, from (17); in the local case, cross conductivity is absent,
V1+kTx“—g(f) 9 Sp=0. As a result, the dispersion relation for long wave-
where the functiorg(f ) is defined in Eq(21). Substituting lengths has the form
(32) for R(f ) in relation(25) and neglecting the small damp- w2 1—e
. . 2 Ok
ing, we obtain ke=— (37)

€ —.
C2 Onl_ €0k€on

12
K(f)=rH(f )(iz(f)) ’ The specifics of a layered conductor are manifested here only
1-H%(T) in the difference of the values of the local conductivity par-
2§21 93(f) allel to and perpendicular to the layers. Using definitidg),
H(f)= 172 ( 2 ) (33  we obtain for the three geometries considered:
. . . _ _ o 02— 2 112
This dependence is not too different from linésee Fig. 1, A) K|0Z: K(w)=—|p—g—m—|
thus confirming that the approximation used above is of suf- cl” uQ—w(1tu)
ficient accuracy. o 1Q2— 2 112
B) n||OZ. K(w)= E m ;
7. ON THE POSSIBILITY OF AN INVERTED SPECTRUM "

The results obtained permit a qualitative analysis of a  C) kxn[0Z: k(w)=_|qz—5 (39)
possibility discussed repeatedly in the literature: an inverted

surface-plasmon spectrum—according to Ref. 6, a fall-off ofThus in the long-wavelength limit we have a nearly free
w(K) at smallk has been observed experimentally. Since theelectromagnetic waveaf~kc); then, in accordance with
function R(w) is positive [Eq. (26)] while G(w) is sign- (19, the frequency goes to the limiting valleyu/(1+u),
varying [Egs. (18) and (28)], our equationg20) and (23)— but in a different manner in cases Aand B; in case C, asin an
(25) in principle admit negative values &fas well, but that  isotropic metal, this value i€}/v2. The corresponding plot
would mean unbounded growth of the field in the vacant halfor «=0.1 is shown in Fig. 2.

spacdfor x,— —; see Eq(2)]. However, if the vacantor Of course, the “local” result(37), (38) can be obtained
insulating region is a layer of finite thickness, e.g., in a by simply solving the problem macroscopically, i.e., by ex-
waveguide between two metallic surfaces, then growing soPressing the current i(84) in terms of the local values of the

lutions in it are admissible, and they can lead to a fall-off ofconductivity tensor and then matching the tangential compo-
w(K) in the initial part of the spectrum. nents of the fielde, and the normal components of the elec-

tric displacementg,E, (in vacuumey,=1). However, we
deemed it useful to give the general form of the integral-
8. RETARDATION EFFECTS equation dispersion relatio@35) and (36).

Let us now take into account the finiteness of the speed
of light ¢ and consider the dispersion of TM modes in the
long-wavelength limit, i.e., for wave numbekscomparable g concLusION
to w/c. This means that instead ¢f) we must solve the
Maxwell equation In summary, we have observed a number of features in
- the spectrum and damping of plasma waves of the TM type
C*VX(VXE) =0’ Et4mioj. (34 propzfgating along the sf)un%ce Ef a layered conducting cryysrzal
Applying the Fourier method under the same assumptions @a comparison with an isotropic metal having the same car-
in Sec. 2 and matching the solutions obtained for the metaiier concentratior{or with the symmetric case C, when the
and vacuum, we easily obtain the general dispersion relatioRermi surface is isotropic in the&k(n) plane:

w[ 0%—w?
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A B C choosing the necessary branches of the corresponding expressions.
3strictly speaking, the “specular” condition is justified only for an ideal

boundary of the sample, parallel to a crystallographic reflection plane and
k repeating its symmetry, or in cases when small angles of incidence of the
particles are importantsee Ref. § as in case B considered below, for
which the surface is parallel to the layers. However, in the well-known
problems of the electrodynamics of metals, taking surface scattering into
account ordinarily leads only to a numerical factor in the reqske, e.g.,
Refs. 10-12 It is important only when there is a significant group of
2F carriers that collide quite frequently with the surface, e.g., in thin films

and/or in a magnetic field.
“In model(10) the density of state&l), and with it the screening decrement

k, are independent of the energy This is a more general property of a
/ guasi-two-dimensional electron spectrum than is motie); see Ref. 14.

In such experiments the wavelength is fixed by means of a diffraction

grating positioned near the sample and, of course, having a period greater

| than the microscopic length &br 1kg (Ref. 17.

1

0 wirmy 085 05 o T

1 )
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The spectral function of an excess parti@dectron or holgmoving in a molecular cryocrystal
having no long-range orientational order is calculated. It is shown that the spectral function,

on the assumption of exponential dedaytime and spadeof the correlations between the angles
specifying the direction of the axes of the molecules, changes sharply when disorder
appears. The motion of the particle is transformed from coherent to incohidiffasive), in
qualitative agreement with the results of reca®R studies of the motion of electrons

in B-N,. © 2002 American Institute of Physic§DOI: 10.1063/1.1468528

1. INTRODUCTION transport is complicated by appreciable contributions from
electron—electron interaction effects which would have to be
The muon spin relaxationi{SR) method has become a taken into account. Under these conditions the factors imped-
very popular tool in recent years for research on solids. Iring the free—coherent—motion of an isolated fermion
this method the spectral and relaxation characteristics amrough the crystal are the intrinsic excitations of the crystal
measured for muong ™ and the bound states which they (phonons, librons in molecular systemdefects, and, finally,
form with electrongmuonium atoms M& e ; see, e.g., various types of disorddstatic or dynamig In particular, an
the review). The time of formation of Mu is largely deter- example of the onset of disorder in a pure crysta., one
mined by the electron mobility, which can vary by severalwithout specially introduced defects or impuritieis pro-
orders of magnitude in insulators. The corresponding delayided by the nitrogen N cryocrystal, in which at normal
time of the spin-resonance signal from Mu in comparisonpressure and a temperatufg,;~35.6 K a first-order phase
with the signal fromu™, or the delay in the formation of transition occurs from the low-temperature, completely or-
muonium, is registered in a magnetic field, where the spin otlereda phase(structurePa3) to the high-temperature plas-
the Mu atom has its own precession frequency and relaxatiotic 3 phase, where the molecules, while preserving their
rate which are substantially different from those of $hé  translational order on going to a hexagonal lattice
spin. If the electron mobility is high, then the time delay of P6,/mmg become orientationally disorderéd.Therefore,
the signal from the precessing Mu spin is short, usuallywhile in @-N, one can speak of librons and their frequencies
10 s or less; otherwisée.g., in the case of low polaron and dispersiofi;® the character and causes of the dynamic
mobility or localization of the electrgrit is much longer and  disorder in 8-N,, in which the N molecules execute an
can reach 10° s. Thus this method affords a reliable and angular rotational motion intermediate between the com-
comparatively direct way of determining the kinetic param-pletely standard librations with respect to a fixed direction
eters of the motior(coherent—incoherendbf quasiparticles, with an azimuthal angl@;~55° (Ref. 2 and a nearly free
including electrond) in lattices, on the one hand, and of precession with respect to the angle of elevatioin the
obtaining data by which to assess the degree and characterlodisal plane, have not been conclusively established. There
disorder in a crystal, on the other. are only indications that there is a large entropy contribution
This method is particularly effective in insulating media, to the free energy of the disordered sta@n the whole, the
where the density of intrinsic electrons in the conductionstudy of 3-N, on the basis of model pair potentials in the
band is vanishingly small, and the density of electrons in-mean-field approximation'®has permitted determination of
jected into the crystal is not so large that the single-particlehe main parameters of the intermolecular interaction, which

1063-777X/2002/28(3)/7/$22.00 220 © 2002 American Institute of Physics
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lead to the correct value df,; and also show that taking the of the N, molecule islzg . in which all 6 outer electrons
corrections between pairs of rotating moleculestators  completely fill the first of these molecular states. Then an
into account leads to a slight lowering of the free energy ofextra electron entering the crystal and making one of the
the systent. molecules charged can occupy any of the antibongiray-
Such a conclusion is extremely important, since it allowspitals (the stateéEJ , 525 , and 72;) but most likely the
one to talk on a phenomenological level not about orientapne that forms the band with the greatest width or lowest
tional disorder, which is in general hard to justify completely energy. Thus the energy gap between the corresponding band
in a system of interacting molecules, but about the absencef conducting states and the ground state of the insulating
of long-range orientational order, which, as we shall seegrystal will most likely be substantially less than the value 10
admits description with the use of orientational correlationey indicated in Ref. 12, where it was recently conjectured
functions containing two physically obvious parameters—thehat the conduction band of the,Mrystal is formed from the
orientational correlation lengté,, and correlation timer,. high-lying 3s states of the N atom, i.e., is found in the en-
Apparently the first to measure the transport of excesgrgy region where the crystal exhibits dipole absorption.
electrons in a molecular crystal were Storctetlal,'”> who  However, values-2—3 eV are completely sufficient in order
investigated the solid solution /iN>); -, over a wide range to be able to neglect the presence of thermal electrons in a
of concentrations. At rather high Ar concentration@p to  conduction band formed from antibonding states of the N
20-25%, when this solution, as is confirmed by independentmolecule.
thermal® and structurdf* data, is found in an orientational The Hamiltonian of an electron moving through the
glass state, it SR response changes sharply. Based on thigrystal can be written in the simplest approximation as
the authors of Ref. 12 reached the quite natural conclusion 1
that a localization of the moving light particlelectron oc- _= . +
curs in the disordered medium &N,);_,, in analogy to Ha=3 nE,p ; tnneplOn:niOnepr @0t p)BnoBas o
the localization of diffusing impuritons in quantum crystals 1)

(see Ref. 1 It should be noted, however, that in the quantum,, i1, is completely adequate for describing molecular crys-

systems men_tioned the defect potential can be comparaple 19is in the tight binding approximatichin Eq. (1) the opera-

or deven c'on3|hderably Ia][ger thaly sg.\f{fera}lc;‘rd%r ofdm%g;]u- torsa,, anda,, 0o @re the creation and annihilation opera-
wu €, as in t'e case ol qugntum di usidhe bandwidth, tors for an electron with spirr on the nearest-neighbor
which is considerably wider in classical molecular crystals Ofmoleculesn andn-+ p, the orientations of which are speci-

the N, typed It is also important that systems such asg; ; .
. X . . >fied by the angle®,, ¢,, and 8, ,, ¢n:,, respectively;
Ary(N)1—, in which the disorder is not spontaneous but is; e ,<Pn§9n+p,<;n+p; 's the matrix element for the hop-

due t‘? the presence of an 'mP“”tY subsystem, lose not Onl?g]ing of an electron between these molecules. Although the
the orientational symmetry but, strictly speaking, the translaaeIoendence ot (6,000 ©n.,) O the rotation
nn+p\Y%ns¥nsUn+tprs¥n+p

tional symmetry as well. And it is difficult to sag priori 54165 can in principle be arbitrarg; N, has one substantial
which of these has the more substantial effect on the transs“lmplification noted above: the disorientation of therhol-
. oy 6 1 .

pgrt ofa qufa?tum particle. Moreover, it IS kl’;OWIlJI that thle ecules in the crystal is specified solely by the angles of el-
a sencedo 'on.g-rzlafng'e” structurf(fmjr, eﬂunéa ent Y, transla- o\ ation ¢, since all of the azimuthal angles are the same:
tlona!) ordaer in |t_se will soon a ec_tt € dynamic structure 0,= 6. Taking this fact into account substantially simplifies
function of low-dimensional dynamic lattices. the calculation. since it makes the function

It is clear from what we have said that the cryocrystalt (0450, ;<Pr,1+ ) essentially a two-parameter one.
B-N,, as a plastic cryosystem, can in a certain sense b%‘ PR P e

ded as directl ; le- first in it the ori hen the transition from the operat@$, anda,,, specified
regarded as |r_ecty opposite example. Irst, n It t. e orientag, Eqg. (1) in the proper quantization axes to the laboratory
tional disorder is spontaneous, for it is due to intringfer-

d . } ditis h ; . __frame is equivalent, as is easily verified, to multiplying them

mo ynami¢ causes; secon , it is homogeneous, since it reby the phase factor expe,), which is entirely due to the

mains pure and preserves its full translational invariance, . acter of the molecular states. Assuming here that the

third, and last, its unquestionably 3D lattice can be consid; ;

ered weakl anisotroqic o a 003(/1 abproximation ang_le_s<pn and ¢, , of the nearest-n_elghbor molecules are
Y P 9 PP : sufficiently correlated, as was stated in Ref. 8, we neglect the

we _thus arrive at a_rather °°”°Te‘e que.St'on_Concem'ngorresponding gradients in the HamiltonidR,, reducing it
the motion of a conduction electron in an orientationally dls-to the standard form:
ordered molecular crystal. An attempt to answer it by pro-
ceeding from the form of the spectral function characterizing B n
this motion for the particular case of ti N, cryocrystal is Her= ;, e(K)agac,. @

the subject of this paper. ) _ o )
where in the effective mass approximation and in neglect of

the weak anisotropy of the hexagonal lattice ®#N, we

have s(k)Et(k,05)~k2/2m*, where k and m* are the

wave vector and effective mass of the charged particle mov-
Before starting our calculation of the spectral function ofing in the crystal.

the crystal, let us recall that the,Mnolecule is formed from The dispersione (k) is nothing more than the kinetic

N atoms, which have an outer electron configuratisfp®. energy, reckoned from the bottom of the conduction band, of

Here thep,, p,, andp, states of thep shell form bonding an electron in a crystal latticén particular, that ofa-N,)

and antibonding molecular orbitals such that the lowest stateith long-range translational and orientational order. If for

2. HAMILTONIAN OF THE CRYSTAL AND THE
CORRELATION FUNCTION OF THE ORIENTATIONS
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some reason one of these is abg@mthe case of3-N, that ) (B 0 r—ign

would be the orientational ordeiit becomes practically im- Do Q1 €2n) = JO dTZfO e ID o/(n, 7) ®
possible to calculate the functiar(k) in explicit form. One

can, however, find the spectral function, which correspondis the Fourier transform of the correlation functi¢s), in
to the density of states of an electron in the conduction ban#hich Q,=27Tn is the Matsubara Bose frequency.

of this medium. For this it is necessary to calculate the Mat- ~ While the form of the functiorG(®X(n, 7) can be recov-

subara Green’s function ered directly from the Fourier representation known for it
_ C o [see, e.g., Eq.7)], the functionD,,(n,7) must be specified,
G(n,7)=—=G(n,7+ B)=—(an,(1)é*Mag,e ' #l?) as we have said. Its behavior in space and time are deter-

(0) mined by the form of the intermolecular interaction, which,
~G™Y(n,7)Dy(n,7), 3 . . .

even for such a comparatively simple molecule asirNthe
in which ground state, contains contributions from several different
components-*° Clearly the calculation of this function for

G (n,7) = —(ans(7)an,) 4 the rotator subsystem at finite temperature is a separate prob-
is the Green’s function of an electron in the ideal crystag ~ lem and is generally a laborious task. Therefore, being inter-
the imaginary time3=1/T, and ested only in the behavior of the spectral characteristics of

_ ) the electron, we choose it in a rather general and simple form

Do(n, 7)=(e¢n(De1#d0) (5)  which conforms to the principle of decay of correlations and

is the correlation function of the orientations, or angles, thé"€ @symptotic behavior at large distances in 3D sysféms:

form of which must be chosen on physical considerations. o
The notation in(3) reflects the fact the the creation or anni- Do) = Weflnllé‘“- 9
hilation of an electron on some molecule with an arbitrary

orientation with respect to the angiecorresponds to states The function(9), which contains the parametep having
specified in the proper reference frafhe., the frame tied to dimensions of length and being equal in order of magnitude
the molecule and its axisand, just as in the case of the tO the intermolecular distance, is given for the static case,
Hamiltonian, the necessary transition to the laboratory fram&/hen the decay, which corresponds to the orientational cor-
reduces for the functions to a phase factor. However, un- relation lengthé,,, occurs in space. No doult, is a func-

like the Hamiltonian operata®), in which the direct hop of tion of T, with a form that depends on a number of factors
an electron is due solely to the nearest-neighbor moleculeéinteractions, spatial dimensionalityThese, as a rule, make
the orientations of which are close, the distatjebetween  éor @ decreasing function df. Its concrete form has been
the corresponding angles ) is arbitrary, since the differ- established only for certain physical situations, in particular,
enceg,— ¢, can have any value from 0 tor2 We also note for the high-temperature phase in the Berezinskii—
that the factorization used ifB) corresponds to the long- Kosterlitz—Thouless transitiolf. In the present case of the
wavelength approximation, which was adopted in deriving®—53 transition in solid nitrogen there is a first-order phase
(2), or to neglecting terms describing the indirect scatteringransition, in connection with which the behavior &f,

of an electron on fluctuations of the orientations, and alsdvhich necessarily satisfies the conditiog(T)/dT<0, can
presupposes that the functi@(n, 7), like (k), is indepen- hardly manifest critical behavior on approachTgs, and
dent of the variabler in view of the absence of any spin the B phase arising after the transition is apparently immedi-
interactions. Importantly, the smallness of the gradients cha@tely characterized by a quantig(T) which is finite and
acterizes only the smoothness of the spatial variation of théecays smoothly with increasing; this is essentially the
anglese, and also, generally speaking, 6f; here the en- only physical parameter characterizing the disordered orien-
ergy and momentum of the electron can be arbitréf tational subsystem gB8-N, in the case of static disorder.
course, within the limits of the conduction band and Bril-  The Fourier transforni®) for the correlation functiort9)
louin zong. The use of the extremely simple dispersion re-(and, in essence, a screened Coulomb potetitzd the stan-
lation is not fundamental and is done mainly to permit car-dard form:
rying out the calculation in analytical form.

.. . ) 5n0 47Tr0
Now writing the frequency—momentum representation D (q,iQ,)= - . (10)
for (3), we easily obtain an expression in the form a convo- T g°+&,
lution: Following Refs. 19 and 20, we can generalize expression
i d3p (10) after obtaining the space—time form for the correlation
G(K,iw,)=T > > 3G Op,ioy function Dgy(r,t), basing the specified frequency—
m=== J (2) momentum representation on it. Indeed, suppose it has the
X D or(K—P,i wn— i op), 6 form
47c?
where ; _
Dol 1) = Trezs 2, 2 02 2g 0, P
GOk iwy) = Ton—e(K) (7)  in whichc is a constant with dimensions of velocity, ang
n

is a characteristic time which, as we shall see, describes the
is the Fourier transform of the correlation functiof) with  rate of decay of the orientational correlations. Then, doing
the Matsubara Fermi frequencies==T(2n+1), and the inverse Fourier transformation ¢f1) with respect to
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frequencies, we obtain an expression for the retarded Green'sspect to some parameter. A necessary condition for this is
function, the temporal part of which can be written as fol-that the Green’s function of the particle in such a medium
lows: can be represented in the factorized fof®), which is not
always obvious and requires checking in each individual
case. Another important consideration is the possibility of
exp—t/7y), Cc2qP<rt.,’—Cc?¢, 72 using the free-particle Hamiltonian; otherwise, the long-
(12 wavelength approximation is inapplicable, and the scattering
processes omitted i2) will need to be taken into account

. eXp(—t/ ), 207> 1"~ CPEy
Dor(Qat> Tor) ~

where7, =11~ 7, 2~ cX(q?+ £,°) (>0). We note that

in both cases the expression obtained Iﬂﬁr(q,t) agrees directly.
with the correction function proposed previously,
ro) 7727 t r 3. DIFFERENT CASES OF ORIENTATIONAL CORRELATIONS
for(r,t)=(—) exp(———— , (13 ) ] i
r TolT)  &EodT) The spectral function of an electron is defined by the

which describes the space—time behavior of the correlation€lation

of the angles in the spin 2BY modef! (J is the exchange 1

interaction constajt At the same time, it should be noted Ak, w)=— —Im G(k,0+i0), (14)
that formulas(12) and (13) are actually not identical, since,

as follows from(12), the correlation decay rate determined Where the Green’s function is given by E@); here

by them depends on the wave vector. In particular, it is mini- o Ak, )

mum for g=0 and reaches a maximum valug,' when G(k,iwn)=f dwiw — (15
o n

c?g?> 7, —c?¢,?. This behavior possibly attests to the

fact that at largén| the orientations are so independent thatand, consequently,

their corrections no longer “feel” any kind of excitations of . AO(p. o)

the medium which have an energy that dependsg.dn this G(O)(p,iwn)=f dw.i. (16)

sense the proposed phenomenological f¢tf) is the most — lop~ o

most g.en(.aral, regardlegs of the conprete form of the spectrumy, spectral functiom

of excitations of the disordered orientational subsystem of

the molecular medium. In addition, the phenomenological

parameterst,, and 7., having a simple physical meaning,

cannot, strictly speaking, be completely arbitrary, and, for
. g . and

example, in the theory of critical phenomena there is a rela-

tion between them: whemm—T.+0, then &,—« and ) o Aq(0,Q)

To—© (Ref. 21). However, in considering the case of a first- Dor(Q,142n) = fﬁmdﬂ i0,-Q (18)

order transition, we will assume these parameters to be inde- . ) )

pendent. We note, finally, that the largest contribution to thé2Pviously, in an orientationally ordered phase the spectral

convolution (6) is from the term withn=m, which is the function of an electron is

contribution from the static correlation function. In other Ak w)=AO(k,0)=8(w—=e(K)), (19)

words, it is the spatial decay of the static angular correlations ) )
that primarily affects the motion of an electron in a crystalWhich differs from the usual spectral functi¢see Ref. 22
lacking long-range orientational order. by the absence of the chemical potential in the argument of

The latter is extremely important, since we are talkingthe S function. The latter circumstance is due to the fact that

about a medium in which the orientational order parameter j¥/€ &ré considering only excess electrons in an insulator, at a
equal to zero and whose properties can be specified only HQW enough density of which a Fermi surface is not formed.

o(0,Q2) is defined in the same way,

1
Aor(q,Q):—;Im Do(q,Q2+i0), 17

a correlation functior(so-called correlational orderingThe The spectral density corresponding(fd) has the form
specifics ofB-N, Whiph were 'not.ed above gnd which gr.eatly R 0 8r o2 Qrt
simplify the calculation consist in the partial preservation of o0, Q)= T (07 %02 4072

order or the constancy of the projection of the Molecules (20)
onto theC; axis of the crystal. This, however, is not reflected

in the character of its ground state, where the transversdlow, substituting(16) and (18) into (6) and summing over
(Wlth respect to thé:s axis) projections of the intramolecu- the Matsubara frequencies, we arrive at the final expression
lar axes are completely disorderézbrrelations aside and ~ for (14), which is represented by the integral

the corresponding azimuthal angle and, principally, the cor-

relation length and correlation time, are independent of tem- A(k,w)=f dv 1+1eV’T - 1_;,@”
perature. o
It can be assumed that after defining the correlation d3p
function in the form(13) the specifics of the system under X fBZWA(O)(P,V)Aor(k—p-w— v), (21)

consideration are to a certain degree lost, and the subsequent
calculation in some way or other pertains to a rather broadvhere the integration over is limited to the Brillouin zone
class of media in which the motion of a partidier quasi- BZ. In the given form, expressiof21) includes both the
particle occurs against a background that is disordered withstatic case, for the description of which it is sufficient to limit
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consideration to the correlation functidh,(q,i{},) in the 0.275
form (10), and the dynamic case, described by formidy. Ty

For convenience we shall consider these cases separately in

view of the circumstance that, for example, the first of 0.270

them—the static case—admits an analytical treatment.
3.1. Static orientational correlations 0.265

The formal calculations in the static case are analogous
to those done in Refs. 11 and 19 for a 2D system, and so here
we will only give the final result:

2

0 0.02 0.04 0.06 0.08 0.10

Q
Akw)= —0 ! ‘8(k)+@)2+9‘”9(w)0(w ) .
Lt A 1 Y sl 2 — o) FIG. 2. Dependence dfg on Q,=1/(2m* §§,). The normalization and the
2yWe(k)  (Ve(k) \/;) + Qo value ofk?/2m* are the éame as in Fig. 1.
(22)

where Q. =1/(2m* £3) is the characteristic energy, which |n Fig. 2 we give the width, of the distribution of the
plays the role of a gap arising in the spectrum of long-gpectral density as a function éf,; herel'y, was estimated
wavelength correlations of the orientations as a result of theifrom the relationl'y= [w?)—{w)?, where(w) and (w?)
exponential decayV=1/(2m*rg) is the width of the con- are the first and second moments of the funciii, ).
duction band, and(x) is the step function. The consta®§,  The quantityl';* directly specifies the electron lifetime,
which is a function ok and{),, in (22), is chosen so as to i, a state with a given energy, and the smalgy; the faster
satisfy the relatioff the free motion of the electron is transformed into incoherent
. motion.

J doA(k,w)=1. (23
3.2. Dynamic orientational correlations
Note the logarithmic character of the spectral funct{@g)
and the circumstance that even f&y—o° it does not go . ; .
over toA©(k, w) because of the presence of the “algebraic” €XPression21) with the spectral densitf20) for the corre-
factor 1/n| in the correlation functior9). The expression for ation functionD,,. Doing the integral over momentaye
A(k, ) attests to the fact that the maximum of the spectraf/Tive at the final result
function is formed at energw~e(k), and its intensity o 1
~In&,, i.e., it grows very slowly. We also see frof22) that A(K,w)= J dv T3 e ol ~ 1l
the spectral function for the case of static correlations is -
equal to zero in the regions both below the bottom and above (24)
the top of the conduction band, as is ensuredéhanctions.
Examples of the explicit form of the functioA(k,w) for
different values of the correlation lengths are shown in Fig.é(k : 0 1
1, from which we see how fast the spectral function becomes(K,w;v)=—— ———
practically independent of the energywith decreasing,,. AT (We (k)

The case of dynamic correlations requires integration of

}f(k,w;v)@(w-i— V),

where we have used the following notion:

X+ —a X_—a
arctanT— arctanT

2
a:#_ﬂor; b:WwT_Or; X+ =( s(k)i\/w—l—y)z.
(29

Formula (24) was integrated numerically, and the corre-
sponding curves are given in Fig. 3. The main difference
from Fig. 1 is that the spectral function has acquired a long-
wavelength par{the regionw<0) and a short-wavelength
part (w>W). Its qualitative behavior corresponds to the
static case over a wide range of values of the correlation time
Tor- This weak dependence of the spectral function on the
corresponding relaxation time is typical for all such
calculationst:°

4. DISCUSSION AND CONCLUDING REMARKS
FIG. 1. Transformation of the spectral functidik,») for an electron in a . ) .
molecular crystal when only the static orientational disorder is taken into  Our calculations of the spectral function of a conduction
account, for different values df,, or &(=1/2m*Q,): 1—0Q,=0, or  electron in an orientationally disordered but correlated me-
— _ —3 _ . _ — 2 _ . . e . .
o= 2— =107, or §,=31.6; 3—Q,,=10"7, or §,=10a (@~To  jum have demonstrated the high sensitivity of this function

is the lattice constant, and the frequeneys given in units of the conduc- . . . .
tion bandwidth, which in the numerical calculation was set equalMo to the appearance of disorder. Having-&unction-like char-

=1/(2m*a?) and was reckoned from the bottom of the barfthe value of ~ acter in a C_rYStal with long-range Order’ this function be-
the energyk?/2m* =0.2W. comes practically structureless even in the case of a correla-
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close® on the other hand, for an electron injected into the
system(unlike the case of doped semiconductors or doped
HTSC systempsthe neutral impurity atom Ar does not create
a Coulomb well that could traflocalize it. Therefore, the
process of diffusion of the electron will continue until the
probability of finding it at an arbitrary point of the crystal
becomes independent of the coordinate, but the electron will
not be localized in this case. If we estimate the wilth of
the spectral distribution, we séEig. 2) that it is practically
equal to (0.25-0.2%, and the electron relaxation timwe,
S 52 04 o8 o8 10 zr(;l.. With the valueW~10°~1C* cm™*, as is usually the

o case in cryocrystaf$this means that the electron will lose

; 10-11_ 12 T
FIG. 3. Transformation of the spectral functiditk,») for an electron in a coherence over a timerg~10 1¢ S'_ Its mObIIIty
molecular crystal with allowance for the dynamic orientational disorder, for A~ Tel /SO becomes eXt_remely small in this case.
different values of Qg or £,(=1/42m*Q,): 1—Q,=0, or &,=; Nevertheless, there is no doubt theBR studies of the
2—0,=10"7, 0[150r131-63; 3—0q=10"% or £=10a. The inverse  electron mobility in cryocrystals and its dependence on such
Col"e'at][ok’;/;'mf%r :ﬂ?-OEW- The r,‘or;‘_“a"ia“on with respect w and the  characteristics as the orientational order/disorder, impurity
value oficiam™ are Ihe same as in Fig. - content, temperature, etc. will open up new possibilities for
studying both individual, mutually noninteracting quantum

) ] particles and the properties of the matrices in which they
tion length&,, much greater than the lattice constant. In suchygye.
a situation it is inappropriate to speak of coherent motion of  Thjs study was supported by the Swiss National Science
the part|c!e—|t IS trans_formed into diffusive motion a_nd IS N Foundation(SCOPES Project 7UKPJ062150.00/1 and Grant
essence isotropitprovided, of course, that no electric field 2000-061901.00/1V.M.L. thanks A. P. Brodyanskior con-
initial applied to theS crystal Random walks of the particle, gyjtation on a question concerning the structure of the disor-
which, as we know? correspond to its diffusion in the me- gered phase of the nitrogen cryocrystal.
dium, prevent or significantly decrease the probability that
such a particle will encounter another object, an effect thaf o
occurs in the case of an electron and muon in sgligitro- ~,E-Mail: vioktev@bitp kiev.ua . . .

. . Everywhere below we use the term electron with the understanding that it
g_en' If such a change in the motion qoes occur, then thecould also be a hole or even a small-radius exciton.
signal from the bound statéMu atorm) will be delayed or  2in principle, the experimental dag-ray diffraction, neutron scattering,
absent altogether. In this case can one unambiguously posgtc_.) admit interpretatio_n in terms pf a different picture—_static disorder in
the question of Anderson localization of the electron? It is which there are 12 equivalent positions of therNolecules in space group

undoubtedl resent in impur@speciall uantuincyroc P6;/mmcwith the same angl@, between the axis of the molecule and
y P p P ya y the C¢ axis of the crystal. However, dynamic disorder with uncorrelated

rystals, where it is promoted by the potential relief of the rotations of the molecules about this axis is more widely accepted today.

medium itself, which can have barrigisee Ref. 1that can-  3Here it is appropriate to mention that taking into account the correlations

not be overcome or are strongly suppressed for tunneling ofoetween nearest-neighbor molecules in the hexagonal planes as in Ref. 8

a particle with a certain energy. However in the case Whenshowed that the angle between the latter should be 180°. It would seem,
’ however, that “ternary” correlations, i.e., correlations with a 120° angle

Impurities are absent and the medium on average Is tranSIaBetween nearest neighbors, would be a better match from a symmetry

tionally ordered, the transition from cohereffitee) motion standpoint with a plane having a 6-fold axis. Then such a structure would
characterized by a definite value of the momentum to inco- be analogous to the 120° triangular spin structure8eD,, which also
herent(diffuse§ motion is not due to the localization effect lacks long-range ordét. However, exploring this question is beyond the
; : Ay scope of this paper.
per sebut is a co_nsequence of S(_:atterl_ng on excitations Ysince it is done first, the cutoff at the upper limit is unnecessary, and it is
the example considered above, Or'entat'.bmé-the_crysml- It sufficient to introduce a cutoff in the final integration over the frequency
can also be noted that Anderson localization is inherent toinstead.
systems with a spread of single-particle levétBagonal
disordef?); in B-N, the physical situation is different, and
the randomnesgor spread of valugshas to do with the ki- 1y 5 giorchak and V. N. Prokofev, Rev. Mod. Phy, 929 (1998,
netic term. It would seem that whatever its dispersion, it2T A Scott, Phys. Ref27, 89 (1976.
should always “smear out” the particle, although the ex- ®B. I. Verkin, and A. F. Prikhotko(Eds), Cryocrystals[in Russia,
tended states arising in this way will not be characterized by, Naukova Dumka, Kiev1983. _
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