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A classification of the equilibrium states of superfluid liquids with scalar and tensor order
parameters, based on the concept of quasi-averages, is presented. The condition of unbroken
symmetry is generalized to inhomogeneous equilibrium states. The admissible conditions

of spatial symmetry are found in terms of integrals of the motion. A connection between these
symmetry conditions and the helicoidal structure of the spin and spatial anisotropy vectors

is established. Under certain restrictions it is shown that the equilibrium structure of the order
parameter can be represented as a product of a homogeneous part of the order parameter

and a part that depends on the spatial coordinate0@2 American Institute of Physics.
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1. INTRODUCTION that inhomogeneous equilibrium structures can arise. In a
Research on superfluidity phenomenaite has led to microscopic approach, |n.Refs. 20-23 _the equilibrium state
of magnetic and superfluid systems with broken symmetry

the prediction and discovery of a number of SlJperquidWith respect to spin rotations and phase transitions was in-
phases. Among these is the isotropic state described b b P P

Balian and Werthamérwhich has come to be called tiBs \yestlgated, and the thermodynamics of helicoid structures in

phase. The stability of the state predicted by Anderson angondensed m'e'd|a of this kind was examined. In thg 'pr.esent
Morel2 corresponding to theé\ phase, is explained by the paper a condition of unbroken symmetry of the equilibrium

influence of spin fluctuations, which stabilize the anisotro icState and a compatible condition of spatial symmetry are
P ' Pl ormulated. A physical interpretation of the additional ther-

state of the superfluid liquid. When a magnetic field is ap- . T . .
. . modynamic parameters arising as a result of this generaliza-
plied, a stableA; phase is observedA number of other . 9 g2 e
on of the symmetry conditions is given. Inhomogeneous

phases states that have been predicted previously, such as Hle

polar phasé,the o B, 8 ande phase§, and the 2D phas%, structures of thg order pa_rameter are found, and it is shown
. that under certain restrictions such a structure can be repre-
have not been observed experimentally. A common propert

of the states mentioned above is their translational invari-gentm in the form a product of a homogeneous part of the

ance. Analysis and classification of such statedHa have order parameter and an inhomogeneous part that depends on

been carried out in Refs. 5, 710, and 11 on the basis of ththe spatial coordinates. Here the problem of classification of

Ginzburg—Landau theory or with the use of group-theoreticaﬁ]e homogeneous part of the order parameter effectively re-

methods. The relation between the collective modes and th%uces fo that for a translationally invariant case.

irreducible representations of the symmetry group of the

equilibrium state was studied in Ref. 12. It is known that in 2- EQUILIBRIUM. NORMAL PHASE OF A FERMI LIQUID

a certain region of variation of the thermodynamic param-  Let us consider the equilibrium state of normal con-
eters the homogeneous state loses stability and the superfluiénsed matter, a state describable by the density matrix
phase undergoes a transition to an inhomogeneous state. T{®ibbs statistical operatpr

inhomogeneous equilibrium states in superfldide were R - N

considered in Refs. 13—16. In those studies the stability con- W=Xp(Q—=YoH—Y,N). 2.1

ditions of the helicoidal structures were investigated usingygre 7y is the Hamiltonian. and\ is the particle number

model expressions for the free energy. A refinement of th%perator. The thermodynamic potentfaiis determined from
stability conditions for the states over a wider range of teMyne normalization condition Tr=1. The set of thermody-

peratures was made in Refs. 17 and 18. Interest in this prols. i forces includes the temperatuTeEYgl and the

lem has risen in view of its intimate connection with the .hamical potentiak, = —Y,/Y,. For convenience we con-
problem of critical velocities in superfluitHe. However, a  giger the condensed medium in the rest frame and we assume
classification of the equilibrium inhomogeneous states hag 4 the effective magnetic field is equal to zero. The extre-

not been done. . ) _mum properties of the equilibrium density matf& 1) have
The goal of the present study is to classify the superfluidyq torm

phases for singlet or triplet pairing on the basis of the con- R . A
cept of quasi-averagEswith allowance for the possibility [W,P]=0, [W,H]=0, [W,N]=0,
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[%,8,]=0, [W,Z]=0, 22 [NAGOI==-24(x), i[S,,A(0]=0,
whereP, is the momentum operator, ad&j, and £; are the [ PuA0]=-VAX), i[£,A0]
spin and orbital angular momentum operators, respectively. A
The first three relations reflect the spatial translational invari- =—g; ) XVA(X). (3.9

ance and the phase invariance. The properties of symmet[P/ . )
with respect to rotations in spin space and configuration' & Operatoir has the symmetry of the given phase of the

space mean that we are neglecting the weak dipole and spirF_—Oﬂdense‘_j medium and lifts the degeneracy of the equilib-
orbit interactions in the characteristic of the equilibrium "um state:

state. The total symmetry group of the normal equilibrium R R R
state of a Fermi liquid has the form F=f d3x(f(x,t)A(x)+h.c)=F(t). (3.5
G=[SQAB3)Isx[SAB) [ x[U(D)], Here f(x,t) is some function of the coordinates and time
X[T(3)]X[T(1)]. (2.3 which is conjugate to the order parameter operator and which

specifies its equilibrium averages in the sense of quasi-
averagesA (x,t)=(A(x)). The coordinate and time depen-
%’enceA=A(x,t) is due to the fact that the introduction of a
sourceF breaks the invariance of the equilibrium density
matrix with respect to translations in space and time, i.e.,
o [W,P]#0, [W,7]#0. The equilibrium density matrix

Here[SO(3)]sand[ SO(3)] - are the symmetry groups with

respect to rotations in spin space and configuration spac
[T(3)] and[T(1)] are the translation groups in space and
time, and[U(1)], is the phase symmetry group. Each ele-
ment of a group is a unitary operatbrzexpiég (gis a
parameter of the transformatipwhich leaves the Gibbs di

tribution invariant: W(Y,F(t))=W(t) satisfies the von Neumann condition, and,
. ~ as a result,
UWU ' =W. 2.9 . .
e MWt e T=W(t+ 1) (3.6)

The generators of the transformatigi@s4) are linear combi-
nations of the operator§S,L,N,P,’H}. Averages of the (for normal systems the operatdr is independent of the
form TrWw[ G,b(x)] vanish for an arbitrary quasilocal opera- time t).

tor b(x) for Ge(P,,N,S,,L,). This, in particular, is valid Let us consider the translationally invariant subgrodps
for the order parameter operatdi$x)z&a(x), which do of the total symmetry groufis and establish the possible

. . A equilibrium structures of the scalar order parameter. Transla-
not commute with the integrals of the moti@ The sub- q P

: . . tional invariance means that the equilibrium density matrix
scripta reflects the tensor dimension of the order parameter,

o i Satisfies the symmetry relation
As we shall see below, the commutatps,A,(x)] are lin- .
ear and homogeneous with respect to the order parameter [W,P,]=0. (3.7

operators,(x), and that leads to the vanishing of the equi-  apajysis of the translationally invariant subgroups of the

Iibriurn averages of the order parameters in the normal state; hroken symmetry of the equilibrium states is done in ac-
TrwA,(x)=0. cordance with Ref. 7 by proceeding from the relation

[W,T]=0, (3.9

3. EQUILIBRIUM. SINGLET PAIRING OF A SUPERFLUID ~ . .
FERMI LIQUID where the generator of the unbroken symmetry is a linear

combination of integrals of the motiofgenerators of the
The quasi-average value of a quantiyx)=(a(x)), in  subgroupH)
a state of statistical equilibrium with broken symmetry is N

defined by the formufd T=aLi+b,S,+cN=T(¢) 3.9
(a(x))=lim lim Tr W,a(x), (3.1  with certain real numerical parameters; (b,,c=¢). The
v—0 Voo unitary transformationd) (&) =expiT(¢) form a continuous
where subgroup of the unbroken symmetried(&)U(E")
. R . =U(¢&"(&,€')) of the equilibrium state. For translationally
W,=exp(Q,—YoH—-Y;N—vYyF) (3.2 invariant equilibrium states the order parameter and the func-

. ~ tion f are, by virtue of(3.4), independent of the coordinate:
and in general depends on the structure of the so&rce Y i34 P

breaking the symmetry; this source is chosen in the form of A (x)=Tr WA(X)=A(O,YO,Y4), f(x)=f(0). (3.10
a linear functional of the order parameter operator. For a N
superfluid Fermi liquid with singlet pairing the equilibrium According to (3.2, (3.4), and (3.8) we have[W,S,]=0,
state is characterized by a scalar order parameter, [W,£;]1=0. Thereforec=0 and thus\(x) # 0. The generator
- A - of the unbroken symmetry takes the form
AX)=(112) h(X) o28h(X), (3.3

wherefp(x) is the Fermi field operator for annihilation of a
particle at pointx, and o, is a Pauli matrix. The order pa- Hence we find the order parameter in the equilibrium state
rameter operator satisfies the commutation relations: for this case:

T=a,L;+b,S,. (3.1
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(A(x)): 7(Yo,Ys)expi¢. Using the Jacobi identity, we obtain for the operauﬁvrsf?i ,
andP, the relation TfW,[P; ,P,]]A(x) = 0. This implies the

Here #n is the modulus of the order parameter, ands the relation

superfluid phase.
For further refinement of the symmetry properties of the  (t;;ty—tjjty;)p;=0. (3.17
equilibrium state it is necessary to invoke order parameterev

S L= . Lo S SA i
that do not possess the property of invariance with respect to' - seely; in the formty; =3y i + tir, Wherety; is a
rotations in spin or configuration space. By doing an analo>Ymmetric and traceless tensor. Multiplyit8.16 by &y,
: e findt=1;l1;t3/2, wherel=p/p. Further multiplying(3.16

gous procedure of classification with these order parameter Y el V\'/J b that L 1. Multiolving the first relation in
one can determine the possible equilibrium states distin- Eikjlj, We see that 1. MUIPlyINg e Trst refatio

guished by anisotropic properties and investigate the que§—3'14) by &y, , We obtaint; =1;(I-1), and thereforé=0. We

tion of the coexistence of several nonzero order parameterBa/2metrize the symmetric and traceless matfixby the
However, we shall not discuss that topic here. relation

Consider the equilibrium states that do not possess the t = Anin,+Bmm,—(A+B) &, /3, (3.18
property of translational invariance.8). In a degenerate ) )
condensed medium there can exist various physical possibil¥héren andm are mutually orthogonal unit vectors. Using
ties for breaking the translational invariance of the equilib-thiS representation and relatid.14), we easily see that
rium state. This can occur as a result of breaking of the phasg M N- Further, by virtue 0f(3.16) and (3.18 it is egsny
invariance(if the superfluid momentum is nonzeradOther ~ Shown thaiA=B and, hencet=—A/3. Thus the matrix;,
possible mechanisms for the breaking of translational invarih@s the form

ance are also possible. These include breaking of the sym-  _ Ay

. . . tlk Alllk' (319)
metry with respect to rotations of the spiria nonzero _ _
magnetic-helix vectorand of the symmetry with respect to Formulas(3.14—(3.17 and (3.19 establish the admis-

rotations in configuration spacgonzero cholesteric-helix Sible structure of the generators of the unbroken and spatial
vecto). Let us consider all of the indicated mechanisms forsymmetry of a quantum liquid with singlet pairing:

the onset of spatially inhomogeneous structures and ascertain ~ = - - A -

the consequences of each in the equilibrium structure of the T=ali£i+b.S,+di(Pi=pliN),

order parameter. We assume that the spatial symmetry of B =P —plN—a..& —All 2 3.2
equilibrium states of this kind can be specified by the rela- =P PN~ GieSe = Al £ (3.29
tion We see that the structure of the commutation relations for the

. L . . . scalar order parametdB.4) and the symmetry properties
[W,P]=0, P =Pi—pN—0kaS,—tiiLj, (312 (3.9, (3.12 retain considerable arbitrariness in the param-
wherepy, Gy, , andt,; are certain real parameters. The gen_eters of the generators of_the_unbroken and spatial_ symmetry.
erator of the unbroken symmetry of such states now includes® narrow down this arbitrariness one must consider either
a momentum operator the order parametgrs that relate tq the spin or orbital degrees
of freedom or the simultaneous existence of order parameters

T=a,L,+b,S,+cN+d.P,. (3.13  connected with the degrees of freedom indicated above in

i ) ) addition to the singlet pairing order parameter.
According to(3.4) and (3.12, we arrive at the equations The particular case,,=0 andA=0 was considered in

relating the parameters of the generator of the spatial SymMgref 20. The generator of the unbroken symmetry takes the

metry: form (3.12). In accordance with the idea of Bose condensa-
8 juoPy=0, VKA(X)=2ip,A(X). (3.14  tion, the_ thermodynamic parametpg has the_ meaning of
superfluid momentum. The condition of spatial symmetry,
Identity (3.9) with Egs. (3.4 and (3.13 taken into account

will lead to an equation relating the parameters of the gen-  [W,P]=0, P,=P,—pN (3.21

erator of the unbroken symmetry.: means that a macroscopically large number of particles can

e Xk2ipIA(X)+2icA(Xx) +d;2ip;A(x)=0. be found in a state with momentum The symmetry of the
equilibrium state with respect to rotations in configuration
space and spin space is not broken and is specified by the

ajeip;=0, c+d-p=0, (3.15 formulas

From this we obtain the relations

which are compatible with a nonzero equilibrium value of [W,L£,]=0, [W,S,]=0. (3.22
the order parameteX(x). . - N A ,
Using the Jacobi identity, we establish additional rela- W& note further thafw, ,YoH+Y,N+vF]=0. Since
tions between the parameters introduced by relati@r) by virtue of the canonical commutation relations the operator
and (3.13. Taking relations(3.12) and (3.13 into account, [F,a(x)] is also quasilocal, and the average of a quasilocal
we find that the operatond, T, and P satisfy the relation OPerator is assumed finite, we have

Tr[w,[?_ﬁk]]A(x):o. Hence, taking3.19 into account, lim lim »Tr W,[E,&(x)]=0.
we obtain v—0 Voo

PiPit— P2ty =0. (3.16  Thus we arrive at the condition of stationarity:
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[#, H]=0, H=H+poN, po=YalYo. (323 ﬁ=jd3x(ﬁak(x)fka(x,t)+h.c.). 4.3

The subgroup of unbroken symmetry of the superfluid state

of a Fermi liquid with singlet pairing has the form The quasi-average value of the order parameter is a
function of the thermodynamic parameters and a functional

H=ISO)X[SOBLXITEIXITWICE. - of f(x.1)

Here the generators of the unitary transformations should be k(X0 =TTW(DA () =AY, T(X,1). (4.9
understood to be operators defined in the sense of relations the case when the thermodynamic forces conjugate to the

(3.21) and(3.23. o ~ additive integrals of the motiofP; and S, vanish, i.e..Y;
The density matrixv satisfies the von Neumann condi- —0 andY,=0, the translationally invariant[{, 7 ]=0)
a ’ ) I

. 6. Using th . : itiof8.2 . r
tion (3.6). Using t»e statlonarjty conditiof8.23, we obtain density matrix and the sourdé have the same unbroken
W(1+ T):eipoNTW(t)efipoNT. (325) symmetry properties:

The conditions of spatial homogeneit.21) and sta- [W,T]=0, [F,T]=0. (4.5
tionarity (3.23 lead to the foIIo_wing coordinate and time By virtue of the algebra4.2) and relationg3.8—(3.10, we
dependence of the functidr(x,t): obtain an equation determining the equilibrium structure of

f(x,t)=expi2e(x,t), @(x,t)=px—pot+¢(0,0). the order parameter parameter:

(3.26 A+ 2icA 5 =0. 4.6

R_elat|ons(3._2]) and(3.23 also permit ong_to_fmd the coor- We see that under such conditions there can be nonzero
dinate and time dependence of the equilibrium value of the

. values of the order parameter in the equilibrium state. Let us
order parameter: .
consider a subgroup of the unbroken symmetry, the generator

A(x,t)=Tr W(t)A(x)= 7(Y,p)exp 2 ¢(X,t). (3.27) of which is an operator of the forﬁﬁsaiﬁﬁcf\l. Without

AeilA g 0,8,/

loss of generality we assume thaf=1, a;=I,. From the
4. TRANSLATIONALLY INVARIANT EQUILIBRIUM STATES symmetry conditior4.6) we find @;e; +2ic 8;) A 5;=0. A
OF SUPERFLUID 3He nonzero solution for the order parameter is contingent on the

vanishing of the determinant:

The order parameter of a superfluid liquid with triplet . .
pairing contains the spin index=1,2,3, which corresponds defajeq +2ic 5y =2ic(a®~4c?) =F4(ac)
to the spin angular momentus=1, and the vector index =2ic(1—4c?)=0. 4.7
k=1,2,3, which corresponds, by virtue of the Pauli exclusion . ) )
principle, to an orbital angular momentuhs1. Further- ]’he solutionc=0,*1/2 of this equation lead to an operator
more, the triplet order parameter operator should be comI of the form
plex. This fact reflects the circumstance that in the case un- m
der discussion the symmetry with respect to phase T=|..,— %N, m=0,+1. (4.9
transformations is lost on account of the formation of Cooper
paif52-0|t is convenient to choose the operatqi(x) in the  |et us consider another particular case of the opefBtor
form =b,S,+cN. As in the previous case, we assume tht

2 _ 5 - - - =1, b,=d,. In accordance with conditio4.6) and the

AakX)=h(X) 020 M) = Vit (X) 02000 (x). - (4.1 algebraic relationg4.2), we obtain the equationb(e s,
Here o, are the Pauli matrices. The matrices,¢,),,  +2iCdg,)Az =0, from which we find the value of the de-
=(0,0,),, are symmetric with respect to indicgsand».  terminant
In accordance with this definition and the canonical commu-

; C9in(h2_ Ar2) =
tation relations for Fermi operators, we see that the following detb,e g+ 2iC5,| = 2ic(b*—4c%)=Fy(b,c)
relations are valid: =2ic(1—4c?.
i[ASWABi(X)]Z _samgyi(x), From the condition that this determinant vanish we obtain
o A the valuesc=0,*1/2 and, hence, in this case the operdator
[N,Agi(X)]=—2A4(x), has the form
I[P A i (0]= =V (%), ?Edaéa—%ﬂl, m=0,+1. 4.9

ILLGAG(X)]= =X Vida () —eba(X). (4D o g explore the physical meaning of the unbroken-

In terms of the concept of quasi-averages, the equilibsymmetry conditions generated by the operat@r$§) and
rium density matrix of the Fermi liquid under discussion is (4.9).%° For this we introduce the “wave function” of a Coo-
determined by equatiofB.2). The operator that breaks the per pair of particles of the system:

symmetry of the equilibrium state is a linear functional of the B N A
order parameter operator: W ooy (X1, X2) =TT Wiltg, (X1) Yo, (X2). (4.10
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By virtue of the unbroken-symmetry conditiorf8.9) we  phase the quantum numbers of the Cooper pairs take the

have valuesm,= +1, mg=0.2 The order parameter in equilibrium
has the form
LM - _
Tr[w,l-c— 7‘N} U (X1) P (X2) =0, A =070, (4.14

where from now on we will be using a Cartesian coordinate

. Mg | A system for which the vectord, andl, have the projections
Tr|W,d-S= =N\ g, (X1) ha,(X2) = 0. (41D § =(0,0,1) and=(0,0,1). The polar phase dHe corre-
sponds to a state with quantum numbars=0, ms=02 In
Since this case the order parameter becomes
" A N A =agdelk- 4.1
[21D0]= ~ 1), <= 2uflali (419
The values of the quantum numberg=0, m;==*=1 corre-
[S,0.(0)]= —(Ui)aﬁfﬁg(x)/l spond to theB phase’ For this state we find the order pa-
rameter
we have A =azod; Iy (4.16
LAY+I?) W, (XX =MW, (X ,X0), The casem,==*1, mi=+1 corresponds to thé; phase’
The order parameter in equilibrium has the form
d'(§1)+§2))q’ala2(xllx2)=mswa1a2(xlyx2); Aak:aiidgglf . (417)
Whereffa)=—isik|x(ka)v|(a), Si(a) (a=1,2) are the angular The equilibrium structure of the order parametéfslg)—

X ) ) 3 . . .
momentum and spin operators, which act respectively on thé17 of “He gives four anisotropic phase states, each of
first and second arguments of the “wave function.” The stateVhich is characterized by one independent amplitude.

of statistical equilibrium, for which relatio@.11) holds, cor- For the set of possible anisotropic states of superfluid
; i iacti - PHe relations(4.11) with the generator$4.8) and (4.9) are
responds to the state in which the projection of the orbital

angular momentum of the Cooper pair on thdirection is not necessarily satisfied simultaneously. Four additional an-

equal tom, and the projection of the spin of the Cooper pair iSOtropic  equilibrium - states arise in cases when the
on thed direction is equal tan,. The choice of order pa- unbroken-symmetry condition holds only with one of these

rameter operator in the form of a vector with respect to thegenerators. If relatiori3.9) with generator(4.8) holds, then
spin and orbital indiceé.1) corresponds to the situation that for @ value of the quantum number =0 we arrive at a state
the spin and angular momentum of the Cooper pair are adVith order parameter

sumed equal to unity. It follows from relatioi4.11) that the Auw=Vaolk, (4.18
function f ,, appearing in the sourde is given by the for- where its spin component
mula
fak=da(ms)§k(m|), (412 VaOZAea_'—Bfa—'_CdaE; amSOda(mS)
where is an arbitrary complex vector. For valueg= *+ 1 the order
parameter, in accordance witB.9), has the form
d’, me=-1 &, m=—1 -
— _ - _ Aakzvaiglz— . (419

da(ms): da ' rnS_:L ’ gk(ml): gk ' m|_1

da, ms=0 |k, m|=0 Here

(4.13

Voz=As,+B:f,+Crd, =2 ap d,(my)
Hered™ = (exif)/v2 and&*=(m=in)/v2, wherem andn Ms
(e andf) are mutually orthogonal real unit vectors orthogonalis the spin structure of the order parameter.
to the vecton (d). The unbroken-symmetry relatiof8.9 with generator
The equilibrium structure of the order parameterstéé  (4.9) for the valuems=0 leads to an equilibrium state with
for the different phase states can be represented in the unifiegde order parameter

form
Aak: da‘I’OK . (42@
A"k:r;n amsmlda(ms)§k(m|)- where its spatial part
s

Vo=Am+Bn .+ Cl,=2, agy &(M)
The symmetry properties of the equilibrium state lead to cer- o “ “ “ m, omSicTH

tain relations between the amplitudes of the order parameter arbitrary complex vector. Analogously.
Am_m- The superfluid states, the generators of the unbrokepn '
symmetry of which have the forny.8), (4.9), have been _
given the name “inert phases>”In particular, for theA Ap=d, ¥y, (4.2)

for the values
.= * 1 the order parameter at equilibrium has the form
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where 0 0 A

A,=|0 0 =xiA|, (4.26

v_ . =A-m+B-n+C-l,= a- m .
Tk F ik F K Flk % +m|§( I) B +iB 0

is the corresponding spatial structure of the order parameter. 3. The solutionc= *a/2 in combination withc= *(a
These four anisotropic staté$.18—(4.21) have a lower un- —b)/2 or c==*(a+b)/2 (the order of the signs is arbitrary
broken symmetry than d4.14—(4.17 and therefore con- leads to an equilibrium state with an unbroken-symmetry
tain a greater arbitrariness in the structure of the order pageneratofleii',i+2da§ai N/2 and the following structure
rameter parameter. Each of these states is characterized bf/the order parametér®

three independent amplitudes.

Let us now consider the generator of the unbroken sym- .A “IA0
metry (3.10 and find the remaining anisotropic states. For ~ Au=| —iIA  —A 0], (4.27)
this we write out the corresponding determinant of the 9 B iB O

X 9 matrix: . .
IX 4. By combining the valuex==*=b/2 with c==*(a

+2ic5kj557|=Fg(a,b,c). +b)/2 or c==*=(a—hb)/2 one can obtain an unbroken-
symmetry generator of the forii=2I;£;+d,S,*=N/2 and
gn order parameté?

deﬂai{;‘ikj 57ﬁ+ baﬁkjsaﬁy

Without loss of generality, by virtue of of the invariance of
the determinant with respect to rotations in spin space an

configuration space, we can choose the coordinate system A —iA B
such thato=(0,0)b) in spin space and=(0,0a) in coordi- _|-iA —A iB
. . =11 IB|. (4.28
nate space. Then the evaluation of the determinant
Fq(a,b,c) of the matrix reduces to calculation of the third- 0 0 0
and sixth-order determinants: Formulas (4.14—(4.21), (4.25—(4.28 describe 12 aniso-

4.22 tropic phases of superfluiiHe, corresponding to translation-

ally invariant states.

Here the matrix¢(a,b,c) has the block form Let us now consider the state, corresponding to an iso-
tropic superfluid phase, that arises as a result of the vanishing
of determinant(4.24) at the parameter values=0, a=b.

' We introduce an orthogonal rotation matrix describing the
rotation of the spatial coordinate system with respect to the

wherel; is a 3x3 unit matrix and the matri¥(a,c) is  SPin equalityb,=a;R;,. Taking (3.9) into account, we ob-

defined by Eq(4.7). Taking the explicit form of the matrix taina,[W,L;+R;,S,]=0. The isotropy condition means that

(4.7) into account, we see that the following relation holds: the latter relation is valid for arbitrary directions of the vector

a. Therefore, the symmetry property of the state has the
Fe(a,b,c)=F3(a,c+b/2)F5(a,c—b/2). (423 form2

Fg(a,b,c)=F3(a,c)Fg(a,b,c).

Fi(a,c) bl

Fe(a,b,c)=| . .
o(a.0.¢) —bl,  Esac)

According to(4.22), (4.23), we obtain the following expres- [W,2+R,8,]=0 (4.29
sion for the determinarfiq(a,b,c): T ermal '
This state describes tig phase of superfluitHe. For states

Fo(a,b,c)=F3(a,c)Fs(a,c+b/2)F3(a,c—b/2)=2ic with symmetry(4.29 the average value of the order param-
X (22— 4c?)(b?—4c?)[(a—b)2—4c?] eter has the form
x[(a+b)2—4c?], (4.24 Aak=85Rka (4.30

whereag is the amplitude of the order parameter.
The system of linear and homogeneous equatidré has a B P P

nonzero solution if the determina.24) vanishes. The van-

ishing of each of the five cofactors individually will lead to 5, INHOMOGENEOUS EQUILIBRIUM STATES OF
the cases already consideréd,14—(4.21). By considering SUPERFLUID PHASES OF 3He

them in combination we can obtain four more states.

1. When the 1st and 4th or 1st and 5th cofactors vanish. AS in the matter of the classification of translationally
the unbroken-symmetry conditioi3.9 takes the form invariant states, it is advisable to start by considering the

[0 | 2+d S 1=0. In this case the-phase stafearises subgroups of the spatial symmetry which have a generator
wit'hl thla_orée? parellmeter ' consisting of two operators. Let

A B O Pe="Py—pil. (5.1)
Au=|-B A 0f. 4.25 According_ to this dgfinition and the algeb{4.2), we obtain
0 0 C the following equation for the order parameter:

ViA gi(X) = 2ip; A gi(X), (5.2

2. The combination of the cases==*=b/2 and
c=+a/2 describes the: state’> The unbroken-symmetry

generatoif =1, £;+d,S,+N/2 leads to the order parameter Az (x) =€ WA 4 (0), @(X)=@+p-X, (5.3

the solution of which has the form
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where A 4, (0) is the homogeneous, coordinate-independent aekild g +b,e
part of the order parameter. By virtue of the explicit form of
the unbroken-symmetry generat®.13 and Eq.(5.2), the
relations

aﬂyéyi + 2lcéﬁl = 01

under the condition thdixX n=0. As a result, the analysis of
the possible states for the homogeneous part of the order
parameterA g, reduces to the case already considered.
apyD yi T &iimnXmPnA pr(X) Let us investigate the case when the spatial symmetry is
+2icA =0, determined by the equation

aksk”Am-i-bas

are valid, wherec=c+p-d. The requirement that the term Pr=Px—tL;. (5.10
linear in the coordinate in this equation be zero leads torne symmetry conditiori3.12) and the algebré4.2) reduce
relations determining the equilibrium structure of the order; e system of equations

parameter parameter:

ViIA gi(X)=tiieqAg(X), tigiu,Vuda(X)=0, (5.1
éyi+2i94ﬁi201 axp=0. (5.4 i ,8k( ) ij€jkl BI( ) ij€ju ﬁk( ) (5.11

aekiiAptbagqpy

from which we obtain the following condition on the admis-

We see that for the homogeneous part of the order parameteliy o <tructure of the parametsy:
A4(0) (5.3, the classification procedure set forth above is
valid. In Refs. 13-15 the question of the stability of the tijejutinerin=0. (5.12
inhomogeneous configurations Aa®He was investigated by
starting from a model Hamiltonian, and the stability of the
configuration foral|p was demonstrated.

Consider the case when the spatial symmetry operat

has the form

We seek the quantity; in the formtkj=t5kj+tisikj+t§j,
wheret;; is a symmetric and traceless tensor. We substitute
this expression into relatiofb.12) and take into account that
Yhis relation is valid for any values of the indices. Therefore,
by contracting it with the tensord; 6, — 6x,d);), we obtain

Pe=Pr— UaS, - (5.5  an equation relating the parameters of the matjx
This condition leads to an equation for the order parameter:  6t?—t5—t5t7, =0. (5.13
ViA i(X) = i o€ A y(X). (5.6)  Contracting relation5.12 with the tensog,,,,, we arrive at

. . , . . another equation:
Using the Jacobi identity for the operatoks P;, and Py,

one can obtain the relation t(t8; +15)=0. (5.19

Tr[W,[ P; vlsk]]Aﬁl(X):(qiﬂqka_qiaqiﬁ)Aal(X):O1 A consequence of equations.13 and (5.14 is thatt;=0.
o ) o Let us now turn to the Jacobi identity for the operatérs
which |mpI|es-the following restriction on the structure of the B,, andP,. We note tha{ P, ,P,]#0. In accordance with
parameteq;, : the explicit form(5.10), we find the following conditions on

Qia=0iN, - (5.7) the structure of the matrix elemertts:

Here o ]% is the magnetiC'hEIiX vector, anda is the axis of tiit%_tiktkf[“:o, tiktki — titk= 0. (515)
anisotropy in spin space. The solution of equatibré) to-
gether with (5.7) gives the explicit structure of the order
parameter for this state:

Ap(x)=ag,(n6(x))A k(0), 6(x)=6+ax, (5.9

whereag,, is an orthogonal rotation matrix in spin space. The
unbroken-symmetry conditiofB.9) with allowance for the
form of the generator of the spatial symmetB/5) and Eq.

(5.6) leads to the equation AL (x)=ay(1y(x)) A k(0), (5.17

It is easy to obtain the explicit form of the matrix satis-

fying (5.13—-(5.15:
tik:tlilk' (516}

The spatially homogeneous part of the order parameter can
be found from Eq(5.11) together with(5.16). The solution
has the form

aekilA gi(X) +Doe o)A i (X) wherea;, (14(x)) is an orthogonal matrix of rotation about
axis | in configuration space by an anglx)= y+tl-x.
This solution describes a helicoidal structure. The quantity

(5.9  27t~! determines the pitch of the helicoid, the direction of

whereb,=b,+d-qn,. Hence, taking into account the re- which is specified by the unit vector. The unbroken-
quirement that there be no term linear in the coordinate, wéymmetry condition, with allowance fa.10 and (5.17),

+ aj8jmnxmqnna80{ﬁyA,yi(X) + 2iCABi(X) =0,

obtain the equations leads to the equation
aekilA gi(X) + 0,48 45,4 ,i(X) +2iCA 4i(X) =0, a(ekilA gt eiuXu Vol p) 0o 4, A i+ 2iCA g, :(% 8
aj&jmndii =0,

where gaj=a;+tl;I-d. Hence we obtain the relatioaXx|
which specify the equilibrium structure of the order param-=0, which is a restriction on the structure of the order pa-
eter. Taking formuld5.8) into account, we can easily obtain rameter stemming from the requirement that there be no term
an equation for only the homogeneous, coordinatefinear inthe coordinate in E¢5.18), and an equation for the
independent part of the order parameter: homogeneous part of the order parameter,
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Ai+2icAg=0. equation for the homogeneous part of the order parameter

aekild g+ bag apyl
= ey A ,(0) (5.22, under the conditiorbXn, to the standard

The general structure of the spatial symmetry operatorf,orm
according to(5.1), (5.5, and(5.10, has the form .
g 151, (5.9, and(5:19 82108 51(0) + Doy A 1(0) + 2iC A 4y 0) =0,

Pr=Px—pPkN—an,S,— ;1 .L; . (5.19 Let us examine the condition of stationarity of the super-
fluid states of*He. For the equilibrium density matrix the
The condition of spatial symmetry of the equilibrium state ofrelation [W,H]=0 holds [see (3.23]. The von Neumann
the Fermi liquid under consideration should be supplementegquation, together with the stationarity condition, permits de-
by the condition of unbroken symmetry of the equilibrium termination of the time dependence of the equilibrium aver-
state,(3.9), where the generatd? is given by Eq.(3.13. In ages. In particular, for the order parameter we obtain

accordance with these symmetry conditions we write the R P -
equations Tr W(t)A o (x)=Tr W(0)eNPo'A , (x)e ™ NPot

i . =e2PolTr W(0)A (). (5.23
iTr [W,T]Ag(x)=0, iTIW,P;]Ag(x)=0.
Relations(5.22) and(5.23 determine the space—time depen-
Hence we obtain equations establishing the equilibriundence of the order parameter in the equilibrium state.
structure of the order parameter and find the restrictions on

the parameters;, b, , ¢, andd, of the generatoil and the
parameterg,, gy, h,, t, andl, of the spatial symmetry
operatorP, : We have used the concept of quasi-averages to general-
ize the classification of equilibrium states of quantum liquids
with scalar and tensor order parameters with allowance for
the possibility of inhomogeneous equilibrium structures. We
+2icAg(x)=0, have formulated the conditions of unbroken and spatial sym-
metry. We have shown that inhomogeneous spatial structures
such as the magnetic helix and helicoidal liquid-crystal or-
dering can exist in quantum liquids.

CONCLUSION
ai[siklAﬂl(X) + siququABI(X)] + basaB)/A yI(X)

ViA g (X) = 2ipiA gi(X) + QiNgE 4 gy A yk(X)

+ tl i IJ[SkaAﬁm(X) + 8]‘lJvXLIVvAﬁm(X)] .
(5.20 *E-mail: mik@kipt.kharkov.ua
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Analytical forms of the empirical equations of state of the system are obtained for an equimolar
3He—*He mixture in the homogeneous liquid and dense fluid phases at temperatures

1.5-14 K and pressures 0—10 MPa on the basis of the existing experirRef¥al T data. This

is done by choosing approximating expressions, setting up a computer program, and

calculating the fitting coefficients of the expressions. The quality of the approximation corresponds
to the accuracy of the experimental determinations and is on average 0.5200®

American Institute of Physics[DOI: 10.1063/1.1476576

1. INTRODUCTION pation of one of the authots for the liquid and dense fluid
phases in the interval interval 1.5—-14 K, but the equation of

Liquid and gaseous isotopes of helium are unique refrig-state in analytical form was not determined

$rhants tha’; ?re _gﬁely used |ndmod(tern cryo?emci‘ teclhfnlque. For ®He—*He solutions in the liquid and dense fluid
€ use of iquid e can provide a temperature Ievel from phases thé—V—-T data cannot be obtained from the corre-

4b2t tp Oa8bK' Still Ic_>wer temperaturédownlltoﬁ?és &D(':Ia? be sponding data for the pure isotopes, since these solutions are
° f:_;une t y PumE!n%:n. S.vaplorg\./gL Iqh €. 'uhlog substantially nonideaf Experimental determinations of the
refrigerators in Wnichre 1S CISSolved ITrie have reached a o\, 1 rejations for’He—*He solutions have been made in

. _4 - -
h|gr; deg:ee of ltélevtelopme?:tthesz usétHe fHet;]sotoplcd qtﬁe temperature interval 1.5-14%%In the present paper
MIXIUTes 10 provide temperatures down 1o a few thousands gf attempt to use these determinations as a basis for finding

a ke!vin. The development of cryostats of_ this kind_requiresan empirical equation of state in analytical form for an
detailed data tables for the thermodynamic properties of th%quimolarSHe—“He solution(the exact value of the concen-

mixtures over a wide range of pqrameters—temperature aPation of the mixture investigated experimentally was 50.7%
pressure—made up of data obtained on the basis of expen;

. - . He) in the liquid and dense fluid phases.

mental measurements in the form of an empirical equation of
state in analytical form.

The helium isotope$®He and*He), while being practi- 2. CHOICE OF THE ANALYTICAL FORM OF THE
cally identical substances chemically, are substantially differAPPROXIMATING EXPRESSIONS FOR THE EQUATION
ent in their thermodynamic properties, especially at low tem-OF STATE OF THE SYSTEM IN DIFFERENT P—T REGIONS
peratures in dense phaseEhis difference is a manifestation
of quantum effects of both a diffractional and a statistical
nature. The helium isotopes in the solid, liquid, and dens

After several attempts to use various analytical forms of
the approximating expressions for the equation of state of
. . ; CHe—He mixtures, we chose as the best form for the dense
fluid phases behave as essentially different substances. Th?l'lﬁid phase an expression close to that proposed by McCarty

equations 0f4state are substantially d'ﬁ?Te”t- in Ref. 3. The McCarty expression has the form
For pure®He there are several empirically chosen equa-

tions of state based on the plentiful experimerRalV—T (L5 i2)
data in different temperature and pressure intervals. It seems P=pRT 1+ B(T)PH; Nyip™T'™
to us that the most complete correlation is that which was

8

carried out by McCarty at the National Bureau of Standards 4 8 _

(USA)? for temperatures from 2 to 1500 K and at pressures +21 nziPAT(l's_')ﬂLZ1 Ngip°T( 7514

up to 100 MPa. This correlation describes well the liquid, o o

vapor, and fluid phases 8He. For pure’He the semiempir- 3 ) 8 ) _

ical equations of state were proposed for the liquid and fluid + 2 ngip%e?? TN L S ng pSer 7100
phases separately by Tafaon the basis of the quantum =t =t

theorem of corresponding states. For the liquid phase the 2 _

equation given in Ref. 4 contains errors in the coefficients, + > NgiptTEO0), (1)

but for the fluid phase it turns out to be quite successful. =1

Graphical correlation of the experimental-V—T data for  whereP is the pressurel is the temperaturgg=1/V is the
®He (Refs. 6—8 was carried out previously with the partici- molar density of the substan¢¥ is the molar volumg R is

1063-777X/2002/28(4)/4/$22.00 235 © 2002 American Institute of Physics
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> / Here the coefficients;; are adjustable parameters of the
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FIG. 1. Regions of states an equimofie—*He mixture in which the
equations of state of were determined in analytical form: the vapor pressure
line (1); the line of the onset of solidificatiof®). The inset shows the region

of the critical point of the mixture. (3

It is especially necessary to discuss the region of states
near the critical point of the equimolar mixture. The critical
parameters ofHe—*He mixtures were determined in Ref.
12. For an equimolar mixture they are

the gas constant, equal to 8.3143 J/mKleandB(T) is the
second virial coefficient of the substance; all of tiis and
v's are adjustable parameters of the model.

Figure 1 shows two regions in which calculations were
done on theP-T plane. Region | is a homogeneous liquid
state of the solutions at pressures above the vapor-pressure In this region the equation of state of any system is de-
line of the liquid equimolar mixture. This region is bounded scribed in a particularly universal manner in the framework
from above by the line on which solidification of the liquid of the scaling theory of critical phenometfaAny approxi-
equimolar solution begins and by the maximum pressurénating expression for the equation of state which is valid
level (10 MP3 reached in the experiments. The lowest tem-over a wide range of temperatures and pressures will lack
perature in this region is the lowest temperature of the exsufficient accuracy in the critical region, but for practical
periment, 1.5 K. The highest temperature is the temperaturgurposes one doesn't need the values of the thermodynamic
of the critical point of the equimolar mixtur&=4.29 K2 quantities for mixtures of helium isotopes in the critical re-
Region Il is the fluid region above the temperatlige. This ~ gion anyway. Therefore, in a narrow region of temperatures
region is bounded from above in pressure by the 10 MPand pressures near the critical point it does not make sense to
level and in temperature by 14 K. At higher temperatures, agise the approximating expressions obtained. The width of
is shown in Ref. 13, the equimoldHe—*He mixture is an this region in our experiment is 0.2 K in temperature and
ideal solution, and its thermodynamic quantities can be 0b0.05 MPa in pressurésee the inset to Fig.)1
tained from the corresponding quantities for the pure com-
ponents in an additive manner. It is important to note that the
upper pressure level of 10 MPf';l is not acmdental. It hgs bee@_ CALCULATION OF THE ADJUSTABLE PARAMETERS
shown expenmen_tally that a_t higher pr_essu%e— He MiX-  oF THE APPROXIMATING EXPRESSIONS
tures behave as ideal solutions to a high degree of accuracy
at all temperatures, i.e., their equation of state can be ob- Let us consider in turn the two indicated regions of states
tained on the basis of the equations of state of the pure conof the system. In region | we used the data file obtained in
ponents. the experiments of Ref. @round 200 experimental points

In region | we have used the approximating expressionAlso included in the initial data file were the experimental

Ty=4.29 K; P,=0.175 MPa.

TABLE I. Parameters of Eq.2) (Region ).

¢,y =~7.456122378.10°
¢,y = 9.542853976-10°
¢4 = ~4.477159806-10°
€14 = 9.0966847-10°

¢y5 = —6.569338 -10%
c16 = ~3.439784-10°

¢,y = 7.27735020623-10°
¢,y = —1.012836928180-10°
€53 = 5.30224198179-10°
¢y = ~1.2993677640410°
Cy5 = 1.4531882507-10
€26 = ~5.62331094-10°

¢y, = —2.3215336056102 -10'°
¢4y = 3.415175713913-10'°
¢g5 = =1.9095031516872-10"°
Cyy = 5.121344952174-10°

€45 = —6.57262537325-10°

¢35 = 3.2183971566-107

¢,y = 2.43471678431716-10"!
¢4y = —3.71590188805814-10"!
€43 = 2.17233637584717-10"!
€44 = =6.1503269396509-10'°
¢y5 = 8.458395819068-10°
ca6 = —4.53498324226-10°
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TABLE Il. Parameters of Eq(3) (Region ).

Karnatsevich et al.

¢,y = =2.52324-10°
cyy = 3.48459-10°
cy3 = -9.30782-10°
. 7
¢yy = 6.06168-10
¢,5 = -2.32286:10°
7
€45 = 9.55869-10
¢,y = ~4.32729-107
6
Cyg = 8.64864-10
e = 2.11562:10°

Cyy = =2.87265-107
Cyy = 7.07832:10
Coq = ~8.07302:107
¢y = 1.46698.10"
Cqy = —1.1864:10"
033 = —3.38525-10"
Cqy = -5.81274-10"
€45 = 3.95108-10""

c36 = —2.37165-101°

cyy = 9.28786-10°
G4y = 2.22045-10°
¢4y = —2.01159-10°
¢5, = 3.42303-10"
¢5, = —7.20941.10'°
¢s5 = 9.0026-10°
cgy = 2.47022:10°
¢gy = —5.33779-10°
¥ =-0.0005

results on theP—V-T relations for an equimolatHe—*He
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(see Ref. 1P For example, ap=0.001 mole/cr it is 3%,

mixture in the liquid phase along the saturated vapor linevhile the discrepancy between the calculated and experimen-

(the vapor-pressure line in Fig) from Refs. 15 and 16 and tal data does not exceed 1%.

also the analogous data for a liquid equimolar mixture along
the line of the onset of solidificatiofiFig. 1) from Ref. 17(a

The calculations showed that both approximating ex-
pressions for regions | and Il are in good agreement in a

total of 18 experimental pointsThe statistical weights of the P—T strip of width =0.1 K around the critical temperature
points used in the calculation were determined by the accuef the equimolar mixture.

racy of the experimental results given in the original sources.

The results of the calculation of the adjustable fitting paramtoncLusion

eters are given in Table (for P in MPa, T in K, andV in
cm/mole).

In summary, this study has permitted us to choose ap-

For calculations in region Il it is necessary to know the Proximating expressions, to set up a computer program, and

values of the second virial coefficieB{T) of the equimolar
mixture for the temperature interval 4.29-14 K. These val-
ues were taken from an experimental pafefor conve-
nience in the calculation the first term, that containing the
virial coefficients, in expressiof8) was represented in the
following analytical form:

RT[ B(T) 41180.6 73859 217604
—|1+ =— - +
Vv v % TAVZ T2
248654 138296 4586.93/T
- + +
TV (T2 V2
8.3143
_ (4)
Vv

The calculations were based on the experimental mea-
surements of the density of the mixture in Ref.(dbout 350
experimental points in gll

The results of the calculations of the adjustable param-
eters of the model are presented in Tabl&€dl P in MPa, T
in K, andV in cm®/mole).

For illustration of the quality of the approximation, Fig.

2 shows the experiment&l(V) curves for several isotherms
for states in region I. The corresponding calculated curves
are shown by the solid curves. The average distance between
the calculated and experimental curves is 0.5%, while the
real scatter of the experimental points from the smoothed

10

0.1

0

20

V, cm®mole

curves reaches 1%. Figure 3 shows the analogous compaFiG. 2. Comparison of the experimental and calculd®ed/ points for an
son for region I, but in the more convenient coordinatesequimolar®He—*He mixture in the region of the homogeneous liquid state

p—P. We see that the agreement is quite good. It should b

glong the following isotherms: the vapor-pressure litig the line of the
onset of solidification(2), T=2 (3), 2.5(4), 3.0(5), 3.5(6), 4.2(7), 1.5(8),

kept in mind that the accuracy of the measurements in thig 75 (9), 3.75(10), and 4.0 K(11). The filled dots are the data of other
region depends substantially on the density of the systerauthorst>-’
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Spin-lattice relaxation in the bcc phase of phase-separated 3He—“He solid mixtures
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The spin—lattice relaxation time in two samples®ble—*He solid mixtures with initial
concentrations of 0.5%He in “He and 0.5%'He in ®He is measured by the pulsed NMR method.
As a result of phase separation, in both cases two-phase crystals form, having the same
helium concentration in the concentrated bcc phase. However, in the first sample the bcc phase
forms as small inclusions in an hcp matrix, while in the second sample the bcc phase is

the matrix. It is established that in the second case the spin—lattice relaxation occurs in the same
way as in pure bulkHe, while in the first case one observes anomalous behavior of the
spin—lattice relaxation time at low temperatures. Experiments have shown that this anomaly is
due not to the possible influence of the snfale impurity but to the small dimensions

of the inclusions of the of the bcc phase. In this case the main contribution to the relaxation is
apparently due to defects formed at the boundaries of the bcc inclusions and the hcp

matrix. © 2002 American Institute of Physic§DOI: 10.1063/1.1476577

1. INTRODUCTION the behavior ofT; in a bulk sample and in a fine disperse
phase can be attributed to the following main causes.

1. The presence ofHe impurities is known to be
effective"?®in suppressing the growth @, in bulk *He; the
€ame situation may exist in thitle inclusions after phase
separation.

2. The small sizes of the inclusioi$—3 um) can also
ct the value ofT;. In the case of small inclusions the
main site of such rapid relaxation will be the boundary be-

— —3 i - . - .
tsr:Jé)S);Ztseemnie ;e_iqma?_i'_i éHZe 3?:Za2%2’nvzcancy, and, I 4 een the bee inclusions and the hep matrix, which can serve
p impurrt - X ge. as a source of a large number of defects.

Developments in experimental technique make it pos- The goal of this study is to investigate the influence of

sible 0 expe_md the temperature regiop of .investigation 10 3hese factors on the temperature dependence of the spin—
range in which the homogeneous solid mixtures of he“umattice relaxation time in solidHe. Here it is convenient to

isotopes undergo a first-.orde.r phase transition, dpcaying intﬁ’westigate two samples, corresponding to the left and right
two daughter phases with differeftte concentrations. The sides of the diagram, with initial concentrations such that

two-phase crystals that are formed in this case are an Inte([;1'fter phase separation the concentration of one of the sub-

efsﬂﬂg qu?:tun;tsystﬁ m. For exatr_nple,ta df|f|_u'_[e Stlo I'Id m'tXturestances in the matrix of one sample will be practically the
of “re in “He after pnase separation at sutliciently Iow em-qo 6 a5 the concentration of the same substance in the in-
peratures consists of disperse inclusions of almost fidee clusions of the other sample

with the bcc lattice embedded in an hcp matrix of practically
pure“He. Studies of the spin—lattice relaxation in such sys-

tems have shown?® that the properties of the matrix are no 2. EXPERIMENTAL TECHNIQUE

different from those of homogeneous solid mixtures of the  In this study we have accordingly investigated samples
corresponding concentration. However, unlike the case foof 3He—*He solid mixtures with two initial concentrations:
bulk ®He, in the disperse concentrated phaises indepen- 0.5% *He and 0.5%'He. For simplicity we shall call these
dent of temperature down to temperatures of the order of $amples A and B, respectively. When samples A and B are
mK, and the value off; corresponds to the region of the “ cooled below the phase separation temperature, two daughter
3He—2He exchange plateau” for buffe of the correspond- phases are formed in them: a bcc phase with a high concen-
ing density. It should be noted that in bulke the indicated tration of *He, and an hcp phase, with a low concentration.
regions of the exchange plateau is observed only for temin sample A the phase with the high concentratior’léé
peratures above-200 mK. Upon cooling below this tem- consists of fine disperse bcc inclusions of almost piite
perature the tim&; in bulk ®He increases exponentially be- 1-3 um in size>®® surrounded by a bulk hcp matrix of
cause of the disruption of equilibrium of the exchangealmost pure*He. In sample B it is hcp inclusions dHe
system with the lattice owing to the decrease in the numbesurrounded by a bcc matrix of almost putée. An impor-

of vacancies, and then, in the presencétdé impurities, it tant point is that after separation tfide concentration in the
increases by & ~° power law. These strong differences in bce daughter phaséike the He concentration in the hcp

Spin—lattice relaxation in solid helium has been
studied? in detail experimentally and theoretically only for
bulk solid®He. The observed temperature dependence of th
spin—lattice relaxation timer; is well explained in the
framework of the well-developed Garwin—Landesman
model, which describes the process of energy transfer frorgﬁe
the nuclear spins to the lattice via multiply connected

1063-777X/2002/28(4)/3/$22.00 239 © 2002 American Institute of Physics
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FIG. 1. Recovery of the equilibrium magnetization of sample B:

=110 MK (1), T=60 mK (2). FIG. 2. Temperature dependence of the spin-—lattice relaxation time in

sample A:0—T?, @—TS, M—TY. The arrow indicates the phase-
separation temperature. The dotted line shows the calculated vam% of
while the dot-and-dash line shows the calculated valug&,ofor the “ex-
daughter phagés the same for both types of samples at thechange plateau” in solidHe.

same temperature, since the phase separation process occurs

in accordance with the same phase diagram. A comparison of . ) ,

the results of experiments done with samples of such “sym€@n be described by two exponentials, corresponding to
metric” initial concentrations makes it possible to separaten® relaxation in the liquid and in the crystake curve 2 in

out the contribution of the spin—lattice relaxation comingFi9- D .
from the small sizes of the solid inclusions 3fe. The data of the measurements for sample A are qualita-

The samples were grown in the cell described in Ref dively similar to those described for sample B. However, the
. 3 . . o
by the capillary-blocking method. The final pressure in ho-'OW He concentration in them leads to a low “signal-to-
mogeneous samples annealed at a pre-melting temperatt@iS€” ratio and the large scattering of thevalues, so that
was around 32 atm, corresponding to molar volurves ~ ON€ cannot say for certain whether features analogous to

=20.55-0.05 cni/mole for sample A andV,=24.6 those observed on cunzof Fig. 1, for example, are present
+0.05 cni/mole for sample B. " in this case. As to the liquid phase with a higfie concen-

The change of the pressure in the samples as a result Jftion. regular measurementsTof have not been made in it.
the phase separation was estimated to be not more than a f&l{(¢ note only that at 60 mK the valuesf in the liquid lies
hundredths of an atmosphere, which is less than the reRetween 10 and 20 s in both types of samples. These values
scatter of the pressure in the prepared samples after anne@8ree with the results of Refs. 4 and 9 for samples of the
ing. Therefore, it can be assumed that to within the experi€orresponding density. _
mental accuracy, even the parameters that depend strongly |N€ témperature dependenceTgfobtained for samples

on pressurdthe Debye temperature, exchange integral, an®' tYPe A is shown in Fig. 2. It should be noted immediately
diffusion coefficient are the same for the corresponding that this dependence is qualitatively similar to that obtained

phases in the phase-separated samples of both types. ~ Previously at frequencies of 250 kHRef. 3 and 1 MHz
The cell holding the sample was in good thermal contactRefS- 4 and bon analogous samples. It has three branches,
with the mixing chamber of the refrigeraforThe spin— corresponding to the initial homogeneous sample with the

lattice relaxation time was measured by the pulsed NMRICP Structure and to two daughter phases of the separated

method with the use of the standard pulse techniquer:niXture_the dilute hcp matrix and the concentrated bcc dis-

90° —7—180° —r—echol-A T—90° —r— 180° —r— echo2. perse phase. In the initial homogeneous sarTT@e's un-
Since =200 us<At, the amplitudeh of the echo signal changed on cooling, and its value corresponds to those
was proportional to the magnetization recovered over a tim&nown from published data foF; under similar conditiorts

At: and from calculations according to the Torrey théofthe
“exchange plateau” region Below the phase separation

ﬂ —1_ ex;{ _ E) (1) temperaturdl ,; one observes two values ®f , correspond-

hg T,)’ ing to phases with largeT§) and small (r‘f) ®He concentra-

tions. The decrease of tiEle concentration in the dilute hcp
phase in accordance with the phase-separation diagram leads
to growth of TS on cooling’® These two factors—the growth
of T¢ and the decrease of thele concentration in the hcp
phase—make it different to distinguish the echo signal from
Figure 1 shows typical data obtained from experimentathe background of instrument noise below 150 mK, even
measurements on sample (B.5% “He in ®He). At suffi-  with a several-hour wait. The long duratidkt makes mea-
ciently high temperature€l10 mK, curvel) the results are surements difficult and lowers their accuracy. We note that in
well described by a single-exponential function of the formthe low-frequency measuremenriahen TS does not exceed
(1). Since solid®He at 32 atm begins to melt at temperaturesl min, by averaging the values bfobtained in several tens
below 88 mK and the liquid already amounts to around 40%of measurements the spin—Ilattice relaxation time in the dilute
of the sample at 60 mK, the recovery of the magnetizatiorphase could be measured down to a temperature of 100 mK.

whereh, is the amplitude of the echo signal fat>T,.

3. EXPERIMENTAL RESULTS AND DISCUSSION
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1.6F growth of T, on further cooling is apparently analogous to
EAA & that observed in Ref. 6 for bulk soliHe containing a 0.5%
“He impurity at high pressures. Beloly,s= 144 mK, which

is indicated by an arrow in Fig. 3, phase separation of the

1.4}

® -2y P B4 sample occurs, according to the phase diagram, and one ob-
~ 1.0} ‘Tmelt Tos A serves a growth of ;.
4 Finally, below ~88 mK, at which solid®He at a pres-
0.8 'Anfmgf s mas o sure of around 32 atm begins to melt, one observes a sharp
. . A decrease iff; (see Fig. 3. This is apparently due to the wall
>0 15‘!'0 . 250 350 450 relaxation mechanism, which operates efficiently in the lig-
, M

uid: liquid He in this temperature region is already a degen-

FIG. 3. Temperature dependenceTafin sample B: the data obtained on €rate Fermi _ liquid with a S_pin diffusion coefficierids
cooling (A) and heating [J). The arrows indicate the phase-separation =T~ 2, ensuring a rather rapid transport #e toward the
temperatureT ;s and the melting temperatui,e;- wall.
Thus we have shown in this paper tAgtis independent
of temperature in the disperse bcc daughter phase of a phase-

On the other hand, thanks to the largg values in the ~Separated dilute solid mixture dle in‘He (samples A At
present study, by choosing an interval of around 1 min belh€ same time, the temperature dependencg, ofi samples
fween measurements we were able to obtain a signal for th&ith an initial ‘He concentration of 0.5%samples B under
concentrated phase alone, since the magnetization of the dhalogous conditions exhibits practically all the previously
lute hcp phase at the time of the measurements and, hendgiown features due to the various spin—lattice relaxation
its contribution to the spin echo, are practically zero. mechanisms in bulk solidHe. A comparison of the two

As we see in Fig. 2, in the concentrated phase the tim&esults obtainedsee Figs. 2 and)3eads one to conclude that
T¢ is practically independent of temperature and has a valuthe temperature dependenceTdf (in the case of sample)A
that agrees with the experimental value ©f obtained in  is not due directly to théHe impurities but is determined by
bulk solid *He under similar conditions and with the value the small sizes of the inclusions of tfide-rich phase.
obtained from theoretical calculatidnfor temperatures in In closing the authors thank V. N. Grigor’ev and ¥a.
the so-called “exchange plateau” region, whérgis deter-  Rudavskii for their interest in this study and for some stimu-
mined mainly by the relaxation of the Zeeman subsystem tdating discussions.

the 3®He—He exchange subsystem. As can be seen in Fig. 2, _ o
the deviation ofT¢ from the calculated values does not ex- 1S study was supported by the Ukrainian Government
ceed the measurement error. Foundation for Basic Research 02.07/008Bfoject F7/286-

The results of measurements for sample B are presentedf0Y and was carried out as part of the Young Scientists
in Fig. 3. We note, first, that both the small amount of theProject FM12-1.
dilute phase and the lowHe concentration in it make it
impossible to distinguish the contribution of the dilute phase
to the signal amplitude. The absence of noticeable hysteresis
on cooling and heating indicates that a half-hour wait after a
temperature change of 5-10 mK is sufficient for the phasesE-mail: mikhin@ilt.kharkov.ua
coexisting in the sample to come to equilibrium. At high
temperatures one observes a plateau Witk-0.75 s. The
agreement of this value with the known dater pure®He in
the “exchange plateau” region and the coincidence of the
temperature region in which this plateau exists indicate that
in this case the coupling of the Zeeman and exchange sub-R- A- Guyer, R. C. Richardson, and L. I. Zane, Rev. Mod. PH 532
systems is a “bottleneck” on the path for energy to leak from zf\jg;];'mier and G. Guerrier, Physid21, 202 (1983
the Zeeman subsystem to the lattice. The temperaturen. p, wikhin, A. V. Polev, E Ya. RudavsKiiand V. A. Shvarts, Fiz. Nizk.
~260 mK below which appreciable growth df; is ob- Temp. 23, 807 (1997 [Low Temp. Phys23, 455(1997)].
served also agrees with the data of Refs. 1, 2, and 7. In g- (C3 J. KiggsLley,# Kosaéﬁvlﬁngio(tiggg Maidanov, J. Sauders, and
accordance with the concepts of the Garwin—Landesman?- Z°Wan. . -ow 7emp. Fhy :
theory this growth is due topa shifting of the role of the Qg'h;;_iiglggi%%galdanov’ . Sauders, and 8. Cowan, J. Low Temp.
“bottleneck” over to the vacancy—exchange mechanism oféMm. Bernier and G. Deville, J. Low Temp. Phyk6, 349 (1974).
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SUPERCONDUCTIVITY, INCLUDING HIGH-TEMPERATURE SUPERCONDUCTIVITY

Steady state diagram of current-carrying layered superconductors
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The stability of the nonisothermal state of a layered superconductor carrying a current is
investigated in a model based on the heat production in an electrical circuit with nonlinear
resistance, which adequately reflects the features of the quasi-two-dimensional behavior

of the system. The state diagrams of the layered superconductor are plotted in the following
coordinates: heat removal coefficigmthich depends on the substrate propejtiersus current,

and nonlinearity parametéwhich characterizes the superconductor mateviefsus current.

The velocity of the resistive-zone motion as a function of the value of the transport current is
calculated for different values of the nonlinearity parameter2@?2 American Institute of

Physics. [DOI: 10.1063/1.1477355

1. INTRODUCTION current!* V~13M*1 The exponenta=K(T,/T—1) de-
pends on temperature and the phenomenological parameter
K. In the framework of the Lawrence—Doniach mddehis
parameter can be written in the fornK=d3s/

The problem of the stability of a superconducting current
state has long been the subject of intensive rese@es,
e.g., Refs. 1 and)2 The theoretical study of instability is ) .
bagsed mainly on s)imple phenomenologicyal models ch\t takgl%z)\z(o)TC)’ vyhereTC '.S the critical temperature of.the
into account the balance of the production and removal O§uperconduptos is the period of thg layered structury is
heat in the superconductor—thermostat system. Nevertheled8€ Magnetic flux quantum, and0) is the London penetra-
these simple models have proved extremely useful for forlion depth afT=0. The phase transition in the samitae
mulating the main relationships in the development of instaBerezinskii—Kosterlitz—Thoules@®KT) transition'®’ does
bilities of the critical state of bulk;* thin-film,>~® and  not materially affect the heat production in such a system,
composité?°1 superconductors both in the presence andsince at currents that can lead to thermal instability of the
absence of a varying external magnetic field. In the absencguperconducting state the number of free vortices produced
of such a field the thermal instability of a superconductingby the current is much greater than the number arising under
sample is conditional on the nonisothermal dynamics of théhe influence of thermal fluctuations.
sample-penetrating field lines of the self-magnetic field of  In real HTCSs the situation is complicated by the fact
the current. that a Josephson link exists between the superconducting

For high-T. superconductor§HTCS9, which have a |ayers. The vortex dipoles of fluctuational origin arising in
layered structure, the basic relationships governing the thethe |ayers consist of two 2D vortices whose magnetic flux is
mal stability of a superconducting current state remain ag|osed by two Josephson vortices situated between supercon-
before. The only difference is in the character of the heatycting layers. The presence of Josephson vortices in the
producing processes, which is determm_ed by the nonlmearlt)ﬂipole will lead to linear growth of the dipole energy with
of the current—voltagél—V) characteristics of HTCS mate- j,0eaging distance between 2D vortité&he behavior of
rials; we shall refer to this by the term “nonlinear heat pro- these materials, because of the weak superconductivity in the

duction.” S . . .
. . . - direction perpendicular to the superconducting layers, differs
Physically the nonlinearity of the |-V characteristics Offrom the behavior of ideal 2D systems in the low-

HTCS systems is a manifestation of the quasi-two- . . . .
. . . . temperature region but becomes typically two-dimensional
dimensional character of these materials. As in two- b tain ¢ ; hich hall d
dimensional superconductors, in the copper-oxide supercoﬁi— ove a certain temperature which we shall denite,

ducting layers of HTCS systems, topological defects in thd'@Ving in mind that the instability manifested at this tem-
form of neutral two-dimensional vortex—antivortex pairs perature is the same as that which leads to the BKT transition

(bound 2D vortices can arise as a result of thermal IN 2D systems. The behavior becomes two-dimensional be-

fluctuationst!~*3Under the influence of the transport current, €ause neafc, fluctuations causing dissociaiton of the di-
sufficiently long vortex dipoles will be broken apart, and thePoles destroy the correlation between superconducting lay-
free 2D vortices that appear will move along the superconers. Such behavior is observed in the experimental study of
ductor. This mechanism of resistivity leads to nonlinear bethe 1-V characteristics of HTCS single crystals in the direc-
havior of the |-V characteristic, since the number of freetion of thec axis® and follows from the results of numerical
vortices depends on the value of the current. In this case thgmulations using an anisotropic 30Y model®®

theory predicts a power-law dependence of the voltage on The character of the |-V characteristics of such systems

1063-777X/2002/28(4)/5/$22.00 242 © 2002 American Institute of Physics



Low Temp. Phys. 28 (4), April 2002 A. N. Artemov and Yu. V. Medvedev 243

is different, since the current breaking apart the dipole must As in Ref. 22, we assume that the specific power of heat
now overcome the tension of the Josephson vortices. As groduction is given by the expressi@(T)=p(j,T)j2 in
consequence, an internal critical currég(fT) appears in the which the effective nonlinear resistivity,
superconductor. In this case the |-V characteristic of the
superconductor is well described by a function of the formp(j,T)
Vol (1=14(T))? (Ref. 2. The critical current goes to zero
at the temperaturéyr, and its temperature dependence can Pn
be approximated by the expression (T)=I(1 i—id(T) \am
“TT* (Ret 19, . | ol 1
The influence of the nonlinear heat production in layered
superconductors on the velocity of the normal-phase motion T<T 3
was first studied in Ref. 22. In that paper the expression ©
Q(T)=p(j,T)j% was used for the power of heat production approximates the main features of the behavior of a layered
in the sample, with an expression of the forp{j,T)  superconductor. Her&, is the temperature of the transition
=pn(1—j(T)/))3D for the effective nonlinear resistivity of the superconductor to the resistive state, which is deter-
of the superconductor in the resistive state, whgrés the  mined from the conditionj(T,)=j, and jg.=]js(0)(1
resistivity of the superconductor in the normal stgigT) —TIT,)%?is the decoupling current that destroys the super-
=j.o(1—T/Ty), andT, is the temperature of the transition conducting state.
to the superconducting state. Formally the use of this expres- In writing p(j,T) in the form (3), we have taken into
sion implements the idea of a nonlinear character of the heaccount the breaking of already existing vortex pairs of fluc-
production in layered superconductors and suggests that tfigational origin by the Lorentz force. The expression for the
resistive state might also be stable in addition to the supeexponenta(j,T) proposed in Ref. 22 is, strictly speaking,
conducting and normal states. valid only at currents much less than the decoupling current.
However, the model of heat production in Ref. 22 doeslt goes to zero, corresponding to a transition of the supercon-
not fully reflect the main behavioral features of such materi-ductor to the normal state, at the temperaflife However,
als. In particular, it does not allow one to take into accountf a transport current is flowing in the superconductor, then it
the fact that the critical current goes to zero at a temperaturgill go into the normal state at a temperatufg<<T. at
Tc7r<T., while the I1-V characteristic remains nonlinear all which the current becomes equal to the pair-breaking cur-
the way up to the transition of the sample to the normal statgent,j =js (T,). To take this fact into account in our model,
Another important feature of superconductors is the presencge multiply the expression fa(j,T) by an even function of
of a decoupling currenitg, , which goes to zero at the tem- the current which is equal to unity fgr=0 and to zero for
peratureT.. When the transport current becomes equal tg =jg_ . The simplest expression for the exponent of the -V
IsL, the superconductor will undergo a transition to the nor-characteristic satisfying all of these requirements can be writ-
mal state, for which the |-V characteristic is linear. ten asa(j,T)=K(T./T—1)[1—(j/jg.)?]. The last term in
These features of the nonlinear heat production in théhe expression foa(j,T) takes into account the saturation of
resistive state of layered superconductors are taken into athe concentration of free vortices when the current ap-
count in the phenomenological model proposed in thegoroaches the decoupling value, where the exponent goes to
present paper. This model is used to study the stable steadgro andp(j,T) approacheg,. The critical current due to
states of layered superconductors and also the stability of tHée internal tension of the Josephson components of the vor-
superconducting state and the motion of the normal phasiex rings goes to zero at the temperatiiigr of the BKT
along the sample. Phase diagrams are constructed whidtansition, which is determined from the condition
clearly show the regime of existence of the various currenK(T./Txr—1)=2. It is given by the expression
states of the superconductor in relation to the parameters of T )3,2

the model. jC(T)zjco( 1- T
KT

(T>THU(j=]eu(T))

(T=T<T)N([<jeu(T))

4

2. MODEL The proposed phenomenological model of nonlinear
The dynamics of thermal processes of a thin-film superconductivity adequately reflects all of the limiting behavior

conductor is investigated on the basis of a numerical solutioassociated with the critical currents and temperatures of lay-

of the one-dimensional heat transfer equation ered superconductors. Thus we can suggest that their prop-
erties in the region of intermediate parameters are also ad-
JT J dT . .
DSCSW = Dsa_x ksxﬂLde(T) —W(T). (1)  equately described by the model.

Here Dy is the thickness of the substratg, andkg are the
heat capacity and thermal conductivity of the substrate mas sTeapy STATES OF A CURRENT-CARRYING
terial, d; is the thickness of the superconducting film, and thesyperconDUCTOR

heat removal function is written in the form
B The character of the steady solutions of the nonlinear
W(T)=h(T=To), @ heat transfer equatiofil) is knowrt*?® to depend on the
whereh=Kk/Dy is the effective coefficient of heat removal, number and character of its critical points, which are deter-
and T, is the temperature of the thermostat. mined by the condition
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dsQ(T) ~W(T)=0. (5 «
100 -
Depending on the parameters and the value of the current,
there can be either one such point or three of them. In the 80l ss
first case one has a stable superconducting $&8g resis-
tive state(RS), or normal statéNS). The stability criterion is
the inequalityoW/ 9T > dfanaT. The only stable steady so- 60 -
lutions that can exist in this case are homogeneous solutions.
In the case when Edl) has three critical points, the two 40 L
outer points T;,T,) correspond to stable states, and the
temperaturel; (T,;<T3<T,) to an unstable state. This is
the region of bistabilityBSS of the superconductor. Here, 20 1.
besides the homogeneous solutions indicated there can also
. . . . RS
exist an inhomogeneous stable steady solution which we .
shall call the switching wave between stalgsandT,. The 0 1
switching wave is a self-similar solution of equatit. It is j,10%A/m2

a nonuniform temperature distribution moving at a constant
Ve|0city v which is an eigenva|ue of the equation_ The fea-FIG. 1. State diagram of a supe.rconductor in the plgne of the nonl.ingarity
tures of solutions of this kind will be explored in the next ,F\’fgihmeefgfm";rs;; dcé’gg”gﬁesgs'tzg:Sst;feercond“‘:t'”9' RS the resistive,
Section. ’ '
The model contains a number of phenomenological pa-
rameters. The paramet&r depends on the period of the su-
perconducting structure and the London deptf) and is To=92 K
determined by the structure and properties of the supercon-
ductor material. It can be varied by choosing different typesdnd substrate
of HTCSs or creating artificial superlattices having different  p_=5.10"°m, k=250 W/(m-K),
periods. In real samples this parameter can be varied over
rather wide limits. For example, using the published data of ~Cs=10> J(m°K),
various authors we obtain in the framework of thehich correspond to a value of the parameter5
Lawrence—Doniach model a vale~32 for YBCO™ and a  x 105 w/(m?K) and a thermostat temperatufg=77 K.
value K~3-5 for the more anisotropic thallium HTCSs. Figure 1 shows the state diagram of a superconductor in
Estimating this parameter from the value of the BKT transi-the space of the parametisr and transport current. The
tion temperature gives higher values {00 for YBCO. The  gashed line separates the regions in which the supercon-
difference in the values of this parameter may be due to thgyctor can be found in one of three homogeneous states:
imperfection of the technique used to process the results afyperconductingSS, resistive(RS), and normalNS). The
measurements of the |-V characteristics, the data fronolid lines bound the regions of the diagram within which the
which the temperaturgy is most often found. superconductor has two stable statBSS. Inside this re-
Other parameters of the model are determined by thgjon the superconductor can be found either in one of two
conditions of heat production and removal. The effectivenomogeneous states or in an inhomogeneous state of the
heat-removal coefficienh can be varied by changing the switching-wave type. Changing the other parameters of the
material, thickness, and quality of the substrate surface. lodel alters the position of the BSS region without affecting
also can be varied over wide limits. For example, using thehe qualitative form of the diagram. Increasing the resistivity
data obtained in Ref. 26, for a substrate thicknBgs=5 |, of the film or decreasing the parametershifts the BSS
x10"° m one obtains1=9x 10" W/(m?K) in the case of a  region downward and to the left. On lire the condition
SITiO; substrate anth=1.4x10" W/(m*K) for an Al,O; T =T,=T, holds. Crossing this line means a transition of
substrate. the system between the SS and RS. If this line lies inside the
These parameters have a qualitative influence on thgss region, then the character of the low-temperatiig (
character of the stability of the superconducting state. Bystate changes at this line. Litss found from the condition
varying them, one can create and alter the width of the reT,=T_ where the temperaturg, is determined by the
gion of bistability of the superconductor. In this Section weequation j=js, (T,). Inside the BSS region the high-
investigate the influence of the nonlinearity paramét@nd  temperature T,) state changes on crossing this line. The
effective heat-removal coefficiett on the character of the got-and-dash line corresponds to values of the model param-

steady states of the superconductor. eters for which the velocity of the switching wave is zero.
We adopt the following values of the parameters of theapove this line the wave moves in the direction of the high-
superconducting film: temperature phase, bringing the sample to a homogeneous
state with temperatur@,. It could be superconducting or
K=30, d;=10"m p=3510°50Q-m, resistive, depending on the its position with respect to line

Below the dot-and-dash line the wave moves in the opposite
direction, bringing the sample to a state with temperaiyre
jc(0)=10"° A/m?,  j5.(0)=10'" A/m?, which can be resistive or normal.
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FIG. 2. State diagram of a superconductor in the plane of the effective
heat-removal coefficiertt versus currenf. The notation is the same as in

Fig. 1 FIG. 3. Velocity of the switching wave in the superconductor as a function

of current for different values of the nonlinearity paramefer

As can be seen from the diagram, increasing the paranen the current density flowing along the superconductor. At
eter K with the remaining parameters of the model un-smallj the boundary moves in the positixedirection from
changed can significantly widen the stability region of thethe superconducting pha3g to the normal phas&,. Here
superconducting state. the region occupied by the superconducting phase expands.

The state diagram of the superconductor in the space dfhis may be interpreted as absolute stability of the supercon-
effective heat-removal coefficiehtand currenf is shown in  ducting at low currents phase is absolutely stable, i.e., a nor-
Fig. 2. All of the lines of this diagram have the same mean-mal region arising in a fluctuational manner will collapse
ing as in Fig. 1. It is clear that with improving heat-removal after some time. At a certain value of the current the velocity
conditions(increasingh) the boundary of the stability region of the boundary can change sign. This means that the inter-
of the superconducting state is shifted in the direction offace will now move in the direction of the superconducting

increasing current. phase, bringing the entire sample to the normal state. The
influence of the parameteits and h on the value of the

4. THERMAL STABILITY OF THE SUPERCONDUCTING current at which the wave velocity=0 can be seen in Figs.

STATE 1 and 2.

Let us consider the inhomogeneous stationary solutiorcoNCLUSION
of equation(1). This solution can exist in the region of model
parameters and currents in which E) has three solutions.
In this case the two outer critical point3{,T,) are stable
saddles, and the thirdTg) is an unstable nod€. Let us
discuss the stationary self-similar solution of equatibnof
the formT(x,t) =T(x—wvt) with the boundary conditions

Generally speaking, the model parameters used in calcu-
lating the phase diagrams and velocities of the switching
wave do not reflect the properties of any particular material.
They were chosen so as to obtain a general sort of system
demonstrating the maximum possible number of variants of
behavior while remaining within the realm of physically rea-
T(x=—0,t)=T;, T(x=+x,t)=T,, sonable values.

i(x— +o0,t)=0 This study was supported by the Ministry of Education
ax T and Science of UkrainéProject 2M/71-2000
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The interaction of a magnetic vortex in a type-ll superconductor with a cylindf@cdlimnaj

defect filled with a nonconducting magnetic material is investigated for the first time.

Analytical expressions are obtained for the vortex pinning force at such a defect. It is shown that
if the material filling the cylinder has a small magnetization, then the attractive force it

exerts on a vortex is determined mainly by the interaction of the vortex with the surface of the
defect. In the case of a material with a large magnetization the interaction of the magnetic

field of the vortex with the magnetic moments throughout the volume of the defect becomes
substantial. This can serve as a good resource for enhancing the pinning efficier2902©

American Institute of Physics[DOI: 10.1063/1.1477356

INTRODUCTION dium (conductor, insulator, or magnetill affect the pinning
i . . o mechanism and pinning force remains an open question.
T_he low c_rltlc_al current density substantially limits the In this paper we investigate how filling a cylindrical co-
practical application of higfi-. superconductor$HTSCS. | mnar defect of finite length with a nonconducting magnetic

At the present time, by employing various technical means ity aterial will be reflected in the vortex pinning force. For the
has been possible to obtain polycrystalline HTSC materialg;tgc system we used the London approximation, as for a
(which are the most attractive from the standpoint of appli-y e superconductor. We assumed that the vortex—defect
cf’;\_tions by virtue of the simplicity of preparaj[ion and amena-istance is smaller than the London penetration dapifhis
bility to large-scale productionwith conducting properties g the situation that is of greatest practical interest, since
close to those for single crystals. Moreover, the problem of,ihenyise the interaction is exponentially small. The expres-
superconducting transport has another extremely importantiong obtained for the attractive force on a vortex recovers
aspect. This is due to the fact that the magnetic flux lineghe regyits of Refs. 4—6 in the limit when the material filling
arising in a type-Il superconductor when it is placed in ay,q cylinder is nonmagnetic. In the case of a track made of a
sufficiently high external magnetic field should be rigidly material with a large magnetization it is found that a new
pinned in the volume of the superconductor in order not topinning mechanism appears, due to the interaction of the
create an additional resistance to superconducting currentsynuniform magnetic field of the vortex with the magnetic

This problem is particularly urgent for HTSC materials with ) ) ents throughout the volume of the defect.
high values ofT., at which the probability of random ther-

mal hops of the flux lines in the material increase signifi-
cantly.

It has been established experimentalge, e.g., Refs. Consider a cylindrical defect in a type-Il superconductor.
1-3 that columnar defects extending in the same directiorThe defect consists of a magnetic material in the form of an
are efficient pinning centers for flux lines, as the vorticesinfinitely long cylinder with a radiu® much greater than the
interact with them along their entire length. Such defects caroherence length. We shall assume that the medium filling
be obtained, e.g., by irradiating the superconductor wittthis cylinder is an insulator, and we shall neglect the ex-
high-energy particles, which create linear tracks of amorchange of current carriers between the superconductor and
phized material along their paths. The interaction of the vordefect. We assume that the magnet filling the cylinder has a
tices with such defects in HTSC systems is analyzed in the@niform magnetizatiomn parallel to the axis of the cylinder,
framework of the solution of differential equations of the which we take as the axis of the coordinate system. Let the
Ginzburg—Landau type for a superconductor bordering anaxis z be oriented perpendicular to the copper planes of the
other medium(the contents of the tragkTheir solution is HTSC, and let the magnetic field be directed along this axis.
complicated by the necessity of taking into account theThe field distribution depends only on the coordinatesnd
boundary conditions for the superconducting currents and the. Therefore, it is sufficient to describe it in any plane cross
superconducting order parameter at the boundary of the deection of the superconductor perpendicular toztlaeis. We
fect, which in general can have a complex geometry. A coneonsider a vortex whose axis passes through the pgint
sistent calculation of the pinning force has been successfully (xq, Yo) and lying a distance, from the axis of the cyl-
carried out only for hollow cylindrical channels® The at-  inder (it is assumed that,>R). To describe the magnetic
traction of the vortices to them occurs on account of deforfield h=he, (e, is the unit vector along the axis) generated
mation of their currents upon interaction with the surface ofby the vortex currentg=(c/4m)curl h at any pointr
the defects. However, the matter of how a real physical me=(x,y) of the superconductor, we use the London equation

MODEL
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h D, defect and induces a magnetizatimiih) in the cylinder, but
Ah— Z F5(|f— rohe;, (1) here there is no “back” effect of this magnetization on the
vortex field. This circumstance makes it possible in calculat-

whereA is the Laplacian operatofh, is the magnetic flux ing the energy of the system to separate the two contributions
quantum, and is the penetration depth of the magnetic field to it, the first being related to the geometry of the surface of
into the type-Il superconductor. When a vortex approaches the defect and the second to its magnetization:
nonconducting cylinder, its magnetic fiell,=h;,e, pen-
etrates into the cylinder. Since the vortex currents do not E=E:+E,. (4)
penetrate into the insulator, and curl,=0 inside it, the  The first term in relatior4) is
value ofh;, is a constant over the volume of the defect. By
virtue of the continqity.condition for the tangentia! compo- El:if dr[h2+\2(rot h)?], (5)
nent of the magnetic field of the currents at the interface, 8w Jv

on the surface of the cylindefr|=R the relation h;, whereV is the volume of the sample arfd is given by

=h(|r|=R) should hol h =R h - . . .
(r|=R) should hold, wheré(|r| = R) denotes the mag expression3). It corresponds to the interaction energy of a

netic field of the vortex at the boundary of the defect. ) . _6 :
As a result of the interaction of the superconducting Cur_vortex with a hollow cylindef.”® When the superconducting

rents with the magnetic field, the magnetization vortex approaches the boundary of a nonconducting defect,
—m(h,)e, of the cylinder becom’es dependent bp but the current streamlines of the vortex are deformed by the
n

remains uniform. The total magnetic field inside the cyIindersuz.face oft:]he defect]; 'tAhS a retsult, gn 'mgalam?h of forcest
will be equal toB(r)=h; - H(r), whereH(r) is the mag- acting on the core of the vortex arises. Since the curren

netic field of the molecular currents. From the standpoint Oidens:ny increases in the boundary region, this causes an at-
macroscopic electrodynamics the magnetic figla) of the tracnon O]: the vor,te>.< core towar.d the defécthe corre-
molecular currents of the cylinder are exactly the same as f0§pond|ng surface” pinning force is given by

an infinite cylindrical solenoid with a completely surface cur-

2502
2R
renti=cmXn, wheren is the outer normal to the surface of fi(rg)= _( Po ) 3 et 5 (6)
the cylindef It has a discontinuity at the boundary and has 4mk] 1o 1=(RIro)
the forn? whereey,=r,/ry, and it corresponds to an attraction of the
H(r)=Hq, re in; H(r)=0, re ex, (2)  vortex toward the cylinder. As to the contributidty, it is

. o . _ , the interaction energy of a cylinder magnetized to a value
where "in” and “ex” denote the interior and (iXteI’IOI' '€QIONS m(h, ) with the vortex magnetic fielth,, penetrating into it.
of space with respect to the cylinder, aRg=(47/c)nXi  According to Ref. 7, the energy of a magnet in an external

=471-m.. In. this approximation it can be assumed that themagnetic field, the role of which in this case is playemb]y
magnetic field created by the molecular currents of the magy given by the expression

netized cylinder are concentrated inside it and do not pen-

etrate into the superconductor. Consequently, it does not in- E—_ in h)-dhd 7
fluence the distribution of the vortex currents and the 2 v,,Jo m(h)- r (@)
magnetic fielch due to them. Thus the magnetic field distri- ) ]

bution of a vortex interacting with a cylinder of nonconduct- WheréViy is the volume of the defect. Since the value of the
ing material does not depend on whether or not the materig|€!d Nin increases as the vortex approaches the boundary of
is magnetic. Since we are neglecting the diffusion of superthe cylinder, the energ§, (7) increases or decreases de-
conducting pairs through the boundary of the defect, the suP€nding on the direction afi with respect tch. This circum-
perconducting currents on this surface will satisfy the sam&tance leads to a second contribution to the pinning force,
conditionj -n=0 as for a superconductor—vacuum boundarydual to

Therefore, in the given case the fididwill be the same as fo(ro) = wRZm(hyy) i, /darg. (8)

for a vortex interacting with a hollow cylinder. It was calcu-

lated for the latter in Refs. 5 and 6 by the methods of elecThe dependence df on the distance, to the vortex is

trostatics, and foE<|r|, |ro|<\ it has the form determined, first, by its field gradienth,/dro=—(Po/
) 2m\?)egy/r,, and, second, by the fact that in each particular
h(|r[)=[ho(|r =rol) +ho(r) =ho(r=ro|)1e,. (3)  case the magnetization(h;,) of the contents of the defect is

Here ry=(R/ry)?ro, and the functionhg(x)= (P22 due to the fieldh;, applied to it, since the latter is itself a
In|\/x| describes the value of the field of a vortex at a dis-function ofro. We also note that if the vectors andhy, are
tancex from its center. Then from the value of the magneticParallel, then the direction of the ford®) corresponds to
field at the boundary of the defect it is found, with allowance@ttraction of the vortex toward the cylinder, whilerif and
for expression3), that the magnetic field due to the vortex hin are oriented antiparallel, then the contributincorre-

currents has the value,=hy(r,) inside the cylinder. sponds to repulsion of the vortex. .
The saturation magnetization for a typical ferro- or fer-

rimagnet is of the order of 100 Oe, i.e., is relatively small
compared to the vortex fieldghe critical field in highT.
The pinning forcef=—JE/dr, exerted by the cylinder superconductors id.;~1 kOe. Therefore, as a result of the
on the vortex is determined by their interaction eneky interaction with those fields a cylinder of such a material can
=E(ry). As we have shown, the field penetrates into the be magnetized to the saturation valoe=mge,(my;>0).

PINNING FORCE
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these defects. However, the mechanism of attraction of vor-
tices toward the pinning centers investigated in the present
paper is qualitatively different, since the magnetic defect is
located not on the surface of the superconducting film but
inside a bulk superconductor. Therefore, in addition to the
component due to the magnetization of the defect, the com-
ponent of the pinning force due to deformation of the vortex
currents by its boundary will also have a substantial value.
0.2 : 0.3 ' 1 0.4 This latter component is what determines the value of the
pinning force when the vortex core approaches the surface of
a nonconducting magnetic cylindésee Fig. 1

FIG. 1. Absolute values of the total pinning fortél), its component; (2), In the case when the conductivity of the medium filling
given by formula(6), and its componerf, (3), formula(9), as functions of - tha cylinder is nonzero, the superconductor can exchange
the distance ; between the axis of the vortex in the supercondu¢gir) . o . . .

and the axis of a cylinder of magnetic insula®fl) in the regionR+ ¢ current carriers Wlth It COOper. pairs will penet_rate into the
<rg<\ for my=1000 G, R=400 A, and&=10 A. The vertical dashed defect from outside, and unpaired electrons will come back
line corresponds to the valug=R+ ¢. The distances are given in units of out. As a result, the density of superconducting pairs and,
A (A=2000 A). If the cylinder were hollow, then with distance of the ith it, the vortex current density in the superconductor will
vortex core from its %oundary the modulus of the pinning force, equbll,Io decrease near a defect. This will tend to decrease the “sur-
would fall off from f{~5.8 dyn/cm(denoted by an arrow on the vertical N N .

axig) 1o f,(r*)=10"1 2 at a distance* ~0.24x. In the case of a magnetic face compon_ent of the pinning force for COI’ldUCtII’lg defects.
cylinder the pinning forcd will reach the same valut(r**)=f,(r*) ata At the same time, the magnetic component remains the same

considerably greater distanc® ~0.37A~1.5*. The scales of* andr** in magnitude as in the case of an insulating defect.
are indicated by arrows on the horizontal axis.

f, 1,12, dyniem
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Then expressiofi8)—the contribution to the force of attrac- CONCLUSION

tion of the vortex toward the track—takes the form . . .
In summary, we have investigated the mechanism of vor-

@, R? tex pinning by a magnetic defect located in the bulk of a
fo=— ﬁr_mon- 9) superconductor. The defect considered had the form of an
0 infinitely long cylinder of a nonconducting material lying
If the magnetization of a unit volume has the typical valueparallel to the flux line. An analytical expression was ob-
for a ferrdferrijmagnetmy~1000 G, then the pinning force tained for the force of interaction of the vortex with such a
componenf; at large distances > R) will be significantly  defect. It was shown that an additional contribution to this
greater in modulus than the forde given by formula(6),  force arises due to the interaction of the magnetic cylinder
since the functior(9) falls off much more slowly with dis-  with the vortex field penetrating into it, which leads to a

tance(see Fig. 1 For example, in the case of a cylinder of sybstantial enhancement of the pinning efficiency.

radiusR=400 A and a vortex at a distancg=800 A in a

superconductor withé=10 A and A~2000 A we obtain This study was done with the support of the Russian

f,/f;~10. As a result of this, for a magnetized cylinder not Foundation for Basic Resear¢@Grant No. 99-02-18064

only does the pinning force increase on account of the con-

tribution f, but it also has a considerably longer range. Thus

if the cylinder in the example just considered were hollow,*E-mail: suleiman@dionis.kfti.kcn.ru

then with increasing distance of the vortex core from the
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A reinforcement of pinning in high-. superconducting materials by surface magnetic
microparticles obtained by ion implantation is observed. Measurements are made by the method
of magnetically modulated microwave absorption. In single crystals s£8BCaCyOg an

ensemble of magnetic particles is formed directly in a subsurface layer of the superconductor by
the implantation of Fé ions followed by annealing. In experiments with Yf8a,0, the

magnetic microparticles of iron were formed individually in Sifdms which were then applied

to the surface of a thin film of YB&Lu;0O,, and measurements were made on the composite
structure. In both cases reinforcement of the pinning is observed. In the limits of the chosen
implantation regimes the pinning effect becomes stronger with increasing fluence of

implanted iron atoms. €002 American Institute of Physic§DOI: 10.1063/1.1477357

INTRODUCTION of multicomponent HTSC materials. At the same time, mag-
netic particles can be created in a surface layer by implanta-
Finding ways of increasing the critical current density intion of magnetic ions. In the present study we investigate
high-T. superconductoréHTSC9 is becoming one of the how the presence of surface magnetic formations obtained
most topical problems in the physics of high-temperatureby the implantation of iron ions will influence the pinning of
superconductivity in connection with the practical applica-the flux lines in HTSC materials: Br,CaCyOg single
tion of these materials. It is known that the critical currentcrystals and YBgCu;O; films.
density can be increased by creating regions of suppressed Two methods were used to create the pinning centers. In
superconducting order paramet@uinning centersin the the case of BiS,CaCyOg the magnetic pinning centers
bulk of the superconducting material. Regions of this kindwere created by implantation of low-energy iron ions directly
arise at the sites of structural defects or in places where thiato the bismuth superconductor. In the Y,BakO- films the
chemical composition of the host material is locally dis- magnetic particles of iron were formed by ion implantation
rupted. The standard way of creating such defects is to irraseparately in a thin nonconducting film of the silicon oxide
diate the HTSC materials by a flux of high-energy particles:SiO,. Then this film, with the magnetic particles formed in
ions, neutrons, or protor(see, e.g., Ref.)1Such irradiation it, was laid on the superconducting film, and the measure-
gives rise not only to “point” defects randomly distributed in ments were made on the composite structure. As far as we
the HTSC but also to columnar defects, which are lineaknow, this approach was used here for the first time. This
regions of amorphized material along the particle trajectoriegriginal idea is attractive in that the superconductor is not
(tracks. An interaction of flux linegfluxons with these lin-  subjected to the effects of ion bombardment, and the research
ear formations arises because of the deformation of the voprocess is substantially simplified.
tex current when a vortex approaches a defett.
Thus the main focus of attention has been on research on
. ! EXPERIMENT
the influence of the geometric parameters of the defects on
the pinning efficiency. At the same time, the electronic and  Single crystals of the bismuth HTSC S8ir,CaCyOg
magnetic states of the defects can no doubt play an importagjith dimensions of X2x0.1 mm were grown by the
role in the pinning of magnetic flux lines in superconductingBridgman—Stockbarger meth8d.Their superconducting
materials. From this standpoint it is of interest to create detransition temperature was 84 K. Iron ions with an energy of
fects having a magnetic moment and to study their interac40 keV were implanted to a fluence of &80 ions/cnf on
tion with vortices in a superconductor. an ILU-3 accelerator. With the goal of creating magnetic
At the present time there is particular interest in studyingparticles of iron the samples were subjected to post-
how the pinning of flux lines can be influenced by surfaceimplantation annealing at a temperature of 600 °C.
magnetic formations produced in a controlled manner. For  The effect of stackingcomposite structuresvas studied
example, in Ref5 a reinforcement of the pinning was ob- with the use of a thin €100 nm) film of the HTSC
served in a thin film of superconducting niobium depositedYBa,Cu;O; (YBCO) with a superconducting transition tem-
on submicron magnetic formations which had been preparederature of 88 K, prepared by magnetron sputtering on an
by electron lithography. The fabrication of such films is aAl,O; substrate.
rather complicated technical problem, particularly in the case = Magnetic particles were formed in the SiBy the tech-
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FIG. 2. Experimentally observed microwave absorption loops of an
yttrium—barium film at a temperature of 25 R.is the power of the micro-
wave radiation absorbed by the sample.

FIG. 1. Electron microscope image of a portion of a SiSi film implanted
with Fe' ions to a fluence of 1:210" ions/cnt.

whereU 4 is the pinning potentialj, is the current caused

by the sweeping of the magnetic field}, is the critical cur-

rent, » is the viscosity of a fluxone is the frequency of the
nique described in Ref. 7. The authors of that paper showethicrowave field,® is the magnetic flux quantum, ardis
that after a silicon oxide film was bombarded by iron atomsthe distance between pinning centers.
ferromagnetic particles of iron, 5 to 60 nm in size, depending ~ Thus by making relative measurements of the width of
on the implantation fluence, had formed in the subsurfac¢he hysteresis loop before and after the magnetic particles are
layer of the film. The magnetization of the particles wascreated on the surface of the superconductor, one can assess
oriented parallel to the surface of the film. This was con-the participation of these particles in the pinning of the flux
firmed by ferromagnetic resonance measurements. Thiines. MWA measurements were made on a Bruker BER
single-crystal silicon wafers used had a Sifdm 250 nm  418s EPR spectrometer at a frequency of 9.2 GHz in a mag-
thick formed on the surface by oxidation in an atmosphere ofietic field of 2600 Oe directed perpendicular to the plane of
dry oxygen. As in the case of the bismuth HTSC samples, théhe sample. The modulation frequency was 100 kHz. The
implantation of 40-keV Fé ions to fluences of from 3 sweeping of the field was done in an interval of 200 Oe at a
X 10 to 3% 10" ions/cnf was done on an ILU-3 ion accel- rate of change of the field equal to 3.3 Oe/s. Low tempera-
erator. This irradiation resulted in silicon oxide films contain-tures were achieved with a helium cryostat. The experimen-
ing magnetic particles with dimensions ranging from severatally observed MWA hysteresis loop is shown in Fig. 2.
nanometers to several tens of nanometers. Figure 1 shows an
electron microscope image of a portion of a SISi film
containing Fe particles for an implantation fluence of 1.2
X 107 ions/cnd.

We have also made ferromagnetic resonance measure- Figure 3 shows the temperature dependence of the width
ments on the Fe—SidSi samples for two orientations of the W of the hysteresis loop for a bismuth HTSC sample in
magnetic field, parallel and perpendicular to the plane of thevhich iron ions had been implanted. One can see from the
sample. In the case of the parallel orientation the resonandigure that the width of the MWA hysteresis loop for the
was observed at field values of 1-2 kOe, depending on thBi,Sr,CaCy0Og superconducting single crystals increases af-
implantation fluence, whereas for the perpendicular orientater the implantation of iron ions and a subsequent annealing.
tion the resonance field varied from 6 to 10 kOe for the sam&his indicates that the pinning potential has increased, since
fluences of implanted ions. This behavior of the ferromag-all of the experimental parameters were the same in the mea-
netic resonance indicates that the particles created are in tk@&rements of the initial and treated samples. Estimates of the
form oblate ellipsoids lying in the plane of the film and that distribution of the implanted ions and their embedding depth
the particles are larger for higher implantation fluentes. (TRIM code, version SRIM 98.01showed that the concen-

To estimate the pinning efficiency we used the method ofration of implanted ions is maximum at a depth of 20—40
magnetically modulated microwave absorpticdWA). In. nm, i.e., it actually does lie in a subsurface layer of the
this method a superconductor is placed in a microwave cavsample.
ity and a magnetic field is swept in the forward and reverse  Figure 4 shows the temperature dependence of the width
directions. In the presence of a modulation of the magnetiof the MWA hysteresis loop of an initial YBCO supercon-
field one records a so-called microwave absorption loop, thelucting film and a YBCO film to which different films con-
width of which is determined by the expressiee, e.g., taining magnetic particles were applied. We see that the

RESULTS AND DISCUSSION

Ref. 8: MWA hysteresis loop is wider for composite structures con-
5 ] 3 sisting of the superconductor and a nonconducting film laid
W= /2,uwpn ° <_) Upo—oK(—O), on it. This indicates that there is an efficient interaction be-

B Jo 1 Je tween the ensemble of magnetic particles and the magnetic
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nanometers. These ferromagnetic formations can be regarded
6 as elementary magnetic dipoles. The magnetic field lines of
these elementary magnetic dipoles can penetrate into the su-
perconductor, since their magnetization is greater than the
value of the first critical field. As a result, an effective inter-
action will arise between the vortices in the superconductor
and the magnetic field lines of the micropatrticles, which are
fixed to the magnetic particle. We note that at the present
time, theoretical papers describing the pinning mechanism in
such composite structures have only begun to appear; we can
cite Ref. 9 as an example.

In addition to films containing magnetic particles ob-
tained by ion implantation, composite structures formed by
laying “continuous” magnetic films on a superconductor,
e.g., iron garnet films and films cut from a magnetic floppy
disk have also been studiéithese data are also shown in Fig.

0 20 40 60 4). It turns out that in such composite structures one observes

T.K a substantial decrease of the width of the hysteresis loop; it

_ _ __becomes even smaller than in the superconductor itself. This
FIG. 3. Temperature dependence of the width of the microwave absorption . . . .
hysteresis loop of the initial BSnLCaCyOs sample (1) and of a Indicates the importance of the sizes of the particles and the

Bi,Sr,CaCy0q sample implanted with iron ion@). The experimental error ~ distance between them for efficient pinning in such a system.
corresponds to the size of the symbols.

arb. units

w,

flux lines in the superconductor. The width of the hysteresis
loop increases with increasing irradiation fluence.

The pinning mechanism in such a system can be undegEoncLUSION
stood in the framework of the following model. Magnetic
particles of iron forming in the Si9film have dimensions In summary, in this study we have investigated samples
lying in a range from a few nanometers to several tens of Bi,Sr,CaCuyO; superconducting crystals containing a
subsurface layer of magnetic particles of iron. Our measure-
ments showed that the pinning potential is higher in such a
system. We observed reinforcement of the pinning in a
HTSC thin film of YBCO when a thin nonconducting silicon
oxide film containing magnetic microparticles of iron formed
by ion implantation was applied to its surface. We observed
an increase in the pinning potential with increasing fluence
of iron implanted in the silicon oxide. We found that “con-
tinuous” magnetic films, in contrast, suppress the pinning in
this sort of composite system. This indicates that the sizes of
the magnetic particles and the distances between them have
an effect on the pinning mechanism. The results obtained
open up new possibilities for studying the properties of pin-
ning by surface magnetic formations by the technique of
applying to the surface of the superconductor a nonconduct-
ing film in which an ensemble of magnetic microparticles
has been formed.

2.0

1.0F

W, arb. units
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FIG. 4. Temperature dependence of the width of the microwave absorption . . . .
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Anisotropy of the critical current and the guided motion of vortices in a stochastic
model of bianisotropic pinning. I. Theoretical model
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A planar stochastic model of bianisotropic pinning created by two different mutually orthogonal
systems of periodic “washboard” potentials is examined. Possible implementations of this
model, both naturally occurring and artificially created, are proposed. Unlike the stochastic model
of uniaxial anisotropic pinning by a system of parallel planes, where the critical current
densityj. is actually equal to zero for all directions because the motion of vortices along the
planes is unpinned, in the proposed model an anisotropic critical current exists for all
directions. Theoretical formulas for calculating the anisotropic current-and temperature-related
depinning of vortices are interpreted in terms of two basic nonlinear temperature-
dependent resistivkY responses, having the physical meaning of the probabilities of a vortex
overcoming theXY components of the pinning potential. 002 American Institute of

Physics. [DOI: 10.1063/1.1477358

1. INTRODUCTION Ref. 16 reduces to the Fokker—Planck equation for the one-
_ o . dimensional dynamics of a vorté%?°?!since pinning is ab-
An important research topic in the physics of SUperconyen; for motion of the vortices in the direction parallel to the
ductors in the mixed state, from both the applied and theop anes of the twins. Consequently, a critical current density
retical standpoints, involves investigating the anisotropy o . exists only for the direction strictly perpendicular to the

their resistive properties due to anisotropy of the pinrtirig. planes of the twins¢=0): j(«)=0 for any other direction
a=<1/2). From a physical standpoint this is typical for

The simplest example of this is uniaxial pinning anisotropy,(0<
the response of a vortex liqutd:?> Nevertheless, measure-

which in layered anisotropic highz superconductors
(HTSCy9 arises either as a consequence of their layere . .
structure in the form of intrinsic pinning or as a result of thementS of the resistive response for a solid vortex phase al-
pinning ways shoW® thatj.(a)>0 for any anglesr (althoughj.(«)
may be anisotropic Thus, although the model with a single

presence of a system of unidirectior{ghralle) planar de-

fects (primarily twins) in the sample. Thus the growth of L . L
gystem of unidirectional twins does have some merit, it can-

not take into account the anisotropy jof in a solid vortex

HTSC crystals based on Y, La, and Nd is accompanied by th
formation of twins oriented with their plane parallel to the g8
axis. The physical cause of the pinning at twins in HTSCs ithaS : ) _
the reliably established fdctthat the order parameter is _In the_ present paper we propose the S|mples_t model in
slightly suppressed at a twin. Because of this, the boundaryich anisotropy ofj. is realized for any angle in the -
of an isolated twin attracts vortices and pins them. Since thEr€Sence of a planar pinning potential—a bianisotropic pin-
pinning force produced by a twin is directed perpendicular td1ing model with a composite potential formed by a superpo-
its plane, the vortices will move preferentially in this plane if Sition of two periodic planar pinning potentials acting in mu-
the driving force(the Lorentz force in the case of a transporttually  perpendicular  directions. The model can be
curreny has a nonzero component in the direction of theimplemented experimentally both in naturally occurring and
twin. This “guided” motion of the vorticegwhich is known i artificially created pinning structures. For example, paral-
as the guiding o6 effect=314-1§ gives rise to an evefwith  lel nanocracks perpendicular to the planes of unidirectional
respect to inversioil — —H, whereH is the external mag- twins were recently observed in YBausO;_ s films ori-
netic field contribution to the transverséo the current ~ ented along the axis on NdGaQ substrates® An artificial
magnetoresistivity . In Ref. 16 for a geometry in which bianisotropic pinning structure in the form of a network of
Hilc while the transport current densifyflows along the narrow magnetic stripegather than a regular lattice of mag-
crystalline layers, rather simple formulas were obtained fomnetic dot$ can be created by the method used in Refs. 23 and
the longitudinal and transverse magnetoresistivities24. In addition, it is possible to create different bianisotropic
pi..(j,7,a,€) as functions of, the temperature, the angle  pinning structures in which the naturally grown structure of
a between the direction of the current and the twins, and th@arallel planar defects is combined with artificially created
relative fractione of the volume occupied by twins. pinning structures with planar pinning potentials perpendicu-
From a mathematical standpoint the problem solved irar to them. For example, in a twin-free YBCO fiffnori-
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ented along thea axis, covered with a magnetic tape on pinning. This gives rise, in a certain parameter region, to
which a periodic signal had been record@dne can study guided motion of the vortices, an effect nonlinear in both
the bianisotropic competition between the intrinsic pinningcurrent and temperature wherein the vortex system has a ten-
by the layered structure of YBCO and an artificially pro- dency to move along the planes of the pinning centers under
grammable magnetic pinning. the influence of pinning forces perpendicular to these planes.
Thus, possible experimental implementations of anisoThe main nonlinear component of the problem is the prob-
tropic pinning include pre-existing systems of unidirectionalability function » for a vortex to overcome the potential bar-
planar pinning centers or two such mutually orthogonal sysrier of a planar pinning center. The behavioroés a func-
tems of unidirectional planar pinning centers—bianisotropiction of the external force or temperature reflects the
pinning. The first of these cases has been studied intensivebonlinear transition between the thermally activated flux
both experimentalfy® and theoretically; " while the bi-  flow (TAFF) and the free flux flow(FF) regimes for the
anisotropic case has as yet been little studied experimotion of vortices with respect to the corresponding system
mentally**° and not at all theoretically. of planar pinning centers. For the system as a whole, depend-
This paper is devoted to a study of the resistive propering on the values of the parameters, there can be a regime of
ties of a superconductor in the mixed state in the presence @‘uided motion of vortices along the planes of the pinning
bianisotropic pinning in neglect of the Hall effect and the centers of one of the mutually orthogonal systems, a regime
anisotropy of the electronic viscosity. The resistive responsgs \yeak pinning of vortices at pinning centefthese two
of the system is obtained in the approximation of noninterypes of regimes correspond to a resistive response linear in
acting vortices in the framework of a two-dimensional sto-ihe cyrrent and various intermediate regimes corresponding
chastic model of bianisotropic pinning on the basis of they, 5 ponlinear transitiorwith respect to curreptin the re-
Fokker—Planck equations. The two-dimensional bianisotrog;siive response of the system. The use of a concrete form of
pic pinning potential, modeling two mutually orthogonal sys-he pianisotropic pinning potential allows one to reduce the
tems of unidirectional planar defects, is assumed additivey.,hiem to final analytical formulas and to analyze both
and periodic in the directions of anisotropy. For such a po,,antitatively and qualitatively all of the effects of interest to

“?”F'a' of general_ fqrm we obtain formulas for the main ré- ;s as functions of the dimensionless parameters of the prob-
sistive characteristics of the system—the longitudinal an

transverseto the current magnetoresistivities as functions The topical problem that is considered theoretically for

of the current density, temperaiure, and the angipecify- the first time has to do with the study of the polar diagrams

ing the direction of the current density vector with respect to fth I s oo
. . .Th t for fram-
the anisotropy axe&ee Fig. 1 Thanks to the neglect of the of the total magnetoresistivify). The motivation for fram

. T ing the problem in this way comes from the possibility of
Hall effect the expressions for the magnetoresistivities are . . . I .

. i ) o ..~ easuring the anisotropic resistive response using a so-
even with respect to inversion of the magnetic field direction. ; . N ) .

: called “rotating current” experimental scheme, which was

The most important features of the problem are the non- . . .
. . o recently implemented in Refs. 7 and 8 in a study of the
linear behavior of the observed magnetoresistivities as func\;OrteX dynamics in YBsCWO,_ 5 crystals containing a sys
tions of the transport current density and temperature and thte y &7 CIy gasy

anisotropy of the critical current due to the anisotropy of the em of un|d|r§ct|onal twins. Ir) this paper we present a the_o-
retical analysis of the polar diagrams of the magnetoresistiv-

ity p(@) in the general nonlinear case. The characteristic form
of the current dependence and temperature dependence of
y p(a) due to the evolution of the vortex dynamics with chang-
PC ing anglea can be analyzed qualitatively and quantitatively
with the aid of the diagram of the dynamic states of the
FL Vv vortex system on thej{, j,) plane, which gives a clear
y connection between the anisotropy of the critical current and
the guided motion of the vortices along pinning planes.
y Thus in the framework of the stochastic model of bi-
o - anisotropic pinning considered here, one can study the an-
. 7 isotropy of the critical currents of the system and the nonlin-
ear G effect and to establish directly the interrelationship of
these aspects of the vortex dynamics and the resistive prop-
erties of the system. We also note that the stochastic model
® B of bianisotropic pinning used here is a generalization of the
model of uniaxial anisotropic pinning used previou$ly,
X since in the latter the only one system of unidirectional pla-
nar pinning centers was considered as a source of pinning;
FIG. 1. Coordinate systemy tied to two mutually orthogonal systems of thiS situation corresponds to having one of the components
pinning centers P@heir positions are specified by anisotropy vectoend ~ 0Of the general bianisotropic form of the pinning potential
y, which are perpendicular to their planeand the coordinate systexiy’ equal to zero. Here we set forth a theoretical model for the

tlec,i to_thg c_urrent directiofthe current density v_ecto_r is directed along the stated problem. In Sec. 2 we set forth a two-dimensional
0x’" axig); a is the angle between the vectgrandj, 8 is the angle between

the velocity vectow of the vortices and the vectr B is the magnetic field ~ Stochastic model  of _ bianiSOIrOpiC_ pinning k_)ased on the
vector, andF, is the Lorentz force. Fokker—Planck equations and obtain expressions for the av-

PC
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erage velocity of the vortex system in the framework of this  gp

model. In Sec. 3 we obtain formulas in general form for the ~ —=—VS, )
nonlinear conductivity and resistivity tensors and the main

observable characteristics of the system—the longitudinavhere P(r,t) is the probability density for a vortex to be
and transverséo the currentmagnetoresistivities. In Sec. 4 located at the pointr=(x,y) at time t, and (r,t)
the general form of the bianisotropic pinning potential is=P(r,t)v(r,t) is the flux density of the vortex probability.
particularized to some possible experimental implementaBy definition the average velocity of the vortices is

tions, exact particular expressions for the probability func- [ fsd?r
tions v, and v, are discussed, and the critical currents and ()= - (6)
saturation currents are introduced for the entire region of JIPd

anglesq, including, in particular, the principdbasis critical
currents and saturation currents along the directions of an- p
isotropy of the pinning in the system.

In the steady-state case, E@) for the functionsP
(x,y) and S=(S.(x,y),Sy(x,y)) reduces to the equa-
tions

7S=FP—T(IPlox)
2. FOKKER-PLANCK METHOD IN THE MODEL OF nSy= FyP—:I"(&P/(?y)'

BIANISOTROPIC PINNING where F,=F ,—dU,,/dx and Fy,=F ,—dUg,/dy. The

We consider the problem of the dynamics of vortices incondition of stationarity for Eq(5) leads to the equation
_atwo-dimensional sgpe_rcondgcting §am(jlhzn, t_hin_ layen _ 39S,/ ax+ 39S, 1y =0. )
in the presence of bianisotropic pinning. By “bianisotropic” . o o .
we mean pinning created by two orthogonal systems of pla- In view of the additivity of the pinning potential the
nar, unidirectional, equally spaced pinning centers, in generdirobability density function for the location of vortices can
with different concentrations of pinning centers and forms ofbe written in the factorized form®(x,y) =Pa(x)Pp(y). In-
pinning potentials in these systems. The prefettesig di-  troducing the notation
rections along which the pinning forces are exerted by the _ ~
corresponding systems of pinning centers are characterized A= FXPa_I(dPa/dX)
by pinning anisotropy vectors andy (see Fig. 1 The two- by=F,Py—T(IP,/dy)
d|men3|(_)nal pinning pot_e_ntlal of suc_h a system of_planarand using formulas(7) and (8), we obtain the equation
defects is assumed additive and periodic in the an'SOtrOp)'f’bdaX/dx= —P,db,/dy. Its integration with respect ta

directions, i.e., andy with allowance for the positivity of the functiore,
Up(X,Y)=Upa(x)+Upp(y), (1) andb, givesa,=agy=const,b,=by=const. Then from Eq.

B B ) (9) we find the functionsP,(x) and Py(y); their integrals

whereUpa(X) =Upa(x +a) andUpp(y) = Upp(y +b); a and (which give the quantities, andbg) in the corresponding

b are constgnF periods. . periods of the potential have the values
The resistive properties of the superconductor are con-

sidered in neglect of the Hall effect. With such an assump- a _ _

tion the problem simplifies substantially and it becomes pos- 0 Pa(x)dx=aao/Vx(Fx),

sible to directly assess the role of the guided motion effects

for vortices in the presence of bianisotropic pinning in the b _ -

general nonlinear case. 0 Po(y)dy=Dbbo/ty(F.y), (10
The Langevin equation for a vortex moving with veloc-

ity v in a magnetic field=nB (whereB=|B|, n=nz, zis  Where
i i =+ ¢-18 ~ ~

a unit vector along the axis, andn=*1) has the forn 15,(F) = U wi(F)) = {IT[1— exp( — FI/T) ]} 2

nv=F +Fp+Fy, 2

I ~
where F_=n(®d,/c)j Xz is the Lorentz force(®, is the XJdeexr(—Fx/T)
magnetic flux quantuny; is the speed of light, anfis the

)

(€)

current density, F,=—VU, is the pinning forcgU , is the b ) .
pinning potential; Fy, is the force of thermal fluctuations, X Jodx exP{[Upi(x+x") = Up (X")]/T}.

and # is the electronic viscosity constant. The fluctuational

force Fy(t) is Gaussian white noise, the stochastic properties (11
of which are given by the relations Herei=x,y, | =a,b, and the function;(T) has the physical

meaning of the probability of vortices overcoming the poten-
3) tial barriers of the pinning centers in tixeandy directions
_ under the influence of an effective for€e(see Ref. 16 for
whereT is the temperature in energy units. Using relationmore detail. As a result, using formula€l0) and (11) we
(3), we can reduce Eq2) to a system of Fokker—Planck obtain, according to formulé6), the following expressions
equations: for the components of the average velocity of a vortex:

7S=(FL+F,)P-TVP, (4) (v)=Tx(FL)In,  (v)=T,(FL)I7. (12)

(Fn,i(t))=0, <Fth,i(t)Fth,j(t,)>:2?r775ij S(t—t’),
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3. NONLINEAR CONDUCTIVITY AND RESISTIVITY densities. They have the physical meaning of the probability
TENSORS AND THE OBSERVABLE RESISTIVE of a vortex overcoming the potential barriddg, and Uy,
CHARACTERISTICS—THE LONGITUDINAL AND (their characteristic value is denotét}, and the indices

TRANSVERSE MAGNETORESISTIVITIES p; AND p andy will be dropped, since the analysis will pertain equally

The average electric field induced by the moving vortex© the functionsv, andw,). This can be seen by considering

system is given by the limiting cases of highT>Uy) and low (T<Uo) tem-
peratures. In the case of high temperatures one/kdk, and
E=(1/c)BX(v)=n(B/c)(—(vy)X+(v0)Yy). (13 expressiong11) correspond to the regime of free flux flow

From formulas(12) and (13) we find the magnetoresis- (the FF regimg Indeed, in this case the effect of pinning can
tivity tensor p (having components measured in units of theP& neglected. In the case of low temperatures,a function
flux-flow resistivity p;=(®,B/7c?)) for the nonlinear Of the current density. At high currents>U,) the poten-

ohm’s lawE=p(j)j: tial barrier vanishesy~1, and the FF regime is again real-
ized. In low currents Fa<U,) one hasve exp(—U,/T),
,\:(pxx pxy):(VV(FLy) 0 (14) which corresponds to the TAFF regiriLFb.The transition
Pyx  Pyy 0 r(FL)/’ from the TAFF to the FF regime is due to a lowering of the

whereF, andF, are the external force components actingpotennal barrier with increasing current. In Ref. 16 it is
along the vectors andy, respectively. As we see from Eq. Shown that for a periodic potential having the property of
(14), an obvious consequence of the neglect of the Hall ef€vennessWy(—x)=Uy(x)), the functiony(F) is even with
fect is the vanishing of the off-diagonal components of the'€SPect taF, i.e., v(—F)=w(F).

tensorp. The diagonal components of the tengoare func- We know that it is generally necessary to separate the
tions of the current density, temperaturd, and anglen. magnetoresistivity components which are even and odd in

The conductivity tensoé (the components of which are the magnetic field. Clearly, as a consequence of our having
measured in units of f), which is the inverse of the tensor neglected the Hall effect the components which are odd with

5. has the form respect to the magnetic fielg,  and p, , are identically

' equal to zero. The magnetoresistivity components which are
(o oxy| [y (FLpTt 0 even with respect to the magnetic field and longitudipgl)
7 :( - 0 v(FL) Y (15 and transversep(") with respect to the current are directly

) ‘measurable quantities. From formuld2}) and (17) we ob-
The experimentally measurable values refer to a coordiggjn for them the following expressions:

nate system tied to the currefsiee Fig. 1 The longitudinal
and transverséwith respect to the direction of the currgnt

Oyx  Oyy

p =p;=vy(FL,)SI a+ vy(F ,)coS &

components of the electric fiel&, andE, , are related td, v ; ) (18
andE, by the simple expressions pr=pr=[x(FLd=py(FLy)]sina cosa
[ E,=Exsina+E, cosa, (16 We introduce theX and Y geometries, in whichjlix(a
E,=—-E,cosa+Eysina’ =m/2) and jlly(e=0). In both cases only longitudinal
Consequently, according td6), the expressions for the magnetoresistivities exish(j, T)=px=vy (i, T), p{(i,T)
experimentally observable longitudinal and transveérsgh = p,,=v,(j,T), while p}=pY=0. Thus, measurements of
respect to the currentomponents of the magnetoresistivity, the longitudinal magnetoresistivities in th€Y geometries,
py=E;/j andp, =E, /j, have the form: corresponding to the diagonal components of the magnetore-

= pooSIP @+ oo COL sistivity tensor, will yield the current dependence and tem-
[p “Pxx Pyy . (17)  perature dependence of the functiong,, which are the

PL=(pyy~ PxSina cosa main nonlinear components of the problem. Knowledge of
Formulas(17) are written formally in a manner analogous to the dependences™(j,T) is sufficient for obtaining the re-
the I!near casé! but with the |_mportant difference that in the sistivitiesp; | (] .T) at arbitrary angles, since the functions
no_nllnear case poth of Fhe dlagonal_ components of the reS|sV—X appearing in formul18) can be written ass(j, )
tivity tensor, which are in general different, depend not only_'yy e o= = Y
on the the current density and temperature but also on the P1Uy:T) andvy(jx, T)=p(x, T).

angle « (and also, as will be seen below, on the respective We note tha_t the probability _functmn_sx and_uy_are .
concentrations of pinning centérsp,— y(F . .T) inversely proportional to the effective nonlinear pinning vis-

(F ?I') P 9 Prx= Py\FLy» 1) Pyy cosities introduced in Ref. 12, where a phenomenological
=Vx\Fix. 1)

_ _ approach was developed. In regions of nonlinearity of the
The dimensionless functions,(F ,,T) and »,(F.,T)  functionsv, and », with respect to current and temperature

in the cases ,—0, F,—0 are the same as the analogous(or, in other words, in regions of nonlinearity of the pinning

quantities introduced in Ref. 14, and one of them, viz.,viscositie3 a pronounced nonlinearity can appear in the cur-

v (FLy,T), in view of the asymmetry of the problem of rent dependence and temperature dependence of the magne-

vortex dynamics in the presence of a uniaxial anisotropidoresistivities(18), and, on account of the anisotropy of the

pinning, was originally used in Ref. 16 for describing the pinning viscosity, a nonlinear G effect with respect to both

dynamics of the vortices over the entire interval of the cor-current and temperature can appear in the dynamics of the

responding external force component perpendicular to theortex system. In the nonlinear case the functieng cor-

pinning center(and, hence, in the entire interval of current respond to a smoothed steplike resistive transi{gee be-
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A centers in potential§19) correspond to wells of width @
Upi and the regions between pinning centers, to zero pinning
potential. As parameters characterizing the concentration of
pinning centers, we use the quantitieg=2d/a and e,
=2d/b (more precisely, these are the fractions of the volume
occupied by the pinning centgrs

Substituting potential§19) into formulas (11) for the
probability functionsy, and v, for a vortex to overcome the
potential barriers of the pinning centers, we obtain the
expressiotf

2f(f2-1)?
(f°=1)(f°—1+¢e)—e7G’

Uai @

FIG. 2. Pinning potentials of two mutually orthogonal systems of pinning where

centersU (&), i=x,y, &«i, Uy are the depths of the potential wells of _ 2 2

the pinning centery; are the periods of the respective potentials, adds? G=[(3f"+1)coshi/(7e)) +(f 1)coshif(1
the width of the potential wells of both potentials. The concentration of _ _ _ _

pinning centers of each system is specified by the paramete2d/p; . 2¢)l(re))—21(f—1)coshf(1—e)/(7e)

v(f,7e)= o=

—(lU7r)—2f(f+1)coshf(l—e)/re)

low), and the resistivitiep, , (j,T) are combinations of the +(1Un)]/sinh(f/(7e)).
corresponding functions. We see from formuls) that the  Here and below we have for the time being dropped the

magnetoresistivity, is always positive, while the sign @f,  jndicesx andy from the physical quantities pertaining to the
can vary. _ . _ . pinning potentialdJ,, andU,, and formula(20) describes
We also note that, in contrast to the anisotropic PINNINGequally the pinning on both potentialse., the indices are
with asymmetricxy dynamics:® in the case of bianisotropic understooll Dimensionless quantities have been introduced
pinning thex andy directions are symmetric in the sense thatfg, convenience of qualitative analysis of the formulas.

now they are, in principle, equivalent. In formula (20) the effective external forcg acting on a
vortex in the direction perpendicular to the pinning center
4. DISCUSSION OE THE MODEL AND ANALYSIS OF THE and causing the vortices to overcome the potential barriers of
NONLINEAR BEHAVIOR OF THE PROBABILITIES the pinning centefslipping is characterized by the dimen-
VyyG.rap.e k) OF OVERCOMING PERIODIC PINNING sionless parametér=Fd/U,, which specifies its ratio to the
POTENTIALS pinning forceF ,=U,/d, while the temperature is character-

The nonlinear properties of the magnetoresistivity tensof2€d by the dimensionless parameter T/U,. The effect of

p, as is seen from formulél4), are completely determined the external forcé acting on the vortices consists in a low-
by the behavior of the functions(F, ., T) and v (F,, ) ering of the potential barrier for vortices localized at pinning
Lx» y\FLy,» 1),

which, according to formula&l1), depend on the form of the centers and, hence, an increase in their probability of escape

pinning potential. We particularize this potential to HTSCs Offrom them. Increasing the temperature also leads to an in-

the YBaCuO type, for which the experimental realizations ofcrease in the probability of escape of the vortices from the

the anisotropic pinning centers might be twins, nanocrack ﬂlnrtnngt_cente;stghrougth an 'q_zrea?ﬁ n Fhe.energty OI. trllerfmal
or gaps between planes of the layered supercondbitfef ~ "uctuations of tne vortices. Thus the pinning potential of a

For each of these cases the order parameter is depressedPining center, which foF,T— 0 leads to localization of the
the region of the pinning center, and, consequently, it is envortices, can be suppressed by both an external force and by

ergetically favorable for the vortices to be localized in this!€Mperature.

region. A quantitative and qualitative analysis of the behavior of
Our analysis of the resistive properties is done on the’(f.7.¢) as a function of all the parameters and its
basis of pinning potentials of the following for(fig. 2): asymptotic behavior as a function of each are described in
detail in Ref. 16. We will pay particular attention only to the
—FpxX, O=x=d typical curves ofv(f,7,¢) as a function of the parametefrs
Upa=9 Fpx(X—2d), dsx=2d, and 7, which describe the nonlinear dynamics of the vortex
0 od<x<a system as a _func_tion of the e_xternal force gcti_ng on the vor-
' (19 tices in the direction perpendicular to the pinning center and
—Foyy, Osy=d as a function of temperatuisee Figs. 4 and 5 in Ref. 16
Upp= Foy—2d), d<y=2d As we see from t_hose figures, the form of ti.'z(ef) and v(7)
curves is determined by the values of the fixed parameters
0, 2d<y=b, and f. The monotonically increasing function(f ) reflects

whereU,, and U, are the depths of the potential wells of the nonlinear transition of the vortex motion from the TAFF
the pinning potentials, anél,,=Uo,/d, F,,=Ug,/d are the 10 the FF Iegime with increasing external for~ce at low tem-
pinning forces at the pinning centers along the directions operatures T<U,), while at high temperaturesT&U,) the

the vectorsx andy, respectively. The regions of the pinning FF regime is realized in the entire range of variation of the
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external force, at small forces because of the effect of thertalong the pinning anisotropy vectoksandy), which are

mal fluctuations on the vortices. The monotonically increasgiven by iX=jX(ml2)= pl jY=jY(0)=p (for T=0). In

ing function v(7) reflects the nonlinear transition from a dy- analogy to the critical currenfg(a) andj¥(«) we introduce

namical state corresponding to the value of the external forcghe saturation currenig(a) andj¥(a) at which the nonlin-

at zero temperature to the FF saturation regime. The charagar regimes of the vortex dynamics goes over to the FF re-

ter of the transition from the TAFF to the FF regime on thegime at the respective systems of pinning centérs

v(f) andv(7) curves is substantially different. With increas- =j3(w/2), j{=j¥(0) are the principal saturation currents

ing 7 the function v(f) shifts leftward and becomes less glong the pinning anisotropy vectoss and y, and jX(a)

steep(see Fig. 4 of Ref. 16 That is, the higher the tempera- =j¥sina, j¥(a)=jY/cosa).

ture, the smoother the transition from the TAFF to the FF The main observable effects of the model investigated

regime and the lower the values of the external force ahere are considered in Part Il of this paper. A comprehensive

which it occurs. With increasing the »(7) curve also shifts  study of the nonlinear G effect is made, and the observable

leftward, but it becomes steep@ee Fig. 5 of Ref. 16 Con-  magnetoresistivitiep, andp, are analyzed in the framework

sequently, the greater the suppression of the potential barrigf this model. The polar diagrams«) of the total magne-

of the pinning center by the external force, the sharper theoresistivity of the sample are investigated, and the main

transition from the TAFF to the FF regime and the lower theconclusions of the two Parts of the paper are stated.

temperatures at which it occurs. These graphs will be needed

later on when we discuss the physical interpretation of the

observed resistive and G-effect-related d_e_penden_ces. We also ... Valerij.A.Shklovskij@univer kharkov.ua
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For the first time we present direct evidence for superconductivity in the ternary magnetic
compound YFgAlg with the ThMn, type structure, found via point-conta@®C) experiments on
contacts between a silver needle and single-crystal,Xkg which reveal a distinct Andreev-

reflection current. The spectra measured prove the existence of a normal—superconducting interface
and exhibit a triangular-like shape in the vicinity of zero bias voltage, implying an

unconventional type of superconductivity. The derived dependences of the order parameter versus
temperatureA (T) and magnetic field\(H) are presented\(T) follows BCS theory,

whereasA (H) does not satisfy any theoretical predictions. In some cases there exists noticeable
superconductivity enhancement by a weak magnetic field. The data obtained imply a very
inhomogeneous distribution of superconductivity over the sample volume in spite of its single-
crystal structure. We assume that the reason is associated with inherent magnetic
inhomogeneities of this material. The highest values for the critical tempergiurepper

critical magnetic fieldH.,, and ratio 2A(0)/kT, are 7.4 K, 5 T, and 7.2, respectively. @002
American Institute of Physics[DOI: 10.1063/1.1477359

So far many materials have been discovered in whictsome of the compounds belonging to this family were dis-
superconductivity and magnetism coexist in a wide temperacovered only recently in radio-frequency impedance and heat
ture range. Among them, for example, are the ternary Cheweapacity experiments® This is very surprising, because the
rel phase and related systemisprocarbide and boronitride compounds of this type have a complicated magnetic struc-
compoundg,and the ruthenate cuprate fanlyn this work  ture and their magnetic ordering is far from a completely
we give, for the first time, direct evidence for the existencecompensated antiferromagnetisFM) order, for which su-
of superconductivity in the rare-earth ternary magnetic comperconductivity may coexist with magnetism. For com-
pound YFgAlg in an Andreev-reflection experiment. pounds with a nonmagnetic Re element, like YAg, the

The family of ternary magnetic compounds R incommensurate AFM structure consists of Fe moments in
(Re is a rare earth, M is a transition metaith the ThMn,  the (001 plane forming a rotating spiral structure. Besides, a
type structure has been known for about two decades, andigration of Fe atoms can create locally a noticeable excess
their physical properties have been investigatedof magnetic moments leading to the formation of a ferrimag-
extensively*~® However, weak signs of superconductivity in netic state or a spin-glass st4t.These factors give rise to

1063-777X/2002/28(4)/3/$22.00 260 © 2002 American Institute of Physics
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FIG. 1. dV/dI(V) spectra at the different indicated temperatures for a pointFIG. 2. dV/dI(V) spectra at the different indicated magnetic fields for a

contact between an Ag needle and YRR single crystal with normal con-  point contact between an Ag needle and YHg single crystal with normal

tact resistanc®,=27(). For clarity the curves are shifted vertically. The contact resistancR,=5 Q) and critical temperatur@,=6.15 K. Tempera-

zero-bias structure disappears at a critical temperaires.84 K. ture T=4.2 K. For clarity the curves are shifted vertically. The zero-bias
structure disappears at a critical magnetic fidig=0.87 T.

significant uncompensated magnetic moments which in gen-
eral prevent the possible occurrence of superconductivity is-wave superconductors. In the latter case, the shape of this
such systems. reduction should look like a double minimum characteristic,

For a more direct proof of superconductivity in if electron scattering at th—S boundary occurs, or should
YFe,Alg, we have undertaken an Andreev-reflection studyhave a flat bottom when this scattering is absent. The trian-
using pressure-type point conta¢®C). As is well known, gular shape of spectrum may be caused by a magnetic pair-
the Andreev reflection of the quasiparticles, passing @reaking scattering intrinsic to the given compound or might
normal-metal/superconductor interface, leads to the loweringeflect unconventional Cooper-pairing, like in YP{Ref.
of the contact resistance for an applied voltage smaller tham0).
the superconducting order parameteri.e., eV<A).° The All the spectra are also characterized by the prominent
measurements of the PC differential resistance characteri&orn structure which is often observed in low-Ohmic con-
tics, dV/dI(V), were performed on contacts of the needle-tacts. The reason for their appearance may be associated with
anvil geometry with a silver needle as the normal electrodehe fast decrease of the Andreev-reflection current eéar
and freshly fractured surfaces of the YPA&; single crystal =A and charge-imbalance processes. Besides, the supercon-
as the superconducting counterelectrode. The contact sizésicting clusters situated at the contact area periphery may
varied within 10-100 nm. The standard modulation tech+esult such horn&: In some measurements the spectra are
niques were used for the registrationdd/dI(V) character- not symmetrical, as is seen in Figs. 1 and 2. The reason for
istics. this phenomenon is not considered in the present paper.

In some parts of fractured Y-compound surfaasout Because of the unusual type of spectra measured, the
5%), we have found evident signatures of superconductivitystandard BTR theory for the description of the current—
In Figs. 1 and 2 we present the typical spectra measuredpltage characteristics cannot be used for finding the gap
respectively, at different temperatures and magnetic fieldsjalues. For qualitative estimation of the order paramdéter
which can be seen as the first direct evidence for supercorand its temperature and magnetic dependences we define it
ductivity in this material. As one can see in Fig. 1, the weakas the half-width of the zero-bias minimum at the half-depth
zero-bias minimum, arising first on the 6.8 K curve andof the minimum. Apparently, the depth of this minimum also
growing in amplitude with decreasing temperature, is a cleacorrelates with the order parameter and reflects its tempera-
sign of probing the superconducting area. The relativelyture and magnetic field dependences. Therefore, we also es-
small reduction odV/dI(V) nearV=0 implies that only a timated theR°=R,— R, value, whereR, and R, are the
small part of the PC area goes to the superconducting stateesistances af=0 in the normal and superconducting states,
Meanwhile, in some cases this reduction could reach aboutspectively. The temperature dependent€B) obtained in
30%, which indicates a very nonuniform distribution of su-this manner for four series of PC spectra measured coincide
perconductivity over the sample volume. It is seen that thevell with BCS theoretical curve, as is seen from Fig. 3. The
triangular shape of thdVv/dI(V) minimum observed in the correspondingl, are 5.85, 6.15, 6.84, and 7.40 K. The re-
vicinity of zero voltage deviates strongly from the standardlated 2A(0)/kT, ratios are 3.5, 4.0, 7.2, and 5.7, respec-
shape, i.e., that expected from BYtheory for contacts with tively.
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FIG. 3. The order parameter temperature dependef¢&¥ at zero mag-
netic fieldH=0 for four series of Ag-YFgAlg point contact measurements
on different areas of the YRAIlg single-crystal surface. The corresponding
critical temperature$ . for different series are: 5.85 (@), 6.15 K(A), 6.84

K (O), and 7.40 K(O). The related A(0)/kT, ratios are: 3.5@), 4.0(A),
7.2 (0), and 5.7(O). The corresponding critical magnetic fields, are: 5

T (@), 0.87 T(A), 0.45 T(O), and 0.4 T(O). The solid line shows the BCS
theoretical prediction.

In Fig. 2 one can see that both the width and depth of the

Dmitriev et al.

ously confirm the occurrence of the superconductivity en-
hancement effect. Earlier, enhancement of superconductivity
in magnetic field was detected in the magnetic supercon-
ductor HoNpB,C(Ref. 13 and in highT; materials contain-
ing magnetic impuritie$? Probably all of these results are
attributable to the reduction of the spin-disorder scattering
due to the spin alignment improvement in an applied weak
magnetic field, as was discussed in Ref. 13. Moreover, the
existence of the negative magnetoresistance in RéM
compounds in weak magnetic fields at temperatures just be-
fore the superconducting transitidhsupports this sugges-
tion.

It was found that the superconductivity in YjAdg can
survive in rather high magnetic fields. The rangeHgh val-
ues measured at=4.2 K lay within 0.4-5 T. The highest
value H.,=5T measured at temperatuie=4.2 K for the
sample withT,=5.85K results in a coherence length of
about 80 A. We suppose that significant diversity in The
H.,, andA values obtained in our experiments is caused by
variation of the magnetic states over the sample volume. In
other words, magnetic inhomogeneities are inherent for such
materials even in the single-crystal state.
In summary, we have presented the first direct evidence

minimum in the differential contact resistance decrease afor the existence of superconductivity in the magnetic com-
the applied magnetic field increases, and they gradually digsound YFgAlg from measurements of Andreev reflection in
appear upon approaching about 0.9 T. In contrast to the tenpoint contacts of thé\-S type. The anomalous shape of the

perature dependences, the magnetic field dependences for

Alhdreev-reflection spectra could point to an unconventional

the spectra measured do not follow any theoretical prediccharacter of superconductivity in this compound or to mag-
tions. We have met two typical situations which are shown imetic pair-breaking resulting in quasiparticle states within the
Fig. 4. It is clearly seen that at field values higher thanenergy gap.

H/H.,~0.5 the experimental curves practically coincide.

But at lower fields they are different. The curve representede-mail: dmitriev@ilt.kharkov.ua

by open triangles demonstrates noticeataleout 20% en-

hancement of superconductivity by a weak magnetic field. At

higher fields both curves deviate from the pair-breaking the
oretical predictio® and indicate a much stronger pair-
breaking influence of the field. The solid triangular points
reflect theR°(H) dependence and correlate fairly well with
the open triangles reflecting th&(H) dependence. Both
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Experimental data from measurements of the induced magnetostriction of the easy-plane two-
sublattice layered antiferromagnet NjGh the homogeneous and multidomain states at

T=4.2 K are analyzed. It is shown that the intersublattice magnetoelastic interactions are dominant
in NiCl,. The induced magnetostriction of the crystal in the single-domain state is due to

canting of the spins of the sublattices toward the magnetic field direction. The induced
magnetostriction in the multidomain state is due to a rearrangement of the domain structure

and is independent of the small in-plane anisotropy. In both cases the values of the induced
magnetostriction are directly proportional to the square of the value of the external

magnetic field. ©2002 American Institute of Physic§DOI: 10.1063/1.1477360

The magnetostriction of antiferromagnété=s) is due to  in-plane anisotropy in Coglis small, and it was not taken
processes of rearrangement of the multidomain state, changhto consideration in a description of the field dependence of
ing of the orientation of the sublattice spins and of the magthe low-frequency branch of the antiferromagnetic reso-
nitudes of the spins upon ordering, and the action of thenance. According to the neutron diffraction dagnd the
magnetic field. In the NiGlcrystal the antiferromagnetic or- domain structure proposed in Ref. 8, the effect of the in-
dering is realized at temperatures bel®yy=49.6 K Inthe  aplane anisotropy cannot be ruled out.
antiferromagnetic state the crystal separates into domains, In this paper we present and analyze observations of the
with the antiferromagnetic vector being uniform within a do- induced magnetostriction of Niglin multidomain and ho-
main and having different directions in different domains. mogeneous states in external magnetic fields up to 60 kOe at
NiCl, is an easy-plane two-sublattice AF with a layeredT=4.2 K. In analyzing the magnetostriction of the AF in the
structure and a small antiferromagnetic intersublatficeer- ~ multidomain state the effect of a small in-plane anisotropy
layen exchangé.For T=4.2 K the spin-flip field of the sub- was examined; it was found that such an anisotropy could
lattices in NiC} is 129 kO€® not affect the average value of the magnetostriction by acting

In Refs. 4 and 5 the induced magnetostriction was invesen the distribution of the domains but left it independent of
tigated in the AF CoGl, the properties of which are close to the magnetic field direction in the easy plane.
those of NiC}. The value of the induced magnetostriction of
CoC}, in the multidomain state is directly proportional to the
square of the external magnetic field. This result was inter-
preted with the use of a magnetoelastic mechanism of thEXPERIMENTAL DEPENDENCE OF THE
multidomain staté. The induced magnetostriction of CaCl MAGNETOSTRICTION ON THE VALUE OF THE MAGNETIC
in the homogeneous state depends linearly on the square gfg| p
the magnetic fielland was described in a model with mag-
netoelastic interactions, written with the use of the direction  To eliminate the influence of the remanent strictiome
cosines of the sublattice spins. shall analyze the data from measurements of the induced

According to the neutron-scattering détéhe spins in  magnetostriction of NiGl during the first imposition of the
these AFs in the multidomain state are predominantly rotate¢ghagnetic fieldH. Figure 1 shows the relative elongations
by 120° in the different domains. In view of the symmetry of Al/I of the crystal alondgdH. The magnetic field was oriented
the crystals, the formation of this sort of multidomain statein the easy plane. In fields up to 10 kOe one is dealing with
may be due to the presence of two sets of three twofold axethe magnetostriction of the multidomain state, and at higher
in the easy plane. The directions along the axes of one dields, with the magnetostriction of the homogeneous state.
these sets may be preferred by the spins. These preferred Figure 2 shows the dependence of Ni@i the magne-
directions for the spins in the easy plane are an effect of theéostriction of the multidomain state of on the square of the
in-plane anisotropy. In Ref. 4 the magnetostriction of GoCl external magnetic fieldH2. In the multidomain state the
in the multidomain state was described in the approximatiomagnetostriction is directly proportional té>. This depen-
of a continuous distribution of domains. In an antiferromag-dence, as in the case of the Co@fystal? can be repre-
netic resonance study reported in Ref. 7 it was noted that theented in the form:

1063-777X/2002/28(4)/4/$22.00 263 © 2002 American Institute of Physics
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FIG. 1. Field dependence of the relative elongation of the Ni@ystal,
measured al =4.2 K along the magnetic field, which was oriented in the FIG. 3. Induced magnetostriction of the NjGirystal in the single-domain

easy plane. state versus the square of the magnetic field.
H2 The equilibrium striction is determined by minimizing the
e=ec—, (1)  sum of the magnetoelastic and elastic contributions to the
Hg energy:
whereH3 is a parameter having the vali#~13 kO&. A
plot of relation(1) is shown by the solid line in Fig. 2. E:% Yap(NaxNpx— NayNy) (Uyx— Uyy)

The dependence of the magnetostriction of Niah H?
in the homogeneous state is presented in Fig. 3. The magne- 2
tostriction of the AF in the homogeneous state is described +% "aﬁ(”axnﬁﬁnﬁxnav)uxﬁgﬁ Sap(Max
by the expression

1
s=£s[l—§(H/Hff)2], (2 +niy)(uxx+uyy)+Ecll(uix—i_u)zly)"_clzuxxuyy
where ¢ is an experimentally determined parameter having )
the value~0.3, andH; is the spin-flip field of the sublat- +(Cu=Cr)U5y, )

tices. A plot of relation(2) is shown by the solid line in Fig. wherea, 8=1,2 is the number of the sublattice= 3; 7, \,

3. The parametes; in Egs.(1) and(2) is equal to the spon-  and 5 are magnetoelastic interaction parameters;, 7.,y

taneous anisotropic magnetostriction in the homogeneougndn,, n, are the direction cosines of the sublattice spin

state atH=0, which is determined by extrapolating the yectorss, ands,, respectively. The andy axes are oriented

£(H?) curve in the homogeneous stateHe-0. in the easy plane. The first and second termé&jndescribe
the anisotropic magnetoelastic interaction, and the third term
describes the isotropic interaction in the layer. ket 8 the

g\‘gﬁziDs_sr;?éCT'ON OF THE CRYSTAL IN THE SINGLE- parametersy, N, and(‘?‘specify the intralayg-r magngtoelastic—
ity. When a# B one is talking about the interlay¢intersu-

In describing the induced magnetostriction of the homo-blattice magnetoelasticity. In Eq.3) the small in-plane an-

geneous state we specify the magnetoelastic contribution tisotropy is not taken into account.

the energy with the aid of the direction cosines of the sub-  In a single-domain state L H, and the spins of the sub-

lattice spins. We limit consideration to the planar problem. lattices are symmetric with respect to the magnetic field di-
rection. The spin vectors ands, are at an angle to H, the
value of this angle being specified by the relation g¢os

3 =H/H;; (Ref. 10. From Eq.(3) we obtain an expression for
. the strainU,, whenH is oriented along thg or x axis:
Y H 2
2l Uyy(Hlly,x)=AgF Aot (A, = Ag) 1_2(H_”) . (4

where we have adopted the notation
1+ 2011 012

Ao=~ CutCyy’ Ao= Cit+Cyo’

AYL, 1078

. s Y12 _ 2yn
0 3 6 9 hrgcn Moy ©

H?, kOe?

In Eq. (4) the upper sign corresponds to orientationtbf
FIG. 2. Induced magnetostriction of NiCin the multidomain state versus &/0ng they axis, the lower sign to _orlentgtlon alpng The
the square of the magnetic field. terms containingA;, and A;; describe anisotropic striction



Low Temp. Phys. 28 (4), April 2002 Kalita et al. 265

that depends on the direction Bf It changes sign when the
field direction changes from the axis to they axis. The
contribution to the spontaneous striction fraky and A, is
isotropic. It follows from a comparison d#) with the ex-
perimental magnetostriction curves feétr applied alongx
and then alony (Ref. 9 that the contribution to the magne-
tostriction from the terms containing, and A, can be ne-
glected in NiC}. Then the expression for the striction in the
homogeneous state can be written in the form

H 2
Hff) } ©

2Aq,

1+ —=
A12_ All

Uyy: + (A= Ag)

Comparing(6) with (2), we find thate;=A;,—A;; and & @ T —— H
=2A11/(A1,—A1;). The moduludA, | is less tham;,, so
that |A14/~0.13A;,, and we haveA;,>0 and A;;<0. In
NiCl, the main contribution to the induced magnetostriction
is given by the intersublattice magnetoelasticity, whereas in
CoCl, (Ref. 5 the main contribution is from the intrasublat-
tice magnetoelasticity.

FIG. 4. Orientations of the sublattice spiegands,, the magnetization
vectorM, and the antiferromagnetic vectbrrelative to the magnetic field
H.

INDUCED STRICTION OF THE CRYSTAL IN THE

MULTIDOMAIN STATE

We give a description of the induced magnetostriction of H2cod
an AF in the multidomain state in accordance with the mini-  e=— ——— —ALScosG¢— ). (10
mum free energy principle developed in Ref. 11, according 2zly
to which the equilibrium multidomain state should corre- t4king (10) into account, we write the spin energy of the AF
spond to a minimum of the free energy of the crystal. As inj, the multidomain state in the form:
Ref. 4, we shall assume that the distribution of the domains
is continuous. We find an expression for the free energy of V H? cog ¢ 6
the multidomain state, which we present in the form ofasum E=~ V_OZ Pi TMZ“LAL cos@ei—¢)|, (1D
of the contributions from the reaction of the spin system to
the introduction of a field with allowance for the in-plane whereV andV, are the volume of the crystal and the volume
anisotropy and the term characterizing the contribution to thef the unit cell. In Eq.(11) the summation is over domains
free energy from the source of the multidomain character. with different orientation angleg; , the probability of which
The spin energy per unit cell of a domain is written in is denoted byP;, whereP;=V;/V, whereV; is the volume
the form of a sum of the intersublattice exchange, the in-of domains of this orientation. The spin ener@l) can be

plane anisotropy, and the Zeeman term: written as an integral ovegp:
e=2zl,,55+AL8cos69—H-(s;+5,), (8 1V (w2 [ H2cog ¢
E=——y | P
wheres, ands, are the sublattice sping,is the number of 7 No J a2 2zl5p
nearest neighbord,;, is the intersublattice exchange con-
stant,L is the modulus of the antiferromagnetic vector +ALScos B o— o) ]dcp, (12
=s,—5,, A is the anisotropy constant] is the angle be-

tweenL and the crystallographic axis, which in Fig. 4 is \yherep(¢) is the density of the distribution of the domains.
indicated by a dotted line. We write the anglen the form The expression for the free energy is written in the form

0=ml2+ ¢~ ¢, wherey is the angle betweeld and the 5 gym of the spin energi and the contribution from the
anisotropy axis, ang is the angle betweeH and the mag- g4 rce of the multidomain characfer
netization vectoM =s;+s,. Assuming that the moduli of

the vectorss, ands, are identical §=|s,|=|s;|), that the 1V (=2 H2 cod
angles betwees, andM ands, andM are equal tg3, and F= AVA mz[p ¢ ( 2215,
that the vectoM is perpendicular td., we write the energy
(8) in the form

¢ +AL®cos 6 ¢— o)

+f(p(<p))}d<p, (13
e=zly,8%(2 co$ —1)—AL®cos 6 ¢— o)

wheref specifies the contribution to the free energy from the
source of the multidomain character.

By minimizing (9) with respect toB, we determine the en- At H=0 and in the absence of anisotropy the domains
ergy of a domain with orientatiomp: are distributed equiprobabfyat low fields we introduce the

—2HscospB cose. (9)



266 Low Temp. Phys. 28 (4), April 2002 Kalita et al.

small deviatiomAp(¢) from the equiprobable domain distri- field, in agreement with the experimental data presented in
bution: p(¢)=1+Ap(¢). With this deviation, Eq.(13) Fig. 2. The value of the magnetostrictioh9) does not de-

takes the form pend on the value of the angle i.e., it is independent of the
1V (e s H2cod ¢ AL {L?ga%réega?;lgtr:olgythe easy plane and of the value of the
=7 Vol o p(e) 270, + :
1 ) CONCLUSION
xXcosbe—¢) |+ 5 n(Ap(e))” de, (14 _ _ _
The experimental relationgl) and (2) for the induced

where 7 is a positive parameter equal to the second derivamagnetostriction of the NiGlcrystal as a function of mag-
tive »=d?f/dp? evaluated ap= 1. In view of (13) and(14), netic field are similar to those for the CoQrystal*® In the
anisotropy is not a necessary condition for the formation of ainiform region the induced magnetostriction of both crystals
multidomain state. It is treated as an additional condition’s determined by the orientation of the sublattice spins. The
under which a rearrangement of the multidomain state ocsimilarity of the magnetostriction in the crystals NjGind
curs. By minimizingF, we find an expression for the density CoCL upon rearrangement of the multidomain state is in-

of the domain distribution foH=#0: dicative of a common nature of the multidomain character of
b2 1 these crystals.

p(@)=1+ (co o— _) _ Because of the ir_1-plane z_aniso_tropy t_he dqmain distripu-

2zl1m 2 tion in the multidomain state is anisotropic. This agrees with

the data of neutron diffraction observations for the orienta-
_ (15)  tions of the domains. The induced magnetostriction of the
crystal in the multidomain stat€l9) is independent of the
The in-plane anisotropy and the external magnetic field lea@rientation of the field in the easy plane.
to anisotropy of the domain distribution. Feir=0 the prob-
ability density has the form

ALS
p(e)=1+ Tcos&p. (16)

+AL6 +sin6¢
S cos@o—¢) P
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The spectra of linear dichroism induced by a magnetic field are observed in a cobalt-doped
yttrium iron garnet(YIG:Co) film grown in the (001) plane. The linear dichroism spectra are
highly sensitive to the orientation of the magnetic field. The spectrum measured with the
magnetic field directed along the crystallographic 44i80] turned out to have a form identical

to the spectrum of the “rigid” photoinduced linear dichroism, known from earlier

experiments. The similarity of these spectra may be regarded as evidence of the magnetic origin
of the major part of the optical anisotropy induced by light with polariza&tji100] in

the nonmagnetized YIG:Co film. @002 American Institute of Physics.
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1. INTRODUCTION the plane of polarization of the irradiating light is rotated by

i ) . 90°. The dichroism spectral bands, which do not change sign
~Yttrium iron garnets ¥Fes0y, (YIG) doped with CO  \yhen the polarization axis of inducing light is rotated by 90°,
ions are interesting and promising objects for |nvest|gat|on%omlooSe the “rigid” component. The bands of the “rigid”

and applications® Substitution of the isotropic Fé ions, | b spectrum could be observed after irradiation[b90]- or
which have zero orbital moment, by strongly anisotropic Cojg1)-polarized light. The characteristic feature is the re-

ions results in noticeable changes of the magnetic properti§s,gjeq memory phenomenon of the “rigid” dichroism: the

of the material, including the magnetic anisotropy, magnetorygtoinduced spectrum, which vanishes on heating up to 170
estriction, and the temperature behavior of the magne

ST ) . K through a change of magnetic order, is restored again after
tization."” These substances are important as sensitive phQg,gling hack to 28 K without irradiation. The authors of Ref.
tomagnetic materials. Illlumination of doped YIG films by 7 supposed that the “rigid” dichroism is a result of the
visible or near-IR light often results in changes of their mag-ptoinduced reorientation of the magnetic moments of the
netic and nonmagnetic properp%é*. The appearance of nhotgactive ions in the YIG:Co film and that the emergence
light-induced anisotropic properties of the films is caused by,¢ {1 photoinduced dichroism may actually be presented as
the creation of highly anisotropic photosensitive centers, . anifestation of the magnetooptic Voigt effect which is

when certain ions with valences different from the host ionsobserved when the magnetic moments are oriented in the
are implanted in the YIG crystal latticé' In films of yttrium plane of the film in a definite way.

iron garnet doped with cobalfYlG:Co), especially strong The aim of the present work was to verify the assump-

photoinduced changes of the magnetic anisotropy and thg,, ahout the magnetic origin of the changes of photoin-
magnetic hysteresis loops as well as switching of the magg,,ceq optical anisotropyby means of experimental studies

netic domains bé’ E_!ight have been revealed and studi.ed b¥f the magnetic dichroism spectra in a YIG:Co film in Voigt
different methods: ) The photoinduced effgcts in YIG:CO e geometrH L k|s, wherek is the light propagation vector
were stronger than in YIG crystals doped with Si atdffitn ands is the normal to the surface of the film.

Refs. 5 and 6 the photoinduced polarization-sensitive
changes of the domain structure in epitaxial YIG:Co films
have been investigated even at room temperature.

The light-induced optical linear dichroism was also ob-  The garnet film of YCaFg (Cq, :GeQ, (YIG:Co) was
served in this film in Ref. 7. The spectra of linear dichroismgrown by the method of liquid-phase epitaxy orG01]-
induced by polarized light in a nonmagnetized epitaxialoriented substrate of GG@a&0O;,. The thickness of the
YIG:Co film were studied in the visible region. A dichroism YIG:Co film is 5.8 um. The easy axis of YIG:Co changes its
spectrum with a prominent structure has been observed afterientation with temperaturln the temperature range be-
irradiating the film by light with the plane of polarization tween 125 K and 10 K three magnetic states can exist, with
along the[100] crystallographic axis of the film. No spectral easy axis along001], [100], and[110], either in stable or
features were observed when the irradiating light was polametastable form® and at the temperature of the present ex-
ized along[110]. The photoinduced dichroism spectrum periment,T=30 K, the magnetic state with easy axis along
could be considered as consisting of two components. ThE01] can be assumed to be dominant. The measurements of
component called “soft” dichroism changes its sign whenthe magnetic linear dichroism spectra of YIG:Co were car-

2. EXPERIMENTAL RESULTS AND DISCUSSION

1063-777X/2002/28(4)/3/$22.00 267 © 2002 American Institute of Physics
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ried out in the spectral region 500—800 nm. We used a madhighest value of the magnetic linear dichroism is attained.
netooptical setup which comprised a monochromator, photowe have not noticed any diversity in the spectra obtained in
elastic modulator, cryogenic equipment, and superconductinthe [100]- and [010]- oriented magnetic fields. However,
solenoids. The spectral dependence of the quantity ( when the magnetic field was directed along an axis of the
—1,)/(1,+1,) was measured using the modulation method[110] type, the LD spectrum was quite different, and the
I, andl, being the intensities of light with the orthogonal linear dichroism value was lowered over almost all of the
orientations of the plane of polarization. The spectral measpectral region studiedFig. 1b. At zero field, when the
surements were performed with the electric vectors of thesample is not magnetically homogeneous, the LD is small
light oriented parallel to the magnetic field for I, and  (Fig. 10.
perpendicular taH for I,. The light coming from the mono- A comparison of the spectrum of magnetic linear dichro-
chromator had a rather low intensity and did not generatésm induced byH|[ 100] with the LD spectrum induced by
any noticeable photoinduced effect. The cryogenic techniquéhe action of polarized light witlkll[ 100] observed in Ref. 7
allowed us to obtain temperatures as low as 10 K. The inis shown in Fig. 2. The sample has been irradiated with lin-
plane magnetic field was applied perpendicularly to the lightarly polarized light coming either from a white light source
propagation vector. The angle between the magnetic fielthrough a filter withhA>640 nm or from a helium—neon laser
vector and the cubic crystallographic axig00] of the  with A=632 nm. The illumination was carried out for about
sample could be varied by rotation of the sample-holde20 min, at a power about 0.4 W/éniRef. 7).
around the normal to the YIG:Co film surface coinciding The forms of both spectra are practically identical, but
with the crystallographic axigd01]. the value of the photoinduced LD is nearly 5 times smaller
A series of spectra of linear dichroisfbD) measured at than that of the magnetic one.
different orientations of the magnetic field was obtained at a  The most noticeable changes of the magnetic LD at dif-
temperature near 30 K. The magnetic field was switched oferent orientations of the inducing magnetic figlgig. 1)
after zero-field coolingZFC). The applied magnetic field were observed in the region of the spectrum at wavelengths
strength was-8.8 kOe. This value of the in-plane magnetic higher than 600 nm. The absorption spectra investigattons
field was sufficient for uniform magnetization of the film. showed the presence of Co of both valenceg,'Gmd C3™,
The orientation of the magnetic field was changed by rotatin YIG:Co. The exact assignment of the experimentally ob-
ing the sample around if©01] axis, that is, normal to the served spectral features to certain transitions in Co ions with
film surface, at the constant temperature. The LD spectra definite valence and in either a tetrahedral or octahedral
measured with the magnetic field oriented along th@0]  crystallographic site is not an easy task, because in this re-
and[110] axes and the spectrum at The magnetic field wagjion of the spectrum the Co bands are rather wide and
switched on after zero-field coolin@FC). The applied mag- overlapping'>''? Besides, the transitions in octahedral Co
netic field strength was-8.8 kOe. This value of the in-plane have an oscillator strength weaker than those for the tetrahe-
magnetic field was sufficient for uniform magnetization of dral ones, and in the spectral region under study the transi-
the film. The orientation of the magnetic field was changedions in the Fe ions also contribute to the spectrum of
by rotating the sample around {801] axis, that is, normal YIG:Co.*® The most prominent features originating from
to the film surface, at the constant temperature. The LD spedransitions in tetrahedral &b, in octahedral Co of both va-
tra measured with the magnetic field oriented alond 1]  lences, and in F& ions were determined using the results
and[110] axes and the spectrum at zero magnetic field arend analysis of Faraday rotation spectral studies in Refs. 12
shown in Fig. 1. The forms of the spectra are distinctly dif-and 13. For example, in Ref. 12 the bands near 590 nm and
ferent for different orientations of magnetic field. The LD 630 nm were identified as arising from transitions in tetrahe-
spectrum measured with the magnetic field directed alonglral C&" and the spectral region near 700 nm as formed by
the[100] axis (Fig. 1@ has a well-defined structure, and the
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Ay, NM FIG. 2. The spectra of magnetic linear dichroismHat 8.8 kOe without
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FIG. 1. Magnetic linear dichroism spectra measured after ZFB-a8.8 photoinduced LD after irradiation witkll[ 100] (solid symbol$ at T=28
kOe (T= 30 K) for different orientations of the magnetic fieldil[ 100] (a); K.” The latter has been multiplied by five. The line without symbols shows
HII[110] (b); and at zero fieldH=0 (c). the LD atH=0 and without irradiation.
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transitions in octahedral €6 and C3*. The analysis of ab- [010]. This will result in a nonuniform orientation of mag-

sorption and Faraday rotation spectra of pure YIG crystal§ietic moments in the irradiated film and in the formation of

and films, performed in Ref. 13, as well as magnetic circulasmall domains in which the preferred dichroism axes will be

dichroism spectra analysis in Ref. 14, allowed attribution oforiented perpendicularly. This fact will result in the effective

the band near 543 nm to a transition of tetrahedrdl Bed  compensation of the dichroism, which in the experiment is to

the band in the region of 625 nm to a transition in octahedrabe measured in a region much larger than the characteristic

Fet. size of the inhomogeneities. In the case of the action of a
The coincidence of the photoinduced dichroism specimagnetic field, the magnetic moments are oriented rather

trum with the magnetic dichroism spectrum indicates thatniformly, if the magnetic field is of a sufficiently high value.

photoinduced LD, like its rigid component, is actually mag-

netic dichroism. The light-induced linear dichroism arises as>- CONCLUSION

a result of reorientation of magnetic moments after a photo-  Spectra of magnetic linear dichroism sensitive to the ori-

induced change of magnetic anisotropy. entation of the external magnetic field has been observed in a
As has already been proposed in many earlier papérs, YIG:Co film. The form of the magnetic LD spectrum for an

light polarized along a certain direction acts on the Co cenorientation of the magnetic field along th00] axis turned

ters in the definite crystallographic positions and causes ebut to be similar to the LD spectrum induced by linearly

fective electron transfer between Co ions. This process, ipolarized light with polarization along thel00] axis. This

turn, results in a change of Co valences and further redistrisimilarity of the induced LD spectra leads to the conclusion

bution of the Co ions with definite valences among crystalthat the so-called “rigid” component of the photoinduced

lographic site¥™” involving the centers in a preferred direc- optical anisotropy in YIG:Co films is of a magnetic origin.

tion. The process of rearrangement of Co ions then leads to

changing magnetic anisotropy in the film. At~30 K the  *E-mail: miloslavskaya@ilt.kharkov.ua
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The results of experimental and theoretical studies of the differential x-ray bremsstrahlung
spectra emitted in the scattering of intermediate-energy electrons on atoms of inert elements are
presented in generalized form. The experimental studies were done using the low-

temperature gas-jet method of generation of electromagnetic radiation. The features of the
bremsstrahlung and the relationships governing the novel form of bremsstrahlung due to
polarization effects are established. It is shown that the Born approximation is inapplicable

for considering the bremsstrahlung cross sections in the scattering of electrons of intermediate
energies on atoms of inert elements. 2002 American Institute of Physics.

[DOI: 10.1063/1.1477362

INTRODUCTION absorption spectra of plasmas, etc., have been done in the
framework of that theory.

In recent years the low-temperature gas-jet method of In the period of 1970-1980, however, the physics of
generating electromagnetic radiation has been actively embremsstrahlung was reborn. A group of theofists pre-
ployed in the physics of electron—atom collisions. In thisdicted another mechanism of bremsstrahlung formation,
method an electron-beam-excited supersonic jet in vacuum ighich was observed in specially designed experiméhiss-
used as a dense gaseous tatgéThanks to the formation of  sentially, in this mechanism the photons of the continuum are
a jet with a large Mach numbeM~10) and the low tem- emitted not by the scattered particle, as in the first mecha-
perature of the gas in the jearound 10 K, due to its isen- nism, but by electrons of the target particle as a result of its
tropic expansion into vacuum, the velocity of directed mo-dynamic polarization by the field of the incoming particle.
tion of the particles of the jet in the axial direction is much The bremsstrahlung formed by this mechanism has been
greater than the radial velocities of the random thermal mogiven the name polarization bremsstrahldR@). Unlike the
tion. As aresult, a dense gas jet—target with sharp boundariggocess described by the BHS theory, the electrons of the
with the vacuum is obtained in the vacuum chamber, makingarget are now treated as a dynamical system having internal
it possible to study subtle effects in the interaction of thedegrees of freedom. Theoretical studiésve established
electron beam with the particles of the jet target. The use ofhat taking the influence of the electron shell of the atoms or
this low-temperature method has led to substantial progresens into account will in a number of cases lead to substan-
in the physics of bremsstrahlung as a result of the observatally different results. The difference lies in different fre-
tion of a novel type of bremsstrahlung—polarization brems-quency and angular characteristics of the radiation and also
strahlung(PB).%3 in the a radiation probability that is independent of the mass

According to current theoretical ideAsiremsstrahlung, of the incoming particle.
which arises in the scattering of a charged particle by a target Thus the traditional BHS theory is strictly applicable
particle (an atom or iol, is formed by two mechanisms. In only to individual “structureless” particlege.g., the radia-
the first case the photons are emitted by the incomingdion emitted by an electron scattered on a prptonto par-
charged particle as it is braked in the static field of the targeticles that emit at extremely high frequencies. In the techno-
particle; this is ordinary bremsstrahlu@B). It was discov- logically important optical and x-ray frequency regions,
ered around 80 years ago in connection with the discovery gbolarization effects have a substantial influence and can
x rays. OB is characterized by a smooth spectral distributiosometimes even play the governing role.
of the photons and is well described by the Bethe—Heitler/ The important role of the polarization mechanism of
Sauter(BHS) theory>® which is based on a screening ap- bremsstrahlung is attested to by the fact that taking it into
proximation. According to that approximation, the electronaccount makes it possible to explain a number of experimen-
shell of the atom or ion is replaced by the electrostatic fieldal facts that could not be explained in the framework of the
that it creates. The BHS theory was generally accepted untBHS theory. These facts include, e.g., the breakdown of al-
recently, and numerous calculations of the radiation spectrkali metal vapor by laser radiatioh the appearance of “gi-
of fast particles passing through matter, the emission andnt” maxima in the spectra of photons emitted in the bom-
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barding of rare-earth and transuranic metals by fasaries of the jet with the vacuum, placing the electron gun
electronst?~*the high x-ray intensity produced when a solid close to the supersonic jet will make it possible to obtain the
target is irradiated by fast protofisthe appearance of a band emission spectra of atoms and clusters as the electron beam
of continuum radiation above the band gap when cryocryssuccessively probes the electron shells of the atom from the
tals of inert elements are irradiated by fast electrSretc. valence to the innermod{ shell. By varying the electron
Direct observation of PB was first achieved in the ultra-energy, one can create favorable experimental conditions for
soft x-ray region of photon energies 70—220 eV in the scatstudying bremsstrahlung, specifically, to study a region of
tering of 0.6-keV electrons on Xe atorid.The PB was bremsstrahlung photon energies in which the bremsstrahlung
manifested as a wide band with a structure close to that adpectrum does not have any atomic emission lines superim-
the “giant” resonance in the photoabsorption spectrum of Xeposed on it.
atoms. The successful completion of experiments on the ob- Finally, the third feature of the gas-jet method is the
servation of PB was made possible by the development of possibility of delivering the generated radiation into a high-
low-temperature gas-jet method of generating electromagvacuum chamber at a pressure of $810 ° Pa in a large
netic radiatioh’ and the creation of a unique low- solid angle without the use of optical windows. This possi-
temperature experimental apparatus utilizing that metfiod. bility is particularly important for the relatively inaccessible
It should be noted that the gas-jet method can be used tdUV and USX regions of spectroscopy, for which there are
study PB in electron-scattering processes not only on atomso mechanically tough transparent materials and the systems
but also on clusters, which occupy an intermediate positioralong the propagation path of the radiation must be evacu-
between atoms and solids. The proposed program of researakted. And it is in those regions where polarization effects are
on PB therefore includes investigation of the spectra in thenost clearly manifested.
scattering of electrons both on atoms and on clusters of inert These features have brought the gas-jet method of gen-
elements. erating electromagnetic radiation into wide use for solving
In this paper we present generalized results of experisome pressing scientific problems in the fields of gas dynam-
mental and theoretical research on the differential spectra a€s, cluster physics, the physics of atomic and electron colli-
PB in the ultrasoft x-ray region in the scattering of electronssions, and VUV and USX spectroscopf =2
of intermediate energies on atoms of inert elements.

CHOICE OF OBJECTS FOR STUDYING POLARIZATION
GAS-JET METHOD OF GENERATING ELECTROMAGNETIC BREMSSTRAHLUNG

RADIATION i
In the scattering of a fast electron on an atom, the spec-

In the gas-jet method of generating electromagnetic ratral distribution of bremsstrahlung photomsr(w) in the
diation, a spatially bounded supersonic gas jet formed in ggarithmic approximation has the forre£7#=m=1):1°
vacuum chamber and pumped out by cryogenic pumps is 16/ 2 5 03 alw)|?
excited by an electron beam. The crossing region where the do(w)=— _p+ Ini do
jet and electron beam intersect is a source of electromagnetic 3\ cPp?w 7R c3p? 0Ty
radiation in a wide range of wavelengths, including the ul- (1)

trasoft  x-ray (USX), vacuum ultraviolet (VUV) (A \yherep is the momentum of the incoming electranis the
<200 nm), near ultraviole@200—400 nmy visible, and in-  shoton energy,a(w) is the dynamic polarizability of the
frared regions of the spectrum. _ atom, z is the nuclear charge, ang is the radius of the
_The gas-jet method has several important features. Thgpshel| giving the largest contribution to the polarizability
first is that the gas flow in the subsonic part of the nozzle iyt the atom. The first term iil) describes ordinary brems-
at close to room temperature and essentially contains onlyianjung, i.e., the emission of a photon by a fast electron as
atoms of the gas, but after passing into the supersonic part fis praked in the static field of the atom. OB is characterized
the nozzle the gas expands isentropically and is cooled t0 g 5 smooth spectral distribution of photons, proportional to
temperature of-10 K and is found in a supersaturated state.q;,, The intensity of the spectrum of OB, proportional to
For this reason, in certain regimes of flow the homogeneouzsudg(w)/dw' is independent of the energy of the emitted
condensation of the gas in the jet will be accompanied by th‘f)hoton. The second term ) describes polarization brems-
formation of clustgers(aggregations of atoms bound by van gyrahiung, i.e., the emission of a photon by the atom on ac-
der Waals forces' _ count of its dynamic polarization by the field of the incoming
At low pressures>, and high temperaturek, of the gas  gjectron. According to Eq(l), PB, unlike OB, is character-
at the entrance to the nozzle, conditions can be created i9aq py a nonmonotonic frequency dependence, which basi-
which the jet has a purely atomic composition. HOWeVer,c5|ly repeats the trend of the frequency dependence of the
with increasing pressurB, (at To=cons} or with decreas-  gynamic polarizability of the atom and gives the largest con-
ing gas temperatur, (at Po=cons} the formation of clus-  ripytion in those parts of the spectrum where the dynamic
ters containing from two to hundreds of thousands of atomgys|arizability of the atom is large. On the other hand, the
will occur?® Thus the gas-jet method offers a real OPPOMU-imaginary part of the dynamic polarizability of an atom,

nity for studying PB in qualitatively new processes, specifi-|, a(w), can be expressed, according to the optical theorem,
cally, in collisions of electrons with clusters of different ;24

sizes.
The second important feature of the gas-jet method con-

c
sists in the following. Thanks to the relatively sharp bound- Ima(w)= 7i(@). @

4w
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Here oj(w) is the photoabsorption cross section, whichmonochromator the radiation is registered by a proportional
for many atoms has a “giant” resonance in the USX regioncounter6 of the SRPP-203 type, filled with methane to a
of the spectrum above the threshold for ionization of the 4 pressure of 1.5 10" Pa. A nitrocellulose film is used as the
subshelP>~2’ From an analysis of1) and (2), even before window on the counter.
calculating Rex(w), we can conclude that a powerful reso-  The bremsstrahlung experiments were done in the
nance in the photoabsorption cross section will correspond tgingle-collision region, as is attested to by the linear trend of
an analogous structure in the bremsstrahlung spectrum in the dependence of the bremsstrahlung intensity on the cur-

same region of photon energies. On this basis we have ch@ent density of the electron beam. The experiments were
sen Xe from among the inert elements as the main object fojone under the following conditions.

studying PB, as it has a “giant” resonance in the photoab-

i ) ! ) 1. The range of photon energies studied was 60—220 eV.
sorption spectrum in the region of photon energies 70—150

2. The spectral resolution was 1 A.

eV 3. The range of variation of the energy of the excited

electrons was 0.3-0.9 keV, which made it possible to avoid
EXPERIMENTAL APPARATUS AND MEASUREMENT ionization of the & subshell of Xe and the consequent ap-
TECHNIQUE pearance of multiple-line spectra in the investigated region

A diagram of the experimental apparatus for studying®f Photon energie&’
bremsstrahlung is shown in Fig. 1. It consists of an x-ray 4 The gas pressuré®(=3x 10" Pa) and the tempera-
tube with a supersonic gas jet as the anode and an RSM-5@¢8re at the entrance to the nozzl€y{ 650 K) ensured:
spectrometer—monochromat8rThe working principle of —a monatomic composition of the jet;
the apparatus is as follows. The gas to be studied flows out of —a density of atoms equal to810'> cm™* at the cross-
a high-pressure cylinder into a heat exchangeHaving ing region of the jet and electron beam;
acquired the specified temperature of the heat exchanger, the —not more than 5% self-absorption of the radiation by
gas is formed by a conical nozzinto a jet9 flowing into  the Xe atoms.
the vacuum chamber. The diameter of the nozzle throat is 5. Solid angle of collection of the radiation equal to
0.38 mm, and the ratio of the area of the exit section to thelQ=1.7x10" 2 sr.
area of the throat is 35.4. A liquid-hydrogen-cooled cryo- It should be noted that there are both bremsstrahlung
genic pump4 is used to pump out the gas brought in by thespectra integrated over emission directions and differential
jet. Thanks to the sharp boundaries of the supersonic gaspectra specified by the angle between the direction of mo-
flow with the vacuum (10° Pa), the electron guB is  tion of the electron and the direction of the emitted phdton.
placed only 40 mm from the jet, forming a beam with energyn the present studies we measured the differential spectra of

from 100 to 2000 eV and current density from 0.1 10the bremsstrahlung. Here the angle between the direction of
1 Alen?. The electron beam crosses the jet at a distance of fotion of the incoming electrons and the direction of the

mm from the exit section of the nozzle, perpendicular to itsanalyzed photons wag=97°.
axis. The radiation that arises is focused by a spherical mir- .. comparison of the experimental and theoretical spec-
ror 8 onto the entrance slit of the RSM-500 spectrometer— ., it is important to know the true shape of the spectrum.

monochromatpr an(_j IS the'_q d|sper.sed Into a spectrum by Aere we took into account the distortions introduced in the
gold-coated dlf_fractlpn grating having 600 lines/mm. Be- spectrum by the efficiency of the RSM-500 spectrometer by
yond the exit slit of the RSM-500 spectrometer— the method described in Ref. 28. In converting from the
number of photons measured in the wavelength interval
N,d\ to the number of photons in the frequency interval
N,dw we introduced a normalizing coefficieNt,=\2N, .

Two series of experiments were done. In the first series
the profile of the bremsstrahlung spectra was investigated for
different electron energies. This was done by measuring the
spectral distribution of the bremsstrahlung intensity in the
scattering of electrons with energies of 0.3, 0.6, and 0.9 keV
on Xe atomgdat different electron beam currept¥he spec-
tra obtained were averaged over 8—10 measurements. The
energy position of the maximum of the intensity of the spec-
tra was determined to an error &f2 eV. The error of deter-
mination of the relative intensity of the bremsstrahlung spec-
tra, including the random and systematic errors of
measurement, was 10%.
x-ray tube In the second series of experiments we studied the de-
pendence of the intensity of the bremsstrahlung spectrum on

the energy of the electrons scattered on Xe and Ar atoms.
FIG. 1. Diagram of the experimental apparatub:heat exchanger, Thjs was done by measuring the spectral distribution of the
2—supersonic conical nozzle3—electron gun, 4—cryogenic pump, . L . .
5—diffraction grating, 6—proportional counter,7—entrance slit of the bremsstrahlung intensity in the scattering of electrons with
spectrometer—monochromat8s—mirror, 9—supersonic gas jet. energies of from 0.3 to 0.9 keV on Xe atoms and with ener-
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gies of 0.3 to 2 keV on Ar atom@t a constant electron beam ization bremsstrahlung and is formed by virtual transitions of
curren. electrons of the Xe atom to states of the continuum above the
4d ionization threshold.

The clearest feature of the spectra is the shift of the
spectral curve of the bremsstrahlung to lower photon ener-
gies as the electron energy increases, i.e., the bremsstrahlung
Differential bremsstrahlung spectra in the scattering curve approaches that of the resonance in the photoabsorp-
of electrons of intermediate energies on Xe atoms tion spectrum.

Figure 2 shows the photoabsorption spectrum of Xe in To explgin the cause of the shift of the bremsstrahlung
the region of the d ionization threshold and the bremsstrah- spectrum with changing electron energy, Zon and co-workers

lung spectra obtained in the scattering of electrons with enlnvestigated —the differential ~bremsstrahlung  spectra
ergies of 0.3, 0.6, and 0.9 keV on Xe atoms. It follows fromtheoretmall)} for the conditions of our experiments as to the

an analysis of the results that the bremsstrahlung spectruffl'€rgies of the incoming electrons and the angléhe stud-
recorded at a fixed electron beam energy is significantly dif/€S Were done in the Born approximation. Calculations of the
ferent from the spectrum of ordinary bremsstrahlung degtqm_m characteristics were done. by the_ method of thg rela-
scribed by the BHS theory. In fact, as we have said, thdivistic local elec_tron density funcyor?é*l(wnh allthe atomic
intensity of the OB spectrum is independent of the photorf!ECtrons taken into accoynin Wh'lch the correlation effects
energy, i.e., the spectral distribution of the intensity shoulc®r® reated phenomenologicalfy* Calculation of the OB

be a straight horizontal line. However, instead of a horizontaf0SS Sectiordo, shows that it is a smooth function of the

line one observes a broad emission band with a pronouncegittéd photon frequency and varies by not more than 10%'
maximum, the profile of which in its general features is simi- | "erefore the shift of the bremsstrahlung spectrum with

lar to the profile of the “giant” resonance in the photoab- changing electron energy cannot be due to the BO cross sec-

sorption spectrunisee Fig. 2 The observed band is polar- Ition.dF_orIt?hifs rleason only the PB cross sectiir, was ana-
yzed in Ref. 1.

The differential cross section of PB in the Born approxi-
mation has the form

RESULTS OF THE INVESTIGATIONS

50 a
dUa(X:w) | 2 ( )|2
= w a\w
40 - sinydy — mvAc?
_3-
'g 30 X{[esir? y+2(1+e&)cod y]L—2(1—¢)
E
2 20 | 1 dw
= x| cog y— —sir x| {—. 3
& 2 1)
10 . .
In particular, fory= /2 (close to the experimental value
x=97°) it was found in Ref. 1 that
o -
S —— do,(7/2,w) a dow
80 100 120 140 160 — 5 2|w201((1))|2(1+8|_)—, (4)
T]CO , eV dX TUC w
1+ b where the parameterg=miw/p?<1, and L=In(w?
(w?R2)). Here a=€?/fic~1/137, R,~%/muv, is the charac-
3 teristic size of the electron shell of the atomis a factor of
- the order of unity, the indeterminacy of which is due to the
gz 2 indeterminacy of the scattering angl®,~v,/v (v is the
E velocity of the incoming electron, and, is the velocity of
o " the electrons of the atomSince| a(w)|? is a rather symmet-
"g ric curve in the neighborhood of the maximum, we can de-
o scribe it by a Lorentzian function:
2
2 af o ®
ol o4 ()] _ao(w—w°)2+I‘2’
80 100 120 140 160
ho, ev where wy determines the position of the maximum ands

6. 2. Photeabsornt ( xe from Ref. @ b " the half-width of the curve ofa(w)|?.
. 2. Photoabsorption spectrum of Xe from Ref. remsstrahlung . .
spectra obtained in the scattering, on Xe atoms, of electrons of various The position of the frequenwmax correspondlng to the

energiesE [keV]: 0.3(1), 0.6(2), and 0.9(3). Each spectrum is normalized m_aXimum of the Cross Se_Cticme'a/(d)(dw) is easily ob-
to its maximum(b). tained after substitutingp) into (4).
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TABLE |. Experimental and theoretical values of the positions of the
maxima on the polarization bremsstrahlung spectra.

Position of the maximum? @y, €V *g
Electron energy 5
E, keV Experiment Calculation o
&
0.3 123 126 3
0.6 115 114 g
0.9 105 113
2
‘@
c
[0
£

Neglecting the frequency dependence of the paranheter
and assuming tha .= wg+0q, q<wq, the authors in Ref. 1 0 80 1'20
obtained a simple expression fqr

160 200 240

ho , ev
212 1+5¢eL/4 FIG. 3. Total bremsstrahlung spectra for different energies of the scattered
q=— > . (6) electronsE [keV]: 0.3 (1), 0.4(2), 0.5(3), 0.6 (4), and 0.9(5). The arrows
wg 1+[1-5(I'/wo)/2]eL indicate the position of the maxima of the dispersion curves of the polariza-

tion bremsstrahlungeV]: 123 (1), 120 (2), 117 (3), 115 (4), 105 (5); the

In calculating the parametdr it was assumed thab dashed lines show the extrapolated intensity of the ordinary bremsstrahlung.

=wq, y=1, andR,=0.2x 10"8 cm (the size of the 4 sub-
shell of Xe), and for calculatingy the theoretical values of
wo andI" obtained in Ref. 1 were used:wy=100 eV, I
=24 eV.

Table | gives the values of the positions of the maxima in
the PB spectra as obtained experimentally and as calculated The spectral distributions of the bremsstrahlung intensity

Dependence of the intensity of the differential
bremsstrahlung spectra on the energy of the electrons
scattered on Xe atoms

with the use of formulg6). for different energies of the scattered electrons are shown in
It is seen from the table that formu(é), which contains ~ Fig. 3. _ _ .
the parametegzmﬁwlpz, correctly conveys the character It should be noted that in these experiments the density

and order of magnitude of the variation ®f,,, with electron ~ of Xe atoms, the electron beam curréntind the geometric
energy:«p?. We note that according to expressit8), the  dimensionsL of the excitation region of the jet were the
formula(6) for the calculation ofj will have a different form ~ same for all the electron energies stud?éd’.herefor_e, the
for different anglesy. This means that the position of the changes of the spectral distribution of the intensity of the
maximum on the PB curveum,=wo+0) will also depend differential bremsstrahlung spectr&i ) for different val-
on the angle between the direction of motion of the electrongies of the electron enerdy reflect the changes of the spec-
and the direction of the emitted photons. tral distribution of the differential bremsstrahlung cross sec-
On the basis of the given results of experimental andion do/dwdQ with electron energy according to the
theoretical studies of the differential spectra of the bremsequation

strahlung emitted in the scattering of electrons of intermedi- do l(ho) 1
nergies on X ms, one can draw the following con- = — .
iltjsiei)nig es on Xe atoms, one can draw the following co dodQ ~ n(ile)he L @)

1. The maximum observed in the bremsstrahlung spec- It follows from Fig. 3 that in the region of photon ener-
trum in the region of the “giant” resonance in the photoab- gies A >160 eV, in which the contribution of the PB is
sorption spectrum of the Xe atom is due to the polarizatiorinsignificant, the spectral distribution of the bremsstrahlung
mechanism of bremsstrahlung. intensity is independent of the photon energy, i.e., it has the

2. The position of the maximum on the PB dispersionsame trend as the curve of the OB intensity. However, in the
curve depends on the energy of the incoming electrons anggion of photon energie8w<<160 eV, in which the dy-
the angle between the direction of motion of the electronsxamic polarizability of the Xe atom is large, a substantial
and the direction of emission of the bremsstrahlung photonsontribution to the bremsstrahlung intensity is given by the

3. In the asymptotic Born limit the dispersion curves of PB in addition to the OB. Indeed, if the intensity of the OB
the photoabsorption and PB are qualitatively similar. How-spectrum is extrapolated into the region of lower photon en-
ever, there is a slight difference in the positions of theergies(the dashed straight lines in Fig),3hen the intensity
maxima of these spectra. This difference is mainly due to thef the bremsstrahlung spectrum at the maximum is larger
fact that the photoabsorption is governed by the imaginarghan the intensity of OB by a factor of approximately 1.6.
part of the dynamic polarizability of the atom, while the PB The wide bands with pronounced peaks above the dashed
is governed by its absolute value. lines are the PB spectra for the different electron energies.

4. The position of the maximum of the experimental dis-  An analysis of the results given in Figs. 3 and 4 reveals
persion curves of the bremsstrahlung is satisfactorily dean important feature—the intensity of the bremsstrahlung
scribed in the Born approximation and is consistent with thespectra increases with increasing electron energy, even
calculations of the atomic characteristics by the relativisticchough, according to the Born approximation, the intensity of
local electron density functional method. both the differentidl and integratedformula (1)] brems-
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FIG. 5. Theoretical dependence of the differential bremsstrahlung cross sec-
i tion (hw=177.1 eV) on the energy of the incoming electfdn.
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FIG. 4. Intensity at the maxima of the bremsstrahlgbg ordinary brems- dwdQ = A72C%w 1+ 5 1- ECO X|1%: ®

strahlung with a photon energy of 117.1 &Y, and polarization bremsstrah-
lung (3) versus the energy of the scattered electrons. ] . ) )
wherea is the fine structure constant,is the velocity of the

incoming electron,o and ) are the frequency and solid
angle of the emitted bremsstrahlung photon, anés the
strahlung spectra should decrease with increasing electrgblar angle of emission of the photon with respect to the
energy. Growth of the intensity is characteristic for both theincident electron. For the geometry of our experimewith
OB in the region of photon energiéso>160 eV and for the  the angley close to 90, expression(8) assumes the simpler
PB in the regiom « <160 eV(see Fig. 4, but in contrastto  form3?
the OB thel (E) curve for PB has a maximum in the region
0.6-0.8 keV. do 5q 12
Before turning to a discussion of the results, we should ~
note that there are different types of collisions between an dodQ 127°c*w
electron and an atom which can lead to the emission of a
bremsstrahlung photdhThe most highly radiative processes To take into account the contributions of both the elastic
are those in which the atom remains in the ground state afteand inelastic bremsstrahlung, Zdrealculated the differen-
the collision (elastic bremsstrahlufpgHowever, other pro- tial cross sections according to formuB using the experi-
cesses, in which the atom changes its original state as a resutitental values of the total cross sections for the scattering of
of the collision and emission of the bremsstrahlung photonelectrons on Xe atoms from Ref. 35, which take into account
i.e., is excited or ionizedinelastic bremsstrahlupgare also the contributions of all elastic and inelastic “non-braking”
possible. It should be emphasized that the well-known exscattering processes.
pressions for the bremsstrahlung cross sections, describing a Figure 5 shows the theoretical dependence of the differ-
decrease of the cross sections with increasing energy of thential cross section of ordinary bremsstrahlyngth a pho-
scattered electrons, were obtained for elastic bremsstrahlurign energy 177.1 eMon the energy of the incoming electron,
processeé.There have as yet been no consistent calculationaccording to formuld9). We see that a smooth growth of the
of the cross sections for the inelastic bremsstrahlung probremsstrahlung cross secti@nd, hence, of the intensjtis
cesses. observed as the electron energy increases from 0.3 to 0.6
From what we have just said, the growth of the bremskeV. It is of interest here to ascertain the behaviok (&) for
strahlung intensity in the scattering of electrons of interme-bremsstrahlung in a wider range of electron energies. How-
diate energies on Xe atoms may be due to an increase in tlever, to do such experiments by the scattering of electrons on
number of opened excitation or ionization channels accomXe atoms is impossible, since increasing the electron energy
panying the braking effect. This was the point of view ex-E above 0.9 keV leads to the efficient ionization of the 3
pressed in Ref. 33, where the low-energy thedfemas used  subshell of the Xe atom and to the appearance of a multiple-
to explain the experimentally observed growth of the intendine spectrum in the investigated region of photon energies
sity of OB as the electron energy increases from 0.3 to 0.80—220 e\ Therefore, in these experiments we used argon
keV (see Fig. 4. According to the low-energy theorem, for as the working substance of the jet. This made it possible to
photons whose energy energy is significantly less than theeasure thé(E) curve in a broader range of electron ener-
energy of the incoming electron, the bremsstrahlung crosgies, 0.3-2 keV, and thereby to obtain information about the
sectiono is expressed in terms of the “non-braking” scatter- dependence of the energy of the bremsstrahlung spectra on
ing cross sectiow as™3* the electron energy.

ag. C)
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Dependence of the intensity of the differential b
bremsstrahlung spectra on the energy of the electrons 12\ 1/‘/E
scattered on Ar atoms \
\ /JE

Experiments were done on an argon jet of atomic com- 2 10} \ //
position with a particle density of 22810 cm™2 for ener- 5 \\ /
gies of the scattered electrons in the interval 0.3—-2 keV and g 8
photon energies in the range 124-191 €é\0—6.5 nm, = 0 V'
where the dynamic polarizability of the Ar atom is sni4ll. 2
In this region of photon energies the spectrum is free of E 6}
superimposed characteristic emission lines of the Ar atom. \\N
The remaining experimental conditions are the same as for / =~
the scattering of electrons on Xe atoms. 4r l/

As an example, in Fig. 6 we show the bremsstrahlung !
spectrum obtained in the wavelength interval 6.5-10 nm at 2

an electron energy of 1 keV. Analogous spectra are obtained
for the other electron energies in the range 0.3-2 keV. The
spectrum shown is characterized by a smooth distribution of
intensity, which varies with wavelength in proportion to FiG. 7. Dependence of the bremsstrahlung intensity on the electron energy
1/\?. This result agrees with the dafdor the OB of a thin  for different wavelengthsi—10 nm (124 eV}, 2—9 nm (137.8 eV}, 3—8
anode. nm (155 e\), 4—7 nm (177.1 eV}, 5—6.5 nm(190.8 eV} (a). The experi-

. . mental dependence of the intensity at a wavelength of 8 nm on the electron

The. dependeqce gf the OB intensity on the electron enenergy' The dashed curves vary é& and 14E (b).

ergy E is shown in Fig. 7 for several wavelengths in the
interval 6.5—10 nm. We see that the bremsstrahlung intensity

| increases<E*? as the electron energy increases from 0.3 t0cross sections using E¢Q). In the calculations we used the
0.7 eV, and upon furtlr};ar increase of the electron energy 10 @yperimental values of the total cross sections for electron
keV it decreases- 1/E™~. scattering on Ar atoms from Ref. 38, which take into account
It should be noted that th(E) curves of the brems- the contributions of all the elastic and inelastic process of
strahlung spectra obtained in the scattering of electrons Ofnon-braking” scattering.
intermediate energies on the Ar and Xe atoms are in good  Figyre 8 shows the experimental curve of the emission
agreement with each other in the electron energy region 0-3i—ntensity at a photon energy of 177.1 eV as a function of the
0.7 keV: in both cases one observes a growth of the bremssiectron energy, normalized to the maximum intensity at en-
strahlung intensity with increasing ele_ctron energy, in dis-grgy E=0.7 keV. Also shown on the same figure is the the-
agreement. W'tlho thel(E) curve obtained in the Born gretical curve of the differential bremsstrahlung cross section
approximation’: ) ) . ~ for a photon energy of 177.1 eV, normalized to the value of
The observed increase in the bremsstrahlung intensity 3¢ cross section &=0.7 keV. Since under the conditions
the electron energy increases from 0.3 to 0.7 keV is appaisf our experiments the intensity of the bremsstrahlung spec-
ently due to an increase in the number of opened excitatiofym is proportional to the bremsstrahlung cross sedtee
or ionization channels accompanying the braking effect, I.8.Eq. (7)], the normalized intensity curiE)/1 5 is the ex-

to an increase in the contribution of inelastic bremsstrahlungyerimental dependence of the normalized bremsstrahlung
processes. To take the contributions of both the elastic anglqss section

inelastic processes to the formation of the bremsstrahlung .
into account we calculated the differential bremsstrahlung ~ @(do/dwdQ)[o(do/dwdQ)]gZg7 rew

0 0.5 1.0 1.5 2.0
E, kev
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the x rays. In the asymptotic Born limit the dispersion curves
of the photoabsorption and PB of xenon match up with each
o other in a qualitative way.
o Our studies have revealed an important feature—growth
12} ® : . . :
v of the intensity of the differential bremsstrahlung spectra
. with increasing electron energy, due to the contributions of

,’ inelastic bremsstrahlung processes.

’ ‘A\ We have also established that the Born approximation
/{ A used together with calculations of the atomic characteristics
‘\ satisfactorily describes the experimentally observed position
8 / \ of the maximum of the bremsstrahlung dispersion curves.

® \ However, this approximation is inapplicable for describing

1 the cross sectiofand, hence, the bremsstrahlung intensity
KA 1 in the scattering of electrons of intermediate energies on at-

oms of Ar and Xe.

Based on what we have said, it is urgent and timely to do
4r a theoretical investigation of bremsstrahlung in the scattering
. \ \ \ of intermediate-energy electrons on atoms and other par-
0 0.5 1.0 1.5 2.0 ticles, taking both elastic and inelastic bremsstrahlung pro-

E, kev cesses into consideration. In addition, as we know, the spec-
_ trum of PB emission is governed by the internal structure of
FIG. 8. Experimental dependence Idf ,,,, On the electron energfl) and - . . . "
the theoretical dependence ef(do/dwd)[ o(do/dedQ)]z1y, wy On the coII|d|ng.part|cIe_s, anq its stqu can yield gddmonal and,
the electron energ(2). at present time, unique information about this structure. In
this connection it is important to study the influen@nd
manifestationsof the internal structure of atoms on the PB

14}

10

I/l max » arb. units

on the electron energy. spectra arising in the interaction of electrons with polyatomic
It follows from the data shown that the low-energy theo-formations(clusters.
rem [Eq. (9)] describes well that part of the experimental In closing we express our gratitude to Prof. V. V.

curve that reflects the growth of the bremsstrahlung intensitfremenko for his steady interest in and support of this work,

with increasing electron energy. This fact confirms the pointand to Prof. B. A. Zon and Dr. V. N. Samovarov for fruitful

of view that inelastic processes contribute to the increase idiscussions.

the bremsstrahlung intensity. We attribute the subsequent de-

cline of the intensity with increasing electron energy from*g_maii: egnatchenko@ilt.kharkov.ua

0.8 to 2 keV to the decreasing number of excitation or ion-

ization channels accompanying the braking effect. Here it
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The cluster structure of a Zr—Ti—Cu—Ni—Be bulk metallic glass is investigated by the methods

of high-resolution field emission microscopy. Internal interfaces are revealed, having a

density of~10° cm™! and a width of approximately 1 nm. It is shown that the binding energy

of the atoms at the intercluster boundaries is lower by 0.13-0.43 eV than in the interior

of a cluster. Subcluster heterogeneities of the structure of the bulk amorphous alloy are observed,
with a characteristic scale of the short-range order equal to 1.5—-3 nm, attesting to the

diversity of the short-range order in glassy melts.2802 American Institute of Physics.
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INTRODUCTION that the bulk alloys obtained by slow cooling will be have
. fewer defects and that the characteristic sizes of the clusters
Questions of the structure and structural defects of me- . ) )
. . . ; . in them will be much larger than in rapidly quenched alloys.
tallic glasses are widely discussed in the literature. The ex; . . .
) . If the sizes of the cluster in a bulk glass and a rapidly
perimental data on the structure and properties of metallic

glasses are usually interpreted using the two most highlquenched alloy turn out to be comparable, that would mean

developed models of the structure—the model of randorr)éhat the melts are appreciably inhomogeneous and that the

close packings of spherésand the polycluster mod&f heterogeneities are preserved upon glass formation, indepen-

These models have the following important difference: In thedently of the rate of coo_h_ng, and their scales (.jo not d_epend
. o strongly on the composition of the melt. The internal inter-
model of random close packing of spheres it is assumed that ey . .
. - . .faces in highly disordered systems have not yet been inves-
a homogeneous topological and compositional disorder i ; . . .
X . . L . Tlgated experimentally, primarily because of the complexity
present, and numerical simulations indicate that both poin . ) . . .
Rgdempherlng the microdiffractograms. In this paper we re-

and extended defects are unstable in these structures. T S . . :
port the application of high-resolution methods of combined
polycluster structures are formed by locally regular noncrys+. o . 1 . :
: . ; field emission microscopy to the study of the internal in-
talline clusters, and the intercluster boundaries are stabl

these structures contain coincident and noncoincident sites ?érfaces in the bulk of an amorphous alloy with the compo-

as. , .
in high-angle intercrystallite boundariésAccording to the Sition 21, Tia Clho NizgBezes
estimates obtained in Refs. 2 and 3, the average bindin
energy of the atoms in the boundary layers is, in order o
magnitude, 0.1 eV lower than in the interior of a cluster. We studied knifelike and axisymmetric tips prepared by

The question of the existence of internal interfaces inelectrochemical etching of amorphous foils and rods of a
metallic glasses is important because defects of that kinduenched bulk amorphous alloy with the composition
determine the mechanical properties, low-temperatur@r,;Ti;,Cu, NijgBe,,s. The alloy was prepared by induc-
anomalies of the specific heat and thermal conductivity, andion melting of the pure components in a levitation device in
the kinetics of diffusion and crystallization of metallic an argon atmosphere with a subsequent quenching to room
glasses. A number of previous studigsby the methods of temperature. The alloy was quenched at a rate of the order of
field emission microscopy have revealed internal interface40 K/s by placing it in contact with a water-cooled copper
in rapidly quenched amorphous alloys of the metal-metasurface. The material was remelted in a quartz crucible and
and metal—-metalloid type, the characteristic sizes of the clugsoured under pressure into a copper mold. The rods obtained
ter being of the order of 10 nm. Structural heterogeneities ohad a length of 60 mm and diameters from 3 to 15 mm and,
subcluster sizes, 1-2 nm, have been observed in rapidigccording to x-ray diffraction data, were amorphous with a
guenched amorphous alloys and identified as paracrystallitmacroscopically uniform structure. Examination by trans-
regions of medium-range ord&f:? mission electron microscopy revealed that the alloy con-

Of particular interest are the observation and study ofained a small number of primary crystals formed during
internal interfaces in bulk alloys° obtained by slow cooling quenching, with transverse sizes of the order ofuld. The
of multicomponent melts. With a comparatively homoge-composition of the primary crystals, which had an ortho-
neous compositional and topological disorder, one expecthombic structure, corresponded to the phase Zrizéh

XPERIMENTAL TECHNIQUE
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small admixtures of Ti, Cu, and Nf.However, in our analy-
sis with a field ion microscope no such crystallites were de-
tected, possibly because of their preferential etching during
the electrochemical preparation of the sharpened samples.
Shafts with a length of 10-15 mm and a cross section of
0.2<0.2 mm were cut from the rods using a diamond cultter.
Needlelike tips with a radius of curvature of 10-200 nm
were prepared by electrochemical polishing with a dc volt-
age of 5-15 V in a 10% solution of perchloric acid in ethyl
alcohol. In experiments on anodic oxidation of the surface
layers we used sharp-tip samples that had been additionally
etched in this same electrolyte at a voltage of 2—3 V.
Studies were done in a two-chamber field emisgion
and electrohmlqroscopel.S As the .Imagmg gas we used hy- FIG. 1. Bands of bright contrast in the field ion microscope image of a bulk
drogen and a mixture of 90% helium and 10% hydrogen at &orphous alloy with the composition ZFi;,Cuy, NijoBeys .
pressure of (4—8%10 2 Pa. In the experiments on decora-
tion of the interfaces by anodic oxidation the imaging gas
used was nitrogen at a pressure of 203 Pa. The surface interfaces in the rapidly quenched amorphous alloys. The
of the samples after mounting in the microscope werepresence of distinct contrast bands is due to local variations
cleaned by field desorption. Then a forming of the surface byf the magnification around places where the internal inter-
field evaporation was carried out at 78 K to a depth of 10-5daces come out to the surface. Analysis of the band contrast
nm. During the evaporation process a surface microtopogra’ind its evolution in the course of field evaporation shows
phy corresponding to the distribution of local threshold val-that the investigated Z4Ti4Cuy, NijgBey, 5 bulk alloy con-
ues of the evaporating electric field was formed. tains internal interfaceintercluster boundarig¢shaving an
To detect the internal interfaces in the amorphous alloyaverage density equal in order of magnitude t8 ¢® ™.
we used the techniques of band contrast of ion microscope During the electropolishing of the sharpened samples of
images of knifelike samples’ prepared by field etching the alloy at low voltagesup to 2 V) we observed oxidation
stimulated by active gasé$and decoration of the interfaces Of the tips with the formation of an insulating surface film.
in anodic oxidation of the surface layers. The bands of conThis is indicated by the fact that increasing the voltage did
trast were formed on the emission ion microscope images jpot result in a smooth increase in the field emission current
regions where the interface comes out to the surface asi accordance with the Fowler—Nordheim relationthe
result of the formation of a specific microreliébcalized emission increased in a jump, and, as a rule, vacuum break-
saddle-shaped depressions with negative curvature of thgown was initiated. Analysis of the composition of the films
surfacé and the corresponding ion-optical effects. Thison the surfaces of the electropolished tips of the
method can be used to study the size distribution of strucZra;Ti1sCui, NigBey, s amorphous alloy by the atomic
tural heterogeneities in nonaxisymmetric samples prepare@robe method showed that they are oxide layers. The mor-
from thin foils. The technique of selective field etching wasphology of these surface layers is characterized by a cellular
used to reveal the configuration of the interfaces, which werétructure(Fig. 2). The inhomogeneity of the structure of the
characterized by a lowered stability against evaporatiodilm shows up with the highest contrast when nitrogen is
stimulated by active gases. used as the imaging gas. The cells had an irregular polygonal
shape with transverse dimensions ranging from 2 to 15 nm,
edged by boundaries with a high emission contrast. Within
the error of determination of the linear dimensigasound
Field emission images of knifelike samples of the order309%y), the size distribution of the cells was the same as
of 10 nm thick were characterized by the presence of distinct
bands of contrast which were preserved in the process of
field evaporatior(Fig. 1). In analyzing the band contrast we
took into account the dependence of the local linear magni-
fication on the angle coordinates. In particular, a preferential
orientation of the contrast bands along the normal to the
surface of the foil, which can be seen in Fig. 1, is due to the
substantial difference of the local magnifications in the
planes of the principal sections of the surface near the tips of
nonaxisymmetric samples. The distances between bands are
from 5 to 15 nm. The thickness of the evaporated layer was
estimated from the change of the working voltage with an
accuracy of up to 50%. Within these limits it agrees with the
average distance between contrast bands. A study of the band
contrast at the interfaces in knifelike samples by the methods
of field ion microscopy of thin foils® showed that their ori-  gig. 2, 1o microscope image of intercluster boundaries, decorated by an-
gin lies in a developed network of internal two-dimensionalodic oxidation, in a bulk metallic glass.

EXPERIMENTAL RESULTS AND DISCUSSION
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FIG. 3. Field ion microscopic image of the surface of a Zr—Ti—-Cu—Ni—Be bulk amorphous alloy, obtained as a result of pulsed field evépaation
stimulated field etchingb) in hydrogen.

the distribution of distances between contrast bands on thigypical field-emission image of a surface that has been
ion microscope images of the knifelike samples of theformed by low-temperature field evaporation for a needlelike
Zr—Ti—Cu—Ni—Be amorphous alloy. The observed picturesample of a Zy;Ti{4,Cu;» NijgBeys 5 bulk metallic glass with
attests to the fact that oxidation of the surface occurs prefela polycluster structure. It is of particular interest to find the
entially at places where the intercluster boundaries emergguantitative energy parameters characterizing these structural
on the surface. heterogeneities. The method of determining the field evapo-
Typical ion microscopic images of axisymmetric ration energyQ of a material from the result of a study of the
samples prepared from amorphous alloys and formed bynorphology of needlelike samples formed by low-
low-temperature field evaporation in high vacuum are chartemperature field evaporation is as follows. In the framework
acterized by an isotropic distribution of bright emitting cen- of the field-evaporation model proposed in Ref. 14, one ob-
ters, corresponding to irregularly distributed surface atdfns. tains the following expression fap:
In the case of pulsed field evaporation in a medium of active Q=(ne)¥2F1e (1)
gases at a rate above 1 nm/s the ion image of the amorphous '
alloy is also an irregular set of emission centéfsy. 39.  wheren is the ionization(charge state of the evaporated
When the rate of field evaporation is decreased and hydrogextom,F is the electric field of activationless evaporation, and
is used as the imaging gas, a selective field etching occuis the charge of the electron. For a sample surface that has
which reveals the structural heterogeneities of the amorphougeen preliminarily formed by field evaporation, the varia-
alloy (Fig. 3b. One observes compact nanometer atomidions of the local electric field on the surface when the mi-
complexes—subclusters—surrounded by regions with a resroscope is operated in a field-emission mode are determined
duced image brightness. The high packing density of thédy the inhomogeneity of the distribution of the field-
atoms in these complexes is manifested, in particular, in thevaporation energy. Thus for calculating the local variations
absence of point contrast, as is typical for ion microscopef the field-evaporation energy one can use the Fowler—
images of the most densely packed groups of atoms on thgordheim relation, which describes the dependence of the
surface of the object under examinatidriThe observed re- field-emission current densifyon the strength of the electric
duction of the image brightness of the material at the periphfield.* It follows directly from the Fowler—Nordheim rela-
ery of subclusters indicates a lowering of the threshold valtion that the logarithmic derivative df with respect to the
ues of the electric field for stimulated evaporation, which is
accompanied by the formation of nanogroves of preferential
field etching. The size distribution of the subclusters is .
shown in Fig. 4. Here we see the smeared maximum in the P
interval of 1.5-3 nm. We note that the previously observed ' k
regions of medium-range ordering in metallic glas¢ese /
Refs. 3 and Bhave the same sizes. We see that the structure
of the clusters which are separated by boundaries is inhomo-
geneous. The clusters consist of subclusters with different
degrees of ordering of the atoms, as is attested to by the /
presence of selective field etching stimulated by active gases. " ’ .
Analysis of the structure of the Zr-Ti—Cu—Ni—Be amor- /
phous alloy by the method of field emission microscdpy 0 : 1 2 3 2
revealed local variations of the energy of evaporation, with a d. nm
characteristic scale of the order of 10 nm, which indicates the ’
presence of structural heterogeneities. Figure 5b shows a FIG. 4. Size distribution of subclusters in the bulk metallic glass.

f, arb. units
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1.4 less evaporation of the allojat 78 K) with the best-image
12l a - . voltage in neon, which corresponds to a field of 35 VAfm.
' M / The electric field determined by this method turns out to be
© 1.0} | = equal to (3%5) V/nm, and, accordingly, the field evapora-
% /' ; tion energyQ=33 eV. The lowering of the evaporation en-
g 0.8 \ . \ ergy in the region of the intercluster boundaries in the
% 06 . / quenched amorphous Zr—Ti—Cu—Ni—Be alloy studied was
04 \ - f \ J from 0.13 to 0.43 eV. The values obtained for the difference
’ f j ;" _,' "y of the binding energy of atoms to the intercluster boundaries
02} '\ / - and in the interior of the cluster are comparable in magnitude
A . . to the difference of the binding energies of atoms at high-
0 5 10 15 20 25 angle intercrystallite boundaries and in the interior of the
L, nm grains of metallic alloy4.
b
CONCLUSION

By a number of methods of high-resolution field emis-
sion microscopy we have observed internal interfaces with a
density of 16 cm ! in a Zr-Ti—-Cu—Ni—Be bulk metallic
glass. Since similar structures with the same dimensions and
density are observed in rapidly quenched amorphous alloys,
the glass-forming melts must be compositionally and struc-
turally inhomogeneous, and the heterogeneities are preserved
in the glasses, their scales depending weakly on the compo-
sition and rate of cooling.

The atoms in the intercluster boundaries layers have a
FIG. 5. Variation of the field evaporation energy of a polycluster metallic binding energy that is 0.13-0.43 eV lower than in the inte-
glass_(a) in the cross section indicated by arrows on the field emission imagerior of the cluster. Since this value is comparable to the bind-
of this surface(b). ing energy deficit of atoms in intercrystallite boundaries, it

can be concluded that the microscopic structures of the in-
tercluster and intercrystallite boundaries are similar, in spite
reciprocal of the electric field is constant to within 5-7% in of the lack of translational invariance of the noncrystalline
the interval 2.5 V/nrﬁ:F<4 V/nm used in ﬁeld'emission structure Of the C|usters_
microscopy. With allowance for this circumstance it is easily |t is natural to assume that the two-level systems respon-
shown that sible for the low-temperature anomalies of the thermal con-

AQ 1 Aj ductivity, specific heat, sound absorption, etc. are located at

62 % (2)  the intercluster boundaries, i.e., belong to two-dimensional

extended defects. The presence of subcluster heterogeneities
where y is the field-sensitivity factor of the field emission, of the structure of the bulk amorphous alloy attests to the
equal to (17 3). Upon exponentiation of the field-emission diversity of short-range order in the melts and indicates that
image on photographic film in the linear region of optical the characteristic scale of the short-range order is 1.5-3 nm.
blackening density the quantitj/j can be obtained by a ) .
microphotometric method. Figure 5a shows the curve calcu-  1his study was supported in part by the NATO Interna-
lated according to formulé) for the variation of the field- tional Program No. SA(PST.CLG.97637f5437 and the
evaporation energy of an amorphous sampl@/Q, in a  NTTsU, Project Nos. 1804 and 655.
cross section passing through three clusteig. 5b. It fol-
lows from Figs. 5a and 5b that the minimum field evapora-
tion energy corresponds to the boundaries of the clusters. "E-mail: bakai@kipt.kharkov.ua
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The fundamental electronic absorption spectra in the layered compoungdarghZn-doped

Cdl, are investigated in the spectral interval 3—5.9 eV. The samples are thin grain-oriented films
deposited on quartz substrates. It is found that, Zohlike Cd, is a direct-gap insulator,

despite the similarity of the crystal structures of these compounds. The introduction of Zn atoms
into the cation sublattice of Cgliat concentrationgs=1% leads to the vanishing of the

absorption from indirect transitions and to the appearance of a strong exciton band at the
fundamental absorption band edge. The parameters of the exciton (sqedsral position, half-
width I', oscillator strengtHf ) are measured in the temperature interval 80—330 K. The

measured temperature dependencé’ @i both compounds is typical for three-dimensional
excitons. In Zn} the oscillator strength decreases with increadingecause of the Debye—Waller
factor, while in Cd}:Zn it increases. This last result is evidence of the forbidden character

of the direct optical transition at the interband absorption edge in,Gudhich is partially allowed
because of the exciton—phonon interaction.2@02 American Institute of Physics.

[DOI: 10.1063/1.1477364

INTRODUCTION The electronic spectrum of Cdhas been calculated theoreti-

cally by the tight-binding methdd and by the augmented

consisting of close-packed I-Me—I “packets” within which spherical waves method with the relativistic corrections and
the spin—orbit interaction taken into accodfThe calcula-

the ionic bonding predominates, coupled to other packets bﬁons show that the upper valence band of Jeliformed by

k Waals i ion. The | C .
a weax van der. aals |nteract|on € ayered strueture 0he 5p states of iodine, and the lower conduction band by the
the compounds is responsible for many of their physical an

chemical properties: strong anisotropy of the mechanical s states of cadmigm. A.C alculat'io.n.of .the optical conetants
thermal, and optical properties, and the capacity for interca<'_:1nd the complex dielectric permittivity in the spectral inter-
, ' al 4-10 eV is given in Ref. 11. By virtue of the difference

lation of various atoms and molecules. The crystal structurd’ o9 : -
of Cdl, has been studied repeatedly. It has been establishélj the coordination numbers for the cation and anion, the
that this compound has a tendency toward the formation of/idth of the 4 conduction band of cadmium is narrower
polytypes owing to the weak bonding between packets. Th&&round 2.5 ey than the P valence band of (4.9 eV). The
most common polytypes areH2and 4.1 the most stable celc_ulatlons predict, in agreement with experlm_ent, that the
polytype is 4H; all the other polytypes are transformed into MinimMum of the conduction band and the maximum of the
4H when the crystals are annealed. Both polytypes have yalence band lie at different points of the Brillouin zone and
hexagonal unit cell witta=4.24 A, withc=6.24 A for the  thus that the optical spectrum will have an indirect-transition
2H polytype andc=13.68 A for the 4 polytype (with 2  region. The data of different authors place the smallest en-
molecules per unit cell The structure of Znlis less studied. €rgy gap corresponding to direct transitions at different
According to the data of Ref. 2, Znhas the structure of the points of the Brillouin zone: af (Refs. 9 and 1), A (Ref. §
2H polytype of Cdb, with a=4.25 A andc=6.54 A, andL (Refs. 6 and 10 According to the data of Refs. 6 and
while, according to Ref. 3, Zalforms in a crystal lattice of 10, the transition at the point is forbidden by parity and is
the CdC} type with three molecules per unit cell. partially allowed on account of the electron—phonon interac-
In a number of studiés’ the fundamental electronic tion.
spectrum of Cdl has been investigated by the methods of  The influence of isoelectronic impurities on the absorp-
optical spectroscopy. It has been established thag Sdan  tion spectrum of Cdl has been little studied. In Refs. 12 and
indirect-gap insulatot,” with a wide gapE,=3.473 eV(1.7 13 the impurity band of Pbin Cdl, was observed at 3.23
K), while the energy gap corresponding to direct transitioneV.
between the valence and conduction bands is close to 4 eV. In contrast to Cdj, the fundamental electronic spectrum

The compounds Cdland Zn} are layered insulators

1063-777X/2002/28(4)/6/$22.00 284 © 2002 American Institute of Physics
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and optical absorption in Zp) as a consequence of the hy-
groscopic nature of the compound, have hardly been studied.
In Ref. 14 the spectral position of the exciton band was in-
dicated(E.,=4.5 eV, 77 K, but there was no other infor-
mation about the electronic spectrum of the compound.

The goal of the present study was to investigate the elec-
tronic spectrum and excitons in Zrdnd in Cd} doped with
Zn?* ions. The objects of study were thin films of the com-
pounds. The absorption spectra were measured in the spec-
tral interval 3—6 eV. The excitonic absorption bands and
their parameters were studied in the temperature interval 80—
330 K.

THIN FILMS OF Znl, AND Cdl,:Zn, THEIR PREPARATION,
AND MEASUREMENT OF THE SPECTRA

Thin films of Znl, were prepared by the vacuum depo-
sition of Znl, powder on quartz substrates heated to 80 °C. E,eV
Because of the high hygroscopicity of Znlstrong light _

. . in films removed from the vacuum chamb FIG. 1. Absorption spectra of Zpht 290 K(1) and 90 K(Z) and of Cd} at _
scattering arises in . ) eE;O K (3). The dot-and-dash curve shows the absorption edge after the exci-
and cooled to room temperature. To avoid this, the samplegn bandx, has been subtracted off.
were transferred in the heated state to a vacuum optical cry-
ostat, the copper finger of which had been heated beforehand

to 70°C. After the cryostat was pumped down and floodedf Cdl, (Ref. 1). Since the method of preparation of the £dl
with nitrogen, the films remained transparent and suitable fofiims is similar to that described in Ref. 17, where structural
spectral measurements. The absence of light scattering in tkgudies were done, the films have a high structural perfection.
films was monitored from their transmission spectra in theThe crystallites, several microns in size, were oriented with
transparency region. After flooding with nitrogen the tem-their c axis perpendicular to the substrate. The Cah films
perature of the samplg0—-90 K, monitored by a copper— are not hygroscopic in the concentration range indicated, and
Constantan thermocouple, was maintained for a long time t@o intercalation effects were observed in the measurements
permit measuring the absorption spectra in a wide frequencyf the absorption spectra.

interval. The thickness of the films was determined from the
transmission spectra in their transparency region by the op-
tical interference method described in Ref. 15. The choseﬁ
film thickness(around 100 nmwas dictated by the necessity
of measuring the spectrum in the region of large absorption The absorption spectra of impurity-free Zrdnd Cd}
coefficients. The intermediate temperatures were achieved Hifms are presented in Fig. 1. The absorption spectrum of
using baths of liquids that freeze @273 K and mixtures Znl, has a strong exciton ban¢, at 4.48 eV(80 K) and a

of these liquids with small amounts of nitrogen and weremore smeared ban¥, with a maximum at 5.02 eV. Both
maintained to within=2 K for 20 min; in this case the ab- bands were smeared out and shifted to lower frequencies as
sorption spectrum was measured in a narrower frequenche temperature was raised to room temperature. A bé»ad
interval which encompassed the low-frequency exciton bandand, located at 5.7 eV, is less sensitive to the change in

In measuring the absorption spectrum of Zmle unex-  temperature. The slight increase in the optical density at 3.5
pectedly encountered the following difficulty. At=195 K eV is due to optical interference in the thin film in the trans-
the exciton band is strongly shifted to higher frequencies angarency region. The absorption spectrum of Calko exhib-
is weakened, although the sample remains non-scatterings theX; (4.03 eV}, X, (4.62 eV}, andC (5.48 e\) bands, in
The reason for this shift was found to be release of @8m  agreement with the data of other authbrVe see that to a
the carbon adsorption pump of the cryodthae sublimation first approximation the absorption spectrum of Zid simi-
temperature of C®is 194.5 K. We attribute the shift of the lar to that of Cd} and is shifted to higher energies. However,
exciton band by 0.5 eV to the intercalation of carbon dioxidethere is a substantial difference in the spectra: in,Zhk
molecules into the layered compound ZnhA similar shift of  exciton bandX; is strong and has a steeply falling long-
the exciton band has been observed in,Rigon its interca- wavelength edge, while in Cdthe X; band is considerably
lation by pyridine!® For this reason the Zplspectrum was weaker and has a smeared edg& at4.03 eV. This smear-
measured in the temperature interval 285—-330 K, and theimg of the long-wavelength edge of the absorption band is
the sample was cooled to nitrogen temperature and the meeaused by the well-established existence of indirect transi-
surements were made in the interval 80—195 K. tions in the interval 3.5—4 e¥//

Thin films of Cdb:Zn were obtained by evaporation of a The appearance of a strong and comparatively narrow
mixture of Cdb and Znh powders of specified molar com- exciton band in the absorption spectrum of Zimdicates
position on quartz substrates heated to 80°C. The Zn corthat this compound is a direct-gap insulator, i.e., the exciton
centration varied from 0.5% to 10%. This method of prepa-bandX, is adjacent to the edge of direct allowed interband
ration apparently ensures the formation of the golytype  transitions. Evidently, in Zpl, as in Cd}, the upper valence

BSORPTION SPECTRA OF Znl , AND Cdl,:Zn FILMS AND
HEIR DISCUSSION
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band is formed by the |5 states of iodine, while the lower D =
conduction band is formed by thes4states of zinc. The 25+
maximum of the valence band and the minimum of the con- Cdly: Zn l

duction band lie at the same point of the Brillouin zone. To
determine the parameters of tg band(the spectral posi-
tion, half-width, and oscillator strengthve approximated it

by a symmetric contour in the form of a linear combination
of a Lorentzian and a Gaussian by the method proposed in
Ref. 18. After the exciton band, at 4.6 eV was substracted
off, a step(the X; band was observed, which we ascribe to
the superimposition of a weakers2exciton band on the
edge. From the spectral position of the &nd X exciton
bands we can determine the exciton binding energy using the
model of a Wannier—Mott exciton:

EB:k(Eex,n=2_Eex,n=1)v (1)

whereE,, , is the spectral position of th¥; andX; bands,
andk is a coefficient in the range 9%8&=4/3; the valuek
=4/3 corresponds to an isotropic three-dimensional exciton,
and k=9/8 corresponds to a two-dimensional exciton. For E, eV

Ia}yereq crystals (?f the Zgltype the Bohr r.adlus of the ex- FIG. 2. Absorption spectrum of Cdictivated by ZA* ions (x=0.05) at
citons is small, with a size close to the width of an I-Me—I 299 k (dashed curveand 90 K (solid curve; the dot-and-dash line shows
packet, i.e., the excitons in them exhibit more of a threethe absorption edge after the exciton bafidhas been subtracted off.
dimensional charactérAs will be shown below, the three-

dimensional character of the excitons in £id confirmed by

the temperature dependence of the half-width of the exciton

band. Assuming that=4/3, we findEg=0.16 eV, and from As is seen in Fig. 2, the introduction of Zh ions in de
the formula leads to a fundamental rearrangement of the absorption edge:

an exciton band with a maximum at 3.965 e¥=(0.05)
E¢g=Eexn-1TEs (2)  appears at the long-wavelength edge of the fundamental ab-
sorption band of Cdl, and the gradual tail due to indirect

vAve _obéa(;rll at\r/]alue OE,=4.62 ?Y fort;[he dbgng gap gf Zf:' transitions disappears. In the concentration interval investi-
s N 2, the appearance of thé, band in Zn is due to gated (0.005:x<0.1) the newX; band exists down tox

the. s_pln—orblt splitting of the valence pand. The value of the_ 0.01; forx<0.01 the strong band vanishes, and the ab-
splitting A s= Ex,—Ex,~0.54 eV and is close to the corre-

) \ i _ sorption spectrum acquires the typical form for pure Cdl
sponding value in Cdl(A, s=0.59 eV)._Th_ls value is some- (Fig. 1). The X, absorption band in CglZn is shifted to
what |0W91r0 than A s for a free iodine atom X.s |onger wavelengths relative to thé; band in Cdj (E,,
=0.67 eV),” possibly because of a small admixture of the — 4 03 ev). With increasing the exciton bandX, shifts
4d state of Cd in the valence band of the compound. Assumeakly to higher energies by the linear law:

ing that in both crystals the width of th€ band, with a
maximum atEc, corresponds to optical transitions between  EedX)=(3.93+ax) eV, 4
centers of the upper valence band and tisecbnduction  wherea=(0.5+0.05) eV. It follows from Eq(4) that in the
band, we find the total width of the allowed bands adjacentndicated concentration interval the new band occupies a
to the forbidden band as lower-frequency position than th¢ band in pure Cdl(4.03
AE=2(Ec—Ep), 3) ev). The shif_t of t.he e>§citon bands i.n the absorption spectra
of solid solutions is typical for many insulators. For example,
which givesAE=2.16 eV for Zn} and, with allowance for in the layered insulator Ppl where the absorption edge cor-
the indirect transitionsAE=4.02 eV for Cd}. The consid- responds to direct transitions, one also observes a shift of the
erably smaller value oA E in Znl, correlates with the larger exciton band to shorter wavelengths when thé*Pions are
value ofE in that compound. The decreasedt in Znl, in  substituted by Cd" (Ref. 12, but in contrast to CglkZn,
comparison with Cdl is apparently due to the “flattening the shift of the exciton band in PaICd is accompanied by a
out” of the lower cationic 4 conduction band. The decrease weakening of the band.
in the width of the 4 band is indicated by the fact that the According to the data of Refs. 6 and 10, direct optical
ionic radius of ZR" (1.31 A) is smaller than that of Cd transitions in CdJ occur between the top of the valence
(1.48 A), while the lattice parameter of the two compounds band, located at thE€ point, and the bottom of the conduc-
is only slightly different. tion band, at thé. point of the Brillouin zone. On the other
Judging from the method used to prepare the thin filmshand, the smallest energy gap corresponding to direct transi-
of Cdl,:Zn and the closeness of the crystal structure of thdions (=3.8 eV) is also located at thle point. Apparently,
two compounds, the introduction of Zn to Gdeads to the the introduction of ZA* ions in Cdl leads to a shift of the
formation of solid solutions of substitution €d,Zn,l,, with bottom of the conduction band to higher energies, and so
the Zrf* ions substituting for C8" in the cation sublattice. increasing the Zf" concentration causes the absorption
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edge due to indirect transitions to be shifted to higher frethe same as the ratio of the frequencies of the asymmetric
quencies, and fork=0.01 the energy gap corresponding to stretching vibrations of the moleculep+1.28) 2! then we
the indirect transitions becomes larger than the gap for direatan findz w o=27.8 meV.
transitions. Consequently, fok=0.01, Cd} becomes a The exciton—phonon interaction leads to a temperature
direct-gap insulator. shift of the X; band to longer wavelengths by the linear law:

It should be mentioned that in accordance with the en- _ 4
ergy band calculations'°the direct transition at the point for Znl, dE,/dT=—7.7<10"" eVik
is forbidden by the selection rules foELc L3k for Cdly:Zn dE, /dT=—6.2x10"% eVik
— L5 /L, transition, H polytype, band calculation with the
LS coupling taken into accountThe Cd}:Zn films appar- In order of magnitude such a shift of the bands is typical
ently belong to the ¥ polytype. If it is assumed that in the for the majority of ionic crystals. The value dfE,,/dT ob-
4H polytype, the top of the valence band, as in thd 2 tained for Cdj:Zn is somewhat larger than the value
polytype, is formed at the point by the %, atomic orbitals dE;,/dT=—4X10"* eV/K found from the shift of the ab-
of iodine, then the direct optical transition inH4Cdl,  sorption edge at 4 eV in Cgfilms.??
should remain forbidden. However, in spite of its being for- At the same time, the temperature dependence of the
bidden by the selection rules, optical absorption occurs apalf-width I' in the two compounds is nonline&Fig. 3a.
this point for a number of reasons. First, the forbiddenness idnalysis of the temperature dependencelofields addi-
partially lifted when vibrations of the crystal lattice are takentional information about the dimensionality of the excitons in
into account. The lifting of the forbiddenness on the opticallayered crystals. In Ref. 23 the temperature dependence
transition for Ag- and Cu impurity centers in alkali halide I'(T) was investigated theoretically for excitons of different
crystals, which affects the temperature dependence of th@imensionalityd (d=1,2,3):
oscillator strength of the bands, has long been knbi@ec-

2 2/4—d
ond, the ZA™ ions, because of their smaller radius, leadtoa T)~ 7D } ’ (5)
displacement of the iodine atoms in their nearest neighbor- y(di2)(27B)T2

hood, and for this reason the €d iong in the_ neighboring where y(d/2) is the d-dependent gamma functiorD?

octahedra acquire an off-center position, which also leads to j g~23 coth(ia,o/KT), where C2/2 is the energy of
a growing oscillator strength of the bafftiit is also possible Lo Lorn
that the shift to lower energies of thg band, which lies at
4.03 eV in the spectrum of pure Gdlis due to an increase

in the Cd-I interatomic distance in neighboring octahedrays e contour of the exciton band and the contributior'to
E';)r\:\(ljei\:]etrr’]:clsnzeeﬁr;(t)iJﬁlgggr:/ha(? odég;n;“g (i"tf)tegfaljrsvilof from the r.esidual broadenirig(0) due to lattice defects. For

. L ' ' : Znl, at nitrogen temperature the shape of the band, found
thg unavoidable .scatterlng in the concentration over th‘?rom its long-wavelength edge, is a linear combination of a
thickness of the film. Lorentzian and a Gaussian, but the Gaussian component be-

As in Znly, in Cdl;:Zn a weakX; band(at 4.12 €Vis  .,meg stronger with increasing temperature. For Gt the
observed on the short-wavelength side of ¥yeband. At-

tributing this band to to a2exciton, we find, using Eq1),
an exciton binding energz=0.2 eV and, using Eq2), a

relaxation of the lattice upon excitation of an exciton, &d
is the width of the exciton band. In processing the experi-
mental"(T) curves one should take into account the shape

band gapgEg=4.17 eV for Cd} containing 5% Zn. The total 0.4 2
width of the allowed bands adjacent to the gap is estimated
from Eq.(3) as 2.62 eV, considerably less than the value of 0.3r M
AE in pure Cd}. %“ 0.2k
[~ k__,_w‘/
0.1} Cdl,:Zn
TEMPERATURE DEPENDENCE OF THE PARAMETERS 100 500 300
OF THE LONG-WAVELENGTH EXCITONIC ABSORPTION T,K
BANDS IN Znl, AND Cdl,:Zn 10 .
In referring to the parameters of the exciton bands we /
mean the position of the maximul®,,, the half-widthT, 2 Znlz
and the oscillator strength of the band. All three of these ‘c 5k
characteristics depend on the temperature. In ionic crystals, o - Cdlz:Zn
of which Znl, and Cd} are examples, the temperature de- = //
pendence of the parameters is determined mainly by the in- . . .

teraction of the excitons with longitudinal optic&LO) 0 20 40 60
phonons, and the strongest temperature dependence of the 4 DO g

parameters occurs fo w o<kT. The energy of the LO coth” FiT

phono_ns In C_CH IS equal to 21.7 me_v' while the value of FIG. 3. Temperature dependence of the half-wibitbf Znl, and Cd}:Zn
fiw o In Znly is unknown. However, if we assume that the ): temperature dependence df in the coordinatesT'? versus
ratio of the frequencies| o for the Znl, and Cd} crystals is  coti(w o)/kT) in Znl, and Cdp:Zn (b).
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shape of the band is Gaussian in the entire temperature in- a
terval studied. In the case of a Gaussian contour the total
half-width is given by the relation -15}F

[=[T30)+T3T)]¥3 (6)

inf

whereI'(T) obeys Eq.(5) with an unknown temperature-

independent factoA. A processing of the experimental de-
pendence of” on T showed that the best agreement with
formula (5) is achieved for d=3. Then I'(T) -2.0 '
= A cotlf(fiw o /kT), and a plot of’(T) in coordinates of 2 0
versus cotf(fiw o/kT) is linear (Fig. 3b. A least-squares
processing of this dependence gives:

in znl,  T,(0)=(0.214-0.002 eV,

N -

N

A;=(4.3650.07x10 2 eV, o | Cdly:Zn

in Cdh:Zn  T,(0)=(0.125-0.002 eV, s
A,=(1.9+0.05 %10 2 eV.

The width of the exciton band in these compounds is 0 160 2'00 300
unknown. However, if the energy of the lattice relaxation T K
upon excitation of an exciton is assumed to be the same in
Znl, and Cd):Zn, then the value ofA is proportional to  FIG. 4. Temperature dependence of the oscillator strength ip, Znithe
(hw_o)?B 3. Using the ratio of the values obtained faf ~ coordinates If(T) versus 2+ 1 (a), and in Cdj:Zn (b).
and A, and the corresponding energies of the LO phonons,
we find for the ratio of the exciton bandwidths of the two
compoundsB; /B,=0.89, i.e., the exciton band in Znis
10% narrower than in CdlZn. This value of the ratio
B, /B, is in fair agreement with the ratio of the total widths
of the electronic bands adjacent to the band gep, /AE,
=0.82, in view of the error of determination afE andA.

In the temperature interval from 90 to 330 K the oscil-
lator strength of the exciton bands in Zrdnd Cd}:Zn was
determined with allowance for the mixing of the Gaussian
and Lorentzian contours according to the formula

Waller factor at O K. A least-squares processing of the curve
of Inf(T) versus 2,,+1 (Fig. 48 gives f,=0.22+0.003
andgy,=0.17+0.01.

In Cdl,:Zn the oscillator strength increases with increas-
ing T, from 0.038 at 90 K to 0.046 at 330 K by a linear law
(Fig. 4b. The growth off with temperature for the exciton
band in Cd}:Zn is a sign that the direct optical transition
between the valence band edge and the conduction band
edge adjacent to the exciton band is partially forbidden, since
for excitons of the Wannier—Mott type the oscillator strength
f=(muldme’h?)e,E[[1-a(l—7In2)"Y3)], (7)  of the exciton band is proportional to the square of the matrix
. _ _ _ element of the momentum operatf®,,(ko)|?, constructed
yvhergv is the volume per molecgle n t_he Iatthez'.m. is the on the wave functions of the conduction band and valence
imaginary part of the complex dielectric permittivity at the band at the given point of the Brillouin zone. The forbidden-

fmaxgngm O]; thle Pandgszgz(llfm); the valufe ﬁf‘g]%,'lﬂ WSS h ness is lifted on account of the exciton—phonon interaction,
ound by calculating the optical constants of the film by the, hi-, increases with increasing. This result agrees with

fmethod p}rokf)osedlm Ref. 18: E the _GaUZSIag—c:)mpone.ntlthe conclusion of Refs. 6 and 10 that the minimum band gap
raction of the total contour of the exciton band. A numerica for direct transitions lies at thie point of the Brillouin zone,

analysis shows that replacing the Voigt cont@hich is a where the optical transition for the polarizatieg.L c is for-

convolution of a Lorentzian contour with a Gau53|an_ dlstn-bidden by the selection rules. That the transitions in,zih

hre partially forbidden is also indicated by the oscillator

error of determination of of not more than 1%. It is found strength of the exciton band, which at 90 K is substantially

that the.value off(T) cqlculated acpording to Ed7) is a smaller (by a factor of 5 than that in Zn}, where f
decreasing function of in Znl,, while in CdlL:Zn an ap- —0.182 at that same temperature.

preciable growth of the oscillator strength with temperature
is observed.

The decrease df(T) with increasingT is a hallmark of
the temperature behavior of a zero-phonon band. In the ab- |n summary, a study of the absorption spectra of thin
sence of noticeable dispersion of the frequeigy, the 0s-  films of Znl, has established that the exciton band in this
cillator strength of a zero-phonon band decreases on accougémpound is adjacent to the edge of direct interband allowed
of the Debye—Waller factor according to the Fw transitions, i.e., unlike Cdl the compound Zglis a direct-

_ _ gap insulator. Studies of the temperature dependence of the

F(T)=Toext = go(2Npn+ 1)1, ® parameters of the exciton band indicate that the excitons in
where ny, is the distribution function of the LO phonons, this compound have a three-dimensional character. It is also
nph=[exp(iiwLO/kBD—1]‘1, andg, determines the Debye— established that the introduction of Znions in the crystal

CONCLUSION



Low Temp. Phys. 28 (4), April 2002 Yunakova et al. 289

lattice of Cd}, transforms that compound to a direct-gap in- °J. Robertson, J. Phys. ©2, 4753(1979.

sulator, as is attested to by the appearance of a strong, narrovz: Coehoom, G. A. Sawatzky, C. Haas, and R. A. de Groot, Phys. Rev. B
gxciton band at edge of the fundam_ental eIe(_:tronic absor 13;’. ?333?2@ I. V. Kityk, Ukr. Fiz. Zh.29, 884 (1984

tion band of Cdj. The exciton band in CdlZn is adjacent 125 | Rybalka, V. K. Miloslavski, L. A. Ageev, and V. B. Blokha, Fiz.

to the edge of direct interband transitions at theoint of Tverd. Tela(Leningrad 17, 2180(1975 [Sov. Phys. Solid Staté7, 1444

the Brillouin zone, where the optical transition is forbidden. (1975].

The forbiddenness is lifted on account of the exciton—">T. Goto and M. Ueta, J. Phys. Soc. J@9, 1512(1970.

. B . . ) 14 H
phonon interaction and the distortion of the crystal lattice of M R Tubbs, Phys. Status Solidg, 135(1968.
V. K. Miloslavskii, A. |. Rybalka, V. M. Shmandj Opt. Spektrosk48,

. . 2 . . .
Cdl, in the nearest neighborhood of the’Znimpurity ions. 619 (1980 [Opt. Spectroscd8, 341 (1980)].
. 1A, 1. Rybalka, V. K. Miloslavski, Opt. Spektrosk41, 252 (1976 [Opt.
E-mail: Vladimir.K.Miloslavsky@univer.kharkov.ua Spectrosc4l, 147 (1976)].

17D, K. Wright and M. R. Tubbs, Phys. Status Sol&#, 551 (1970.
18y, K. Miloslavskii, O. N. Yunakova, Sun Tsya-Lin, Opt. Spektrodig,
436 (1999 [Opt. Spectroscrg, 391(1995].

1G. C. Trigunayat and G. K. Chadha, Phys. Status Solidj A (1973). ) ) !
raunay yS us Solié 8 (1977 19K. Fussgaenger, K. Martienssen, and H. Bilz, Phys. Status Sijd889

2Landolt-BornsteinTabellen 4 Teil, Kristalleg(1955.

3Z. G. Pinsker, L. I. Tatarinova, and V. A. Novikova, Zh. Fiz. Khi&n, 20(1963'

1401(1946. S. A. Payne, Phys. Rev. B6, 6125(1987.
4M. R. Tubbs, Phys. Status Solidb, 11 (1972; 67, 4 (1975. 2K, S. Krasnov(ed), Molecular Constants of Inorganic Compounds. A
5Y. Takemura, T. Komatsu, and Y. Kaifu, Phys. Status Salg}i87 (1975. Handbookfin Russiaf, Khimiya, Leningrad(1979.

5]. Pollini, J. Thomas, R. Coehoorn, and C. Haas, Phys. Re®, B747  “?A. D. Brothers and J. T. Pajor, Phys. Rev.1B, 4570(1976.

(1986. M. Schreiber and Y. Toyozawa, J. Phys. Soc. Ji.1528(1982.

"H. Nacagawa, T. Jamada, H. Matsumoto, and T. Hayashi, J. Phys. So&*A. S. Davydov, Theory of the Solid Statgn Russiaf, Nauka, Moscow
Jpn.56, 1185(1987). (1976.

8J. V. McCanny, R. H. Williams, R. B. Murray, and P. C. Kemeny, J. Phys.
C 10, 4255(1977. Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 28, NUMBER 4 APRIL 2002

LATTICE DYNAMICS

IR spectra of cryocondensates of an isotopic water mixture on thermocycling
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The IR spectra are measured for thin films of vacuum condensates of an isotopic water mixture
in the proportions KO (10%), HDO (50%), and DO (40%). The condensation was done

on an Invar metal mirror in the temperature interval 30—130 K at a pressure of the gas phase during
cryocondensation of 6:710 4 Pa. Warming of these cryocondensates is accompanied by
structural transformations which lead to a change of the energy of the hydrogen bonds between
molecules. Calculations for the various types of stretching vibrations of the mixture show

that this corresponds to a decrease of the enthalpy of the hydrogen bond with increasing
temperature. Increasing the temperature of the cryocondensates formed at 30 K leads to a
significant decrease of the frequencies of the absorption bands corresponding to deformation
vibrations of the DO and HDO molecules. In the frequency range of the librational

vibrations a substantial change of the spectrum of the cryocondensate of the isotopic water
mixture is observed with increasing temperature. The cause of this is apparently thermally
stimulated proton—proton and deuteron—deuteron exchange betweepQ@hand HDO

molecules. ©2002 American Institute of Physic§DOI: 10.1063/1.1477365

INTRODUCTION substantial temperature dependence of the IR spectra of wa-
.. ter and heavy water. Those studies were done on rather thick

One of the fundamental problems of modern physics isamplegmore than 3um thick). In that case the fine struc-
the problem of self-organization and evolution of 0pen SySy e of the characteristic absorption bands corresponding to

tems, in which metastable intermediate states can exist. The main intramolecular vibrations were not analyzed. Mean-
degree of stability of these states is largely determined by thg e it is knowr? that processes such as cluster formation

thermodynamic conditions of phase formation and the Ny the interaction via hydrogen bonds can be manifested in

tramolecular structgre of thg_ investigated sqbstance. As the spectra in the form overtones against the background of
the ~thermodynamic = conditions, the region of 10W-ho fndamental frequencies. Moreover, the presence of a
temperatyre gas—solid transformations is the most ,Su'tablg"tatic field due to the formation of hydrogen bonds in the
for studying these systems. Low rates of condensation angyqia| leads to a perturbation of the fundamental intramo-
substantial supercoolings with respect to the equilibrium pagg 4y and lattice vibrations, and that affects their frequency
rameters significantly shorten the lifetime of th_e molecules ingpifts and the absorption amplitudes. Thus analysis of the IR
the adsorbed layer, and that leads the formation of real Cryspecira of cryovacuum condensates formed at different ther-
ocrystals. This is particularly characteristic for S“bStance?nodynamic parameters can yield information about the
whose molecules have some sort of features such as an igrange in the character of the intermolecular interaction in
trinsic d|pol_e moment. Water and heavy water are typicak,q crystal. The presence of stable isotopes of wédeO
representatives of that clgss of moleculgs. Mo_reover, theng HDO makes it possible to obtain more-complete infor-
presence of a long-range intermolecular interaction, due t9ation about the problem, since it becomes possible to de-
the hydrogen bond, stimulates processes of formation Ofgrmine experimentally the influence of the features of the
polyaggregates of water molecules, and that in large measujgamolecular structure on the properties of cryocrystals.
determines the macroscopic characteristics of the solid phasgii, this goal, in the present study we have investigated the

formed during cryocondensation. Thus a determination of the. 4 ,ence of temperature on the IR spectra of thin layers of
influence of the parameters of the intramolecular Str“Ctur%ryocondensates of an isotopic water mixture.

and the forces of intermolecular interaction, in particular, the
hydrogen bond, on the formation of vacuum condensates of
water can promote our understanding of the mechanisms
formation and the principles of behavior of open unstable
systems. The measurements were made on the experimental ap-
From what we have said it becomes clear that the temparatus described in detail in Ref. 3. The object of study was
perature of formation and the existence of cryocrystals is thevater consisting mainly of HDO and ;0. The isotopic
most important factor determining the structure of the solidcomposition of the water was monitored by mass-
phase that forms. The studies reported in Ref. 1 revealed spectrometric measurements with the use of an IPDO-1

PERIMENTAL APPARATUS AND MEASUREMENT
ECHNIQUES
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meter for measuring the partial pressures of the residual R
gases. On the basis of the mass spectra obtained, the mass 1oL 3 Wm\ﬁ
composition of the water was calculated to be 10%0OH : substrate without condensate
50% HDO, and 40% BO. The error of measurement was 0.95
3-5%.

The temperature-stabilizing system used previously did 090k
not allow us to achieve the desired precision of temperature
regulation. We therefore upgraded the temperature stabiliza- 0.85}
tion system of the cryostat of the device described in Ref. 3.
Additional heaters controlled by a computer made it possible 0.801
to maintain the temperature of the condensation surface to a

. . 0.75 1 1
precision of 0.05 K or better. The cryostat used in the appa- 1500 2500
ratus was mounted on the upper low-temperature flange v,cm”
of the microcryogenic machine of a Gifford—MacMahon _ _ _
system. FIQ. 1. IR spectrum of 0.12sm thick cryocondensates of an isotopic water

. mixture at different substrate temperatures. The curves have been shifted

The IR reflection spectra were measured on an IKS-2%0ng the vertical by G1), +0.06 (2), and +0.07 (3) (R is the reflection
spectrometer. In the updating of the apparatus we mountegbefficien).
an optical bypass channel that made it possible to operate in
a double-beam mode. As a result, the quality of the IR spec-

tra was improved and their processing was simplified. The ) ) ]
measurement accuracy was 0.75 ¢mwith a resolutionR ~ Sates of water have still not been conclusively established. It
At the same time, some of the results presented here wef®ndensation temperature but also to the different rates of
obtained in the single-beam mode prior to the updating of th@owth and heating of the films and also to the particular
apparatus; special note of this is made in the discussion. emperature pre-history of the samples. In our view, the
The measurements were made by the fo”owing procecause is much deeper and is due to the fundamental disorder

dure. A sample of thicknesb=0.12 um was condensed at a ©f hexagonal increase in respect to the prot@euterons
substrate temperature of 30 K and a pressure of 6.7 hese considerations motivated us to do the studies whose
x10"* Pa. Then the IR reflection spectrum of the results are reported below. . .
cryocrystal—substrate system was taken. The curves obtained The IR spectra of cryocondensates of our isotopic water
correspond to the absorption spectra recorded in a doub@ixture at temperatures of 30 and 130 K are presented in
passage of the optical signal through the cryocrystal filmFigs. 1-5. For convenience of analysis the spectra have been
After the measurement of the spectra at the condensatiotifted along the vertical while preserving the scale. The
temperature the substrate temperature was raised at a ratelBickness of the samples in the majority of the experiments
not more than 0.05 K/s. When the specified temperature wa§as 0.12um. This was sufficient for the formation of the
reached, the temperature stabilization system was turned offi&in absorption bands, while still permitting analysis of the
and the IR spectrum was measured. Then the substrate tefif€ structure of the spectra.

perature was again lowered to 30 K and the reflection char-  The general conclusion that can be drawn from an analy-
acteristics were measured. sis of the spectra shown is that changing the substrate tem-

perature leads to significant transformations of the spectra in
the regions of the characteristic frequencies. One observes a
shift of the absorption bands and changes of their width and
Numerous spectral studies of ices have shown that théne structure.
intramolecular vibrational frequencies of water are tempera- For detailed analysis below we shall consider narrower
ture and pressure dependent. This is a consequence of tharts of the spectra, corresponding to some particular types
structural diversity of the solid phase of water. In the ther-of vibrations.
modynamic existence region of the so-called vacuum con- 1. The 3000—3500 cit range. The absorption peak in
densateglow temperatures and pressyré® ground state of this range is formed mainly on account of the characteristic
water has the hexagonal structiike In the low-temperature O—H stretching vibrations of the HDO molecflds we see
existence region dfh ice, metastable forms of it can appear. in Fig. 2, warming the film leads to substantial changes in the
At condensation temperatures below 100 K an amorphouspectrum, which becomes smoother and has a less-
phase forms, which with increasing temperatiseairrevers-  pronounced fine structure. In addition, the band narrows on
ibly transformed to another metastable form of hexagonalarming and is shifted to lower frequencies by an amount
ice—the so-called cubic icke. This transition does not have equal to the half-width of the absorption. It can be assumed
a strictly defined temperature and is observed in an intervahat this process corresponds to structural transformations
from 120 to 160 K2 Further increase of the temperature of during the annealing and the transition of the sample to a
cubic ice leads to its irreversible transformation to hexagonainore stable state, which should lead to a change in the en-
ice. This transition also has smeared temperature boundariesgy of the hydrogen bonds O-H...O between HDO mol-
from 140 K (Ref. 4 to 200 K (Ref. 6. The causes of this ecules. According to Badger and Baliehis frequency shift
indeterminacy of the temperature boundaries of the existends related to the energy of the hydrogen bonds by the simple
regions of the structural modifications of vacuum conden+elation

] 3500 4500

RESULTS AND DISCUSSION
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R D) thicker films of D,O cryocondensatésThe substantial nar-
rowing of the stretching band of absorption when the sample
is warmed was also observed in Ref. 1. These results agree
qualitatively with those in Ref. 8, even though both the tem-
perature regimes and the sample preparation conditions were
substantially different.

In analogy with the calculations given above, we calcu-
lated the change in enthalpy of the hydrogen bond on warm-
ing of the film for this type of vibrations also. The frequen-
0.84} T=30K cies corresponding to the different temperatures are equal to
V1—30k=2459 cm ! and vr_30k=2450 cm !, Thus the

0.90

0.88

0.86

0.82 . . . . : . value of the frequency shift on heating of the sample from 30
3200 3300 3400 3500 to 130 K isAv=9 cm %, and the corresponding change in
v.cem enthalpy of the hydrogen bond for the O-D vibrations is

FIG. 2. IR spectrum of 0.124m thick cryocondensates of an isotopic water AH=— 2-58 J/mole. Consequent.'y, as i.n the case of the
mixture at different substrate temperatures. The curves have been shiftdd—H bond in the HDO molecule, increasing the temperature

along the vertical by @1) and —0.013(2). leads to a decrease of the energy of the hydrogen bond, al-
though the value of the change is considerably less. This is
apparently due to the difference in the masses of the proton

Avoy=— A_H and deuteron.
0.024 3. The 800—1400 cit range. This range corresponds to
bond in the static field of the hydrogen bond. molecules. The results of the measurements of the IR spectra

We used this relation to calculate the change in enthalpjn this range are shown in Fig. @hey were obtained in the
of the hydrogen bond as a result of the increase in temper&ingle-beam mode of the spectromgtdihe spectra shown
ture of the film for frequencies corresponding to the values ayvere measured at three temperatures: 3Qc#ndensation
the half-width of the absorption band, equal tg_z,, t€Mperature, spectruft), 90 K (the first warming step, spec-
=3340 cnm'! and vr_130 <= 3316 cni L. The value of the frum 2), and 130 K(the second warming step, spectr@n
frequency shift on warming from 30 to 130 K iAv As we see in the figure, annealing of the sample leads to
=24 cm !, and the corresponding change in enthalpy of thesignificant changes in the character of the spectrum. First, as
hydrogen bond for O—H vibrations of the HDO molecule isthe temperature is raised there is a substantial shift of the
AH=—3.96 J/mole. Thus, increasing the temperature lead§P€ctrum to lower frequencies of the absorption band corre-
to a decrease in the energy of the hydrogen bond for this typgPonding to the bond-angle vibration of the heavy-water
of vibration of the molecule. molecule. The frequencies at the absorption maximum are:

2. The 2350—2600 cit range. This is the range of the V2(t=30K)=1236 cmt,  vyr_goy=1229 cmt,  and
stretching vibrations of PO and of the D—O bond of the V2(r=130 k= 1227 cm *.
HDO molecule. The absorption peak is clearly a superposi- Such a frequency difference is indicative of structural
tion of these vibrationgFig. 3. We see that annealing the transformations occurring in the crystal during the tempera-
sample leads to a smoothing of the spectrum and makes fre evolution. It must be noted that these frequencies are
significantly narrower than for the cryocondensate formed afound in good agreement with the data for ices with the
30 K. We had previously obtained analogous results fO,structureB. Here the values are given for the deformation vi-

R
R
0.90
0.84|
0.88
0.81}
0.86
0.84 0.78}
0.82 075
0.80 o072k
0-78 L L L 1
2400 2500 2600 0.69 x . . . .
v,cm™! 800 1000 1200 1400

FIG. 3. IR spectra of a crystal 0.12m thick in the region of D—O stretch-

ing vibrations. The measurements were made at the condensation tempeIG. 4. IR spectrum of 0.12m thick cryocondensates of an isotopic water
ture 30 K(1) and after annealing to 130 K). The curves are shifted along mixture at different substrate temperatures. The curves have been shifted
the vertical by 0(1) and —0.025(2). along the vertical by @1), 0.03(2), and 0.1(3).
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FIG. 5. IR spectra of a 0.12m thick crystal of an isotopic water mixture g 6. IR spectrum of a 2:m thick crystal of an isotopic water mixture at
during thermocycling. The measuremt_ents were made at the condensatiQf¥erent temperatures: at the condensation temperature @D, Kafter an-
temperature 30 K1) and after annealing to 130 K1). The curves are  pegling to 100 K(2), and directly after condensation at a temperature of 100
shifted vertically by (1) and 0.04(2). K (3). The curves are shifted vertically by(@), 0.3 (2), and 0.7(3).

brations v,y =1210 cml. The discrepancy between the . )
numerical values and our results is apparently due to both th@brations for samples of various thicknesses. These features

difference in the methods of preparing the samples and dif2'® clearly manifest_ed at relatively large sample thicknesses
ferences in the temperature regimes. In Ref. 8 the sampld§~1-5—2um). In this connection we measured the spectra
were obtained by pulverizing ordinary ide and the mea- of 2-,ur_n thick cryoconden_sates of our isotopic water mixture
surements were made in the temperature interval 110180 it various temperatureg=ig. 6). The measurements were
Nevertheless, our data show a tendency for the deformatioff@de in the following order. At a substrate temperature of 30
frequency to decrease with increasing temperature and afe @ Sample was deposited and the reflection spectrum was
clearly drawing closer to data of Ref. 8. taken (curve 1). Then the substrate temperature was in-
The behavior of the absorption peak at frequencies nedi"®@sed to 100 K and the IR spectrum was measured again
1300 cni't can serve as a manifestation of the temperaturéCUrve2). Curve3 s the spectrum of a sample directly con-
dependence of the frequency of the deformation vibrations. [#énsed at a temperature of 100 K. We see that during the
corresponds to the O—D deformation vibration of the HDoWarming of the sample its IR spectrum undergoes substantial
and D,O molecules and is also very sensitive to temperatur€nangescurvesl and2). 1T he broad absorption band with a
variations of the sample. Thus for different temperatures anf@ximum aty~600 cm = splits into two bands. The mani-
types of vibrations the frequencies at the half-width of thefestations of fine structure are transformed into individual

absorption bandFig. 5 have the values: peaks, as is especially noticeable in specti@init is clear
oH . on . that films found at the same temperature but having different
Voiaok)= 1234 €M7, vy(13)=1231 cm -, temperature “biographies” are structurally different, and this

is reflected in the IR spectra.
The frequency range considered corresponds to the libra-
At the same time, it should be noted that the effect seetional vibrations of the DO molecule, and for the analogous
here is somewhat at odds with the results of Refs. 9 and 1@jbrations of the HDO molecule the frequency region is
where they speak of a weak dependence of the deformatid®00—950 cm®. In this range one also observes significant
vibrations on temperature and on the change in energy of thigansformations of the spectrum as the temperature is raised.
hydrogen bond. In particular, the calculations of PimentelThe broad but low-intensity absorption bandTat 30 K is
and Zimmermahindicate a very weak decrease in the peakaccentuated as the temperature is increased to 100 K, but
frequency of the vibration with increasing temperature, whileeven in this range the spectra of samples at the same tem-
the lattice vibrations display a large dependence on tempergerature but obtained under different conditions of cryocon-
ture. This led the authors to conclude that the deformatiomlensation are substantially different.
and translational vibrations in ices are not coupled, but this The reason for this behavior of the IR spectra of an
view is not universally acceptétf! isotopic water mixture in the range of librational vibrations is
In addition to the shift of the absorption band with in- most likely due to the interaction of the,D and HDO mol-
creasing temperature of the film a substantial narrowing o&cules. The point is that the nature of librations lies in the
this band(Fig. 5 and a decrease of the absorption amplitudehopping of protongdeuteronsfrom one O...H—O bond to an
are observed. These facts can be interpreted fully as beirgdjacent bond, which is analogous to a rotation of the mol-
the result of structural transformations in the cryocondensatecule by 120°. This leads to the creation of so-calleand
of the isotopic water mixture during warming. D defects, where, in the first case, there is no prdteu-
4. The 400—1200 cm' range. Previously we obtained teron between oxygen atoms, and, in the second case, a
results attesting to the unusual behavior of the absorptiobond with two protongdeuteronsis formed. A consequence
spectra in the frequency range of the lattice and librationabf this is the appearance of the negative ions Cathd OD"

Voo =1313 cmt, 153, =1303 cm?,
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and also positive ions of the typeg®", D,HO*, H,DO",  addition, increasing the temperature decreases the amplitude
and HO". Increasing the temperature of the sample facili-of the absorption in the regions of the stretching and defor-
tates this type of hopping, and that ultimately leads to anation vibrations.

change of the absorption spectra. 4. In the frequency range of librational vibrations one
observes a change of the spectra of cryocondensates of an
CONCLUSIONS isotopic water mixture with changing temperature. The rea-

son is apparently the thermally stimulated proton—proton and

The main conclusion is that changing the substrate temdeuteron deuteron exchange betwee®tand HDO mol-
perature leads to significant transformations of the spectra 'ecules giving rise td. andD defects in the samples.
the regions of the characteristic frequencies. A shift of the
absorption band and changes in its width and fine structure
are observed. These are expressed in the following typ|caﬁ mail: drobyshev@nursat.kz
manifestations.
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An attempt is made to explain the high values of the superconducting transition temperature
observed in intercalated fullerite films. The approach is based on the fact that chagged C
molecules in hexagonal lattices have degenerate electronic terms which are strongly

coupled to the Jahn—Teller intramolecular vibrations. Certain other effects leading to enhancement
of the superconductivity in molecular metals are also discusse@0@ American Institute

of Physics. [DOI: 10.1063/1.1477366

1. In a series of studies by Batlogg al,'~>by injecting  intramolecular vibrations and in/gis even richer than in
holes into thin films of G, fullerite by means of an external Cj,.
electric field the critical temperatuf®&, of the superconduct- 2. Previouly'® we have conjectured that in cubic;Bg
ing transition was raised from,=52 K for the pure single- crystals with n-type conductivity the superconductivity is
crystal film toT,=84, 117, and 146 K in films intercalated due to the high symmetry of both the lattice itself and of the
with CHCl;, CHBr;, and CHL molecules, respectively. The Cgz, molecule(icosohedral grougy,,). The first excited state
highest valueT ;=146 K is a record for all known highi;  t;,, which is degenerate in the molecule, creates three bands
superconductors, including the cuprates Bi—Sr—Ca—Cti—QOjn the crystal, the lowest of which is twofold degenerate and
Tl-Ba—Ca—Cu—0,and Hg—Ba—Ca—Cu-%at normal pres- has valleys at the symmetrit points of the Brillouin
sure. zonel®1’

The monotonic growth of ; in Cgq films with increasing In A;Cgo compounds all the £ molecules are located
radius of the halogen atom=€Cl, Br, I, just as in the metal- on average in a triply charged statéc?C forming either a
doped crystals 4Cqso (A=K, Rb, Cs, T)," **finds a natural  spin doublet with Jahn—Teller deformations and a complete
explanation in the framework of the BCS thedfyaccording  splitting of all the levels or a spin quartet with the recovered
to which T, is determined by the dimensionless electron—symmetry of the free g fullerene’® However, in the con-
phonon coupling constanty,= N(eg)ga,, Wheregy, is the  ducting phase these molecules, which form a narrow-band
matrix element of the electron—phonon interactig®l), and  molecular metal with degenerate itinerant electrons, are
N(e) is the density of states at the Fermi levgl, which ~ found in indefinite(fluctuating charge and spin states. Tran-
depends on the degree of doping and also on either the widgitions between different electronic terms of thg, @ol-

W, of a partially filled conduction band diin the case of ecules are accompanied by Jahn—Teller deformations which
p-type conductivity the width W, of the valence band. With correspond to specifie@s a rule, quadrupolgaintramolecu-
increasing size of the molecules CHGr atoms A, the lattice  lar vibrations”

constant of the g crystal increases and the overlap of the The electron—phonon interaction in a fullerite with
orbitals of adjacent molecules decreases, leading to a naf@hn—Teller intramolecular vibrations is described in the site
rowing of the conduction band and an increase in the densit§ePresentation by the Hamiltonian

of states. The fact thak. is higher inp-type fullerite films

than inn-type films is, we believe, simply explained by the [T Moo+ Aho
' ' oh= Any . onr o , (1)
fact thatW,<W, by virtue of the smaller overlap of the eoh ;r MEM Xo™ 8180 Qn
wave functions of the deeper electronic states of the =
fullerene. This should be true in all such cases. where x, "2 is the electron—phonon coupling constant, and

On the basis of the standard BCS model one cannot,,  anda,,, are the Fermi creation and annihilation opera-
however, understand the absence of superconductivity in thrs for an electron in state with spin o at then-th site. An
crystals AC;o and Ay(Ce)y(Cr)1 -y (Ref. 13 and the low  important feature of the operat(t) is the one-site character
T, recently observed in 4 films,** even though the phonon of the EPI, which distinguishes it from its counterpart in
spectrum in these molecular systems is governed mainly bgrdinary metals. According to Ref. 15, the EPI with Jahn—
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Teller intramolecular vibrations which are described by thewheree, is the energy of the molecular tem’p@rﬁl“(q) is
generalized coordinateﬁ@“ distinguishes the cubic crys- the electron—phonon coupling constant with the Jahn—Teller
tals AgCqo from the systems 4C,y, which have a lower modes,¢(q) is the Fourier transform of the operator of
symmetry at low temperatur€sand which all the electronic rhombic intramolecular displacement of the term propor-
states are split and the Jahn-Teller effect is absent. In thional tob, +b,, andb, andb, are Bose creation and an-
second order of perturbation theory the EB)l can give rise  nihilation operators for quanta of the intramolecular vibra-
to a rather strong electron—electron attraction at thes@tes  tions.
and to superconductivity characterized by valugs It must be noted thatl¢.,,in (5) is formally the same as
~19-48 K/~ This is also promoted by the many-valley the operator of the EPI in manganiteee Ref. 28 where it
structure of the conduction baf@il’which enhances the EPI is also of a Jahn—Teller nature, and its main consequence is
by a factor equal to at least the number of equivalenpolaron narrowing of the band of free motion of the carriers
valleys?® in the undeformed lattice. It is knohthat the Hamiltonian

3. In contrast to the cubic crystals;Bg the lattice of H with an EPI operatoH,,, of the form(5) admits diago-
Cgo/ CHG; films belong to the hexagonal systénin this  nalization by a unitary transformation e%pin which the
case the crystalline field has a uniaxial chara€tep that all  ani_Hermitian operatoB is determined from the condition

of the electronic states of the fullerene conservelthero- G~ . .

o . X that the restructured Hamiltoniath not contain terms linear

jection of the orbital angular momentulm onto the axis of . h o h dard ioulati

the Cg lattice, splitting into doubletstL, (except for the In the Bose operators. Om|tt[ng the standar _manipu afuons
6 ' z (see Refs. 22 and 23we write the renormalized Hamil-

state WithL;=0). tonian of fullerite as
Then the Hamiltonian of the fullerene in the crystalline

field of the fullerite Go/CHG;, where the role of the ligands _ .
for each molecule is played by the same, similarly charged H= ; Ex@m pmot 2 om(A)b T (a)b(q)
Ceo molecules surrounding # can be written in the form ke a

TN Aoq T
+2 2 [ Zan}\l(ran+p)\217

Hmo=B22 (LD)?+B3 (Lp)*, @
. . L . . 1
in which theB| are parameters of this field. The first excited -5 an Vﬁrln“arTMTanxlTaﬁnzlamle- (6)

state of each of the molecules in the crystal is the doublet
L,= =1, which begins to be filled at hole concentrations per,
moleculen,=2. The transition to this state is directly related
to the quadrupolar intramolecular vibrations, which cause a 1

rhombic Jahn-Teller deformation of thenolecules and thite=thrzexp — NE
lift the degeneracy of the doublet. The Hamiltonian of the q

corresponding EPI can be represented by the expression g the renormalizedby the aforementioned effeécpolaron
narrowing of the amplitude of the hops of holes between

In this expression

x *2(q)

2/w3h<q>) (7

Hepri=B32) [(L1)?=(LH?IQY, (3  molecules, and
n
in which QM is the normal coordinate of the intramolecular Vﬁ;ﬂkzz %2 le)‘Z(q)X')jnz)‘llwrh(q) E)
vibrations of symmetnD,,,. Here it is fundamental that, in q

analogy to the EP(2), the coupling of the carriers with the is the effective interfermion attraction, which in the limit of

vibrations is also realized at the molecule, i.e., it has a one- . . . . .
. . . . weak dispersion(or no dispersion of the optical crystal

site character. The only intermolecul@m other words, inter- . L

site) operator is modes generated by the intramolecular vibrations, turns out

to be practically local. As a result, unlike the kinetic terms of
Mhoa+ the Hamiltonian(6), for example, it does not deperdr
Huun= nEU AE}\ 117280, s8n+pn,0 (4) depends relatively weaklyon the intermolecular distance. It
o Rt also follows from(6)—(8) that the greatest contribution to the
for the hopping(tunneling of fermions between neighboring significant(exponential decrease of the “bare” width of the
Ceo molecules separated by a vectoand found in states conduction bandwhich in this case is just the valence band
and\,, andt*1*2 specifies the amplitude of these hops.  and, hence, to the growth of the density of states and the

It is readily seen that the operator of the crystal can béncreased tendency toward superconductivity is that due to
put in the fornf? the soft “shear” modesv,,(q) corresponding to the ordinary
low-frequency Jahn—Teller intramolecular vibratiéhs.

Finally, in the hexagonal lattices of fullerite systems the
Jahn—Teller intramolecular vibrations should be manifested
Hmo= 2 €381y 08mot 2 @by by, (5)  ata number of holes per molecutg>2. It is at such con-

n.A n centrations of the injected carriers that one observes the steep
1 growth of T, in both pure and intercalatedygfilms.2 On the
- ST + other hand, the observation of superconductivity in hexago-
Heipn \/Nn%a' MEM Xo© (D, o8 0@l a). nal G, films,2* where the Jahn—Teller effect is also possible,

H=H o+ Hunt Hel—pha
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provides yet another argument in favor of the validity of the Sciences(Swedish KVA and the Department of Applied
“molecular” approach proposed in Refs. 15 and 21 for thePhysics at the Chalmers University of Technology and the

description of the properties of fullerites.
4. Other effects also promote a hidgh. One such effect

Goteborg University for partial financial support.

is the nonadiabaticity of the EPI in a narrow-band molecular E-mail: vioktev@bitp.kiev.ua

metal, when the actual frequencies, of the intramolecular
vibrations are comparable &, violating the validity crite-
rion of the Migdal theorefif as to the smallness of correc-
tion to the zeroth phonon verték(Y)=1. In application to

YFor example, numerical calculations have shtithat the transition be-
tween the aforementioned quartet and doublet statesigffdlerene is
accompanied by distortion of the latter with an elliptical distortion of
~9.2% and an average frequeney,~533 cm'! of the quadrupolar in-
termolecular vibration of symmetiy, ; the transition between the quartet

A3Cqq this question is discussed in Ref. 25, where only the of C¥; and the triplets of § or Ci; corresponds to a distortion of
first-order corrections to the normal and anomalous self-~5.3% and average frequencieg,~556—559 cm®; the transition be-
energy parts were taken into account, leading to a renormal{tween the quartet of {5 and the singlet of & corresponds to a distortion

ization of the electron—phonon coupling constamgﬁeh)(ph
=Npn(1+2Np1P), wherel y, is given in paragraph 1 above,

of 11.7% andw,y~498 cni*.

2|t is apropos to mention here that the frequencies of the completely sym-
metric intramolecular vibrations, as a rule, are much higher, and, conse-

andP is some integral characteristic of the electron and pho- quently, their role in the phenomenon of superconductivity in the fullerite
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However, the above renormalization)af, is insufficient

should, generally speaking, be less important.
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