LOW TEMPERATURE PHYSICS VOLUME 28, NUMBER 5 MAY 2002

Magnetic coupling between liquid  3He and solid insulators  (Review)
V. V. Naletov, M. S. Tagirov, and D. A. Tayurskii*

Kazan State University, ul. Kremlevskaya 18, 42008 Kazan, Russia
(Submitted November 16, 2001; revised January 14, 2002
Fiz. Nizk. Temp.28, 431—-448(May 2002

Theoretical and experimental results are presented on the magnetic coupling betweetHéquid
(in the normal phageand single crystals and fine powders of insulating Van Vleck
paramagnets and their diamagnetic analogs2@2 American Institute of Physics.

[DOI: 10.1063/1.1480236

INTRODUCTION netic Radio Spectroscopy of Kazan State UniverXity.

Research on the phenomena occurring at interfaces be-a rﬁma?prfgzl—ﬁfsssbezfn Ssct)lljgi'jéatfﬁr m&?:iﬁ;\/agm\éle?;e
tween two physically dissimilar media and, in particular, onP 9 q 9 '

transport processes across them is among the fundamen%fong hyperfine interaction makes these substances ex-

problems of modern physics. One such problem is that of thgemely_ Interesting from. the standpom_t .Of .studymg
magnetic coupling between liquitHe and a solid substrate electronic—nuclear magnetism. The magnetic field induced at

The anomalously small thermal resistarittee Kapitsa resis- the nucleus of the rare-earth \_/an Vieck io_n is_ by many times
tance at the boundary between liquitde and cerium man- higher than the.external applied magnetlg fle.|d, so that the
ganese nitrate af =10 mK, observed more than 30 years nuclear magnetic resonan@MR) frequencies in such sys-

ago? stimulated active research on the magnetic propertiel€MS Occupy an intermediate position between the ordinary
of liquid 3He at interfaces with solids. Of course, in studies\MR frequencies and the electron paramagnetic resonance

of this kind one needs to know both the physical propertiedEPR freq‘l‘Jencies, ar"1d one can therefore speak in terms of a
of the two components and the state of the interface. so-called “enhanced” NMR. Intermetallic Van Vleck para-

Research on the properties of the quantum Fermihagnets ordinarily have cubic symmetry, while the symme-
liquid—liquid *He—is of interest from the standpoint of both try of the majority of insulating Van Vieck paramagnets is
basic science and applications. Being a natural Fermi liquiddoWer than cubic, so that they are characterized by anisotropy
liquid 3He is a unique experimental object for checking manyof the effective gyromagnetic ratio of the nuclei of the Van
theoretical ideas of modern physics. For example, the disYleck ions® An extremely strong dependence of the NMR
covery of superfluidity in liquid®He in 1972 has made it frequencies on the direction of the applied magnetic field
possible to check such ideas of modern theoretical physics d8akes it possible to achieve coincidence of the resonance
the simultaneous existence of several broken symmetries fiequencies of the nuclear spins of the Van Vleck ions and of
the system, topological defects of the order-parameter fieldhe liquid*He, i.e., to observe a resonant magnetic coupling.
etc’ On the other hand, superfluid liquitHe is a system Here we note that such resonant coupling has been observed
with anisotropic superfluidity and studying its properties mayexperimentally for only one of the insulating Van Vleck
lead to a deeper understanding of the physics of supercoaramagnets—thulium ethyl sulfdteand then everything
ductivity, processes in the early universe, and the nature glepended on the state of the crystalline surfdbgs crystal
neutron stargsee Ref. 5, for example does not tolerate prolonged vacuumizajiand, as a conse-

The unique property of liquidHe, liquid“He, and their ~quence, the results were not completely reproducible. In ex-
mixtures to remain in the liquid statat the saturated vapor periments with an analogous insulating Van Vleck paramag-
pressurgall the way down to absolute zero, due to the largenet, the thulium double fluoride LiTmF the crystalline
zero-point vibrations of the atoms, makes them indispensablgurface of which is more stable against external agents, the
working substances in low-temperature physics. Here, ofesonant magnetic coupling effect was not obserfviidw-
course, knowledge of the heat-transfer processes betwe@ver, there is no doubt as to the existence of such an effect,
these quantum liquids and solid substances plays an impogince Richardson and co-workéabserved an analogous ef-
tant role. In the case of liquitHe one of the possible chan- fect five years later: the resonant magnetic coupling of the
nels of heat transfer is magnetic coupling—the transfer ofiuclear spins of nitrogeN and liquid®*He. In those experi-
energy between the magnetic degrees of freedom of a solighents the resonance conditions were achieved through the
and the nuclear spin system of liquite. presence of a zero splitting and the small gyromagnetic ratio

Various substances were chosen as solid substrates fof the nuclear spins of nitrogeri € 1) in comparison with
the magnetic coupling studie@owdered insulators, pow- those of®He (I=1/2), which do not have a zero splitting.
dered metals, and glasseAmong the extremely promising Thus there is an unarguable need for a comprehensive, in-
substances for studying the magnetic channel of energglepth study of the surface of the solid substrate and the ex-
transfer from liquid®He to a solid and vice versa are insu- ternal influences leading to a change of its state.
lating Van Vleck paramagnets. Magnetic coupling effects in It is of particular interest to study the properties of insu-
such systems were first observed in the Laboratory of Maglating Van Vleck paramagnets at high magnetic fields and at
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ultralow temperature¢see review’) and to investigate the experiments by Abel and co-workémsn measurement of the
magnetic coupling between them and liqdide under these heat capacity of liquid®He at low temperatures revealed
conditions. Such studies are of interest from an applied aanomalies in the temperature dependence of the heat capacity
well as a fundamental standpoint. For example, only undeof liquid He. We note that in actuality this question has a
such conditions can one obtain a highly polarizsgin) state  longer history: it was established back in the papers by
of liquid He. Spin-polarized Fermi systems are a speciaRomer®3°that the walls of the container had an effect on the
state of matter and possess new and extremely nontriviaklaxation of the spins of liquidHe. From an analysis of the
properties that may shed light on many fundamental probmanner in which thermal equilibrium is established between
lems of modern physic8-2°On the other hand, the promis- liquid S°He and the cerium—magnesium nitrate
ing applications of hyperpolarized gaseou¥de in  MgsLay,(NO;) - 24H,0:Ce" (CMN), which was used in
medicinég®~32moves the question of the mechanisms for po-the experiments of Ab&for cooling and measuring the tem-
larization of a Fermi system from the purely scientific sphereperature of liquid®He, an experimental value of the thermal

to that of applied problems. resistance at the liquiBHe—CMN boundary was calculated
Two main methods are now used to obtain highly polar-for temperatures of 2—15 mK.The value obtained was

ized liquid *He: anomalously small and was not described in the framework
1) optical pumping>**of gaseousHe followed by rapid  of the Kapitza theory of thermaphonon resistance. Kapit-

liquefaction®* za’s theory of acoustic resistance between ligikig: and a

2) polarization of solid®He by the “brute force” method  solid was refined by Bekarevich and Khalatnikband by
at ultralow temperatures and high magnetic fields, followedGavoret! Its essence is that in view of the substantial dif-
by rapid melting®®>3’ ference of the phonon velocities in the solid and in liquid
Another possible method of polarizing liquitle might  *He, only a tiny fraction of them (1C°) penetrate from the
be the transfer of a highly polarized state of the magnetidiquid into the solid substrate. Here it is assumed thatTfor
moments of a solid to the nuclear spins of ligiide by  <0.1 K the energy of the phonons of the solid is transferred
means of magnetic coupling. Thus it is unquestionably ofto collective zero-sound modes in liquile. For the Kapitsa
interest to study the possibility of using the dynamic polar-resistance, given by
ization of the nuclei of a solid substrate to obtain a high N
polarization of the nuclear spins of liquitHe. [ 9Q
Finally, knowledge of the physical state of the liquid K_(ﬁ) ’
%He—solid interface plays an important role in the problem of )
magnetic coupling. At sufficiently low temperatures a film of where Q denotes the heat flux through a unit area of the
solid ®He several atomic layers thick exists at the interfacdiquid *He—solid boundary, the theory of Ref. 42, with the
with the solid on account of the rather high adsorption po-contribution of transverse zero sound taken into account,
tential, and the magnetism of this film plays a key role ingives a temperature dependence of the f&m-T =
processes of magnetization transfer from the ligtht to s 3
the solid. Furthermore, the solid surface itself has physical _ 15h7psur 1.2)
properties different from those of the bulk. Studying these K_27-r2p|k‘§T3(ach0+ a,Cro)F’ '
properties could no doubt improve our understanding of the N . o
nature of the magnetic coupling between ligdtde and a  Hereps and p, denote the densities of the solid and liquid
solid substrate. 3He, respectivelyy 1 is the velocity of transverse phonons in
All of what we have said above pointed to the need for athe solid,c_o andcr, are the velocities of longitudinal and
comprehensive study of magnetic coupling processes bdtansverse zero sound in normal liqiide, andF is a func-
tween liquid®He and a solid substrate, including studies oftion of.the densities and velocities of photons of the solid and
the media themselves and the phenomena occurring directf liquid SH?- The parameters, anda, have values of the
at their interface. In this review we set forth the main results2rder of unity and are expressed in terms of the parameters
of our experimental and theoretical studies of the propertie§o andF, of the Landau theory of the Fermi liquid.
of liquid He in contact with an insulating Van Vleck In 1968 Wheatle$? first proposed a qualitatively new
paramagnet—the thulium double fluoride LiTgFand its approach for describing the anomalously small thermal resis-
diamagnetic analog LiYE In Sec. 1 of this review we tance at the boundary betV_veéHe_ and a solid:? In that
briefly summarize the data obtained in studies of the magPaper it was assumed that, in addition to the phonon mecha-
netic coupling of liquid®He with various solid substrates. Nism of energy transfer across the liqdide—CMN bound-
Section 2 is devoted to presenting the main experimental an@ there exists a spin mechanism, and energy can be trans-
theoretical data obtained in the study of the magnetic couferred directly from the spin system of CMNCe**:g,
pling of liquid *He in contact with crystals and fine powders =0-25, 9, =1.84" to the spin system of liquidHe. At

of LiTmF, and LiYF,. We conclude this review with a sum- {€mperatures below 20 mK the spin mechanism becomes
mary of the main results. dominant over the phonon mechanism. Those papers laid the

groundwork for a new direction of basic research on surface
effects in®He—solid systems. There have been a great many
papers devoted to the study of magnetic coupling effects be-
tween the nuclear spins of liquitHe and the magnetic mo-
The question of magnetic coupling between ligdide  ments in the solid substrate, where various substances, dif-
and a solid substrate first arose in 1965 after a series déring in chemical composition and in the physical state

(1.1

1. MAGNETIC COUPLING BETWEEN LIQUID 3*He
AND A SOLID SUBSTRATE
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(polymers, powders, glasses, single crystals).gtave cho-  helium temperature occurs by the quantum tunnelingiHzf

sen for the latter. However, in spite of the intensive researcltoms.

over the course of thirty years, a complete understanding of The magnetic properties of the adsorbé#te and the

the mechanism for magnetic coupling has not been achievedhange of those properties with increasing number of atoms
The data of different experiments are often in disagreemerih the adlayer have been well studi€d®! The magnetiza-
with one another, and in some cases magnetic coupling at thion of *He obeys the Curie—Weiss law:

liquid *He—solid interface is not observed at all. On the CH

whole, the research on the magnetic coupling between liquid \j= 0
®He and solids can be roughly classified into two groups: T-A"

1) studies of the magnetic coupling between the nucleaghereA is the Weiss constant ar@lis the Curie constant. At
spins of liquid®He and the electronic magnetic moments of small numbers of molecules on the surface of the substrate it
the solid?>~>° has a tendency toward antiferromagnetic ordering<Q).

2) studies of the magnetic coupling between the nucleagith increasing number ofHe molecules in the layer the
spins of liquid®He and the nuclear magnetic moments of themagnetic properties change to ferromagnetic. The congtant
solid>°~" of the exchange interaction that leads to the ferromagnetic

In respect to the value of the effective gyromagnetic ra-ordering can be estimated from the relatibn 3A. SinceA
tio, Van Vleck paramagnetism occupies an “intermediate”for a *He monolayer is of the order of 3 mK, the exchange
position between ordinary electronic and nuclear magnetisrinteraction constant is around 10 mK. When the thickness of
(see Ref. 10, for exampleand therefore a third group can be the adlayer is increased further, the properties of the first
added to the above classification: studies of the magnetimonolayer are affected strongly, since the density of this
coupling of the nuclear spins of liquiHe and the polariza- monolayer increases under the influence of the higher-lying
tional magnetic moments of solid-state Van Vleck *He layers. As a result, when more than 3 layers are stacked,
paramagnet$/: 374 all of the adsorbedHe can be characterized as ferromag-

While this problem and all the proposed approaches taetic, with a Weiss temperatue=0.5 mK. Its properties
studying it cannot be explored completely in this review ar-do not change as the layer thickness is increased further.
ticle, let us briefly discuss the present state of the problem. In Ref. 61 a direct interaction mechanism was proposed
First of all, we note that observations of a direct “resonant” for *He—'°F (DLX-6000). The authors showed that magne-
coupling between nuclear spins of liquitle and the mag- tization transfer between the two Zeeman reservoirs occurs
netic moments of a solid are quite rare, and a large role in thgia the modulation of théHe—'°F dipole—dipole interaction
process of magnetization exchange between liddieland a by quantum tunnelingquantum motionof *He atoms in the
solid substrate is played by a film of sofféle adsorbed on adlayer. All other types of motion in a potential with such a
the substrate surfadghis question and the properties of the value are forbidden at liquid helium temperatures. Therefore,
film are discussed in detail in Refs. 75 and.76 it becomes necessary to consider the influence of the magne-

The “bulk” (three-dimensionaland “surface” (two- tism of the adsorbedHe on the properties of the liquitHe
dimensional forms of solid®He are splendid model objects in the case when the contribution of the surface atoms is
for studying spin-ordering processes. For this reason thergubstantialporous glass, graphite, fine powders
has been very wide range of experimental studies of the Numerous experiments measuring the magnetization of
properties of surfacéHe (various materials have been used °He in porous systeméevhere the’He atoms are found in a
for substrates: Mylar, graphite, Grafoil, silver powder, Vycor restricted geometry in the space of the pprieave shown
porous glass, etc. that the value of the magnetic susceptibility of such systems

The “bulk” form of 3He has a tendency toward antifer- Ca&n be characterized by the expres3ion
romagnetic ordering, with a temperature of the transition to (1-f) fC
the antiferromagnetic state of the order of 1.1 mK. =

The characteristics of adsorbéde vary, depending on
the number of atoms found on the surface of the substrate. fthe first term describes the temperature-dependent contribu-
has been shown by neutron diffraction methods and fromion of the Pauli susceptibility of a degenergtde Fermi
measurements of the heat capacity that the first adsorbeiduid (at temperatureI <TE* , where TE* ~0.5 K is the
monolayer appears as a solid-state film. This is because theermi temperatude and the second term is the contribution
®He surface atoms are acted on by van der Waals force® the susceptibility of the adlayer of ferromagnétite; f is
exerted by the substrate. These forces have a rather shothe surface-atom fraction. For different porous substrates the
range potential that decays rapidly with distance from theweiss temperature varies in the range 0.2-0.8 mK. In the
substrate. The typical valu®s”®of the adsorption potential case when a small amount &fle is added to théHe the
are as follows: the ground state of tfiée atom adsorbed on solid-state layer disappears. This is because the adsorption
graphite is characterized by a localization energy of 136 Kcoefficient of*He is considerably larger than that #fe.*°
and the first excited state, by 64 K. The difference between To explain the experimental results on the magnetic re-
them represents the delocalization energy: 72 K. The energgxation of liquid®*He in the DLX-6000 sample, Hammel and
of delocalization from the second atomic layer of adsorbedRichardson proposed a model for the relaxation of ligie
®He is considerably less—of the order of 10 K. These valuesia the solid-state film of adsorbetHe.®? The model is
show how strongly the adsorbéde is held by the substrate. based on three hypothesegall of the liquid*He relaxes via
The motion of the’He atoms in the adsorbed film at liquid the surface film of adsorbetHe (this is completely obvious,

1.3

X_—TE* +—T_A. (1.9
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since the relaxation time of “bulk” liquicHe is around 1000 nucleay in the solid which is in contact with the liquitHe;

s; Refs. 38 and 39b) the solid surfacéHe and bulk liquid 2) the influence of the solid-state adlayers®sie;

®He exchange magnetization over a time much shorter than 3) the bounded motion of théHe atoms, limited by the
the relaxation time of adsorbetHe (liquid *He has a high size of the pores on the solid surface and the size of the
coefficient of spin diffusionD=10"* cm?/s); c) the relax- interparticle spac&’

ation time of®He in the adlayer is independent of tempera-

ture (the temperature independence is due to the fact thagt MAGNETIC COUPLING BETWEEN LIQUID 3He

only quantum exchange is allowed in the adsorBed).  AND THE INSULATING VAN VLECK PARAMAGNET LiTmF ,
Since the magnetic susceptibility of the system is describedND ITS DIAMAGNETIC ANALOG LilYF ,

by expressior(1.4), the authors have obtained a linear tem-

. o . f all the members of the cl f insulating Van Vleck
perature dependence for the magnetic relaxation time of I'qbare?ne?gnteti tr?e ttrﬁl?u% tetﬁy(I: 23i;tﬁnéga;n3 thatljliumec
uid ®He at temperatures below the Fermi temperature. Such y

fouble fluoride (LiTmE) crystals are the most-studied at the

relaxation mechanism _might possibly bel manifeste_d at Ver)()resent time. Both have a comparatively higkial) symme-
low temperatures and in systems for \:vh|ck3’ the ratio of sUryy, anq are characterized by strong anisotropy ofyttensor
face atoms to atoms belonging to the “bulk” liquid is not so of the 6°Tm nuclei, which have spin-1/2, making it unnec-
small. _ o essary to take into account quadrupolar effects in the mag-
At liquid helium temperatures the magnetization of theeic rejaxation. Together, these properties make the two ma-
adlayer(and, hence, its magnetic heat capa)ag‘/‘negltgllble_ terials extremely attractive from the standpoint of
In comparison with the magnetization of the “bulk #ﬁ'd comparison of the experimental results with the theoretical
He. We note here that studies of the properties of _ predictions and calculations for the spin kinetics of liquid
adlayer are ordinarily studied on a substrate with a quitee jn contact with a crystalline surface. As we have said,
umform surfa(?e. If the real shape of the surface of fine powine TmES single crystal was used in the first experiménts,
ders is taken into accouftee, e.g., Ref. 83one can expect \hich revealed the existence of resonant magnetic coupling
a substantial change in the properties of tHe adlayer. In of the 2%°Tm nuclei with the nuclei of a thin filnt0.1 mm of

particular, it can be assumed that extremely strong nonuNiquid 3He coating the whole surface of a cylindrical sample
formities of the surface will lead to a weakening of the cor- ¢ TMES(h=3 mm, d=3 mm). For better reproducibility of
relation between the magnetic moments of the adsotHed  the results, in all of the subsequent experiments the chemi-
atoms, and this will be manifested in a decrease of the Magsa|ly stable compound LiTmFwas used. Moreover, it was
netization and magnetic heat capacity. initially hoped that changing from single-crystal samples of

All of the evidence adduced above indicates that th&nylium double fluoride to magnetically oriented LiTgF
model of Ref. 82 is incapable of explaining the relaxation Ofpowders, whose magnetic properties are analogous to those
the entire bulk of liquid®He via the adlayer at helium tem- f the LiTmF, single crystal but which have the very impor-
peratures, where the thickness of this layer is extremelyant advantage of possessing a well-developed crystalline
small. In this situation an energy reservoir with substantiallys;rface’ In a certain sense those hopes have been realized:
greater heat capacity is needed for relaxation of the liquichnisotropy of the relaxation of the longitudinal magnetization
*He. Such a reservoir might, for example, be a system off the 3He nuclei has been observed for ligdide found in
paramagnetic defect centers arising on the solid surface. Thige pores of magnetically oriented LiTmfowders with
again shows the need for a detailed study of the surface Qfarticle sizes<57 um, <20 um, 2—4 um, and <1 um.
the solid substrate and its role in the relaxation processes ¢fowever, those experiments did not provide direct proof of
liquid *He. the influence of cross-relaxation.

However, in the presence of extremely strong inhomoge-  Analysis of the experimental results obtained for TMES
neities on the solid surface an additional channel for the resingle crystals and magnetically oriented LiTmnpowders
laxation of the magnetization of liquitHe appears, due to |ed to the conclusion that there is a need for studies in an
the substantial change of the character of the motion of thextremely simple geometry of the liquitHe volume and
atoms of liquid®He in pores on the surface of the solid and inwith a controlled surface quality. With this goal, in Ref. 84
the space between particles of fine disperse powders. we studied the magnetic relaxation of liquiele in contact

Summing up all we have said above, we note that inwith crystals of the Van Vleck paramagnet LiTgEontain-
studying the phenomena occurring at an interface betweeing nuclear magnetic moments 8°Tm, with a gyromag-
liquid ®He and a solid, the solid substrate is ordinarily takennetic ratio close to that ofHe, and its diamagnetic analog
in the form of powders, porous amorphous materials, or potiYF,. Because of the small boundary surface between the
rous polymers, i.e., samples with a well-developed surfacesrystal and the liquidHe, the influence of the solid-statiee
Obviously, the use of such disordered systems as powderextilayers can be eliminated from consideration, and the use of
solids in experiments makes it harder to interpret the experia single crystal with a special surface treatrfiemade it
mental data and may wash out some manifestations of thgossible to reduce the influence of heterogeneities to a mini-
magnetic coupling of the nuclear spins of liqdide with the  mum.
magnetic moments of the solid. Therefore, for interpreting  We also note that the majority of studies on the magnetic
the experimental data on the magnetic relaxation of liquicrelaxation of*He at a contact with a solid have been done at
3He in contact with a solid, the following three factors mustvery low temperatures<{0.1 K). At such temperatures lig-
be taken into consideration: uid 3He is a degenerate Fermi liquid, and its kinetic proper-

1) the existence of magnetic momengslectronic or ties can be described in the framework of the Landau theory
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. Container ents remaina) nonuniformity of the field of the electromag-
é'x,’:& i net;b) magnetic fields oF centers localized at the surface of
o 1 e the crystaf?o’gl3 For comparison of the transverse relaxation
LTmF, or Sillary ) 9 t|mes of. the *He ngclel fqund in the gap between the
g:/yl;tgl Li%u'i-‘d 0 LiYF,—LiYF, and LiYF,—LiTmF, crystals, measurements
e

of T, were made at identical values of the nonuniformity of
the external magnetic field. This made it possible to isolate
FIG. 1. Experimental cella) and the geometry of the magnetic fiel@s.?*  the various contributions t®.

The measured value of the longitudinal relaxation rate is
unexpectedly large for the given experimental conditions. In
order of magnitude this relaxation rate is only an order of

of the Fermi liquid in the language of elementary excitationsmagnitude smaller than the relaxation rate of ligthte ob-

For example, the elementary process of relaxation of the lonserved in experiments in which liquftHe is found in contact
gitudinal magnetization consists in the decay of a spin wavevith solid particles of submicron dimensiohsnd two or-
with zero wave vector into two spin waves with oppositely ders of magnitude larger than the longitudinal relaxation rate
directed nonzero wave vectors. of the nuclei of bulk liquidc®He,*3°where the magnetization

At temperatures between 1.5 and 3 K, at which the meaef *He relaxes through a modulation of the dipole—dipole
surements were made in our experiments, ligth is a  interactions by the diffusive motion. In our case the magne-
nondegenerate quantum liquid for which Landau theory idization of the nuclei of liqui®He can be transferred either
unsuitable, and it has a number of interesting properties du® a Zeeman reservoir of paramagnetic impurities or into a
to the large energy of zero-point vibratiotfs3° At these  reservoir of exchange motions of thde atoms in the solid
temperatures it is apparently necessary to take into accoufitm adsorbed on the surface of the cry$tahs to the latter
the influence of the real motion of the atoms on the magnetiactor, the surface of our crystals is immeasurably smaller
relaxation® than the surface area of all of the solid particles bordering the
liquid ®He in the experiments with powders, but the observed
relaxation rates are not so strongly different; we may there-
fore neglect the influence of the sofftie layers.

Figure 1 shows a diagram of the experimental cell used | et us estimate the possible influence of paramagnetic
in ourexperimemsé‘for measuring the pulsed NMR of liquid - impurity ions contained in the crystals on the longitudinal
*He. Two single crystals (LiTmF,—LiYF, and relaxation of liquid®He. For thermal contact to be present
LiYF4—LiYF,) of cylindrical shapg6.0 mm in diameter and  petween the paramagnetic impurity ions and ¥He nuclei
6.0 mm in heightwere tightly inserted in a cylindrical con- (flips of the nuclear spins oiHe due to fluctuations of the
tainer of Stycast 1266A epoxy resin, with theaxis of the  magnetization of the impurity atomst is necessary that the

crystal directed perpendicular to the axis of the cylindde  heat capacitie€y, and Cyy,, of the He and of the impurity
from a stainless-steel capillary was condensed in thexd80  jons obey a definite relationship:

plane-parallel gap between the carefully polished surfaces of

the single crystals. In the experiments with pitée the CheT1 '=CimpT L. imp- (2.2
impurity of the more-common isotoptHe did not exceed

0.04%. The static magnetic field, was oriented in the Calculations show that at the given impurity concentrations
plane of the gap in one case parallel to thaxis and in the and for any reasonable value of the spin—lattice relaxation
other case perpendicular to it. According to the EPR data, theate Ty i, relation(2.2) cannot be satisfied even in order of
LiTmF, crystal contained paramagnetic impurities of°NN\d magnitude. A similar conclusion can be reached for paramag-
(0.023% in relation to the T#i ions) and Gd* (0.007%.  netic F centers located on the surface of the crystal—their
In the LiYF, crystal the impurity concentrations were 3—4 concentration is much lower than the concentration of these

a b

2.1. NMR of liquid 3He in contact with diamagnetic LiYF
crystals

times lower. centers on the crystalline surface of the particles of the fine
For liquid ®He in contact with the diamagnetic LiyF powder*
crystals the longitudinall; and transversel, relaxation Thus these two mechanisms do not explain the observed

times of the nuclear spins are observed to be quite short: value of the longitudinal relaxation rate. Since the measured
value is quite close to the value of the longitudinal relaxation
Ti=7s, Tp=58ms at T=15K. 21 rate of t(tie nuclei of liquid®He in contactgwith powdered
It is noteworthy that for the isotropic bulk liquitHe in the  solids/ it is reasonable to look for an explanation of our
macroscopic gap between crystals the longitudinal and trangxperiments in those processes which occur near the surface
verse relaxation times differ by three orders of magnitude. of the LiYF, crystals. A single crystal and a powder of
Let us first analyze the transverse relaxation. Such a&ingle-crystal particles have in common that even after treat-
short decay time of the transverse magnetization ofHhe  ment the single crystal still has surface inhomogeneities not
nuclei cannot be caused solely by magnetic field gradients imore than 100 A in size, and such inhomogeneities are, of
the gap between crystals. Since the diamagnetic crystatourse, also present on the surface of the single-crystal par-
LiYF, do not contain intrinsic electronic magnetic momentsticles, only in the latter case, since the total surface of the
capable of creating a macroscopic field near the boundary gfarticles is larger than the surface of the single crystal, there
the crystal, and the paramagnetic impurity content in ourre more of these inhomogeneitisge the results of atomic-
samples is small, only two possible sources of these gradforce microscopy and NMR cryoporimetry in Ref.)91t is
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FIG. 4. Longitudinal relaxation rate of the nuclei of liquile versus the
value of the magnetic fieldH, in the gap between LiYfand LiTmF,

Li(Y,Tm)F,4 crystals at different temperatures and magnetic field orientatfons.

field, and concentration dependences of the longitudinal re-
FIG. 2. Possibl_e form of the stru_ctl_Jre of a microcrack on the surface of §axation rates of the nuclei of quuiﬁHe in the gap between
crystal (the profile of the surface is in the form of a Koch curve LiYF ,— LiTmF, crystals are presented in Figs. 3—5.

In all of the experiments done under the same conditions
reasonable to suppose that these microcracks have a fracgs for the LiYR—LiYF, system(the width of the spin echo
character, as in the case of cracks on the surfaces of nfétalsat half maximum is 3Qus at a field of 2.4 kOk the evolution
A possible form of these heterogeneities is illustrated in Figof the transverse magnetization could be described by the
2; let us call them “fractal pits.” Then the following mecha- €xpression
nism of longitudinal relaxation is entirely realistic: the mag- M(27,) 2, \N

. . . . . . 1 1
netization of the nuclei of the bulk liquidHe, owing to M0 =e [{_(T_)
diffusion processes, is rapidlyn a time of the order off,) (0) 2
transferred to the’He nuclei located in the microcracks, whereM(2r;) is the amplitude of the spin echo in the case
where, as was shown in Ref. 8ee below, the influence of of a delayr; between ther/2 and# probe pulses. As we see
the restricted geometry alters the spectrum composition dirom Table |, measurements reveal the presence of an addi-
the diffusive motion and relaxation occurs through a modutional source of magnetic field gradients, but this source does
lation of the dipole—dipole interactions by the motion of thenot affect the integral width of the spin echo. Our calcula-
He atoms. This same mechanism of longitudinal relaxatioriions show that the Van Vleck magnetization of the LiTmF

, (2.3

occurs in powdered LiYJ(sample V in Ref. V. crystal cannot produce the required magnetic field in the gap
between LiYR—LiTmF, crystals. The maximum calculated

2.2. Relaxation of the nuclei of liquid  3He in contact with value of the nonuniformity of the magnetic field at a distance

LiYF,—LiTmF , crystals of 5 umis 0.5 Oe at 1 cm. It is reasonable to assume that the

sources of these local magnetic field gradients are the para-
magnetic defect ions T# located on the walls of the
[icrocracks™*! The different values of the transverse relax-
ation rate of the nuclei of liquidHe for perpendicular and

Replacing one of the diamagnetic LiYErystals by a
crystal of the Van Vleck paramagnet LiTmkads to a sub-
stantial increase in the rates of both transverse and longit

dinal relaxation of the nuclear magnetization of the liquid llel orientati 9 ' ¢ anisot f th
3He. Moreover, the relaxation parameters of ligthte begin parallel orientations oH, are evidence ot anisotropy ot the

to exhibit anisotropy, which reflects the magnetic propertie?agfetc tSUSCGptIt_)cI;Ity hOf ﬂlﬁ paramaggetlc dhefe_ct cen_ter:ts
of the substrate. The results obtained for the temperatur . Let us consider how the proposed mechanism mig

1'£_ s » .y 1'4_ Position of A point
T z 1.2} 5 = ~
T | w
.08 zE w1 ol
S e o2 ;1-0_ 2
~ o6 ﬂ\gx = []
I M 0.8}
0.4r "
1 1 1 1 L 1 1 ] 1 0'6 1 1 1 i 1 1 'l 1 1 1
14 1.8 2.2 26 3.0 0 0.2 0.4 0.6 0.8 1.0
T,K Relative concentration of “He

FIG. 3. Temperature dependence of the longitudinal relaxation rate of th&lG. 5. Dependence of the longitudinal relaxation rate of the nuclei of liquid
nuclei of liquid ®He in the gap between crystals LiYFLITmF, for Hg SHe on the concentration of*He in the gap between crystals
=6.1(1), 2.4 (2), and 1.19 kOg3). The unfilled symbols correspond to LiYF,—LiTmF,; temperaturél=1.5 K, NMR frequency 19.8 MHzH|c

Ho Lc, the filled symbols tdH|c.® (O), HoLc (m).8
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TABLE |. Parameters of the transverse relaxation of the nuclear spins ohonuniformity created by paramagnetic defect ions of thu-

liquid *He. lium located in the walls of the pits. On the one hand, the

T—15K T=295K presence qf these nqnunlform|_t|es leads t_o acceleration of the
nuclear spin relaxation ofHe in these pits(A somewhat

Samples Parameter Hollc  Holc  Hollc  Holc similar situation was considered in Ref. 94 — longitudinal

LiYF ,—LiTmF, T,,ms 5476) 1743 451) 1.403) relaxation of the magnetization of particles moving in a ran-

n 241 221 231 2.14) dom fluctuating magnetic field. As a result of this motion the
LiYF,—LivF, T, ms 5.83) ~ relaxation rate increased with increasing field and decreasing
n 1 temperature. Such a tendency is also observed in our experi-

ments. However, direct use of this model here is impossible,
since, first, the fields of the paramagnetic defect ions are
strongly anisotropic, and second, liquide has a number of
explain the temperature and field dependences of the Ionggpecia| properties, which were mentioned abp\@n the
tudinal relaxation rates of the liquitHe nuclei. We note that other hand, the nuclear spins of thééte atoms located in

the observed temperature and field dependences cannot §gch nonuniformities of the magnetic fields have different
described in the framework of the conventional approacheszeeman frequencies, which makes the exchange of magneti-
relaxation into a reservoir of spin—spin interactions of parazation between these atoms difficult. Thus the efficiency of
magnetic impurities, direct transfer of magnetization frominhis mechanism will be determined by the competition be-
the nuclei of liquid®He to the resonant nuclei of the sub- yyeen two processes: acceleration of the relaxation in the

strate, relaxation into a reservoir of exchange motion#Hef  magnetic-field nonuniformities, and the exchange of magne-
atoms in the solid adlayer. The latter mechanism is not eftjzation betweerfHe atoms in the near-surface layer.

fective because of the small size of the contact surface be- |y the framework of the proposed mechanism one can

tween the’He and the crystal. The only nuclei to which the 4150 interpret the data on the relaxation of the longitudinal
%He spins can transfer their magnetization directly in OUrmagnetization ofHe nuclei in®He—*He mixtures(Fig. 5).
experiments are th&°Tm nuclei, the spin—lattice relaxation The admixture ofHe leads to a situation in which predomi-
rate of which falls off with decreasing temperatusee Fig.  nantly*He atoms are found in the microcracks because of the
6). Furthermore, the magnetic heat capacity of the nuclei ofjifferent values of the van der Waals interactions with the
the surface Van Vleck ions T is insufficient to bring  atoms of the walls of the substrate. Therefore, the penetration
about thermal contact. As to the relaxation via paramagnetigf 3He atoms into microcracks becomes increasingly difficult
impurities, not only is the surface concentration of these imvith increasing®He concentration, and the longitudinal re-
purities low, but this mechanism also gives the opposite teMpyxation rate ofHe decreases. We note that the concentration
perature and field dependenéésThe most probable relax- dependence of; * (Fig. 5 is very reminiscent of the ad-
ation mechanism is the following. As in the experiments Withsorption curve ofHe in *He—*He mixtures’® Upon transi-

the diamagnetic crystals LiFLiYF,, the magnetization tjon to the superfluid state the diffusion coefficient %fe

of the nuclei of the bulk liquicHe rapidly diffuses to the  atoms increases, so that the transfer of magnetization from
He nuclei located in direct proximity to the surface of the the pulk3He atoms to the near-surface ones is strongly ac-

is brought about by the motion of tiéle atoms in microc- g the values measured in putide.

racks on the surface, as in the case of diamagnetic crystals.
However, this motion in a restricted geometity the “fractal

. . . . i 3 i
pits”) occurs under conditions of a large local magnetic-field?-3: Relaxation of “He nuclei on the surface of crystals and
magnetically oriented powders

Both in the studies discussed and in experiments with
103; fine powder§it has been observed that the relaxation of the
i longitudinal magnetization oHe in contact with the surface
of the Van Vleck paramagnet LiTmFoccurs more rapidly
T 102k than in the same experiments using the diamagnet LiYF
. i This is convincing evidence of the existence of magnetic
[ coupling betweeriHe and the substrate, so that for generali-
10 t zation of the experimental data it makes sense to summarize
F the most important feature of the relaxation®sfe in mag-
netically oriented powders of LiTmFat T=1.5 K, which
4 are reflected in the following relatiorithe number in paren-
T.K theses denote the size of the powder particles, the subscripts
FIG. 6. Temperature dependence of the longitudinal relaxation raf&Toh I'and L d_enOte_ the_ direCtion of the EXternal ﬁel(_j relat_ive to
nuclei in a LiTmF, single crystal in the orientatioH||c. The solid line was ~ the ¢’ axis, which is the axis of predominant orientation of

calculated by the formuld; '=3.4T15+4x 10" exp(-47.5), where the  the powder particles

first term is due to relaxation of the thulium nuclei via paramagnetic impu-

rities, and the second term is due to fluctuations of the hyperfine magnetic T1H<Tn ) (2.9
field produced by the #shell of the Tmi* ion; the argument of the expo-

nential function is in good agreement with the energy of the first excited T1H(<20 Mm)*Tlu(< 1 1,um)<T1”(2— 4 Mm),
doublet in the LiTmp crystal®* (2.5

02 03 04 05 06 07 08
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To(<1 um)=12 ps<Ty (<1 um). (2.6)  change is ineffective in this case. On the other hand, in the
experiments of Ref. 57 it was reliably established that a solid

We see that the timd; decreases substantially only for fjms of 4He (1-2 monolayerssubstantially slows the recov-
H0||(_3' and only in samples containing a large number Ofgry of the longitudinal magnetization. Apparently, the cause
particles of submicron size and, consequently, have a wellyf the disagreement of these results is rooted in the fact that

developed surface. In this case the relaxation tigealso  the surface of the sample containing the coarsest particles is
turns out to be small. In a sample containing particles smallefygficiently large.

than 1um the timeT,; turns out to be even smaller than for

19F nuclei in Cak (Ref. 93. Since the magnetic moments of

the He nuclei are smaller than those of fluorine, and the2-4- Nuclear magnetic relaxation of liquid 3He in water-filled
distances between them cannot be smaller than the distanBges ©f @ fine LIYF , powder

between!®F spins in Cak, it must be assumed that the re- For further study of the influence of surface paramag-
laxation of the transverse magnetization®sfe in a sample netic defect centers on the magnetic relaxation of the nuclei
containing submicron particles of LiTmFwill occur not  of liquid ®He we made experimental measurements of the
only because of the dipole—dipole interaction of the nucleatemperature dependence of the longitudinal relaxation time
spins of*He with one another but also because of the effectl; of the ®He nuclei for different degrees of filling of the
of the fluctuating magnetic fields created by the paramagmicrocracks on the crystalline surface by molecules of dis-
netic centers at the substrate surface. Moreover, when on#led water®® Fine powders of LiYE were placed in a Pyrex
considers the extremely strong influence on the relaxation aflass ampoule with a filling factor of 0.5 and were then
the ®He nuclei (T (<1pm)=12 us), it must be assumed pumped down for several days. At a certain time they were
that the source of these fluctuating fields is from paramagbrought into contact with saturated water vapor at room tem-
netic centers located in the immediate vicinity of the surfaceperature. After being removed from the volume containing
of the crystalline powder particles. Our experiments showthe saturated water vapor, the sample came to an equilibrium
that native impurities such as Rid, GA®*, and other rare- state over several hours. The degree of filling of the micro-
earth ions are incapable of causing the observed effects, amglacks by water was monitored by the NMR cryoporometry
it therefore seems to us that more likely candidates for thenethod described in Ref. 83. The value of the longitudinal
role of acceptors are T ions, which are located just near relaxation rate of the nuclear spins of the liqdide at each
the surface in sites with highly distorted symmetry and have@emperature was determined from 50 values of the amplitude
large magnetic moments. of the free-induction decay signal for different delay times

Thus a decisive role in the magnetization transfer probetween the rf probe pulsés/2-r-m/2).
cess is played by théHe surface atoms, which are well Figure 7 shows the temperature dependence of the lon-
coupled to the subsurface system of paramagnetic centers gftudinal relaxation rate of the liquitHe nuclei in contact
the crystal. Of course, this channel of nuclear relaxation ofyith “dry” LiYF , powder’® Although the temperature de-
bulk *He can operate only under the condition of a rapidpendence obtained is weak, the sign of the derivative is
exchange of energy between the bulk and near-surfdee  clearly opposite to that which is observed in the earlier stud-
atoms, i.e., in the presence of spin diffusion. In a fieldies of magnetic coupling and in our experiments on the mag-
HoLc’ the Van Vleck magnetization of LiTmHs extremely  netic relaxation of liquidHe in contact with LiYR—LiTmF,
large, and therefore in the space between powder particlesngle crystalgFig. 3), where the longitudinal relaxation rate
the nuclear spins of the liquitHe come under the influence was proportional to the magnetization of the magnetic mo-
of a highly nonuniform field(the gradients reach 100 Oe/ ments of the solid and, consequently, decreased with increas-
pore sizé. A consequence of this should be a spread of Laring temperature. To understand the cause of such a funda-
mor frequencies of the nuclear spins’bfe and a breaking of mental change in the temperature dependence, let us write an
the coupling betweefHe nuclei in the bulk and in the im- expression for the thermal contact of the nuclear spin system
mediate vicinity of the surface. Apparently, it is this circum- of liquid *He and the solid substrate in the framework of the
stance that is reflected in the observed propefses Eqs. relaxation model which we proposed above:

(2.4) and(2.6)]. We note that in a recent papéthe features 4 4 4

of the magnetic relaxation of liquitHe were also explained ChieT1,meas™ Crie bukT 1,dift T Crie.rest 1 restr» 2.7
by taking into consideration the diffusive motion of tide  where

atoms near the surface.

Obviously, in the powder experiments it is necessary to Che= Crie.puikct Chie restr 2.8
take into account the role of the solid adlayer’sie on the is the total magnetic heat capacity of the nuclear spins of
developed surface of the samples. This raises the question lifuid >He, consisting of two terms pertaining tble atoms
the relation between the contributions to the longitudinal re-of the bulk and to atoms found in a restricted geometry in
laxation rate of*He nuclei from quantum exchange at the microcracks on the crystalline surfa¢estp; T1measiS the
surface of the substrate and from relaxation in microcracksmeasured relaxation timé&, 4 is the characteristic time for
Unfortunately, the data available from powder experimentgransfer of longitudinal magnetization of the nuclear spins of
prior to the start of this study were insufficient to permit liquid *He from the atoms of the bulk liquid to atoms found
reaching final conclusions as to the role of the solid film. Forin a restricted geometry in microcracks on the crystalline
example, in experiments with the coarsest powder surface, andl g is just the relaxation time of the nuclear
(<57 um) an admixture of théHe isotope did not lead to magnetization of the liquidHe atoms found in these micro-
an increase off 1, indicating that the relaxation due to ex- cracks. This time can be governed by several mechanisms:
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40 — oo 1%0 A tization from the bulk liquid to the nuclear spins e in
'w_ 20l ey the microcracks. Therefore, the growth of the magnetization
30 | 7_20_1%%0 of the paramagnetic defect centers, owing to the decrease in
temperature, will further increase the mismatch of the Lar-

» I 0 0816 24 4 ’ mor frequencies and, as a consequence, slow the relaxation
- 20 -220?2‘?%E;8 K o i process for the longitudinal magnetization. Here there is a
-:: ?-;%:28 p rather large temperature-independent contribution to the re-
10 tv- 3% Hzo g5 laxation rate from the mechanism of relaxation in the re-
e f;’:/o nz . stricted geometry.
o- 1o Summarizing what we have said above, we can say that
0.4 1.2 20 2.8 the data of these experiments confirmed our hypothesis that
T,K the efficiency of the magnetic relaxation of liquitie at a
o _ contact with a solid substrate is governed by the competition
FIG. 7. Temperature dependence of the longitudinal relaxation rate of thy o yeen two processes: acceleration of the relaxation in non-
nuclear spins of liquidHe in pores of a “dry”(0% H,0) micron powder of . L L
LiYF, (O) and in pores filled with distilled water and deuterated water, with Uniform magnetic fields, and the exchange of magnetization
various degrees of filling of the voids by water moleculiespercent of the  between atoms of liquidHe.
total volume of the voids in the sampleThe inset shows a comparison of In all the experiments investigating the magnetic relax-
th_e relaxation rates of ||quugHe at 1% filling of the voids of the sample ation of the nuclear spins of “quia_'e in the water-filled
with H,0O and Q molecules’ ) . . .
pores of finely powdered LiYF the evolution of the longi-
tudinal magnetization has been described well by a single

1) direct transfer of magnetization to the magnetic mo-€Xponential. These results are presented by the unfilled sym-

ments of the solid substrate having close values of the Lai?0!S in Fig. 7. A comparison of these curves with the data
mor frequenciegsee, e.g., Ref. 56this mechanism is most obtained from measurements of the relaxation rate of the

. . . 3 . . n ” .
efficient when the frequencies coincide completelge, e.g., NUclei of liquid “He in contact with “dry” LiYF, powder
Refs. 6 and 72 shows that, while in the case of the dry powder the tempera-

2) relaxation of the longitudinal magnetization in ture depgndence is rather weak, even a low degrge of filling
strongly fluctuating local magnetic fields produced by para©f the microcracks with 5O molecules leads to an increase
magnetic defect centers on the surfaces of microcracks; N the rate of magnetic relaxation of liquitHe and to a

3) relaxation due to fluctuations of the local fields in the Strong linear temperature dependence of the Curie—\Weiss
quantum exchange ofHe atoms on the solid surfag®; type, with a characteristic temperaturg=0.7 K. Such be-
clearly, at temperatures ab® K this mechanism has a low havior of T *(T) indicates that the water molecules play a
efficiency because of the small number of adsorbiéed at- ~ Substantial role, both in “crowding out” the liquitHe atoms
oms: from microcracks and also in the magnetism of the surface.

4) relaxation in a restricted geometry due to substantia®n extremely low filling of the microcracks with water is
changes of the spectral characteristics of the diffusive moteflected primarily in a lessening of the mismatch of the Lar-
tion; according to our calculatiorf4 this mechanism should mor frequencies, since the rapidly relaxing atoms of liquid
give a temperature-independent contributiifrihe tempera- He are crowded out of the regions with the largest nonuni-
ture dependence of the diffusion coefficient is neglected formities of the local magnetic fields by water molecules.
the measured relaxation rate. Increasing the concentration of water molecules further leads

It follows from Eq.(2.7) that in the single-crystal experi- 10 & substantial decrease in the magnetic heat capacity of the
ments discussed above, the “bottleneck” in the process is theapidly relaxing atoms of liquiHe [see Eq.(2.7)]. The
relaxation of the magnetization near the surface, because dicrease of the slope of the temperature dependence of the
the small percentage of thele atoms found in the microc- rate of longitudinal relaxation of liquidHe when the con-
racks. In terms of the character of the temperature and fiel@entration of the water molecules is increased from 0.25% to
dependencegFigs. 3 and #we can conclude that the domi- 1% indicates that the aforementioned mismatch of the Lar-
nant relaxation mechanism is the second of those mentiong®ior frequencies decreases, i.e., there is a decrease in the
above. Indeed, the growth of the magnetization of paramagspatial fluctuations of the local magnetic fields in the micro-
netic defect centers with temperature or magnetic field leaderacks on the surface. This fact can be explained by the
to enhancement of the amplitude of the fluctuating magneti@ppearance of certain correlations between the magnetic mo-
fields, and that accelerates the relaxation process. ments of the defect centers. It is therefore reasonable to as-

In experiments with fine powders, the results of whichsume that the paramagnetic defect cert®&?$,which are
are presented in this Section, the percentage oftlecatoms  concentrated on the surface, form exchange-coupled mag-
found in the microcracks is large because of the well-netic pairs or clusters in which the exchange interaction
developed crystalline surface of the micron-size powder parcomes about through the transfer of spin density via the mo-
ticles. However, because of the large local magnetic fields itecular orbitals of oxygen in the water molecules. This is
the microcracks the Larmor frequencies of the nuclear spinidicated by the fact that the pattern of the temperature de-
of the liquid ®He atoms in the microcracks differ rather sub- pendence of the relaxation rate is remains unchanged when
stantially from the Larmor frequency of the nuclear spins ofdeuterated water is used instead of ordinary wétes filled
the bulk liquid®He. Here it is clear that in such a situation symbols in Fig. 7. Increasing the temperature leads to a
the “bottleneck” in the relaxation will be transfer of magne- decrease of the magnetization of these exchange-coupled
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FIG. 8. Field dependence of the slope of ﬁ@l(T) curve atT=1.5 K for FIG. 9. Temperature dependence of the longitudinal relaxation rate of the

0.5% filling of the voids of the sample by, molecules?® nuclear spins of liquidHe in the pores of a micron powder of Li¥For
various concentrations of thitle—*He mixture®® The vertical dotted lines
show the positions of th points for the superfluid mixtures.

pairs and, consequently, to an increase of the rate of relax-
ation of the nuclear magnetization of liquitHe. An addi-

tional argument supporting our ideas about the pattern of

. . S . : whereH, is the magnetic field, an@ is a coefficient con-
magnetic relaxation of liquidHe in contact with a crystal- aining information about both the magnetic properties of the
line surface is the field dependence of the slope of thé 9 9 prop

TIl(T) curve atT=1.5 K and 0.5% filling of the microc- surface paramagnetic centers and the magnetic interactions

racks with water moleculeSee Fig. 8 Increasing the mag- of the nuclear spins of the I|qu|a-!e with them. The con-
netic field, which suppresses the correlations between th&l@nt termA describes the contribution of the relaxation
paramagnetic defect centers, leads to growth of the spatifi€chanism in the restricted geometry.
inhomogeneities of the local magnetic fields in the microc-

racks and to a decrease in the relaxation rate. At this stage of

the investigation there is no possibility of obtaining quanti-

tative estimates of the characteristic temperature for such _ . o )
magnetically coupled pairs or of establishing the structure of-5- Nuclear magnetic relaxation of liquid  °He in *He—*He

the clusters because of the lack of detailed information aboifuntum mixtures filling the pores of a fine LiYF

the wave functions of the paramagnetic defect centers. HowRoWder

ever, the experimental value obtaine@.=0.7 K, lies In the previous Subsection we discussed the results of
within reasonable limits with allowance for the two- research on the magnetic relaxation of liqdide in powers
dimensional character of the distribution of defect centersf a fine LiYF, powder in which the nanocracks are partially
and their concentration on the surfaeAccording to our filled with water, which was in the solid state under the con-
calculations’* the relaxation mechanism in the restricted ge-ditions of the experiment. It is no doubt of interest to replace
ometry is most efficient for pore sizes less than 50 A. It isthe classical liquid by a quantum liquid. The difference in the
therefore unsurprising that in the experiments with Water'adsorption energies of the helium isotofdss and *He) al-

filled pores the temperature-independent contribution to thg,s one to fill the nanocracks BiHe atoms in a controllable
magnetic relaxation rate is absent, and the extrapolation gf,snner. Figure 9 shows the temperature dependence of the
the temperature dependence in Fig. 7 gives the same Char&}Shgitudinal relaxation time of liquid®He for different

teristic temperature for all of the curves. SHe—*He quantum mixture®’ Increasing the concentration

. If the magnetic relaxation mephanlsm described aboveof the diamagnetic liquidHe leads to a monotonic decrease
which works through the formation of exchange-coupled

. . . ) .of the relaxation rate on account of a decrease of the constant
pairs or clusters, is correct, then replacing the diamagneti

water molecules with paramagnetic oxygen molecithis A in formula (2.9 and to a weakening of the temperature
b g Y9 dependence. Behavior of this sort becomes understandable if

actually means covering the entire surface of the microcracks )
y g E is taken into account that wheélre atoms are crowded out

by a solid-state film of oxygen, which is possibly found in a i .
magnetically ordered stateshould smooth out the spatial of t.he nanogracelfs bHe atoms,_ the fraction comp_nsed of
rapidly relaxing®He nuclear spins decreases. This sort of

fluctuations of the local magnetic fields and increase the lon- i ) ! . . .
gitudinal relaxation rate. Indeed, such an acceleration, b€havior was noticed in our experiments with Liy8ingle

more than a factor of two, is observed in the experimenFrySta|s- Increasing thtHe concentration further leads to an
(inset to Fig. 7. increase in the temperature of the transition to the superfluid
The whole set of experimental data—the temperatureState of the quantum mixture, e.g., at concentrations of 80%
field, and concentration dependences of the rate of relaxatiotnd 90% one has, =1.86 and 2.1 K, respectively, which lie
of the longitudinal magnetization of the nuclear spins of lig-Within the investigated temperature interval 1.5-3 K. Below

uid *He—can be described by the formula the critical temperature of the superfluid transition, the diffu-
sion coefficient and, accordingly, the probability of penetra-
T l=A+ T-Tc (2.9 tion of ®He atoms into the nanocracks increase, and that leads

CHo to acceleration of the magnetic relaxation.
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2.6. On the possibility of using insulating Van Vleck Vleck paramagnets. One of the possible channels for the

paramagnets for dynamic polarization of liquid ~ °He transfer of magnetization may be the dynamic polarization of
It was mentioned in the Introduction that spin-polarizedthe nuclear spins of the ligands due to saturation of the high-

liquid ®He is at the present time obtained by two main meth-frequency EPR and the subsequent transfer of magnetization

ods: under conditions of resonant magnetic coupling. However,
— polarization of solid *He by the “brute force” this sort of transfer is influenced considerably by paramag-

method, followed by rapid melting=>’ netic defect centers located on the crystalline surface. From
— optical pumping>** of gaseous®He, followed by this standpoint, to bring about the efficient polarization of

rapid liquefactior®* liquid He with the use of insulating Van Vleck paramagnets

The first of these methods requires very low temperait is necessary to conduct an experimental search for methods
tures (T<10 2 K) and high magnetic fields in view of the of obtaining crystals and powders with an atomically smooth
small value of the nuclear magnetic moment. Although solidsurface in order to avoid the formation of defect centers.
3He can be quite strongly polarized under those conditions, On the other hand, the paramagnetic surface defect cen-
even a very small heat leak can cause the sample to be heategdls are found in the immediate vicinity of atoms of liquid
and very strongly depolarized. The subsequent rapid meltinfHe, so that it seems extremely attractive to use saturation of
gives spin-polarized liquidHe, but the spin polarization in the EPR of these centers for polarization of the nuclear spins
the |ICIUId relaxes to its equilibrium value in a few minutes. of 3He’ particu|ar|y since a controlled variation of the mag-
The second method involves the use of rather powerfuhetic properties of the surface centers has an extremely large
sources of electromagnetic radiation and also yields a higlhfluence on the kinetic parameters of the spin system of
spin polarization, but for gaseodse with a rather low den- liquid 3He 838 Therefore, it appears extremely promising to

sity, so that the subsequent liquefaction yields an extremellj0 forward with a detailed study of the magnetic properties
small amount of polarize8He. Therefore, it is of interest to ¢ paramagnetic surface defect centers.

consider methods of direct polarization of liquide.
Spin-polarized®He—*He quantum mixturegwith a po-
larization of the liquid®He of up to 20% can be obtained in
a circulating dilution refrigeratot>:1%°
Dynamic methods of polarization can also be used to
obtain a highly spin-polarized state of liquitle. In Sec. 1 concLUSION
we mentioned the use of paramagnetic centers in fluorocar-

bons for transfer of the spin polarization to liquite at Let us summarize the main results of the theoretical and
saturation of the electron spin resonafit&€he possibility of experimental studies of the magnetic relaxation of the
using powders of solid insulatotsharcoal for this purpose  pyclear spins of liquidHe in contact with single crystals and
was demonstrated in Refs. 101 and 102, and the possibilitne powders of the insulating Van Vieck paramagnet
of achieving dynamic polarization of liquitHe by employ- LiTmF, and its diamagnetic analog Li%F

ing the spin resonance of electrons injected into the liquid by \ve first of all showed that the coupling of the buiKe

a strong electric potential was considered in Ref. 103. ity 54 magnetic substrate is effected through ¥He atoms
Our studies of the properties of insulating Van Vieck o, on4 near the surface of the crystial microcracks on the

stances mav be used for dvnamic polarization of the n Cler_encal model proposed in Ref. 84 for describing the influ-
S y104 u Y IC polarization ¢ UC%nce of the restricted geometry of the surface microcracks on
of liquid *He.”™™ From the theoretical and experimental re- . . - . .
. . .~ the magnetic relaxation of liquidHe made it possible to
sults presented above, it follows that for dynamic polariza- . : . .
. . understand the basic experimental relationships and to reveal
tion with the use of Van Vleck paramagnets there are twag ) : .
. . the different channels of magnetic relaxation of the nuclear
types of magnetic moments that can be used:

. - . 3 . B . .
1) electronic—nuclear magnetic moments of Van VIeckiF:'(r::s Oghqtl;]'d bHe. n fcontact with Imgulg:tmg %owderst Oft d
ions found in the bulk of the crystal or of the crystalline ITF4. ©N e basIS o such an analysis It was demonstrate
powder grains: experimentally that by making controlled changes in the

2) paramagnetic defect centers formed on the Crystamngnagnetic properties of the surface of the solid substrate, one
surface of insulating Van Vleck paramagnets. can control the relaxation parameters of ligdlde. It was

The first of these magnetic moments have a pronounce@!SC established that the quantum liquitié) can be used as
anisotropy of the gyromagnetic ratio, making it possible to@ Probe for studying the magnetic properties of a solid sur-
vary their Larmor frequency by varying the orientation of theface at low and ultralow temperatures. Finally, it is predicted
external magnetic field. At high magnetic fields the Vanthat insulating Van Vleck paramagnets can be used for dy-
Vleck ions in the bulk of the crystal are quite highly polar- Namic polarization of the nuclear spins of liquide.
ized and, furthermore, they are distributed regularly in the ~ This study was done with the support of Nederlandse
sites of the crystal lattice. The experimental observation oforganisatie voor Weternschappelijk OnderzgbiVO) and
high-frequency EPR due to transitions between the grounthe Science and Education Center of Kazan State University
and excited levels of these idi3%®holds the hope that the (REC-007. One of the author$D.A.T.) is grateful to the
saturation of these transitions might be used for polarizatiofserman Science Foundation for supp@€&G, Grant Es 43/
of the nuclear spins ofHe in contact with insulating Van 11-1).
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A simple and clear relationship between the anisotropy of the current dgpsityd the guided

motion of vortices along the basal planes of a bianisotropic potential is established on the

basis of a physical analysis of experimentally observed effects. This relationship is expressed in
the form a diagram of the possible dynamical states of the vortex ensemble g thi X

plane. A theoretical analysis of the nonlinear resistive responses in the “rotating current” scheme,
which has been used to investigate the anisotropy of the pinning in a number of experimental
studies, is given for the first time. The most typical behaviors of the various resistive

responses are presented graphically2@2 American Institute of Physics.

[DOI: 10.1063/1.1480237

1. NONLINEAR G EFFECT the noncoincidence of the directions Bf andv, i.e., the
smaller the angleB. Here it is possible that cg>1, i.e.,

Continuing the investigations begun in Ref. 1, we CoNn-p >p,.

sider the vortex dynamics in a bianisotropic pinning model  \\e note that in theX and Y geometries B(a=0)

and the associated resistive properties on the basis of the gy = 7/2)=7/2, since in both cases the Lorentz force is

bianisotropic pinning potential introduced there. We use thgjjrected parallel to one of the systems of pinning centers and

dimensionless parameters introduced in that paper. perpendicular to the other. To investigate the sensitivity of
Bianisotropic pinning, like simple anisotropic pinniAg, the value of the angl@ to small deviations of the angle

has the peculiarity that the direction of the external drivingfrom the values 0 andr/2, corresponding to th¥ and X

force F|_acting on a vortex does not coincide with the direc-geometries, we write the derivativetg/de at =0 and
tion of its velocity v (for isotropic pinningF||v if the Hall 4 7/2 in the linear approximation ir:

effect is neglected Nonlinear dependences of the pinning

viscosities on the current and temperature bring about both dg vy (0,r) dB v,(0,7)
corresponding nonlinear transitions from the full pinning re-  qqo| T v(j,7)’ de| T vy(j,7)° 2
gime [in which the vortex motion with respect to both sys- =0 a2

tems of pinning centers occurs in the thermally activated fluxAs we see from Eq(2), the formulas for the derivative
flow (TAFF) regimg into one of the guidingG) regimes, dp/da in the Y and X geometries are mutually symmetric
and also nonlinear transitions from the latter to the isotropiayith respect to permutation of the indices of the functign

regime, in which the influence of pinning by both systems ofand in both geometried3/da depends on both the current

pinning centers can be neglected. and temperature. Fgr— 0 the value and sign of the deriva-
The function cop=—p, /p, used in Ref. 3 for describing tive in both geometries depends on the ratj¢0,7)/v,(0,7).
the G effect has the following form in our model: For =0 we have (8/da)|,-o=(dB/da)| .- o= 1. Under

the conditiong —« and/orr— o, corresponding to the iso-
(1- e/ vy)cota (1- vy /v )tana f[ropic regime of free flux flovv(_the_ FF regimg when the .
cotB= 1+ (v vy ool a =— 1+ (o)t a’ (1) influence of both systems of pinning centers on the pinning
xPTy Yoo can be neglectedi3/da=0, as might have been expected,
since in this regime the angjg= 7/2 and is independent of
wherep, andp, are the longitudinal and transverse magne-the direction of the current relative to the pinning center.
toresistivities, angB is the angle between the vortex velocity The evolution of the vortex dynamics with changes in
vectorv and the current density vectpr(see Fig. 1 of Ref. current and temperature can be represented most transpar-
1). The G effect is expressed the more strongly the greategntly with the aid of a diagram of the dynamical states on the

1063-777X/2002/28(5)/9/$22.00 312 © 2002 American Institute of Physics
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j 7 allel to the Oy axis (the FG, regime, (v}FGyHy; here j,

i FG.— A Gva__: >i%, iy<i¥ [iXa)<j<j¥(a)]. Finally, the region GG,,
_(Vx> #0 7\\(V,) #0 1 shaded by both horizontal and vertical lines, corresponds to
— (V) =0 My =0 the regime of free magnetic flux flow with respect to both

: [ A systems of pinning centers, and, consequently, to an isotropic

Y

s N resistive responséhe GG, regime; (Vg ¢ ||[FL; herej

S NT istive responséthe GG, oL herel

y . [~/ >js Jy> il [i>id(a), j>jia)].

c FP7><I \><'\ ‘ N Using Fig. 1, it is easy to trace the sequence of dynami-
_V\— vy 2o >< N \ cal regimes through which a vortex system passes as the
(Vi =(Vy) = N FGy current is increased at a fixed temperature and fixed angle
. E=0 = We note that an additional source of dissipation arises at the

Vo=0
o NTy (V) #0 boundary of the regions corresponding to the linéap,
y [o FG,, FG,, G,Gy) and nonlineatNT,, NT,) regimes of vor-

tex dynamics, giving rise to kinks on the observed current
dependence op, and p, at values of the current density
js(@), ji(a), ji¥(a), and ji(a). In the general case the
X jx jx J maximum number of such kinks on thg(j) and p, (j)
¢ Js X curves is equal to four, and the minimum number is two
FIG. 1. Diagram of the dynamical states of the vortex systém Hall  (€.9., in the cases=0 anda= 7/2). The number of kinks is
effect is neglectedon the plane fy.j,); herej%, jZ andj), j} are the  determined by the angle; it decreases if the line of the

principal critical currents and saturation currents along the veetansdy current density vector passes through points of intersection

of the pinning anlsc_)t_ropy, FP is the fuI_I pinning region, N§ the_ region of of the boundary lines of the regions.
the nonlinear transition between the linear TAFF and FF regimes of vortex . . Lo
motion in the direction of the vectax (conditional on the pinning by a Let us turn our attention to particular limiting cases

system of pinning centers parallel to thg @xis), NT, is the region of the (P, &x, T)<jg(p,8y ,7) and jX(p,ey,7)>] g(p,sy ,7), for
nonlinear transition in the direction of the vectpfconditional on the pin-  \which the bianisotropic character of the pinning reduces to a

ning by a system of pinning centers parallel to the &is), FG, is the —,hiayia) anisotropic one over a wide range of current densi-

region of guided motion of the vortices along the &xis, FG is the region . d | 4 f f Xy he i |
of guided motion of the vortices along thg @xis, GG, is the region of ties and anglesa.” In fact, for Jc<l¢ In the interva

free flux flow. The circular arc—7 described by the end of the vecjoon ] &/ Sina<j<jY/cosa the pinning is weakened in the direction
the diagram of dynamical states correspond qualitatively to the characteristigf the Oy axis in the presence of strong pinning along ttxe 0
of curvesl-7 of the functionp(«) in Fig. 10, thus explaining their features. axis, and forj¥<j’é in the intervalj¥/005a<j<jxc/sina the
pinning in the direction of the Y axis is weakened in the
presence of strong pinning along thg @xis, i.e., in these
(Jx» Jy) plane(see Fig. 1. The first quadrant of the plane of cases the pinning is effective for only one of the mutually
this figure is divided by the lineg,=jy, jy=j3c’ and j,  orthogonal systems of pinning centers in the corresponding
=j%, jyzjg’ into several regions, corresponding to all of theintervals of current density and angiewhile pinning on the
different possible dynamical states of the vortex system irother system of pinning centers is absent. A simple example
this model. The end of the vectpy which has coordinates of such a situation is the cage>1 (or the oppositep<<1) at
j sina, j cosa, falls in one of these regions, depending onzero temperature, wheit=p~'<jY=p (j’>j¥, respec-
the values off and a. We denote bya* (tana* =jYj)) the tively).
critical angle formed by the ray passing through the origin  The dynamical state of the system can be described di-
and the point of intersection of the lingg=j% andjy=j}3’. rectly using formula(l). The guiding regimes will exist in
In Fig. 1 the region FP corresponds to the full-pinnifig®)  the limiting cases when the functioR=v,/v, or R
regime, since herg<jy, j,<j% and TAFF vortex dynamics =, /v, can be treated as a small parameter. The limit of the
is realized in respect to both systems of pinning centers. Th&unction R for j—0, if the terms proportional to positive
region NT, (NT stands for nonlinear transitipcorresponds  integer powers of the parameteare neglected, has the form
to the regime of nonlinear transition between the linear TAFF 1
and FF regimes of vortex motion in the direction of the vec- Ro=exi (1—p?)p~tr 1A (1-ek)/(1-2/k)] (3)
tor x (this nonlinear transition regime is conditional on thefor r<p, p=! (k/e—1), [(ke) 1—1]. Formula(3) de-
pinning by the system of pinning centers parallel to thye 0 scribes a weakin respect to the magnitude of the resultant
axis); hereji<j,<jI[ji(@)<j<j{(a)]. The analogous re- yelocity) G effect which arises on account of the competition
gion NT, corresponds to the regime of nonlinear transition inpetween the vortex velocity components perpendicular to the
the direction of the vectoy (conditional on the pinning by poth sets of pinning centers; these velocity components are
the system of pinning centers parallel to the &xis); here  associated with the TAFF dynamics at low temperatures and
je<ix<is lig(a)<i<js(a)]. The region FG, which is  currents(FP region. It is easy to see that c@t=cota (S
shaded by horizontal lines, corresponds to the regime ok ) for Ry<1, tarf @ and cotB~—tana (B~ 7/2+ a) for
guided motion of the vortices along the pinning centers parRal< 1, cot « (with accuracy tdR, anngl, respectively.
allel to the & axis (the FG regime, (Vv)rg [X; here |t follows from formula(3) that a decisive role in determin-
ix<iz, jy>j3s’ [j{(a)<j<ji(a)]. The region FG, which  ing which of these cases is realized is played by the value of
is shaded by vertical lines, corresponds to the regime ofhe parametep in comparison with unity, as that determines
guided motion of the vortices along the pinning centers parthe sign of the argument of the exponential function. The
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FIG. 2. Dependence ¢(j) for different values of the angle [degd]: 10 (1), FIG. 3. Curves ofg(7) for different values of the angle [ded:10 (1), 20
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£=0.001,k=1; a*=27°. £=0.001,k=1; a*=27°.

conditionp>1 corresponds to the cage~«, and the con-
dition p<1 to the casgd~ mw/2+ a (the functionR, is pro-
portional to the factor expfc) for |1—p|~cr, where the
value of c must be determined by the conditi®®y<1 or

=a* there are no G-effect regions; the transition from the FP
regime occurs directly to the regions of the nonlinear, NT
and NT, regimes. Let us consider the interval of values of

R61<1 for realization of the G effetThe physical reason the angleg corresponding to intervals of current density in

for realization of one of these cases is the unequal depths (Whlch transitions nonlinear in the current occur between lin-

the potential welldJ,, andU,: it is energetically favorable ﬁa;”rﬁg'rptersnoztivartiériﬁn%;"ﬁszgn Esglr:gjvgﬁsthgirghtie
for the vortices to localize in the potential wells with the onlineartransttions 9.

greater depth and to move along them under the influence &ﬁise;pilr(zre]elﬁg.( d2 t:;sdrzp“t\l;v?tisscjbtggintosnli':;i‘;;;an'
an external force, overcoming the potential barriers of the'1ons 10 gleg (de B P 9

wells with the smaller depth. In the cape=1 for j—0 we :Cv‘; gr?f\:vehslgmgg]g ;ftillcrﬁlz;‘ ;i%llmz :I?rZ?]rS, :tr:otr??) f;ﬂg\?é be-
havev,=vy,, from which we get coB=0 and, hence, with P

increasing current density the ang® changes from the the ValueS‘A'BFP*FGx:W{Z’ AIBFGx—‘GxGy:a for a<a”
value B(j =0)= /2, independently of the angle. (see curvesl, 2, and 3 in Fig. 2) and ABep_rc, =0,
The G effect is strongly expressed when FF vortex dy-ABrc, —c,c,= T/2—a anda>a* (see curves, 6, and7,
namics is realized along one of the anisotropy directions 0bn curve? the transition FG— G,G, is not reflected, since it
the system while TAFF dynamics is realized along the otheroccurs at values ¢of that fall outside the field of the figure
This occurs under the conditiong=1, v,<1, which give  Analogously, in the casp<1 the amplitudes of the nonlin-
R <1, B~m/2+ a, which corresponds to the FGegime ear transitions for the anglé have the vaIuesAﬂ,:PﬁFGX

(the regionj,<j%, jy>j}5’), and under the conditions <1, =0, ABrg _.cc =a for a<a* and ABgp_.pg =2,
vy=1, which giveR<1, g~a, corresponding to the FG 5z GX — 12— o for a>a*. In the casep=1x, lim B
regime (the regionj,>j%, j,<jY). If the FF dynamics is XXy i—0
realized along both anisotropy directions, i.ev,=1, = /2 the vortices are localized on that system of pinning

vy=1, then cop~0, B~ /2 (B— m/2 in the limit j— o), centers which makes an acute angle with the Lorentz force.
and a practically isotropic regime in the regionGg is re-  If «=45°, theng=90°, even though, generally speaking,
alized (>j5, jy>]Y). this state is unstable with respect to the angle

The vortex dynamics nonlinear in the current and tem-  The diagram of dynamical states can also be used for
perature is illustrated in Figs. 2 and 3, which show the func-analysis of the temperature dependencgait a fixed cur-
tions B(j) and B(r) for a number of values of the angle  rent density in the temperature region where the concept of
[we note that the critical angle is related to the parampgter critical currents and saturation currents have physical mean-
by the relationa* ~arctanp™?)]. As we see from thes(j) ing [taking into account that the parameters depending im-
curves, the arrangement of the linear regintasere B plicitly on 7 vary weakly in those temperature intervals
~cons}, the values of the anglg in them, and the values of which correspond to singularities of the functie(ir); Ref.
the critical currents and saturation currents correspond to ouf]. With increasing temperature the probability that the vor-
above analysis of the diagram of the dynamical states. Intices will break away from the pinning centefdepinning
deed, the current intervals corresponding to the FP regimender the influence of the thermal fluctuations increases, and
(j<jl(a) for a<a* andj<ji(a) ata>a*) are wider for  at a certain temperature the the pinning of vortices at pinning
values ofa which are closer tax*. The current intervals centers can be neglected. The vortex depinning temperature
corresponding to the strong G effect, i.e., the,A€gime Ty ], a,p,e,K) is most simply defined as the value at which
(i¥a)<j<jc(a)) and the FG regime (3(a)<j<j{(a)) the dynamics of the vortex system passes into the FF regime
are wider for values ofr which are farther fromn* (for a at the given parametejs «, p, &, andk. Then the condition
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of applicability of the diagram of dynamical states for the 90
temperature dependences of the observed quantities has the 1
form T<Tgep. It can be said that as the temperature in- 80r

creases, the values of the critical currents decrease and the
values of the saturation currents increase until these concepts o
become undefined. This change in the critical currents and g

saturation currents leads a deformation of the dynamical re- - 2
gions on the diagram of states, and that makes it possible to '

describe the influence of temperature on these quantities in a
transparent way. The function®(r) in Fig. 3 for a number

of anglesa correspond to the case>1, k=1 andi<j 20}

<jY. With the help of the diagrarfsee Fig. 1it is easy to

understand why it is that for curvdsand?2 in Fig. 3 one has 6 5J . .
B(7=0)=#/2+ a, which corresponds to the FP regime of ' '

vortex dynamicgregion FP on the diagramwhile for the 0 20 4& , degGO 80 90

remaining curvesB(r=0)=a«, which corresponds to the

FG, regime(region FG on the diagram We see that rota- FIG. 4. Curves off(a) for different values of the parametpr 0.5 (1), 1

tion of the current vector alters the dynamical state of the?): 1.6(3), 2(4). 4 (5, and 10(6) for p=1.4, 7=0.01,5=0.001,k=1;

system at zero temperature. It should be emphasized that 4t=2"

zero temperature the dynamical regime at fiyednd « is

essentially determined by the value ppfin relation to the . .
way one can analyze the series of curves of the function

critical and saturation current densities; this, in turn, deter-l9 (a) for a number of different values of the parameter
mines the characteristic form of the(7) curves. With in- E P

creasing temperatur@t T~ T, the vortex system passes For example, the series of curves for the set of parameters
sing temp : . dep) : L y P p=1.4,£=0.001,k=1, j=0.1 and a number of values of
nonlinearly into the isotropic regime (lid=/2).

e (0.05, 0.1, 0.12, 0.14, 0.17, 0.5 a set of monotonically
Let us examine the experimental dependence obtained #ficréasing, convex-upward curves, the degree of convexity
Ref. 5 for 6z(a), wheredg is the angle between the/axis ~ ©f which decreases with increasimgAt the minimum value
and the electric field vectd measured at fixed values of the Of 7 we havefg(a)~ /2, which corresponds to the FG
current density and temperature. Taking into account that ifedime. At the maximum value afwe havefe(a)~a, i.e.,

thexy coordinate system the magnetoresistivity component§ complete isotropization of the system occurs on account of
are py=pxxSina=w,sina, p,=p,, COSa=1,C0Sa, we 0b- the effect of thermal fluctuations on the vortices. Thus the

tain the following simple relation: tafk(a)=py/py function 6g(«) can be used to clearly track the change in the

=(» /v)tana, or regimes of vortex dynamics as a function of the angleith
y ! . . .
. the other parameters fixed, and its behavior corresponds
fe(a)=arctaiR™ " tana). (4)  completely to the general description of the dynamics of a

It follows from (4) that the period of the functiofiz( ) vortex system on the basis of the diagram of dynamical

is equal tomr/2. If A is the argument of the arctangent func- States. _ _
tion in formula (4), then g~A for A<1, while O~ /2 Let us consider the behavior of the observed magnetore-

—A~! for A>1. One more important limiting case is real- Sistivitiesp, andp, . The final analytical formulas for them
ized in the cases,/v,~1, which always holds when the N the given bianisotropic pinning potentigbrmula (19) of
pinning has become isotropic. Indeed, by using an expansion

of the functionsy, and v, in powers of 1f, we find that in

the casg >maxp/cosa, 1/(psina)] we havev%/vxwl to p”
an accuracy of madxk/(psinaj)?, (e/k)(p/cosaj)?]. Then in 10} 7177
the region of anglesy restricted by the conditions caes

>plj, sina>1/(pj), we have the relation tafg~tana to the 08

)
same accuracy.

i

Figure 4 shows curves of the functi@g(«) for a series
of values of the current density. We see that thé&g(a) 06} 5 1
curves have characteristic limiting segmems~0, 6g 3
~m/2 and fg~ «, situated in accordance with the indicated 04| 12
conditions for the anglex as a function ofj and p and
connected by nonlinear transition segments. The velocity
vector of the vortex system is directed perpendicular to the 0.2
electric field vector, and this implies that the segmefits

1

~0 and g~ /2 of the curves correspond to the F@nd ]

FG, regimes of guided motion of the vortices. The interme- 0 2 J

‘]_"ate segmente~ a (if presenl_corresponds to |sotr<_)p|za- FIG. 5. Curves op,(j) for different values of the angle [deg]: 15 (1), 27
tion of the systenithe GG, regime due to suppression of () 45 (3), 60 (4), and 75(5) for p=1.4, 7=0.01, £=0.001, k=1; a*
the potential barriers of the pinning planes. In an analogous-27°.
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FIG. 6. Curves op, (j) for different values of the angle [deg]: 10 (1), 20 FIG. 8. Curves op, (7) for different values of the angle [deg]: 10 (1), 20
(2), 53 (3), 70 (4), and 80(5) for p=0.7, 7=0.01, £¢=0.1, k=0.1; o* (2), 45 (3), 70 (4), and 80(5) for p=0.65, j=0.4, £¢=0.1, k=0.1; a*
=64°. =67°.

Ref. 1) are obtained by substituting the values of the func-FG, or FG, regimes. The values of the magnetoresistivities
tions v, calculated according to formul@0) of Ref. 1into  p, andp, in these linear regimes are easily obtained using
formula (18) of that paper. On the basis of the investigatedformulas(18) of Ref. 1, since the limiting values of the func-
properties of the functions, , and the features of the vortex tions », and », are known. The parts corresponding to the
dynamics, it is straightforward to explain the resistivity nonlinear transitions with respect to current in the functions
curvesp; ; (j) andp, , (7). The linear limit in formulag18)  p,(j) and p,(j) (see Figs. 5 and)6are easily established
of Ref. 1 is realized in that region of currents and temperafrom the values of the critical and saturation current densities
tures which corresponds to the TAFF and FF regimes, whilgfor known values of the parameteps 7, &, andk, which
the region of nonlinearity of the current and temperature dedetermine those currenton the diagram of dynamical
pendences op, , is that interval off and 7in which at least  states. The transition to the nonlinear regime on the tempera-
one of the functions/,(j), vy(j) andv,(7), v,(7), respec- ture dependences @f andp, (see Figs. 7 and)ds due to
tively, is nonlinear. Figures 5-8 illustrate the current andthe temperature-induced depinning of vortices under the in-
temperature dependences of the magnetoresistiitiefor  fluence of thermal fluctuations. Foe T, the temperature-
a number of fixed values of the parameterg, p, and the induced depinning leads to isotropization of the system as a
angle a. These curves clearly reveal the above-discussegesult of the establishment of the FF regime of vortex dy-
nonlinear current and temperature dynamics of the vorticeaamics. We stress that the characteristic form of the curves of
in a system with bianisotropic pinning. The limiting linear the temperature dependencepgfandp, is essentially de-
parts of these curves at low currents and temperatures corrgarmined by the value dfin relation to the set of critical and
spond to the FP regime, while at high currents and/or temsaturation current densities at fixed anglein Fig. 7 for
peratures, to the &, regime. The intermediate parts that are p (7), the value of the current density<j%(a), j%(a),
linear in the current or temperature correspond to one of th¢X(«), j¥(«) for all values of the anglex, and p,(7=0)

=0, since at zero temperature the vortex system is found in

the FP regime. Let us vary the value jofvhile leaving the

p” rest of the parameters the same, and consider the jéase
10} <j=1.2<jY (then we obtain the set of parameters used in
Fig. 3 for the functionB(7)). This will lead to a qualitative
08| change of the functiop,(7), starting at some angle. In
) fact, for > a* and a given value of the end of the vector
j falls in the FG region on the diagrartsee Fig. 1, and it is
0.6 + easily shown that that will lead to the appearance of linear
segments on the(7) curves, the temperature width of
04t which and the value of the resistivity of which grow with
increasing angle. In an analogous way one can analyze the
features of the temperature dependencg,ofn Figs. 8 and
0.2 9. The curves in Fig. 8 are nonmonotonic and have two
maxima, which are opposite in the sign of the functior{7)
. 1 L L and which go to zero at some values ©ofThe limit p, (7
0 005 010 015 020 7T =0)=0 for all curves is due to the fact that the FP regime is

FIG. 7. Dependence gf,() for different values of the angle [deg}: 10 realized at zero temperature for the given value of the current

(1), 20 (2), 30 (3), 45 (4), 60 (5), and 70(6) for p=1.4, j=0.1, ¢ at any anglex. The limit pJ_—>O at7— is reached in gen-
=0.001,k=1; a*=27°. eral regardless of the values of the fixed parameters and is
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P generate and give the indicated forms of symmetry for the
O.L1 corresponding angles.

0
-0.1
-0.2
-0.3
-04

-0.5

2. RESISTIVE RESPONSE IN A ROTATING CURRENT
SCHEME

An experimental study of the vortex dynamics in
YBa,Cu;O; _ 5 crystals with unidirectional twin planes was
recently done using a modified rotating current scheme in
Refs. 5 and 6. In that scheme it was possible to pass current
in an arbitrary direction in the@b plane of the sample by
means of four pairs of contacts placed in the plane of the
. ) sample. Two pairs of contacts were placed as in the conven-

0 0.05 0.10 T tional four-contact scheme, and the other two pairs were ro-
tated by 90° with respect to the fir&ee the illustration in
FIG. 9. Curves op, (7) for different values of the angle [deg]: 10_(1), 20 Fig. 1 of Ref. 5. By using two current sources connected to
222030%1(33(':‘;? (if)': 26?0 (5, 70 (6), and 80 (7) for p=14, j=12,  {he outer pair of contacts, one can continuously vary the
R ' direction of the current transport in the sample. By simulta-
neously measuring the voltage in the two directions, one can
determine directly the direction and magnitude of the aver-
age velocity vector of the vortices in the sample as a function
explained physically by the coincidence of the directions ofof the direction and magnitude of the transport current den-
the velocity vector of the vortex system and the Lorentzsity vector. This made it possible to obtain the angular de-
force vector upon the establishment of the FF regime omendence of the resistive response on the direction of the
account of temperature-induced depinning of the vorticescurrent with respect to the pinning planes on the same
Figure 9 shows some different types of functigng7), the  sample. The experimental data of Refs. 5 and 6 attest to the
difference being due to the fact that the dynamical state coranisotropy of the vortex dynamics in a certain temperature
responding to zero temperature changes as the aamgle interval which depends on the value of the magnetic field. In
changes. Curvekand3 are bell-shaped curves with maxima Ref. 5 a rotating current scheme was used to measure the
of different sign, curve2, intermediate between them, has apolar diagrams of the total magnetoresistivity«), where
form like the curves in Fig. 8, and curvds-7 are monotoni- p= (p§+ pi) 12 is the absolute value of the magnetoresistiv-
cally increasing and have linear segments whose width iity, p, andp, are thex andy components of the magnetore-
temperature increases and whose absolute #igemagne-  sistivity in anxy coordinate system, and is the angle be-
toresistance, is negative for themdecreases with increas- tween the current direction and thg @xis(parallel to one of
ing anglea. the systems of pinning center$n the case of a linear aniso-

Let us pay particular attention to the fact that the mag-ropic response the polar diagram of the resistivity is an el-
netoresistancg, is a monotonic function of the current and lipse, as can easily be explained. In the case of a nonlinear
temperature. It is seen from formu(&8) of Ref. 1 that the resistive response the polar diagram of the resistivity is no
monotonically increasing functions, and », appear with longer an ellipse and has no simple interpretation.
the same sign in the expression for the longitudinal magne- In this Section we carry out a theoretical analysis of the
toresistance. In contrast, the functions and », appear in  polar diagrams of the magnetoresistivityin the general
the magnetoresistangg, in the form of a difference, and nonlinear case in the framework of a stochastic model of
therefore the curves gf, as a function of current and tem- bianisotropic pinning. This type of angular dependepte)
perature can change sign at certain values of the corresponid- informative and convenient for theoretical analysis. For a
ing fixed parameter&see Figs. 6, 8, and 9Physically thisis sample with specific internal characteristics of the pinning
due to the change in sign of the vortex velocity componenfsuch asp, &, andk) at a given temperature and current
parallel to the current density vector as a result of a compedensity the functiornp(«) is contained by the resistive re-
tition of G effects related to each of the systems of parallesponse of the system in the entire region of angleand
pinning centers and the predominance of one of the regimemakes it possible to compare the resistive response for any
FG, or FG, in certain intervals of values of the current den- direction of the current with respect to the system of mutu-
sity and temperature. ally orthogonal planar pinning centers. In addition, in view

We also make note of the circumstance that the substief the symmetric character of th& «) curves, their mea-
tutionsp—1/p andk— 1/k reduce to a coordinate transfor- surement makes it possible to establish the spatial orientation
mation and, accordingly, to the appearance of symmetry obf the system of planar pinning centers with respect to the
the functions under study for complementary angles. For exboundaries of the sample if this information is not known
ample, for values reciprocal or k and at the complemen- beforehand.
tary angles, the functiong(j) andB(r) are symmetric with As in the previous cases, the main features ofgdfe)
respect to the ling@=90°, thefg(«) curves are centrosym- curves in the investigated stochastic model of bianisotropic
metric about the point (45°, 45°), the functiops(j) and  pinning can be understood with the aid of the diagrams of
py(7) are symmetric about the ling, =0, and the curves of dynamical states of the vortex systésee Fig. 1. Now for
p(j) andp(7) coincide. The caseg=1 andk=1 are de- analysis of thep(a) curves we imagine that the vectpis
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FIG. 10. Series of graphs of the functipife) for a sequence of values of  F|G. 11. Series of graphs of the functipiic) for a sequence of values of
the parametej: 0.66(1), 1 (2), 1.34(3), 1.43(4), 1.48(5), 1.7(6), 2(7), 3 the parameter: 0.013(1), 0.02(2), 0.07(3), 0.08(4), 0.09(5), 0.1(6), 0.12
(8) for p=1.4, 7=0.01,£=0.001,k=1; oa* =27°. (7), 0.2(8) for p=0.7, }=0.6, e =0.001,k=1; a* =64°.

rotated continuously from an angle=#/2 to «=0. Here )
the end of the vectgr, which falls in some one region of the 1€ Ox axis. When the angler changes fromm/2 to 0 the
diagram, indicates the corresponding dynamical state. Thiinction p(e) falls off monotonically from p(w/2)
characteristic form of the(«) curves will obviously be de- :px(”/zzz_”y(_J);T'?y)_yto p(0)=py(0)= V>_<(XJ’7_"8>_<)y [on
termined by the sequence of dynamical regimes througlfurvel jic<i<is, i<jc, and oncurvé j>js, j<jc]. On
which the vortex system passes as the current vector is réve 3 @ second Figure 8 appears, with its axis oriented
tated. By virtue of the symmetry of the problem, théex) perp(.and])((:ulgr tq thgt of the f!rsrte., parallel tothe 9 a>'<|s);
curves can be obtained in all regions of anglefiom the ~ Nerei>is, jg<j<js. On this curve, in a small region of
parts in the first quadrant. angles in the neighborhood af_* betvyeen the Iarge and
We recall that in respect to the two systems of pinningSMall lobes, the end of the vectpfalls in t_rle FP region of
centers it is possible to have the linear TAFF and FF regimel’® diagram of dynamical statd§sina<jc, | cosa<j).
of vortex dynamics and regimes of nonlinear transitions be_Cur_ve 4_ corre_sponds to t_he case _When_ th_ex fr_ee _flux flow
tween them. The regions of nonlinear transitions are detef€9ime is realized both fq'“(_))f andj|l0y, j>j5, > (as
mined by the corresponding values of the pairs of critical andO" the other curves In addition, here the current density
saturation current densities. The regime of vortex dynamic¥€ctor] c_if)e_s not fall in the FP region for any value af
at a given angler and current density is determined by the (I Sina>jc, j cosa>jg). On curve’ one can see the broad-

value ofj in relation to a sequence of values of the current€ning of the lobes of the Figure 8, while the overall depen-
density(see Fig. 1 dence remains qualitatively unchanged. On curve 6, bulges

at which p(a)~1 have appeared along the edges of the
jAa)<jlla)<ja)<js(a) for a<a*, lobes of the vertical Figure 8. This is due to the fact that in
the region of angles corresponding to these bulges the vortex
dynamics goes to a saturation regime with respect to both
The whole diversity ofp(a) curves at fixed parameters systems of pinning centefgsina>j, j cosa>jY), as in the
7, P, &, andk is due to the influence of the set of values of region of anglesa around the valuesy=0, #/2. Further
these parameters on the valugs j%, ji, andj¥, which increase in the current densityee curve§ and8) leads to a
shape the diagram of dynamical states, and also the value gfadual smoothing of the nonmonotonicity of thex) curve
the current densityj, which determines the sequence of and ultimately to complete isotropization of the resistive re-
states of the vortex system on the diagram as the current &ponse on account of the complete suppression of pinning on
rotated. the two systems of pinning centers. The diagram of dynami-
Let us consider the characteristic curvesp@tr). Fig-  cal stategFig. 1) shows circular arcs described by the end of
ures 10 and 11 show plots p{«) for series of values of the the vector (curvesl-7). They show the possible sequences
parameterg and 7, respectively. The transformation with of dynamical regimes of the vortex system as the current
changing values of the paramefeor 7 is clearly seen. Let density vector is rotated, and they are in qualitative corre-
us analyze Fig. 10 in detail. Here we have considered thepondence with the characteristic curdes of the function
case j¥/j5=cota~U,,/Up,=p?~2#1; £,=£,=0.001 and p(a) in Fig. 10 and explain the features of those curves.
7=0.01, the principal critical currents and saturation cur- In an analogous way one can analyze ti{e) curves
rents satisfy the inequalitigg<ji<jY<jY. The qualitative for the case when the inequality of the principal critical cur-
form of the p(«) plots depends on where the values of therents and saturation currents is due to a difference in the
components of the current density vedtdie with respectto  concentrations of the mutually orthogonal pinning centers
this sequence of currents. In Fig. 10, curdeand 2 of the  (k# 1) with equal depths of their potential wellp€ 1); the
function p(«) have the shape of a Figure 8 drawn out alongsame can be done for the general case of arbipaty, and

iNao)<jia)<jla)<jia) for a>a*.
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e. The behavior of the curves in Fig. 11 reflects the temperaThe main nonlinear components of the problem are the prob-
ture dynamics of the vortex system. At low temperaturesability functions for the vortices to overcome the potential
within the domain of definition of the concepts of critical and barriers corresponding to the systems of pinning centers,
saturation currents, the form of th€«) curves can be ex- v, (j,7,a,p,&,k) (the arguments of which include both the
plained on the basis of the diagram of dynamical stedes  “external” parameterg, 7, @ and the “internal” parameters
Fig. 1). With increasing temperature there first occurs ap, ¢, k, which describe the intensity and anisotropy of the
gradual elongation of the curves, which have the form of ginning. As can be seen from formukd8) of Ref. 1, the
Figure 8 extended along they(Qaxis, on account of a de- magnetoresistivitiep, , (j,7) are linear combinations of the
crease in the values of the critical current densities and agxperimentally measured functioms and v, in the XY ge-
increase in the values of the saturation currents. Then, whesmetries and, hence, they can easily be explained on the
the temperature approaches the depinning temperature, thejgsis of the properties of the latter. In those cases when the
is a gradual smearing and transformation of the curves intgjanisotropic pinning reduces to uniaxial anisotropic pinning,
circles, which is due to the isotropization of the pinning atthe corresponding functions | (j,) can be found in Ref. 4.
h|gh temperatures. The qualitative form of the curves in F|g The diagram of the dynamica| states Of the vortex Sys_
11 depends substantially on the fixed value of the parametggm is a convenient and efficient tool for the qualitative un-
, since it determines the sequence of dynamical regimes offerstanding and quantitative analysis of the curves obtained.
the state diagram as the current density vector is rot@ted  First, it clearly shows the origin of the anisotropy of the
taking a valug =1.43, we obtain a curve analogous to Curveritical currents and saturation currents and their role in the
4in Fig. 10. o ~_ vortex dynamics in the entire range of anglesThe influ-
Thus in the framework of the bianisotropic pinNiNg gnce of the “internal” parameters, ¢, k and the temperature
model, all of the characteristic features of thex) Curves  (the parameter) on the observed dependence is easily ex-
obtained in a rotating current scheme can be explained qualligined qualitatively by considering their influence on the
tatively and quantitatively on the basis of the diagram Ofvalues of the current densitigg, j*, j¥, andj¥, which

. S
dynamical states of the vortex system. shape the state diagram. With increasinthe basal critical

current densitieg) andjY decrease and the basal saturation
3. CONCLUSION current densities andj? increase, so that the FP region on

The experimental realization of the model studied herdN® diagram narrows and the NT region widens. With in-
can be based on both naturally occurfirand artificially ~ cr€asings both pairs of basal current densiti¢s, j¢ andjs,
created systems with bianisotropic pinning structures. In als increase, since the functiong andv, decrease monotoni-
number of limiting cases, the anisotropy of the pinning inCally with increasings; however, the growth of the second
those structures is equivalent to the anisotropy of certaif@i’ of current densities occurs considerably faster than the
perforate@® and “meshlike” regular planar structurés? fl_rst,lgnd, asa re;ult, a widening o.f the NT regions and a less
and is also close to the real anisotropy of a new generation gfignificant widening of the FP region occur. The parameters
long polycrystalline high-current ribbons of HTSC epitaxial P @ndk describe the anisotropy of the bianisotropic pinning
films with low-angle grain boundaries, deposited on biaxiallyPotential and determine the anisotropy of the critical and
ordered grain-oriented metallic ribbon substrates by RABITSSaturation current densities. It is easy to see that increasing
(rolling assisted biaxially aligned textured substyagmd the parametep and/or decreasing the paramekelead to a
other similar technologieéee the Materials of the IWCC- decrease in the values of the pairs of critical and saturation
10, cited in Ref. 18 current densitieg; andjx and to an increase in the values of

The proposed model has made it possible for the firsthe other pairj{ and j¢. Here the NT region is shifted
time (as far as we knowto give a consistent description of upward, the NT region is shifted to the left, and the FP
the anisotropic current- and temperature-induced depinningegion accordingly becomes narrower and longer. Second,
of vortices for an arbitrary direction relative to the anisotropythe state diagram can easily be used to establish the dynami-
axes and to link it clearly with the motion of vortices along cal state of the vortex system in relation to the magnitude
these axes. In the framework of this model one can succesgnd direction of the transport current densigpecified by
fully analyze theoretically certain observed resistive re-the parametej and angler). Finally, it permits analysis of
sponses which are used for studying anisotropic pinning in &e evolution of the vortex dynamics upon a change in the
number of new experimental techniqtié§the () curve  magnitude or direction of the current vector.
described by formul&4); the polar diagram op(«)]. Non- The basic relationships analyzed in this paper—the ob-
linearity of the vortex dynamics with respect to current isserved magnetoresistivity, , (j,7), the functionsg(j,)
due to the nonlinear character of the dependence of the va#nd 6g(«) describing the nonlinear G effect, and the polar
ues of the potential barriers of the pinning centers on thaliagrams of the total magnetoresistivity«)—give a clear
external force acting on the vortices; the nonlinearity of theidea of the role of anisotropy of the critical currents in the
vortex dynamics with respect to temperature, on the othedlynamics of the guided motion of vortices in the presence of
hand, is due to nonlinear temperature dependence of tHaianisotropic pinning in the framework of the stochastic
probability that a vortex will escape from the potential wells model investigated here.
of the pinning centers. A quantitative description of the non-  One of the authoréB.S) thanks Prof. H. Freyhardt and
linear resistive properties of the bianisotropic superconductbr. Ch. Jooss for financial support for participation in the
ing system under study is done in the framework of the stodWCC-10 workshop, where a brief report of this study was
chastic model on the basis of the Fokker—Planck equationgresented?
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The research of V. P. Galaiko, Fiz. Nizk. Tentf®, 123(1993 [Low Temp. Phys19, 87 (1993]

on electronic orbital effects in samples of a highsuperconductofY—Ba—Cu-Q in the

normal state is continued for the case of dc galvanomagnetic effects. The conductivity tensor,
resistivity, and Hall coefficient are calculated. The results agree qualitatively with

experiment. ©2002 American Institute of Physic§DOI: 10.1063/1.1480238

This article is a continuation of Ref. 1, which explored which was first observed in Ref. 4: a maximum of the resis-
the various experimental consequences of a previously prdivity at a certain frequency, and a change in sign of the
posed modé®in which a highT. superconductofHTSCO) is  temperature derivative of the resistivitg transition from a
treated as a two-band superconductor with a narrow banlihear temperature dependence to a so-called “semiconductor
(level) near the Fermi boundary. The essence of the model isend”). According to the model,these features are due to
that, owing to exchange of singlet pairs of electrons, Coopethe fact that the scattering of mobile electrons in the wide
pairing arises between the level and the wide band of immoband on impurities, owing to the exchange of singlet pairs
bile electrons, in which case the critical temperatiigeof  with the narrow band, is of a resonance character, so that at
the superconducting transition turns out to be only quadratia certain energy the frequency of collisions with impurities
cally small in the coupling constant, in contrast to the BCSgoes to zero, and an anomalously large contribution to the
theory, in which it is exponentially small. In Ref. 1 it was conductivity from these electrons appears. In reality this con-
additionally taken into accourfobver and above Refs. 2 and tribution is limited by the width of the resonance, which
3) that, owing to the characteristic “doping” of HTSC metal cannot be calculated in the framework of the mddsince
oxides (for purposes of achieving the maximuf ; in the  the latter does not take into account the strong antiferromag-
case of Y-Ba—Cu—0O compounds this is doping with oxy-netic correlations of the localized electrons and, possibly,
gen, HTSC systems should be treated as crystalline soluether interactions. The width of the resonance is put into the
tions of substitution. From the standpoint of electronic prop-theory phenomenologically, and the parameters of the theory
erties this means that they are “dirty” superconductors withare determined from a comparison with experiment.

a large number of impurity scattering centers. Despite this shortcoming, one can nevertheless expect

In Ref. 1 the scattering on these “impurities” was taken that to the extent that one is talking about orbital effects that
into account phenomenologically, by introducing in thedo not break the singlet symmetry, the model should agree, at
Hamiltonian of the electron system an interaction with ran-least qualitatively, with experiment. From this standpoint it is
domly distributed impurities, the matrix elements of which of interest to consider the Hall effect and conductivity in the
described both intraband and interband transitions in scattepresence of a static magnetic fiegti when the role of the
ing. In the model a suitable technique was developed foorbital frequency is played by the Larmor frequency of gy-
averaging the physical quantities over the random coordiration of the mobile electrons on closed orbitsy
nates of the impurities, and various consequences of theeH/mc, in a plane perpendicular to the magnetic field.
model were examined. As in conventional superconductorsfhe present paper is devoted to a calculation of the conduc-
the influence of impurities on the thermodynamic charactertivity tensor for this case and to a comparison of the results
istics of the system turn out to be smélAnderson’s theo-  of the theory with experiment. In view of the frequent refer-
rem”), unlike the kinetic characteristics. As the most impor-ences to the formulas and notation from Ref. 1, we shall
tant characteristic, the electrical conductivity of an HTSCdenote the formulas of that paper(as)*, where the ellipsis
sample in the normal state was calculated as a function dh parentheses stands for the formula number from Ref. 1.
temperature and frequency. It was found that, in spite of the  The conductivity tensor is calculated as in Ref. 1 in the
crudity of the model, the results of the theory agree qualitatemperature Green'’s function technique with analytical con-
tively with experimertt for characteristic frequencies of tinuation to the region of real frequencies for the linear re-
10° s 1. A detailed comparison of the theory with experi- sponse of the systefi.We start from the expression for the
ment was made in Ref. 5. conductivity tensor o,s (j.=0,3Eg) analogous to

The main features of these results arpadinear tem-  (60)'—(62)!, in terms of the temperature correlation func-
perature dependence of the resistivity at zero frequencyjon in the coordinatémore precisely, band—sjteepresen-
which is typical of all HTSC compounds) la nonmonotonic tation, conjugate to the band—quasimomentum representa-
dependence of the resistivity on frequency and temperaturéion:

1063-777X/2002/28(5)/7/$22.00 321 © 2002 American Institute of Physics
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2 (e)\? mean free path, and, is the Larmor radius of the orbits of

0.8(RR"jw)=— E(;) T TH(5(R)G(w.) the electron in the magnetic figldn the quasiclassical ap-
0 “n proximation the electrons move almost as free particles in

xﬁB(R’)G(w_))livnoﬂwHO, (1)  the intervals between collisions with impurities.
Thus the problem addressed in this paper is to take into
w,=7T(2n+1), 0, =w,, ©0_=w,~ VY, account the influence of the Landau spectrum on a kinetic
characteristic—the conductivity tensor. According to the
vno=27Tng (kg=1, i =1), Wannier constructiofi, in a magnetic fieldH=curl A

whereR stands for the coordinates of the lattice sitegjs ~ Smoothed over atomic distances, the kinetic energy operator
the volume of the unit cell of the crystal, asg(R) is the  for mobile electrons is written

velocity operator. 1 e /R+R’
Unlike (60)'—(62), in Eq. (1) we have taken into ac- Ho(R,R' )= — > g(p— —A )
e : . No “p c 2
count a number of simplifying circumstances. The coefficient
2 takes into account states with isotopic spipg=—1 in xexfgip-(R—R")]. (3)

“electron—hole” space(in the normal state this is the dou-

bling on account of spin We have dropped the so-called whereNj is the number of lattice sites, agdp), the kine_tic
“diamagnetic” contribution to the current, which automati- e€nergy of the free electrons measured from the chemical po-
cally vanishes in the order to which the calculation of thetentialu~sg, is a periodic function of the quasimomentum
trace and summation over the discrete frequencigsvere ~ P- The summation over quasimomentum(B) and every-
done in Ref. 1. A more important remark concerns the averwhere below is done over nonequivalent states, i.e., within a
aging over impurities of the tensor product of Green's func-Cell of the reciprocal lattice. The corresponding velocity op-
tions, (GX G)average Which reduces to summation of the €ratorsi,(R) have the form

“ladder” diagrams of perturbation theorigee Ref. L In the

case of the normal skin effect this average decomposesintoa v ,(R)(R;,R,)= 5R(R1*R2)’2N_

product of averages:qxG‘)average:Gaverag@< Gaverage It 0

can be shown that this result is preserved in the presence of J e
a static magnetic field in the quasiclassical approximation, x> p ¢\ p—zAR)
and in expressiolll) the averaged Green’s functions are un- P “

derstood. Here, since in the narrow band the velocities of the Xexdip-(Ri—Ry)]. (4
electrons are zerd; actually denotes the diagon@tith re-

spect to the band indgxmatrix elementG;;,, which de- q hasize the eff ; ic field h d
scribes mobile electrons in the wide band. er to emphasize the efiect of magnetic field on the conduc-

These functions were calculated in Ref. (formulas tivity tensor, we neglect the orthorhombic anisotropy of the

(20),Y (24)—(26), and (64) of that paperin contrast to Y-Ba-Cu-0O crystals, with axes, b, ¢ (x, y, z, respec-

these formulas, in the present case it is necessary to take inrﬂgew) and, moreover, to simplify the subsequent calcula-

_n2 _ . _
account that the spectral decomposition of the Green'’s fundlons we assume tha(p) =p*/2m— e within the symmet

tions is carried out not with respect to the quasimomentungIC (g(p) :f'g(k;g')) CelLOfl the r;z:procal I_atti_ce.hThLen Lor a
and plane waves, which describe the free motion of the eleépagn?_t"i '8 0 |re'co\te_ ggngot éor 2) ax'?’ In the Landau
trons, but with respect to the quantum numbers of the Langau,?eb_(h' J:)d h_( ' hX' f) t gwave unctions, as can
dau spectrum and the corresponding quasiclassical waRslly be checked, have the form:
functions for electrons in a magnetic field. However, it is not exdi (p,y+p2)]

In view of the qualitative character of the model, in or-

hard to see that when the inequalities R)= X) (5)
) wn,py,pz( ¢n,py( \/m
op<T < —<gp (2 (N, andN, are the numbers of lattice sites along thandz
T axes, with the Landau spectrum
hold (these will be important later on; herds the mean free 2
time of the electrons, ands=p2/2m=mv2/2 is the Fermi £(n,p,)=Nwy+ 2p_z —ep, (6)
m

energy, of the order of the width of the band of mobile elec-
trons, the schemkeof averaging the Green's functions over yyhere n>0 is an integer. The normalized quasiclassical

impurities and the overall structure of the expressions for thg, 5,6 functionsy,, , (x) are nonzero in the interval between
averaged Green’s function remain as before. Here the the{ﬁe turning pointlpcyan the orbit and have the form

modynamic parameters of the mod#e critical temperature
T [Eq. (57)],* the hybridization parameter of the branches
of the spectrunfEq. (30)], and the energy, of the local ‘ﬁn,py(x):
level [Eq. (37)]" retain their significance and, what is of

particular practical importance, the analytical formulas for

ZawH

1/2 M
sin x")dx' 6
o] [XC3

2

cp
2 — | =Y —
the mass operatosl (w,,), L(w,) as functions of the dis- X\ rh(n) (eH x| @)
crete frequency,, are preserved. This is almost obvious. In
view of the local nature of the scattering potential of the %—r (n)
H

impurities and the inequalitids=v7<ry=vg/wy (I is the eH
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wherea is the lattice period along the axis,cp,/eH plays  ucts of normalized wave functions. The values of these sums
the role of thex coordinate of the center of the circular orbit are determined by the completeness and orthogonality rela-

in the (x,y) plane,ry(n) is the radius of the orbit, and tions:
py 2711/2 1
Px(X) =Mmuy(X) = | r(n) - (m‘x >0, N, 2 Py =3y,
c 1 .
rH(n)— m (8) N_; exdly(ply_pzy)]zaply'pa’
y

In formula (7) the support of the wave functiog,, b, (x) is  and analogously for the varialte Here, because of the pres-

explicitly separated out; with quasilocal accuracy; in view of€nce of the Kronecker deltd (r, + r,)2 @A SR v, +R /2 IN
the exponentially rapid decay of the wave function beyondexpressior(11), it is convenient to make the change of vari-

the turning points, it reduces to the singuafunction. ables

The wave functiong5) and(7) satisfy the completeness n n
and orthogonality relations. Therefore the spectral decompo- Yi7¥2 =vY1, Y YT Ya =Y!

Y1—Y2= Y1, 3
sition of the total Green’s functions in expressidr), with 2 2
allowance for the interband interaction in the self-consistent 7+2,
field approximatiohand for scattering on impurities, is writ- Y3—VYa=Y3, — =71, 23— 2,=124,
ten, in view of what was said above, as
z3tz, _,
G(RyReiw:) = hh(RUG(@)U (R, (9 2 L BTLTL
where the Jacobian of the transformation has a unit modulus.
A=(n,py,pP2), Evaluation of the desired sums over the variabfeand z
2 1 leads to the expression
Gy(w2)=| Nyt 5= —ep—iw.~L(ws)| , (10 s

2m P1y - (Py+ p)’,>/25pgy (py+ p;)/25plz L(p,+ p;)/25pzz (P, +p))2:

where the functionL(w,,) is given by formulag(24), (25), Now making the change of variables

and (64)1. D+ p! 0,4
By definition, the trace in expressidf) is given by the V2 y =Py py— p§=Qy; 22 z =P,;
sum
) u5(R,R’ , 1 , 1
( r)aﬁ( R P:—P,=0z, py:Py+EQy; py:Py_zqy;
1 e
—N—(z)"z °1Va| P1= cAR) | Or (R, +Ry)12 1 1

p,=P,+ qu; pézpz_ qu

Xexfip:- (Ri—R2)1#(R2) G (@) ¢3 (Ra) . o o
and converting the remaining sums=£ XY into integrals,
PyayP,a,

'[ [ or,te,

Xvgl p _—A(R )>5R' (Rg+R,)/2

Nyay

PIDIE

XeXF{iDZ'(Rs—R4)]</fw(R4)Gw(w)wf/(Rl)], R
dP,dq,
33 (52 [ [ anac

d&(p) _ 1) P,

IPa (ay anda, are the lattice periods along tlyeandz axes, we
take the integral

va(p)=

The symboloZo denotes summation over all variables in
expression(11) except forR, R’, andw. . We note that, in dgy,dq, . _
view of the translational symmetry, this expression actually f f 2m)? exgigy(y—y')+iq,(z=z")](...).
depends on the differend®—R’, and its Fourier transform

should be calculated according to the representation In the limit (q,q,)—0 we obtain the following result from
Eq. (1D (Py,P,—=py.py):

f f dpydp,
] (2m)°
In what follows we letqg—0 on account of the normal skin
effect. eHx
Evaluation of the trace over the andz variables does "2 O[v“( P1x:Py™ = ,pz) O, (x, + ;)12
not present any difficulty, since, according to formu(&$

and(9), one is dealing with the evaluation of sums of prod- X expip1(X1=X2) ¥ p (X2) Gnp (@)

d3q _ ,
f Wexq'q'(R—R )1C.).

yaz

(TN ap(x,x") =
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eHx (14)—the arguments of the sines in expressiol—in series
Pz in the variableX;, X3, andk=n—n’ and choosing suitable
combinations of the exponentials “'ée~'fe*7e"1?
X Oyr (xg+x,)12 X exgi(puXit+paXs)] in the products of wave functions
) zpn,py(x) such that the rapid oscillations are “quenched” in
X eXLiP2x(X3=Xa) Jthnr p, (Xa) G p (@) them and such that they give a nonzero contribution to ex-
pression(13) to leading order in the small parameters. We
X ¢n,vpy(xl)]. (120 see from formulg14) that for this it is necessary to take the
combinationsae— 6 and 8— vy, which can then be combined
Evaluation of the trace over the variable is a more with arbitrary signs.
complicated matter. We start by eliminating the Kronecker  Expanding the integralél4) to terms linear in inXj,
deltas Ox,(xy+x)/27 O’ (xg+xg)I2 in Eq. (12) by making the X}, andk, we obtain
change of variables

X wn,py(x3)vﬁ( P2x»Py~ ¢

X1+ X X3+ X _oSs— ' s '
12 2:X1, Xy Xp= X, 32 4=X3, a—6=—PX;+kly, B—3=P,X;+KkKls,, (15
X3—Xg=X3. eHT cp, | 212
- , Pi=—rad(n)—| x——2| | ,
As aresult, Eq(12), after a shiftp,— p,+eHx'/c, takes the c| H eH
form [see Eqs(7) and (8) for ¢, by (x); hereX=x—x"]: )
&y 2(2awy\? ff dpydpZ eHI cpy | 2112
02 o{exr{ip4XX1+ip2xxg]
« CPy LY
. ) . . eH eH
smasmﬁslnysmal9 066
a UCY
Vlvgvlovg pe
o L
e 1= n2’ 2= n2 "
X p1><apy_Tapz)vﬁ(pZvayrpz) ~rumrg(n) —x"? ~ramrg(n) —x"?
17)
X
G”’pz(w+)G”_k’pz(w_)]' (13 The summation of the exponentials in expressib8) over

the variablesX; and X} gives the following group of terms,

where for brevity we have introduced the following notion as can easily be seen from formuld$)—(17):

for the integrals:

cpy 1 cpy 1
X——===X; - —+ X3 N2 _
eH 2 eH 2 16 Bop, Py oy, EXHIK(11+12)]
_ eH dx’ "2
T —ru(n) Xr() =X, +5plxr7’1592xv7’26Xq|k(|1_lz)]
_eH + 68y, .—P,0p,, ,—p, EXA —ik(11=12)]
. dX” /rz n _XHZ, x> 1 Fax» 2
€ Jorym ) +6 8y pex—ik(l3+1)]} (18)
P1x = P19Pox P2 1 2 :
C 1
We substitute this group of term4&8) into expression(13)
eH , — and do the summation over, andp,,. The resulting ex-
LoRr (nfk)dx Vrp(n=k)=x"*, pression for (Tr)z(X) must be Fourier transformed with
" respect to the differencex—x'=X by operating with
5_% d ”m dee"qu(...), after which one should qux—>0. Next,
¢ Joryinn XN =) =X since the characteristic frequencieg<eg, the summation

over the quantum number can be replaced by an integral

The other notu_m Is clear from form_u@. _ over the variable (6): wy=— [~ .dé&. Here, since the inte-
In expression13) we must explicitly take into account n

the quasiclassical character of the electron motion, i.e., thgral overé is concentrated in a small neighborhood near the
rapid oscillations ofy, p (x) over a lengthhg~1/pe<l  Fermi boundary, the values pf are restricted to the interval
<ry, and also the large values of the quantum number —pg<p,<pg, and with the same accuracy the radius of the
~eplwy . This is achieved by expanding the integralsorbit (8) is written in the form
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Equations(22) and (23) require an analytical continua-
ra(p,)= ( ) (PE—p3). (190 tion to the upper half plane with respect to the real frequency

w: v, y—w+i0; we do this by the technique pointed out in
In order to eliminate the support 0(rﬁ(pz)—(x Ref. 7: we represent the Green’s functiGw,) by an inte-
—cp,/eH)?) 0(ri(p,) — (cp,/eH)?) in formula(13) and to  gral of the Cauchy type:
do the integration over the variabl¥s p,, andp,, we make
the following change of variable, which corresponds to the (@)= f”’ ﬁ x(&)
classical dynamics of the electron in a magnetic field: £%n —2mi e~ lwy’

X—e—T_"'=rH(pZ)c03go, %ZVH(PZ)COS%; Xe(8)=Ge(@n)]iw, ~e+i0~ Cel@n)lin, ~e-io
_ _ =(é—e—Li(e) = (é—e—L () L
—rysine, —TrySingg
aX,py) eH The value of the sum over the discrete frequencigss

@, 00) 0, — ——rysingy determined by the well-known expansion of the hyperbolic
c tangent in simple fractions and is equal to

eH

_ 1
—TrHsm@ singg, (20 Tz

(84 —lwp)(e_—iwptivy)

whereg and ¢, are the phases specifying the position of the _
electron on the orbit. In view of the positivity &, P,, 1, 1/2[tanr(s+/2T) tanfts - /ZT)]
andl, in Egs.(16) and(17), the integration over phases can e+—e-—ivg

be done over a half period{(7,0): [°_[° dedey from

the “left” turning point to the “right” one. The values of s+=si8—_
these quantities, according to formulds), (17), and (20), - 2
are

Thus, according to formula@2) and(23), we need to evalu-
ate the integral

JJ dede’ 1/ tanH e /2T)—tanh(e_/2T)]
ot (27i)? g'—w—i0

eH ) eH )
P=— TVH(DZ)SWPa 7’2=TVH(pz)5|n<P0a

lh(@)=m+¢, l(e)=—0¢q. (21

The further integration ovep, and evaluation of the
trigonometric integrals over phasesand ¢, in expression

(13) are elementary. It is convenient to normalize the tensor
in terms of which the principal components of the conduc-
0,z to the Drude—Lorentz conductivity,= ne?r/m, where

tivity tensor, o, (22) andoy, (23), are expressed. In formula
2 XX Xy

n= pF/37T is the density of conduction electrons. Taking (24), after integration of the spectral densities over the vari-
formulas (19)—(21) into account, we obtain the following able &,

expressions for the nonzero components of the desired ten

SOr, T ap= 0 ap(d,@)[q—0:

Do _ Oy 1o
oy 09 ot wEH E (5k1+5k_1) +Li(er)—L_(e_))t

X f AEXE(5 ) Xt ko (), (24

f d§X§(£+)X§—ka(8—): _ZWi[(S,_ka

+(—&'+koytLi(ey)
XJ dgGg(w+)G§—ka(w—)|iVn0~>w+iOl (22)

B (25
Iy _Tyx_ = 2 E (5“ S —1) a rapidly conv_erge_znt i_ntegral over the variaklé appears.
0o oy et G 2i Therefore, having in mind the limib— 0, we can expand the
difference of the hyperbolic tangents in powersedf and,
Xf dng(w+)Gg—ka(w—)|iynoﬂw+io, after performing the integration over, setw=0:
B B 03 1 JOC de 1
727~ (7= Tyl =0 23 T ir)_.4T cosR(e/2T) —kop+L (8)—L (e)°
The components,,, ay,, .y, anda,, vanish because (26)

the integrands are odd with respect fig. Owing to the
selection rules, in the sums over the intedgerthat specify
transitions from orbit to orbit as a result of collisions with
impurities, formulag22) and (23) satisfy the Onsager sym- Li(e)—L-(e)=—|1
metry relations with respect to a change in sign of the mag-
netic field. The component,, is equal to the conductivity in  where the parameters of the model are given in E(37),
zero magnetic field and will be of no further interest. (57), (30), and (67)};

The differencel, (¢)—L_(&) has the forn{Eq. (67)F

F) 2
+§0_8) ’ @)
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1-k k R e 1 e 1 \?
Eo=TINT T~ Noep——; ron=t = | ront cim———— || | 1+ £ Re——
Ltk stk "Ruo | MU IS0 tVI-i0
1—k
21-1
e 1
d|?u +| Tyt —IM— , 34
d~\cuy,; 8= Al (29 Mt \/1—iQ) (39

— =
UgqUgo— [uyg)

wherek is the degree of filling of the narrow band-( <k
<1), c is the impurity concentrationy;;, are the matrix

whereRy,=1/nec s the classical value of the Hall coeffi-
cient, and we introduce the dimensionless variables

elements of the scattering potential of the impurities ( T m(1—k?) 82 2
<eg), and\ is a small interband coupling constant. These =3, &= —5g— —>1, Q=74 7] . (39
guantities satisfy the inequality

Let us mention a useful formula for the tangent of the

A<1, §<d, §<o~Te, (29 Hall angle, which can be used to estimate the parameigr
which must be taken into account together with inequalitiedtom experimental data:
2.
Let us separate out in the integrand (26) the Toy+ ‘im !
asymptotic form for high energies and the resonance term: Ey t J1-iQ
E - .
1 - ! _ 1+ 2Re ,
—koyt+L (e)—L_(e) —koytilt tJ1-iQ
1 The temperature and magnetic-field dependences de-
Bl kop+L(e)—L_(e) scribed by formula$33) and(34) for the resistivity and Hall
coefficient can be compared with the available experimental
1 data(see Ref. 9 and the references cited therdtor this we
 —KwytilT] (30 should eliminate from consideration the anomalies observed
H

in a narrow fluctuational neighborhood of the critical tem-
eratureT . of the superconducting transition, which are not
escribed by the self-consistent field approximatidine in-

As is easily seen from formul@7), the resonance term con-
verges rapidly with respect to energies and in zero magnetig

field wy=0 gives an infinite contribution to the conductivity terval of reasonable values of the temperature< 3. In

tensor at the energy=¢,+ 8. We introduce phenomeno- ; . .
; ; . . those experimental papers there is unfortunately no detailed
logically a Lorentzian width of the resonance according to. . o
information about the magnetic-field dependences of the

the rule guantities in Eqs(33) and (34). Their temperature depen-
1 1 dence has been measured at two or three values of the mag-
(e—&0—0)2 (e—Eg— 0)2+ 12" vo<0. netic field, including zero field.

. i ) A straightforward analysis shows that the resistiv8®),
Integrating over energy ii26) and collecting together for- i, agreement with experiment, is monotonically increasing
mulas (22)-(30), we obtain the final expressions for the ((p/p.)/9t>0) with temperature in a practically linear

components of the conductivity tensor: manner at not-too-high temperatures. The behavior of the
o o (1—K2) 52 Hall coefficient, or the so-called Hall “resistance,” is more
XX W14 4T Re _ 5, (31)  interesting: py,/po=TwuRy/Ryo. By differentiating ex-
0 90 Vvp—ioyTd pression(34) with respect to temperature, one can establish
) 5 that this quantity reaches a maximum at the point
Oy Tyx N m(1—k?) m 1) )
— = =TWw y -
oo oo H 4T Voz_iTwHﬁz t0:8| \/1+(I/R) I/R oy
1+ V1+(1/R)Z\ 1+ V1+(1/R)2 ’
Ji=1. (32 (36)
The resistivity tensop,z=(o"1) 4z.
Let the current be directed along theaxis: j,=j, jy (R,1)=(Re,Im) ,
=0, E,=E. Defining the resistivity and Hall coefficient as V1-iQ
E Txx Ey Oxy >{Px ) Q
===, R T S TS 0<1; ty=e, ma _y%_1
p | otoyy H JH  [ogt a'yX]H 0= ¢ Po 8
we find for these quantities e 0 1
2 O>1: tp=—=, m —Xy)w— (37)
p & 1 & N Po)  2(1+v2)
—=|1+ —Re——|| [ 1+ ~-Re—=
Po tJ1-i0 t o J1-i0 [see Fig. 1, which shows the results of numerical calculations
1 21-1 according to formulg34)]. The conditiont,™>1 and formu-
+| rou+ Elm : ) . p=1loy, (33 Ias(SZ) imply a r_estricti(_)n on the value of the magneti_c field:
t o J1-iQ () <e”. Theoretical estimates of the orders of magnitude of
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0.20 Thus we find that the model of Ref. 1 correctly conveys
2 the main features of the behavior of two different electronic
orbital effects in HTSC metal oxides in the normal state: the
ac resistivity, and the Hall effect.

0.15F The authors thank E. V. Bezuglyi for fruitful discussions
and help with the organization of this paper.
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The temperature dependence of the amplitude and phase of the electric potential arising at a
plane boundary of a conductor when a longitudinal acoustic wave is incident normally on it is
investigated theoretically and experimentally. The surface potential is formed by two
contributions, one of which is spatially periodic inside the sample, with the period of the acoustic
field; the second is aperiodic and arises as a result of an additional nonuniformity of the
electron distribution in a surface layer of the metal. In the nonlocal of parameters region the second
contribution is dominant. The phases of these contributions are shifted by approximately

/2. For metals found in the normal state the experiment is in qualitative agreement with the
theory. The superconducting transition is accompanied by catastrophically rapid vanishing

of the electric potential, in sharp contrast to the theoretical estimates, which predict behavior
similar to the BCS dependence of the attenuation coefficient for longitudinal

sound. ©2002 American Institute of Physic§DOI: 10.1063/1.1480239

1. INTRODUCTION scientific experiments and for contactless excitation of sound
in technical applicationgsee, e.g., the review

When an elastic wave propagates in a metal, a perturba- However, as far as the authors are aware, the experimen-
tion of its electron subsystem occurs which compensates th@l studies have always been done for electromagnetic fields
tendencies of the ionic displacements to disrupt the chargia which the electric field vector was orthogonal to the wave
neutrality or the balance between the ion and electron curvector of the elastic wavB.The latter is apparently due to
rents. At high temperatures or in dirty samp(é® so-called the fundamental differences in the behavior of the fields of
local limit, determined by the conditiagl <1, whereq is the  transverse and longitudinal polarization at the interface be-
acoustic wave vector arids the electron mean free patiie  tween the metal and free spata an insulating mediuin
electron collision frequency is high enough to maintain localFor normal incidence of a transverse elastic mode on the
equilibrium at any point of the deformed lattice. In the limit interface the electromagnetic field in the metal is naturally
ql<s/vg (s andvg are the sound velocity and Fermi veloc- “matched” with the electromagnetic field in the vacuuin-
ity) the electric field arising in the metal has a purely inertialsulatoy. In other words, in this geometry an electromagnetic
nature—the acoustic analog of the Stewart—Tolman effect. wave is radiated from the metal; this wave can easily be

In the opposite limiting cas@|>1, nonlocal limi) the  detected by a suitably oriented antenna of the flat-coil type.
collisions can no longer maintain local equilibrium, and ad-This same antenna can also be used to generate a transverse
ditional electric fields are produced in the metal, bringingelastic wave in the metal.
about the required adjustment of the electrons to the moving An electromagnetic wave with electric field polarized
lattice. In zero magnetic field, the polarization of the electricalong the wave vector does not exist. Therefore, in the case
field of an elastic wave propagating in an isotropic metal orof normal incidence of a longitudinal acoustic wave on the
along a high-symmetry direction is parallel to the ionic dis-interface, electromagnetic radiation from the sample is ab-
placements. When a magnetic field is turned on, the Lorentgent in principle. Nevertheless, it is possible to detect the
force exerted on the electrons moving with the lattice giveslectric fieldE due to a longitudinal acoustic wave. Since
rise to a Hall component of the alternating electromagnetiaiv E# 0 in a longitudinal wave, uncompensated charge and
field, the existence of which is no longer dependent on stricthe accompanying potential appear both in the bulk of the
requirements on the purity or temperature of the sample. metal and on its surfaceThis potential can be detected by a

The opposite process also occurs: the generation ofoltmeter of suitable sensitivity. One of the auth@vaM.G.)
acoustic vibrations when a polarized electromagnetic field isong ago had analyzed a method of linear electroacoustic
excited in the metal in a suitable way. On the whole, theseonversion with the use of a contactless capacitive driver.
phenomena—the acoustoelectric and electroacoustidere, when an alternating voltage is applied to the exciting
transformations—are well known and widely used both inplate of the capacitor, an electric charge is induced beneath it

1063-777X/2002/28(5)/9/$22.00 328 © 2002 American Institute of Physics
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on the surface of the metal, and the nonlocal interaction of The relation between(0) andu’(0) is determined by
this charge with the lattice excites a longitudinal elastic wavehe boundary conditions
of the same frequency. A detailed experimental check of Ref.

. : qu(0) 1+R
5 has not been made, possibly because of the rather stringent _ - = = 2)
requirements on the purity of the metal. The limiting case of  'U (0) 1-R

a capacitive drivefreceivey is a galvanic contact, which is For a contact with an elastically uniform, nonattenuating
what was mainly used in the present study. Finally, the presmedium the paramete@ is equal to the ratio of the acoustic
ence of the contact on the interface alters the boundary compedances of the metal and of the medium in contact with it
ditions for the elastic deformations; however, it turns out thatjn particular,C= for a contact with the vacuumin the

the latter leads to a slight increase in the conversion effirgse of an attenuating medium the paramefercan be
ciency and in general relaxes the requirements on the purityomplex-valued.

of the material under study. For this reason it is possible t0  The deformation-induced deviation(x,v,) dfo/de of
carry out an experiment on practically all reasonably purgne electron distribution function from its equilibriufiy is

metals provided that some relatively simple requirements argescribed by the kinetic equatriwe are neglecting the
met as to the nonlocality of the interaction of the electronspertial field):
with the elastic field 1>1).

The structure of this paper is as follows. In Sec. 2 a v i
theory of the acoustoelectric conversion is given for the sim- *ax
plest case—a conducting half spaome-dimensional prob-
lem) in the gpprommatlo_n“of an 'SOt,,rOp'C d|§per3|on re_lat|on electronic relaxation time A, is the corresponding compo-
for the carriers and their “specular” reflection by the inter- . . o

. . . . .nent of the deformation potential tenson; =\
face. The electric potential accompanying an elastic wave in . " » . . !
. o . =(N\i)/{(1), Ni is the “bare” deformation potentiakp(x) is
the metal is a sum of two contributions. Besides the well- . L ' . .
the electric potential in the field of the elastic wavg,is the

known forced solution, which repeats the profile of the eIas—X component of the Fermi velocityg of the electron, and

tic deformations, in the nonlocal limit there is also a substan: . .
. L . .. the angle brackets denote averaging over the Fermi surface
tial quasiperiodic term due to the perturbation of the ballistic_ . . -1,

: with a weightvg ~:
motion of the electrons by the surface of the sample.

In Sec. 3 we present the results of experimental studies 2 f AdS

(y—ep)—iovg=—iwAyU,y. (3

Here w=w+i/7 (w is the angular frequency, andis the

of the temperature dependence of the aforementioned electric (A) (27h)3
potential in metals of different degrees of puritya, W, Al) o ) )
in the normal state. On the whole, the temperature depen- _ItiS important to note that the quantig(x) appearing

dences of the amplitude and phase of the potential show df Ed-(3) is actually the total electrochemical potential of the
acceptable qualitative agreement with the theoretical est€/€ctrons, including, in addition to the “true” electric poten-

mates; this can be regarded as experimental confirmation &l the change of the chemical potentigl(\)/(1) due to
the theoretical ideas proposed here. the change of the electron spectrum in the elastic deforma-

In Sec. 4 we discuss the evolution of the measured eledion field” The difference of the electrochemical potentials at

tric potential at the superconducting transition. Contrary todifferent points of the sample is a source of real emf that can
the expectation of a rather slow decrease in the recorded® registered by a voltmeter, and it, of course, vanishes at
value belowT¢. (like the behavior of the longitudinal sound €quilibrium, e.g., in the limit of a static deformation (

attenuation coefficieita much sharper decrease in the am-—0)- At the same time, the gradient of the “true” electric
plitude of the potential is observed. potential, which compensates the deformation contribution to

the electrochemical potential and brings about an adjustment
of the electron density to the spatial variations of the ion

l);:.

2. THEORY OF ACOUSTOELECTRIC CONVERSION IN THE density is always nonzero in a nonuniformly deformed
CASE OF NORMAL INCIDENCE OF A SOUND WAVE sample(physically this effect is analogous to a contact po-
ON AN INTERFACE tential differenc& The presence of this potential in a non-

uniformly deformed metafincluding in the elastic field of a
sound wavg gives rise to uncompensated charges with a
density Sn=r3( A, V2Uy,~ (qrp)?qun, wheren is the to-

Let us consider a metallic half spage=0. Suppose that
a longitudinal elastic wave,=ugexp(—iwt—igx) comes in
from the interior of the sample and is reflected from the x/ Vo 1
sample boundary with a reflection coefficigRt(we neglect tal electron Qensnyq is the charactgnstlc wave number c_)f
the sound attenuatipnNear the boundary the displacement the_defqrmathr;, andDz'S the screening radius of the longi-
field and the deformation field are formed as a result of thdudinal field (p“=4me*(1)), which in “good” metals is of
interference of the incident and reflected waves, indeperi’® Order of magnitude of the lattice constant. Such a
dently of the regime(pulsed or continuoys The resultant  charge density wave” accompanying the propagation of a
field is conveniently expressed in terms of the amplitudes of®UNd wave in the general case contains a nonequilibrium
the displacementi(0) and deformationu’ (0) at the inter- contribution due'to the dlsr.uptlon of t.he spapal ymfgrmﬂy of
face. In particular, for the deformation field that we will be the electrochemical potentialp(x); this contribution is pro-
interested in below we can write portional to the frequency of the soufske belowbut in the
majority of cases it is small{s/vg) compared to the “adia-
du(x) —u'(0 0)si 1 batic” component mentioned above. To avoid misunder-
dx U=’ (0)cosax—qu(0)singx. @ standings we should say that, because of the small value of
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the uncompensated chargén(<n) the potentialp(x) can, ested in the relationship of thé andq contributions to the
of course, be calculated from the condition of electrical neuelectric potentialo(0) measured at the boundary of the
trality (¢)=0, where(#) has the meaning of a nonequilib- metal and their respective temperature dependences.
rium admixture to the charge density which is “adiabati- Let us see what the solutigl) gives in the simple case
cally” modulated by the elastic field. of a quadratic isotropic dispersion relation of the charge car-

Far from the boundaryxe>1) one can assume that the riers, e =p?/2m, when the deformation potential can be rep-
unknown functionsy(x) and ¢(x) are periodic, with the resented in the forfn
same spatial period agx),% and in this case Eq3) reduces _ 2, 2

; ; ; ; A=L(3vylvg—1). (8

to an algebraic equation. Near the interfa@t distances
x=<I| from it) the electron distribution differs substantially In this case the kinetic factor i{®) is easily calculated and is
from periodic, and the problem of finding(x) and ¢(x) is  equal to
complicated. It can be solved relatively simply by the Fou-

rier method if the so-called specular boundary condition is L 3 In%

; : . w 4

imposed on the functiog/(x): Rk:fq)(z); ®(z)= == —.
lﬂ(+0,vx):¢(+0,_vx)- (4) 22+|ﬂm
We emphasize that the condition of “specular” reflection

from the moving boundary can be written in the fold) = EE kI 9)

only in a comoving reference frame, in which there is no ®  wTrti’

current through  the bounQarxl(xlzp(O,z.)x»:O), and .the To find the coefficient of proportionality between,(x) [see
scattering of the electrons is elastic. Since the potential me%q (1)] and theq contribution toeg(x), it is sufficient to

surement is actually dope at a movmg.boundary, a}ll of Fhe'substitutek=q in (9); thus, in thex representation we obtain
calculations below pertain to the comoving system, in which

the form(3) of the linearized kinetic equation is preserved.
Let us continue the functiong,,(x) and ¢(x) evenly
onto the semiaxix<0 (this will be denoted below by a
superscripS). Then from the form of Eq(3) (in view of the a= Up 0T (10
evenness oA ,,(v,) it is symmetric with respect to a simul- S wrt+i’
taneous change of the signs»oanduv,) and condition(4) it
follows that the unknown functiog/(x) should be continued
to x<0 without a discontinuity. As a result, its transform is

equal to

_ Ko ( (Ps)k_ oAy ( u)?x)k 5
k™ ) ' (5) over a contoulC passing along the edges of the branch cut
k=yol/vg (1=y<®) in the complexk plane. Using formu-
las (6), (7), and(9), we can write this integral in the form

S
e‘Pq(X):unxx(X); Rq:L;aq)(a),

Let us now evaluate th& contribution. According to
what we have said, it is given by the integral

dk . _
)= | 5 (uS )Ry explik) ay

The Fourier transform of the electric potentiatS), of in-
terest is found from the condition of electrical neutrality of

-0: L (= a2 1 y—1\2
the metal(¢,)=0: e<pK(x)=iwu(0)—f dy 2)’ . (y+—|ny
-1 VEJ1 Ta“—y 2 y+1
(= (US| 22 < < > =(W$)Re, (6
P — ) ko=@ oK 72 fiyex| L
+T ex =iwu(0)—J(a,x).
where Ur UF
. qu(0)—iu’(0) qu(0)+iu’(0) (12)
(UWk=0a k2—(q+i0)2 + k?—(q—i0)2 () We note that th& contribution at any is proportional
. . to the displacement of the surfac€0), while theq contri-
is the transform of the deformatior). bution is proportional to the local deformatiari(x). This
_Integration over the Fermi surface () leads to branch  means that upon a variation of the surface potential by means
points k==K (K=w/vg) of the kinetic coefficientRy;  of 4 capacitor with a vacuurfgas-filed gap—an elastically

these singularities are in addition to the “acoustic” polesfree surface—we can record only thecontribution. In the

k==(q=i0) of expressior(7). Undoing the Fourier trans- general case, by addir@0) and(12) together we obtain for
form, we find that in addition to the purely periodic forced the potential measured on the surface:

solution mentioned above, which is determined by the poles

(the g contribution, the functione(x) also contains an ape- ?(0)=¢q(0)+ ¢k (0)

riodic term, whose amplitude is a complicated functiorxof L (21\Y7ad(a)

and whose phase{wx/vg) is determined by the Fermi ve- =—i ;(E 2[ C -J(a,0)|, (13
F

locity (K contribution.
The asymptotics of the solutions of this type at largewherel is the energy flux in the sound beam, amds the

depths have been discussed previously on more than orensity of the conducting medium.

occasion in the analysis of the propagation of electron quasi- Let us estimate the expected value of the effect. The

waves in a metal:® In the present paper we will be inter- coefficient in formula(13) at L~10 eV andl~10 W/cn?
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equilibrium potentialp(x) to the amplitude of the wave of
uncompensated charge density. In the general case one can
find its value by solving Eq(5) jointly with Poisson’s equa-

tion kg, =4me( ). As a result, for the nonequilibrium ad-
mixture to the charge density we obtain

B s WAy ( 4me? | kuy )1
o=~ 1, =z |7 e \wma) |

The final answer depends on the relationship between
the squares of the inverse screening radius and the actual
wave number. For the periodic component of the charge den-
sity wave @rp<<1) the 1 in the denominator @i4) can be
neglected at any distance from the surface of the metal, i.e.,
the answer reduces to a double differentiation of the potential

o
.
[
)
=)

§’ - 20 ¢4 found previously from the condition of electrical neutral-
= -40f ity. As a result, the amplitude of this component turns out to
< b be small ¢-s/vg) in comparison with the adiabatic contri-
> _eo0t bution. To estimate thé& contribution at distanceg>rp
= from the surface this approximation is again applicable, since
g -80f ad(a) in this case the convergence of the integrandli® (which
‘“_ 100 acquires an additional factor &f after the double differen-

P R R 0 1 2 tiation with respect tx) at largek is provided by the expo-

log o1 nential factor, and the 1 in the denominator(d#) can again

be neglected. This allows us to obtain the following estimate
FIG. 1. Theoretical dependence of the amplitydeand phaseb) of the for the uncompensated charge of ﬂ(ecomponent at dis-
periodic(®) and aperiodic J) contributions to the surface electric potential, .
as functions of the scattering parameter. tances from the surface which are small compared to the
mean free path and the wavelength of the sound:

2
q UE

In—.
2 X®

0) = 4 (15)

has a value close te=1 uV. The dependence of the func- Sn(x)=—ltwu(

tions|a®(a)| and|J(a,0)| on the parameten 7 is presented .

in Fig. 1. In the nonlocal region of frequencies and tempera NUS the uncompensated charge of tecomponent in-
tures @l>1) the first of these rapidly approaches its limiting ¢"€aS€S Ioganthmpally as—0, reachmg. a maximum value
value|a®(a)| = 7/2, whereas the second varies dalfrfor N the surface regionk=rp. The. dengty of this surface
wr>1 its limiting value |J(ve/s,0)|=In(ve/s), which is _charge can be estlnfgted to Iogarlthmlc_ accuracy by em.ploy-
practically always greater than'2 (the curves in Fig. 1 were N9 @ cutoff atk~rp~ in the total denominator of expression
constructed for the parameter valug/s=200 (Invg/s (14 and making the SUbSI'?t)Ut'ON._)r.D in Eq. (15); this
—5.3), which is typical of gallium Thus the expected value '€@ds to a valusn~10° cm™?, which is comparable to the

of the effect is at the level of a few microvolts, i.e., quite @MPlitude of the adiabatic component.- o
amenable to measurement. We conclude this Section by verifying the applicability

In Fig. 1 we see that foE~1 the contributions under of the reciprocity theorem for the “exotic” mechanism of
discussion become equal @it~ 1. The phases of these con- acoustoelectr?c coupling under consideration. In this case the
tributions, however, are shifted by/2, and therefore on the gcou;toelectnc convertef would be of the electrogtatlc type,
curves of the temperature dependencep6T) one should " which the.ponderomotlve forces are due tp the interaction
expect an appreciable change in the phase of the signal in it the eIecFrlc chalrges.. For converters of this type the elec-
temperature region where the mean free path becomes coffomechanical reciprocity theorem can be formulated as

parable to the wavelength of the sound. oF g
Of course, the specular boundary condition used does £= 70" (16)
not fully correspond to the experimental situation; however,
it is known that taking more realistic boundary conditionswhere F is the density of the mechanical force, which is
(the diffuseness of the boundarinto account in nonlocal causally related to the uncompensated charge demgity
problems of acoustoelectronics complicates the calculationshile the remaining components are the same as those al-
significantly without leading to any substantial changes inready used. The relation between the electric field and the
the results. It can be hoped that in the given case the behavperiodic elastic displacement is written in the fotrs BE.
ior of ¢(0) will correspond qualitatively to the behavior that SinceF = ps?d?u/dx? andg=div E/4x (since we are seek-
follows from (13). ing an harmonic component of the displacements, differen-
At the parameter values used, the amplitude of the adiatiation with respect tax reduces to multiplication by), and,
batic component of the charge density wave accompanyingsing formula (12) for a free surface ¢=«), we find
the propagation of a sound wave in a metal is of the order oB~L In(vg/s)/(4mpsevg), which agrees exactly with the re-
108 cm 3. Let us now estimate the contribution of the non- sult obtained in Ref. 5.
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Coaxial waveguide value of the Fermi velocity on the main sheets of the Fermi
®(0) | / surface of gallium isvp~7x10" cm/s! and therefore in
-\—-l ) accordance with the estima&3) a large value of the defor-
Sample mation potential (~20 eV) is required in order to obtain
q / such values ofp(0). It is also possible that the main contri-
/ bution to the effect is given by sheets of the Fermi surface on

which the Fermi velocity is low, which are known to exist in
galliumM

Typical curves of the temperature dependence of the am-
plitude and phase of the potential measured with the use of a
galvanic contact are presented in Fig. 3. The data¢¢0)|
Piezotransducer are corrected for the change in sound attenuation in the
sample. The resultant phase of the signals is determined not
only by the phase ap(0) but also, and mainly, by the acous-
tic delay. However, in the investigated temperature interval

3. EXPERIMENTAL STUDY OF THE SOUND-GENERATED the corrections due to the change in the sound vellocllty did
SURFACE POTENTIAL IN CONDUCTORS EOUND IN THE not exceed a few percent of the measured total variations of

NORMAL STATE the phase.

. . o o For Ga the temperature dependence of the relaxation

The basic scheme of the experiment is illustrated in Figiime is known quite welf? and therefore in Fig. 3 we also

2. The sample under study is used to short a coaxial feedeghow the calculated curves obtainedG 1. The calcula-
the outer conductor of which is in contact with the sampletions were done on the assumption that low-angle scattering
outside the region of incidence of the sound beam. The innefg efficient [(w7) " 1=0.2+0.0572+0.157%], although this
spring-loaded conductor is a fragment of a hemisphere ofestion requires separate investigation. Without going into
rather large radius< 1 cm). Thus the experiment measureshe details of the anisotropy of the effect, which is clearly
the amplitude and phase of the potential difference betweegeen on the experimental curves, we will mention the two
the central part of the “hot” spot created by a sound beam otjrcumstances that we think are essential.
diameter~4 mm and the remote parts of' the surface of thg 1. As expected from the analysis given above, the phase
sample at zero potential. In some experiments the galvanigs #(0) experiences significant-(/2) variation in the tem-

contact of the inner conductor of the coaxial feeder with theyerature region corresponding to the transition from the non-
sample was replaced by a capacitive coupli@g-(5 pF), or

in some cases a flgplanay coil displaced relative to the axis
of symmetry of the sound beam was used to detect the mag- a
netic field of the currents spreading out from the “hot” spot I Ga
(this will be referred to below as an asymmetric ¢oil

An rf oscillator (w/27~55 MHz) and a lithium niobate
piezotransducer were used, giving a maximum acoustic
power per pulse of up to 50—100 W/éniThe pulse duration )
(~5x10"7 s) and the pulse repetition rate-(7 Hz) were qllo10]
chosen so that the heating of the sample at a temperature i
T~1K did not exceed (2-3y10 2 K. _ _ _ — 40} qll[100]

Gallium. Single-crystal samples of high-purity gallium
were used, ensuring a parameter value-5 at the working 0 4 8 12 16 20
frequency in the region of impurity scattering. T.K

When the potential was registered using the galvanic
contact, in addition to the signal coincident in time of arrival ol
with the acoustic pulse, an electron-sound signal, passing
through the sample at the Fermi velocity, was also observed
(for temporal separation of the latter from the signal appear-
ing at the time of the probe pulse, a germanium delay line,
not shown in Fig. 2, was usgdAnalysis of the nature of the
electron sound is proposed as the subject of a separate study;
in this paper we discuss only the electric potential arising on
the surface of the sample at the time of arrival of the sound _120 . . ‘ ' .
pulse. _ , . o 4 8 12 16 20

The maximum response at a fixed excitation power T K
could be attained only for freshly ground surfaces; prolonged
storage of a sample led to a falloff of the signal amplitude,F!G- 3. Amplitude(a) and phaseb) of the potentiaky(0) measured with a
galvanic contact on Ga in the propagation of sound along different crystal-

apparently because of diffusion of impurities into the Subsur'lographic directiongsolid curve$ at a frequency of 55 MHz. The dashed

face regi(_)n._AtT=1.5 K the value of ¢(0)| at the mQXi_' curve shows the result of a calculation according to B@) for C=1,
mum excitation power reached 30—al. The characteristic  (w7) 1=0.2+0.0512+0.15T%, v /s=200.

FIG. 2. Diagram of the experiment.
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local to the local regime. On the whole, the scale of the
variations of the amplitude and phase¢({0) agree with the
calculation. There is justification for thinking that the stated
theoretical ideas about the nature of the originggd) and
the decisive role of th& contribution at large values fl

are in qualitative agreement with experiméht.

2. The calculation gives a much smoother variation of
the amplitude and phase @{0) in the crossover region than
is observed in experiment. The kink in the temperature de-
pendence of the amplitude, which coincides with the center
of the “jump” in phase, cannot be described using Ep),
even when the model parameters are varied over wide limits.
Apparently, the rate of decrease of tkecontribution in the
crossover region is substantially higher than is predicted by
Eqg. (13). This circumstance is probably due to the “specu-
larity” and isotropicity of the dispersion relation which were
imposed on the model, and the solution for a more realistic
case will be closer to the observed behaviokd0).

Let us also mention some other features of the behavior
of the phase of(0). Forql|[010] at T<6 K the phase of the
signal increases with increasing temperat(fig. 3b. This
behavior occurs only in that geometry, and it is most likely - 160¢ . , , ,
due to the broad flattening on the Fermi surface of Ga in the 0 5 10 15 20
q-v=0 region®® It is easy to see from the relations given T,K
abpve that in this case, fas7~1, the increase in Fhe .Scat_ FIG. 4. Amplitude(a) and phaséb) of the potentiakp(0) measured on Ga
tering leads to growth of the phase of thecontribution i 5 capacitive sensdfl) and an asymmetric coiR) (solid curve$. The
while having practically no effect on the contribution. The  dashed curves show the results of a calculation according t¢12)(the
model calculation according to E¢L3) with the actual rela-  Parameters used in the calculation were the same as in Fig. 3
tive area of the flat part taken into accoyrt2—4%; Ref.

13) gives a good description of both the scale of this effect

and its temperature dependence. The presence of excess surface charge in the region of
It follows from Fig. 3b that the change in phase of the the “hot” spot presupposes the existence of currents spread-
signal in the crossover region is assuredly in excess/@8f  ing out from the center of the sample toward the periphery.
This is possible due to the complex nature of the parametefg detect them we used a flat coil asymmetrically shifted
C in the case of reflection of sound from a contact region ofre|ative to the center of the sample. The plane of the turns of
small size. IfC in Eq. (13) has the formC=Cy(1+iB)  this coil were oriented perpendicular to the interface and par-
(B>0), then in the nonlocal parameter region, where theyjle| to the radial direction, the surface of the sample in the
contribution from the first term i13) predominates, the region of the “hot” spot was left elastically non-free. The
influence ofg is insignificant. However, on going to the local results of this experiment are also presented in Fig. 4. The
limit the phase of the harmonic component turns out to beamplitude of the signal behaves analogously to that shown in
lower than the calculated value by an amount arggan( Fig. 3a, while the phase of the signal deviates even more to
In the proposed conception of the origin ¢{0) the  the high side ofr/2. Most likely this is due to the fact that
variation of the phase of the recorded signal is due to the faghe rf conductivity of the metal, being a complex quantity,
that the interface in the contact region is elastically non-freesaries in phase on going to the local limit, thereby altering
(u’(0)#0, i.e.,C~*+0). To check this idea, we replaced the the phase of the rf current as well, so that the total shift
galvanic contact with a capacitor with a vacuum degre  increases.
precisely, a gap filled with a heat-exchange)g@ke result is Tungsten and aluminunin tungsten in the impurity-
shown in Fig. 4. In view of the small value of the capaci- scattering region the value of the paramater is approxi-
tance(as we were striving to avoid edge effects, the elecmately equal to 1, while in aluminum7~0.3. It should be
trode forming the capacitor had a diameter-e2 mm) we  noted, however, that our estimates of the impurity scattering
were unable to make measurements in the same temperatugere obtained from a study of the bulk characteristics and
interval as in Fig. 3. Nevertheless, it is reliably establisheccan be somewhat overestimated for the surface regions. The
that in this case there is no significant decrease of the phas@lues of|¢(0)| measured in these metals turned out to be
of the signal. We assume that this result, taken together witgubstantially smaller than in gallium~1 wV). This is
the data of Fig. 3b, is unambiguous evidence in support otlearly due to the small value of the deformation potential,
the approach developed here. Moreover, relatib®) also  since a slight(see Fig. 1 increase in the scattering.e.,
predicts a certain increase in the phase ofkheontribution  decrease in the parameter in comparison with gallium
with increasing scattering even in the purely isotropic ap-should not lead to a substantial decreaspgi(0)|.
proximation; this is apparently registered by the capacitive  Curves of the temperature dependence of the amplitude
sensor, although on a larger scélég. 4b). and phase of(0) for W and Al are shown in Fig. 5. In spite
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a oot Iv-Ca 1
1.2} =oggxtee. Ps=5Vx— cA. (17

In Ref. 14, which is devoted to the general theory of
0.8- elasticity in superconductors, a relation is obtained between
the fields® and ps and the elastic displacements In the
case of longitudinal sound and an isotropic one-dimensional
0.4¢ W model, one can, using Ref. 14, write the following relations
Al for the Fourier components @ and py:

|P(0)| , arb. units

—ad=cpg,+ioc@Pmu,

T.K —(ab+c?)ps=iw(ab@=cc@)mu. (18)

ot b The solution of the boundary-value problem analogous
w to that considered above but for superconductors meets with
considerable difficulties due to the energy dependence of the
velocity of normal excitation$, and therefore for making
estimates we limit consideration to tlygecontribution only,

for which the wave vector of the Fourier component coin-
cides with the wave vector of the sound. Asymptotic expres-

Phase of P(0), deg
|
S
(=)

Al sions for the polarization coefficiens, b, and c of the
—_80r electron subsystem and the electroacoustic coefficiglfits
- . - - and b®, which were all found in Ref. 14 in the limit of
0 10 20T K 30 40 strong spatial dispersiorg(>1), have the form
FIG. 5. Amplitude(a) and phaséb) of the potentialkp(0) measured with a 1+i TS f(A), b ( 8. S alat )
- o a=1l+i-— , b==\ps— =1 ———|,
galvanic contact on W and Al 2 vg m|Ps™ 2 vE COSH(A/AT)
7 S L A Tu
c=s(1-pg), b@W=i-— |1+ ——In—1|,
. UVE 2T A
of the small value of the detected signal, the curves for tung-
sten qualitatively repeat the behavior in Ga, the most o L
q y rep ©f0) cD=—i  _— f(p), (19

salient feature of which, in our view, is the significant varia- 2 Mmug
tion of the phase of the signal. In Al the phase of the signal . .
is practically unchanging. It can be supposed that, as in Ga'hereps~2(Tc—T)/Tc is the density of the superconduct-
the more rapidin comparison with Eq(13)) falloff of the K ing condensatef(A)=2/(exp@/T)+1) is the Fermi func-

contribution has led to its nearly complete suppression altion: andA(T) is the superconducting gap. _
ready at the startingmpurity) value of . Restricting consideration if18) and (19) to the first

nonvanishing terms of the expansion in the small parameter
slvg and assuming that the inequalitips,A/T>(s/vg)?

hold, we find
4, INFLUENCE OF THE SUPERCONDUCTING TRANSITION
ON ¢(0) ~ ch@—pc@ i
P=iw— o —mu= —iwcPmu,
Before turning to a description of the experimental re-
sults, let us briefly present the theoretical scheme for estimat- ~ ab@+4cc@ ~ p@ 4 gd®
ing the possible behavior af(0) belowT. It follows from Ps=—lo =z Mu=—lo————mu. (20
the above discussion that the existence of a measurable po-
tential ¢(0) is due to the deformation interaction of the elec-  In the case of longitudinal sound the vector potential in

trons with the elastic field of a longitudinal wave. In a su-(17) can be dropped, and we obtain for the electric potential
perconductor only normal excitations interact with sound _ .
through the deformation potential. The “freezing out” of the () =P X) = Spy(X). @)
normal excitations leads to the situation that Tok T the It follows from (19)—(21) that the contributiorps to the
potential ¢(0) is due solely to the Stewart—Tolman inertial periodic component of the potential is small in the parameter
field, which we are neglecting in this paper. Consequentlys/vg and can also be dropped, and the relation between the
our problem consists in estimating the decay lawg@D)  amplitudes of the potential and the norma) @nd supercon-
below T.. ducting (sc) states has the form

In a superconductor the electromagnetic field is custom- _
arily described by a gradient-invariant combinatiorffotthe (€p)sc=(eenfl(4), (22)
electrochemical potential of the excitatigrandps (the mo- i.e., theq contribution should fall off with decreasing tem-
mentum of the superconducting condensated the spatial perature in the same way as the sound attenuation coeffi-
and time derivatives of the phase of the order paramgter cient. In addition, it follows from(22) that the phase of the
and the electromagnetic potentiaisand A: potential should not change on transition throdgh Since
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detected in the experiment. In Fig. 6 we also show the signal
taken from the asymmetric coil, which registered the ampli-
tude and phase of the spreading currents specifically. We see
that the amplitude of this signal falls off just as rapidly as
does|¢(0)|, and the phase also increases practically in a
jump. Therefore, from the standpoint of the “simplified” ex-
planation a rapid growth of the “resistance” of the source of
emf must also be assumed, and that is hard to imagine.
From the results presented in Fig. 6a for Ga we see that
‘ beyond the region of very rapid drop |af(0)| comes a more
0.96 ' 1.00 1.04 gradual “tail,” reminiscent of the evolution of (A). This
T/Te suggests another hypothesis: for some reason that we have
60 not discussed, th& contribution in a superconductor actu-
ally vanishes very rapidly, and the remainiggcontribution
falls off as follows from the theory. We recall, however, that
the phase of thg contribution is different from the phase of
the K contribution by more thanr/2 (Fig. 3b, and so this
scenario should be accompanied by a downward phase jump
of corresponding amplitude. The data of Fig. 6b are incon-
sistent with this hypothesis as well.
At present the authors do not have any reasonable expla-
nation for the described behavior ¢{0) nearT.. On the
0.96 1.00 1.04 whole, the picture looks as if either a state in which an un-
T/T¢ compensated charge cannot exist develops with catastrophic
rapidity in a superconductor which is found in the normal
FIG. 6. Effect of the superconducting transition on the electric potential:phase, at least in the nonlocal limit, or else beldw the
amplitude|¢(0)|—the solid and dashed curves are for a galvanic contactg|ectric potential just as rapidly transforms to a quantity that

(Ga and A), the circlets are for an asymmetric c@iBa), and the upper . .
dotted curve show$(A). Inset: the behavior ofe(0)| in Ga (galvanic cannot be measured by a voltmeter. We add that a jump in

contac for different excitation amplitudes: solid curve+d10 dB, the phase OﬁP(O_) by approximatelyn/4 can be evidence
circlets—0 dB(a); the variation of the phase(0) belowT.: the solid and  that the surface impedance has some relation to the observed

dashed curves are for a galvanic cont&a and A), and the circlets are for  effect, since the penetration depth of the field at the transition

an asymmetric coi(b). throughT¢ changes from a complex quantity with approxi-
mately equal real and imaginary paftheir relative sizes
depend on whether the normal or anomalous skin-effect re-

theK component of the potential is also due to the deformagime is realizetito the purely real London penetration depth.
tion interaction, there is no reason to think that its law of

variation will bg substantially different fror(.QZ).. 5 CONCLUSION

The experimental results presented in Fig. 6 strongly
contradict the estimates given above. Even in Al, in which  In summary, we have for the first time carried out a
apparently only the periodic component of the signal istheoretical analysis and experimental observation and study
present to a significant degree, the amplitude ¢f0) of the electric potential arising when a longitudinally polar-
changes much more sharply thi\), and the phase under- ized elastic wave is incident normally on a metal surface.
goes a rather rapid rise. These features are more pronounc&tle potential under study is the sum of two contributions.
in Ga, in which one might suspect a manifestation of somelhe first of them, they contribution, is due to forced oscil-
sort of nonlinearity, since a nonlinearity is expressed quitdations of the electric field, which is proportional to the elas-
clearly in the sound attenuatidfiFor an excitation intensity tic deformationu’, i.e., it can be detected only on a non-free
close to the maximum, nonlinear behavior @f0) was in-  boundary, wherau’(0)#0. The secondK contribution is
deed observed, associated with both overheating and a shaipe to the presence of the metal boundary itself, which dis-
drop in the sound attenuation coefficient beldw, with a  torts the ballistic motion of nonequilibrium carriers in a sub-
corresponding decrease in the heat release. The data pmirface layer of thickness|; its amplitude turns out to be
sented in Fig. 6a pertain to the region of amplitudes in whichproportional to the displacement of the surfag)). In the
these effects are practically abséimset in Fig. 6a nonlocal limit the amplitude of th& contribution is mark-

The following “simplified” line of reasoning is also pos- edly greater than that of tteecontribution, while in the local
sible. In the experiments described, the potential differencéimit it is the other way around. The phase of tkecontri-
between the “hot” spot and the remote parts of the sample idution leads the phase of the contribution by approxi-
recorded in the regime of spreading surface currents. Therenately 77/2, and therefore in the crossover region the phase
fore, the value of the potential that is registered can dependf the recorded potential varies quite sharply. The experi-
on the spreading resistance. In other words, in a supercomental observation of just such behavior is, in the opinion of
ductor the rapid growth of the diamagnetic contribution tothe authors, an unambiguous qualitative confirmation of the
the conductivity (~psvge/s) can lead to “short-circuiting” correctness of the ideas developed in this paper about the
of the source of the electromotive force, and that is what i®rigin of the potential in question.

1.0¢

0.8- St ,,....,..n" B

0.6f
0.4}

0.2}

|°(0.T)| /[®(0,T¢)]

0.996 1/ TC1 .000

40t

20+

Phase of P(0), deg




336 Low Temp. Phys. 28 (5), May 2002 Avramenko et al.

At the superconducting transition the amplitude of the A, N. Vasilev and Yu. P. Galukov, Usp. Fiz. Nauk41, 431(1983 [Sov.
potential falls in a catastrophically rapid manner, and theZPhyS- Usp26, 952(1983].
phase just as rapidly increases by approximatel§. This P. Esquinazi, J. Low Temp. Phy8S5, 3/4, 139(1993.

behavior is inconsistent with the theoretical concepts, which, - Shimizu and A. J. Bahr, IEEE Ultrasonic Symp. Proc.(1976.

. . 4V. M. Gokhfel'd and V. D. Fil', Fiz. Tekh. kikh Davlenill, 4, 76
predict a much smoother decrease of the amplitude, close to oxhierd an W, Fiz. Tekh. Vysokikh Davieni

the BCS dependence of the longitudinal sound attenuation n vasitev V. M. Gokhfel'd. and M. 1. Kaganov, Zh. I&p. Teor. Fiz.
coefficient, and the absence of any phase variations. 92 2283(1987) [Sov. Phys. JETB5, 1286(1987].

. . . V. M. Kontorovich, Zh. Esp. Teor. Fiz45, 1638(1963 [Sov. Phys. JETP
The authors expression their deep gratitude to E. A. 1g 1125(1964)].

Masalitin for invaluable contribution to the development and 7v. M. Gokhfel'd, M. A. Gulyanskij and M. I. Kaganov, A. G. Plyavenek,
preparation of the measuring apparatus, which was ideally zh. Eksp. Teor. Fiz89, 985 (1985 [Sov. Phys. JET®B2, 566 (1985].
suited for addressing the problems investigated in this study®A. I. Kopeliovich and M. S. Churyukin, Fiz. Nizk. Tema9, 176 (1993
[Low Temp. Phys19, 125(1993].
%V. M. Gokhfel'd and M. I. Kaganov, Fiz. Nizk. Templ1, 517 (1985

*E-mail: fil@ilt.kharkov.ua [Sov. J. Low Temp. Phydl1, 282(1985].

UThis is not strictly accurate. Applications of electroacoustic conversion®V. V. Furduev,Electroacousticgin Russiaf, OGIZ, Moscow(1948.

often make use of the circumstance that in a quasistatic electric field th&'g, v. Bezugly, N. G. Burma, E. Yu. Daieka, and V. D. Fil', Fiz. Nizk.

surface of a conductor is subjected to an additional pressure. In an alter-Temp. 19, 667 (1993 [Low Temp. Phys19, 477 (1993].

natir_]g field this pressure exci_tes elasti_c dis_placements_ of the surface, in2g , Bezuglyi, N. G. Burma, E. Yu. Deyneka, A. I. Kopeliovich, and V. D.

cludlng Iong|tUQ|nal ones. Thls _effect is Wld_ely used in Iow-_frequency Fil, J. Low Temp. Phys91, 179 (1993.

acoustic experiments with vibrating reédand it is also the basis of the 13 o I .

ESAT (electrostatic acoustic transformatiamechanisn?. Because the re- E. V. Bezugly| A. M. Stepanenko, and V. D. Fil", Fiz. Nizk. Temp3, 246
sponse is quadratic in the field amplitude, in this case the reciprocity prin—14(1987) [Sov. J. Low Temp. Phys.3, 140(1987)].

ciple is, of course, not obeyed, and this effect can be used for acoustoelec-E- V. Bezuglyi, Fiz. Nizk. Temp9, 15 (1983 [Sov. J. Low Temp. Phys,
tric conversion only with additional “linearization.” In the present paper 6 (1983].

we discuss only linear effects. 15E. V. Bezuglyi and A. V. Boichuk, Fiz. Nizk. Temj23, 676 (1997 [Low
2We note that for the customary way of representing the elastic field Temp. Phys23, 507 (1997)].

[~exp(-iwt+ig-r)], in comparing the measured phase variations with 1y, p_ Fil', V. I. Denisenko, and P. A. BezuglyJETP Lett21, 329(1975.
those calculated using relatiofl3), the sign of the latter should be

changed. Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 28, NUMBER 5 MAY 2002

LOW-TEMPERATURE MAGNETISM

Low-temperature domain-wall dynamics in weak ferromagnets
A. P. Kuz’menko*

Khabarovsk State Technical University, ul. Tikhookeanskaya 136, 680035 Khabarovsk, Russia
(Submitted August 2, 2001; revised December 6, 2001
Fiz. Nizk. Temp.28, 481-495(May 2002

The nonlinear and multidimensional supersonic dynamics of domain walls in weak ferromagnets—
orthoferrites and iron borate—are investigated experimentally at low temperatures in

magnetic fields much less than the spin-flop field. A qualitative physical model of the observed
effects is presented, and an elastically induced spin-reorientation mechanism of
magnetization reversal is observed and investigated. This mechanism is accompanied by the
unsteady motion of the domain walls, the velocity of which is considerably higher than the limiting
velocity for their steady-state motion. @002 American Institute of Physics.
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INTRODUCTION sitions in the temperature interval 86<KT gg<92 K, while
for K,<<0 this reorientation occurs discontinuously as a first-
order phase transition. Analogous changes of the spin con-

a-Fe,05, and iron borate FeBQ in which the main mag- figurations take place in the Er, Nd, Ho, and Sm orthofer-
netic ion is F&*, have a number of magnetic properties in rites. As the temperature is lowered, in the Er, Nd, Gd, and

common. The crystalline and magnetic structure of thes@™ Orthoferrites a compensation point appears at a tempera-
compounds and the corresponding fields of the symmetri€ure Tr as a result of the superposition of the magnetizations
HE and antisymmetrid—ID exchange interactions and mag- of the rare-earth and iron Sublattices, which are of different
netic anisotropyH , cause a slight canting of the antiferro- Sign. The highest compensation temperafligeils observed
magnetic (AFM) sublattices(0.5° in RFeQ and 0.9° in for the Er orthoferrite Tg=45 K. In DyFeQ at a tempera-
FeBQ,) at temperatures below the dlepoint Ty. In these tureTy =40 K the WFM moment vanishes discontinuously,
materials the WFM moment M also has values of the samé&FM ordering arises, and a so-called Morin transition is ob-
order of magnitudé5.8—11.4 7. In orthoferrites the WFM  served. In the easy-plane weak ferromagnet FeB®© com-
moment vectortM has a pronounced anisotropic character,pensation point occurs dtz=5 K; it is due to a change in
and forTsg<T<Ty (Tsgris the spin reorientation tempera- sign of the effective field of the in-plane magnetic anisotropy
ture) it is directed along thg001] axis (along [100] in  H, (Ref. 2. Below the compensation temperatiig (in the
SmFeQ). On this basis they are classed as weak ferromagabsence of external interactions and without allowance for
nets with anisotropy of the easy axis type. The presence ahe demagnetizing fieldist is energetically favorable for the
the iqns F_§+ in orthoferrites Ieadsf to an additional magnetic system to be in a state with the AFM vectomparallel to one
ordering in _the rare—c_aarth sublattice. In Feﬁﬂ_ﬂere are tWo  of the C, axes in the easy plan@1d).
types of anlsotro.py fields: out-of-plamé, and m—plan_eHa, The tipping of the magnetic sublatticéspin flop in a
the values of which are 810" and 0.2 kOe, respectively. In ey ferromagnet occurs in rather high magnetic fields, be-
the temperature intervalg<T<Ty (T IS the compensation 1, \yhich the main mechanism of magnetization reversal of
tn(:;ngpneggéurr:g::;:tﬂa:s dall_nliiottfl;c;pg;;e;?I:I)Taiz%g_)didz thif a weak ferromagnet is domain-wdDW) motion. For ex-
C ample, for RFe@ the expression for the spin-flop field has

is an easy-plane weak ferromaghéfThe influence of tem- the formHar— — Ho/2+ ((Ho/2)2+ HeH ) ™. and its value

perature, external magnetic field, or elastic stresses on the 1 I
effective anisotropy constants will bring about the onset of> 75 kOe: The external magnetic field enhances the role of

various orientation phase transitions in easy-plane and easffagnetic ordering in the rare-earth sublattice of the orthof-

axis weak ferromagnets? errites. In combination with the lowering of the temperature,

A number of RFe@ compounds at low temperatures this substantially alters the boundary and character of the
(T<Tsp exhibit a spin reorientation of the vectdt from  SPIN reorientation transition. In TmFg@ an external mag-
the main direction along the easy a}i801] (except for netic field the second second-order phase transitiofi,at
SmFeQ) to the[100] axis! This reorientation is due to a =86 K is observed to vanish, fmd the boundary of the first
change of the signs and magnitudes of the first and secorigansition is shifted tar, =90 K.
anisotropy constantss; andK,. For example, in TmFe Spin reorientation transitions in weak ferromagnets can
the reorientation is accompanied by a change in sigh,of  be induced by elastic pressure with a certain orientation, and
and forK,>0 it takes place as two second-order phase trana change of the temperatufgg occurs in this case also. For

Weak ferromagnetiCWFM) materials such as the ortho-
ferrites RFeQ (R®" is a rare-earth ion or ) hematite

1063-777X/2002/28(5)/12/$22.00 337 © 2002 American Institute of Physics
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example, in TmFe@a unidirectional pressurng.=1.5 kbar ~METHODS AND RESULTS
along the easy axis increasgsg by 10 K!

The DW dynamics in the orthoferrite YFgave been
the most thoroughly studied both experimentally and
theoretically>~! It was found that it is only in weak ferro-
magnets that the limiting velocity of steady DW motiGnis
substantially faster than the transverse and longitudin
\s/ogn7d2vl(<e lO/C'tlle:SVt and Vv, (for \?FEQ’ Ivtzé'f'z km/s and o ture in transmitted light.
thle_ Ioﬁg-vTaaéle%rg?r? aes;:giitrigti(t)neo\;at#: spicr)lr—]\(/av;\?g clijiz?)er- Depending on the orientation of the plane of the RFeO

. . 112 slab with respect to the crystallographic axes, three types of
sion relation:Ce y(2HeA/Mo) ™. The value ofC calculated 5y o eyist. For example, Block and &leDWs are de-
for YFeO, using the values Of. thg inhomogeneous e)(Chf’ir'g?ected if the plane of the slab is perpendicular to the easy axis
cor_1$tamA, sublattice magnetlzat|om_0, and gyromagne'uc. 001]. In a slab cut perpendicular to the optic axis, which lies
ratio y comes out to be 19.74 km/s, in good agreement wit

. 9 ; a n theac plane and is directed at an angle of 52° totb@l]
;t/r;elzueézperlmentally measuredand theoretically calculat axis, a tilted DW is formed—an intermediate analog of the

) Neel DW. For all of these types of DWs it is energetically

The dependence of the DW velock)(H) on the ampli- ¢, 5 apie for the vectors of the AFM and WFM moments to

tude of the driving magnetic field in YFe@labs consists of 416 in theac plane. The absence of birefringence in this
a discrete series of “shelves”—magnetic field intervalsl;

. , X : i geometry makes for the highest magnetooptical contrast of
within which the DW velocityV; remains practically con- o qomain structure.
stant. The relationships governing their formation were de-  1pq easy-plane weak ferromagnet FeBfs a more

termined in Ref. 6. At DW velocities equal  andV,, the  compjicated configuration of the magnetic anisotropy fields,
formation of the Shelves on the curves is due to magnetoelagyaking for considerable diversity in the possible types of
tic interactions’™ The formation of intervals\H; at super-  jomain structure. The magnetostatic energy in this weak fer-
sonic DW velocities €>V;>V) is accompanied by reso- romagnet is decreased when the magnetic moments of the
nant braking on the characteristic bendirigear-wal) g pjattices lie in the basal plafill). Two types of DWs are
vibrations of the DWs. In TmFefQat the point of transition energetically favorable in this case: DJ@01] and
of the DW through the sound barrier the separation of WL [001], i.e., Neel and Bloch DWs, respectively. The
dynamic deformation from the DW has been observed ViSUOptic axis in FeBQ is perpendicular to thél11) plane, and
ally and studied in Ref. 7; the formation of this deformation tnerefore a projection d¥l on the light propagation direction
was justified theoretically in Ref. 4. In this transition a\yas created by a deviation of the light rays from the optic
shock-wave mechanism operates which causes a renormalgis of the crystal by an angle of 15-20°. In an FeBO
ization of the effective anisotropy constaftS.The DW in sample in the absence of external fields and elastic stresses,
YFeO; at supersonic velocities becomes multidimensiénal.domain structure is formed not only in th&11) plane but
Under certain conditions the onset of an elastica”y indUCE%JSO in the direction of thg)o:l_] axis. Here the domain struc-
spin renormalization transition has been detected, at whickre becomes layered. A high-contrast domain structure in
the motion of the less stablab type of DWs becomes en- FeBQ, with a single DW in each individual layer was ob-
ergetically favorable to that of the usuat type of DWs>®  served when a compressive stress1(Pa) and a gradient
The phenomena observed in supersonic DW motion in WFMield (700 Oe/cn) were applied simultaneousiyunder these
slabs have been explained on the basis of a description of th&nditions, despite the high magnetooptical quality of the
dynamic DW as a self-organizing systém. FeBQ;, the resulting angle of rotation of the plane of polar-
The magnon and phonon oscillations are ordinarily studization of the light wave amounted te1°.
ied by the methods of microwave or ultrasonic spectroscopy,  All of the RFeQ, samples investigated were chemically
light scattering, or neutron scattering. In particular, inpolished in superheated acidsPO,, which permitted de-
ErFeQ at a temperature of-4 K these methods have re- creasing the coercivity to 0.1 Oe. A pulsed magnetic field
vealed a giant decreaséhy up to 25% in the sound produced by two Helmholtz coils was applied to the samples;
velocity? and a light-scattering experiment at this same temthe coils had a diameter of 1 mm for RFg(@_L plane) and
perature first revealed the separation from the DW of a dy5 mm for FeBQ (HlIplane)2 The rise time of these pulses
namic elastic deformation, excited by the latter to near-sonigvas less than 20 ns, and the amplitude reached 4.8 kOe. The
velocities!® pulse repetition rate was not more than a few hertz. Before
In this paper we present the results of a low-temperaturghe start of the motion, an isolated rectilinear DW in RgeO
study of the dynamics of DWs by the method of double-was held in place by a gradient magnetic field at a distance of
exposure high-speed photomicrographyin rare-earth 0.15 mm from the inner edge of the coil. The value of the
orthoferrites(REOS9 of different composition and in iron bo- gradient field varied, depending on temperature and the com-
rate. Using a supersonic DW as a natural dynamigosition of the REO. For example, the DW dynamics in
microprobe!* we studied the magnetization reversal procesSTmFeQ, was studied in a static field with a gradient of 2500
at different temperatures under the influence of pulsed magoe/cm at a temperature of 168 K, whereas in YgEeO
netic fields and the dynamic deformations of the shock typé uFeQ;, and EuFe@ it was 500 Oe/cm or less at all tem-
excited during the transition of a DW through the soundperature.
barrier. To study the DW dynamics we used the double-exposure

These studies were done on thin, optical transparent
slabs of the yttrium, lutetium, dysprosium, europium, and
thulium orthoferrites and iron borate with thicknesses rang-
ing from 35 to 120um. The samples were oriented perpen-
ﬁiicular to the optic axis, making it possible to obtain mag-
a ; . : S -
netooptical contrast sufficient for visualization of the domain
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FIG. 1. Photomicrographs of the twin dynamic domain structures at 4.2 K in yttrium orthoferrite at a delay of 15 ns between light pulses for different
domain-wall velocities/ [10° m/s]: 4.12(a), 12 (b), and 18(c). The domain wall is moving from bottom to top.

method>® The source of the pulsed laser radiation was anets under study was calculated in analogy with Ref. 15 from
transverse-discharge nitrogen laser pumping a dye laser. Thiee DW relaxation frequencies found at different tempera-
wavelength of the dye laser was chosen to lie in the quasitures and amplitudes of the alternating magnetic field with
window of optical transparency for the weak ferromagnetsallowance for the static-field gradient restoring the DWSs to
studied: 630 nm for RFeQ) and 553 nm for FeBQ This  the equilibrium position. The temperature dependence of the
made it possible to detect high-contrast dynamic domairbW mobility u for the easy-plane FeB{and the easy-axis
structures and DWs on photographic film or a video camerd@mFeQ;, EuFeQ, DyFeG;, and YFeQ are shown in Fig.
without the need for brightness enhancers. The error of de2. The DW mobility in the TmFe@samples is maximum at
termination of the DW velocity in RFeQwas around 2% at a temperature of 168 K, where it equals 860 cmXs).
a velocity of 20 km/s and was actually determined solely byBelow that temperature the DW mobility in TmFe@e-
the duration of the subnanosecond light pulses. In FelB®  creases to zero already at 115 K. With decreasing tempera-
error of determination of the DW velocity was somewhat ture the DW mobility » in EuFeQ increases, reaching
greater because of the lower contrast of the domain structu®800 cm/(sOe) at 4.2 K. The mobilityw(T) is found to be
and the features of the dynamic behavior of the DWs in thioroportional to 1T? (Ref. 15. In DyFeQ, samples with
easy-plane weak ferromagnet. thicknesses of 25 and 99m the DW mobility at room tem-
For studying the DW dynamics in weak ferromagnets atperature is 343 and 295 cm/@e), respectively. When the
low temperatures we used an optical helium cryostat develtemperature is decreased to 77 K,decreases to 50 cm/
oped at the P. N. Lebedev Physics Institute, Russian Acads-Oe). The highest DW mobility in the YFeOsamples
emy of Sciences. The samples were immersed directly istudied was observed at a temperature of around 100 K. Its
liquid helium or nitrogen, and the temperature was varied by
pumping on the products of boiling. In addition, we used an

optical nitrogen cryostat in which the sample was mounted 40F N
on a cold finger, and also a supercooled mixture of a solvent
with liquid nitrogen and dry ice. 20¢ . Rossol'®
The temperature of the sample was measured by a FeBOj
10
copper—Constantan thermocouple attached to the sample by =
a heat-conducting paste. Cooling of the WFM samples led to 3 6
a slight increase in their transparency and an increase in the g
magnetooptical contrast. Figure 1 shows a photomicrograph  § 4 Tsang!"
of twin dynamic DWs in YFeBQ@ at the boiling temperature S 9
of helium for various DW velocities. Bubbles of gaseous = +
helium can be seen inside the coil. The dynamic DWs in ~ 4
EuFeQ at T=4.2 K have a similar appearance. =
From the displacementq w) of an isolated DW under 1 TmFeO, .
the influence of an alternating magnetic field at different L DyFe03\"
temperatures we determined the DW mobilityin all the . - o
weak ferromagnets studied. For th@w) curves obtained in 0 7100 200 300 400
this way we found the relaxation frequengy, at which the T,K

amplitude of the DW oscillations decreases by a factaf2of

: _ Ay _FIG. 2. Temperature dependence of the domain-wall moliliigicated by
The values ofvg in easy-plane and easy-axis weak ferromag arrows in EuFeQ, TmFeQ, YFeO,, DyFeQ,. and FeBQ (determined

OEtS are SUbStfa_ntia”y d_ifferent 5.7 _aﬁdl MHz, respec-  fiom the data of Ref. 2 Also shown are the data from the papers by
tively. The mobility of an isolated DW in the weak ferromag- Rossot® and the calculated curve of Tsargallt
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0 ‘ 0:2 ‘ 0:4 06 1012 20 3:2 ‘ 4:8 FIG. 4. Field dependence of the domain-wall velocity in slab samples of
H. Oe TmFeQ at 168 K and FeB@at 200 K2 Also shown is the qualitative field

dependence of the period of the multidimensional formations and their am-

FIG. 3. Field dependence of the domain-wall velocity in slab samples of thelitude for different domain-wall velocities in TmFgO
orthoferrites EuFe@and YFeQ at 4.2 and 77 K.

transverse and longitudinal bulk sound wavégAH,) and
value for different samples varied in the range (20—40)V,(AH,). For example, in EuFeDthe first two shelves on
x 10° cm/(s Oe). When the temperature was decreased furthe V(H) curve were observed at velocities of 3.5 and 5.8
ther to T=2.1 K, the DW mobility decreased in all the km/s, and those in YFeQ at 4.12 and 7.2 km/s. Similar
YFeO; samplegsee Fig. 2 The single crystals of all these shelves were observed on th§H) curves in the other
orthoferrites were grown by the the floating zone methodREOSs. In particular, in TmFeQat the temperature 168 K at
with optical heating. Samples of the orthoferrite LukeO which the DW mobility is maximum, th&(H) curves also
grown by the spontaneous crystallization from the flux dohad shelvesAH; and AH, at velocitiesV,=3.6 km/s and
not exhibit spin reorientation, i.e., the DW mobilityshould  V,=6.5 km/s(Fig. 4).
have increased with decreasing temperature. The DW mobil-  Along with the shelves\H,; andAH,, for all the RFeQ
ity in this sample at room temperature reached 350 cmsamples at different temperaturéscluding low tempera-
(s-Oe), after which it fell practically to zero at a temperatureture9 additional shelvedAH; appeared on th&(H) curves
of 80 K. at supersonic DW velocitieg=V; . For example, in EuFeQ
The DW mobility in FeBQ, calculated according to the at 4.2 K in fields up to 0.5 kOéat the highest DW mobility
data of Ref. 3 for various temperatures, is also shown in FigtheV(H) curve had shelves at velocities of 3.5, 5.8, 7.5, and
2. It is seen that at 200 K the DW mobility reaches a 14 km/s. For this same sample at 77 K ti¢H) curves in
maximum of 45<10° cm/(s Oe). Increasing the external fields of up to 4.8 kOe had shelves at velocities of 3.5, 5.8,
compressive stregs on an FeB@ slab abovep,=1Paled 7.5, 12, 14, 15.5, 17, 18, 19, 20, and 21.5 kiiske Fig. 3.
to a decrease in the DW mobility. The insufficient contrastThe V(H) curve for TmFeQ also consists of a series of
and, as a result, the reduced accuracy in the investigation shelves appearing in fields up to 4.8 kOe at the following
the DW dynamics in this material did not permit a determi-DW velocities: 8, 11.9, 13.5, 15, and 16.8 kni#sg. 4). The
nation of whether the temperature or the compressive stresmlues of the limiting velocities for steady-state motion of
has the dominant influence on the valuewot the DW in the thulium and europium orthoferrites at the
The DW mobility was also determined from the initial fields studied(see Figs. 3 and)4are equal to 17 and 21.5
part of theV(H) curve. The magnetic field at which the DW km/s, respectively, somewhat different from the correspond-
starts to move was taken equal to the coercivity of the paring value in YFeQ.
ticular WFM samplé. The value of the coercivity did not The formation of the DW braking intervals in REQOs, as
exceed 1-2 Oe. The value of the coercivity was somewhan YFeO;,® had the following regularities of a resonance
higher for the LuFe@sample, attesting to the high quality of character:
the samples grown by spontaneous crystallization from the —the dependence of(H) at V,<V;<C consisted of a
flux. The values of the DW mobilities determined from the discrete series of intervaldH;, the number and size of
V(H) andx(w) curves agreed with each other. which increased with increasing thickness of the samples,
Figure 3 shows the magnetic-field dependence of thevith V(H) becoming increasingly more continuous in na-
DW velocity V in samples of the orthoferrites EuFg@nd  ture;
YFeO; at temperatures of 4.2 and 77 K. The fact that these —AsV,;—C the differenceV;, ,—V, decreased, and the
V(H) curves are analogous to those obtained previdely  size of the intervalAH; increased.
YFeO,; samples at room temperature attests to their underly- In the easy-plane weak ferromagnet FeB 200 K, as
ing commonality. Thé/(H) curve for EuFeQ, like that for  in the easy-axis weak ferromagnet RRe@he formation of
YFeQ;, is nonlinear. It consists of a discrete set of DW shelves—field intervalsAH; |—occurred at near-sonic ve-
velocitiesV; which remain constant in certain magnetic field locities (see Fig. 4. According to the theoretical results of
intervalsAH; (a series of “shelves). The first constant DW Ref. 12, in FeBQ the values ofV, varied by 8—10%, de-
velocities on the/(H) curve were equal to the velocities of pending on the polarization. Faf; this change was-1%.
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FIG. 5. Photomicrographs of the unsteady twin dynamic domain structure at 300 K in;¥##0Ovaried conditions on the surface); at 168 K in TmFe@
atV=V, (b) and at 80 K in LuFe@ (c) with a delay of 15 ns between light pulses. The domain wall is moving from bottom to top.

Two shelf intervals are seen on thg¢H) curve, with trans- had an oval shapgee Fig. . The behavior of these forma-
verse velocities of 4.2—4.8 km/s and 5.9-6.2 km/s, corretions repeated the previously observéeatures of the mul-
sponding to shelvedH, ; and AH,,. At a temperature of tidimensional motion of DWs in YFeQ The multidimen-
~80 K the V(H) curves for FeB@ had another shelf in sjonal formations had a characteristic period\oéind arose
addition to those mentioned above; it occurred at a velocityess than 1 ns after the transition of the DW through the
of 9.5 km/s, which, because of dispersion, varied to 10.Zound barrier at all DW velocities froi,, to C. The tran-
km/s. This velocity agrees with the calculated valu&/pfin sition of a DW through the sound barrier¥ occurred in an
addition, theV(H) curve at this temperature goes to satura-ynsteady manner. Furthermore, the transition between super-
tion atV=11.8 km/s. This value, in analogy with the limit- ¢,.ic pw velocities(equal to 8, 11.9, and 16 km/s for
ing velocity C of steady-state DW motion in orthoferrites, TmFeQ,; see Fig. 4was unsteady also. At those velocities
prgctically c_oincides with the minimum phase velocity of V, at the end of the corresponding shelf, in an interdidl of
spin waves in FeBQ equal to 11.2 km/s at a temperature of around 1 Oe, the DW velocity jumped upwaig—V, , .

;n?joplélsgnwzr;a;?gg g\t/;'tsr:art\?g(irljZhgufrovr?‘nsaltri]or?r;?(gesrrzlglafsonAt the same time, the period of the half-oval formations de-
creased X;— A\, 1). The value of the period; of the half-

the DW velocity curve below the first transverse sound ve- . . .
locity (3.6 km/$. However, a more complete correspondencepval formation remalped constant at a supersonic DW veloc-
between the nonlinear supersonic DW dynamics in FeBO 'Y At the end of an interval\H; the DW straightened out,
and RFeQ could not be established because of the low mag@nd its motion became unsteady. Here the amplitude of the
netooptical contrast of the observed domain struct@feg ~ Multidimensional formationsh; decreased continuously to
50). zero at the end of a shelfH; , as is illustrated schematically

In all the orthoferrites RFepstudied, the DW motion at i Fig. 4. In TmFeQ at a DW velocity equal to 16 km/s the
supersonic velocity became multidimensional. Multidimen-value of the period of the multidimensional formation was
sional formations arose on the DWs independently of thd-4X10™* m, as it appeared in transillumination of the do-
value of their mobility, as is demonstrated by the photomi-main wall by the first pulse in Fig. 6c. In this same orthof-
crographs of the DWs in LuFeCat room temperaturéFig.  errite the periods of the multidimensional formations at DW
5¢), where the mobility was only 350 cm/(®e). The typi- velocities of 8 and 11.9 km/s were %30 *m and 1.8
cal twin multidimensional domain structures observed at ax10™ 4 m, respectively(Figs. 6a and 6b The smallest pe-
temperature of 168 K at supersonic velocities in TmgeO riod of the multidimensional formations in YFg@as equal

a b 200 pm c
—_
FIG. 6. Photomicrographs of the twin dynamic domain structures at 168 K in Tm&e®delay of 15 ns between light pulses, with different sizesf the

multidimensional formationg10~® m]: 330,V=8x10° m/s(a), 280,V=11.9x 10> m/s (b), and 40,V= 16X 10° m/s (c). The domain wall is moving from
bottom to top.
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to 2.5 10 * m, which was found at a DW velocity of 16 shape of this bend on the DW was similar to that of the kink
km/s3 observed previously in YFegO3 In contrast to the REOSs, in
At a velocity V<V, in EuFeQ (at 4.2 K) and DyFeQ  YFeO; the solitary bending waves on a supersonic domain
(at 77 K) the multidimensional formations on the DWs ac- Wall arises solely under the influence of an artificially created
quired a somewhat different, trapezoidal shape. The laterglonuniformity of the magnetic fieltf
sides of the trapezoid had smeared outlines and moved prac- Simultaneously with this, as is seen on the right in the
tically perpendicular to the main direction of motion to the Photomicrograph in Fig. 5b, two rectilinear parts of the DW,
right and to the left of the center of the DW. The motion of With distinct outlines, appeared. The DW in each of them

the leading edge of the trapezoidal DW was unsteady. moved along th¢100] axis in the same direction as before
Unsteady motion of DWs was also observed when thdrom bottom to top. The velocities of these DWs wehé,
DW velocity changed between the valuésindicated above, =0.9 km/s andV,=2.7 km/s. A vector addition of veloci-

which were slightly different in different orthoferrites, and U€S;Vi=V1+V,, is in fact observed. To the left in the pho-
was accompanied by an instantanedins less than 1 ns tomlcro_graph vye see a preserved frggment of thg o.r|g|nal
change in the magnetooptical contrast over the entire regioffy"@mic domain structure. The velocity of the DW in it re-
under study in the sample, as is demonstrated by the phot([)na'ned equJaI to }=3.6 km/s. fth .

micrograph of this situatiofsee Fig. 5a The newly arising An analogous rearrangement.c.) the domain structure oc-
magnetooptical contrast had an intermediate value in com(-",um.ad n th'.s .sgmple at the tr.ans.|t|0n through the. sound bar-
parison with the contrast typical for orthoferritesee Figs. 5 rer in 'the vicinity of the longitudinal sqund velocity and at
and 6. This contrast was typical for the unsteady motion ofvelo?t'??h()f d8' 11_'9' ?ndt 16 k.m/s'hTT]'S tylr;e (ij rcejzarrange-
the dynamic domain structures and was observed only at tHec - Of the domain SUCIUre, n which muftivaluedness ap-
end of the intervalAH; corresponding td/;. The domain peareq n the DW \_/elqcny asa func_tlon of the amplltude_ of
structure with this contrast was observed several times in 5619 driving magnetic field, occurred in a very narrow region

ns when the delay between the magnetic field pulse and thcé]c magnetic fleld§, equal to a few oersteds. Beyopd this e
first (or second illumination pulse was changed. A slight gion the DW motion became steady, and the velocity relation

increase in the amplitude of the pulsed magnetic flalt; ?Oef:?m% Sg]l?(l;ﬁ-\;arlngrézsecrzgnt:eo?ter?g dbng;nmz'?rEZ?ngv;;:
*oH, wheresH=1 09 led to a sharp increase in the DW obse%\./e(.d af=4.2 K in E%Fe at near-sonic velocities of
velocity: V;—V, ;. The DW motion with velocity, . ; as o Q

the magnetic field changed within the intervaH, , ; again the DW(for V—Vy ).

became steady all the way to the end of this interval, but th«la eTzzlﬂfjegﬁetﬁ; 'Tlefsteigr;]n;?nt gk]; %gcrgtoet 'So?h;\f['t;'”ao}lil]%c'
shape of the DW remained multidimensional but with aty q ¢ 9.

; : . domain-structure rearrangement processes occur simulta-
smaller period, equal td;, ;. This scenario was repeated at . . . .
I - neously during the motion of the DW in the time delay be-
all the velocitiesV; indicated. . S Y
tween the two illumination pulse&l5 ng. The region in

The unsteady motion of a DW observed at low tempera—which the new magnetic phase arose had dimensions of 6.5

tures was also detected.when the boundary conditions at t@g 104 m along the horizontaalong the direction of motion
surfaces of the orthoferrite samples were changéten the of the flexible DW and 1.8<10"% m along the vertical

sample_s were plgced in different liquid me_dia, including liq- (along the direction of motion of the two parts with a recti-
uid hehum and nitrogenor yvhen compressive stres_,ses WerC)inear DW). The rate of “growth” of the new magnetic phase
applied. It was accompanied by the formation of intermedi-, these directions was more than 40 km/s and 12 km/s,

ate conttragst and occurred at the same temporal and fle(%spectively. The value of the first velocity in TmRe@as
parallmf[aherFéEo ¢ . luteti dd _ substantially greater than the above-mentioned limiting value
n the S Of europium, iutetium, and dySprosium, as,¢ i, velocity of steady DW motio@=17 km/s. The value

E\V:/'mFe.Q, at all tempera’gu;ez the_: traln5|t|on tﬁ.sﬂpirﬁfomcof the second velocity was the same as the velocity at which
motion was accompanied by simultaneous light diffrac-, gpeit \was observed on thé(H) curve (Fig. 4) in this

t'ﬁn on the dry]/nam!c elast|c'defor][net11t|ons sefparatmg off fromorthoferrite, a fact which serves as indirect confirmation of
the DWs. The existence time of these deformations Oletert‘he correctness of such a determination of the velocities of

mined from the observed_dif_fraction pattgr(rseveral tens of o domain-structure rearrangement.
nanosecondsand also their sizéseveral micronsturned out
to be similar in order of magnitude for all the REOs inves-
tigated. We note that in YFeQthe separation of dynamic
elastic deformations at the time when the DW breaks the From a phenomenological point of view the magnetic
sound barrier was not observed. ordering which arises in noncollinear antiferromagnets is dif-
In the TmFeQ sample(Fig. 5b) during the transition of ferent from the ordinary spontaneous magnetization. To de-
the DW through the sound barrier a dynamic rearrangemersicribe the magnetization-reversal processes in two-sublattice
of the domain structure was observed in which the originalwveak ferromagnets of the RFgQ®ype, besides taking into
two-domain structure with a single DW becomes complex. Aaccount the resultant magnetization vedibe= M+ M, we
new magnetic phase arose in the form of a flexible DW havimust also take into account the AFM vectbe=L;—L,
ing diffuse outlines and moving from right to lefalong the X (M<L). In a weak ferromagnet under the influence of an
[010] axig). The velocity of a bend on the DW, determined external field or elastic strains an exchange enhancement ef-
from the direction of the normal to the plane of the bend, wadect arises in whicltHg/(H+ Hp) is multiplied by a coeffi-
equal to the longitudinal sound velociy;=6.5 km/s. The cient of the order of 1 (Ref. 17.

DISCUSSION OF THE RESULTS
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In the studies below we shall take into account the well-superexchange interactiods—d5 in the REOs. This strong
known expression for the thermodynamic potential for adifference in the DW mobilities in YFeQand REOs, as was

weak ferromagnet: noted in Ref. 22, is caused by the anisotropy of the suscep-
tibility of the rare-earth ions, which is approximately the
O =y+K;cos2p+Kycosdp—M,H,cose, (1)  same in the REOs. On the other hand, the solitonlike char-

acter of the DW in magnets, as follows from the results of

whereK, andK, are the anisotropy constants. The value ofRef. 23, |eads to a situation where the coefficients of dy-
Kz is determined by the interaction between the"Rand  hamic drag of the DW on account of magnon scattering pro-
Fe" ions, while the main contribution t&, is from the  cesses and magnon conversions can be compared with the
exchange interaction between®feions alone. The compo- phonon drag forces. As a result, at temperatdres K and
nentsM, and H, in (1) are directed along thf001] axis, T 100 K the phonon scattering processes can give the main
which actually coincides with the geometry of our experi- contribution. These conclusions are confirmed by experimen-
ment. Under real conditions the dynamic properties of REO$5) data: at helium temperatures and above room temperature
are influenced most strongly by the low-temperature growthy is observed that the intervals of constakH,, on the
of the magnetoelastic coupling coefficientéand dynamic V(H) curve atV, | become largéf and that the DW mobility
deformations of the DW at the time it breaks the soundyecreases ai<4.2 K (Fig. 2). The previously observed dif-
barrier}>"13and the magnetic inhomogeneities originatingerence in the value of the mobility ratigys /uy=1.75 in
in the growth of the crystaf$58 thin samples andug/un=1.06 in ordinary samples of

The temperature-induced spin reorientation transitions”:eos, agrees with the ratio of the frequencies of activa-
are governed mainly by the variations of the anisotropy contjgniess spin  oscillations w;=11-13 cm? and w,
stantK,, which is explained by the fact that it is more —15_50 ¢! determined from light scattering on spin
strongly T-dependent tharK, (Ref. 1). For example, the \ayes? the variation of which lies within the limits 1.15
first-order phase transition of the typ&xF;—Gy (in < /4,<1.82. For RFe@ and FeBQ in Ref. 24 the dif-
DyFeQ,) occurs aK(T) =0. The influence of elastic strains ference in the uniaxial anisotropy constants as a function of
on L (the magnitude ofL|=2Mg) turns out to be more the orientation of the DW relative to the crystallographic
substantial than the influence of the external fidldAt the  5yes was taken into account. On this basis it was concluded
transition of the DW through the sound barrier under condifrom the differences in the values of the mobilities that the
tions of “overheating” of the elastic subsystem it is possible gjoch DW is transformed to a N# DW, which is indirect
that there are structural changes inside the DW. An ordinargyigence of the possibility of internal structural transforma-
180° DW with rotation of the vectorM andL intheac  tions of a DW.
plane is transformed to a DW without rotation M. In the The changes of the magnetooptical contrast observed in
central part of such a DW the vect®t vanishes, and the  reg| time with the aid of the Faraday magnetooptic effect and
vectorL is oriented along thg010] axis. A DW region with  the rearrangement of the dynamic domain structure in weak
a transition of the “Morin type” acts as a nucleus for a new ferromagnetgFigs. 5 and § in analogy with Refs. 20 and
magnetic phase in the subsequent rearrangement of the dg1 gre possibly be due to rotation of the vedtbrand the
main structure, as has been observedatls5 K from the  corresponding changes of the magnetic symmetry. The rea-
NMR spectra in DyFe@(Ty =40 K). In a weak ferromag-  son for their appearance may be dynamic deformations and
net the fine structure of the DW can be quite complex, congspock waves excited as the DW is breaking the sound

taining an alternation of DWs of thec type (the rotafgozr} of  parrier! The value of these deformations increases in a reso-
M) and DWs of theab type (without rotation ofM).™~ nant manner at sonic DW velocitiés®

The mobility of a Nel DW is determined, according to
Refs. 3 and 15, agy~ya [A/(K+27M?)], whereK is
an effective anisotropy constant. The differences in the mo-
bilities w(T) for EuFeQ and YFeQ (see Fig. 2 can be
explained by stronger temperature dependendé ahd the Uj=— & sir? 6/C(1—-VZ/VP), 2
onset of a magnetoelastic interaction in the REO. This con-
clusion is also confirmed by the decrease in the DW mobilitywhere 6 is the angle between the easy axis and the direction
in DyFeQ; at 80 K (T,=40 K) and in TmFe@ at 168 K.  of motion of the DW. In Refs. 7 and 13 the differenceln
The u(T) curve in FeBQ is analogous to the(T) curve in  and U, was determined experimentally. For the DWs under
RFeQ,. At the same time, the value of decreases rather study, which are close to the being of the eNéype, the
sharply at compressive stresses greater thanl Pa, indi- dynamic deformations at the transverse sound velocity had a
cating a substantial magnetoelastic coupling in FgBThe  rather distinct leading edge and a smeared trailing edge, in
w(T) curves shown in Fig. 2 can be used to compare thegreement with the results of Refs. 4 and 5.
contributions to the braking of DWs by three-magnon scat- The value of the intervaAH, for V=V, depends sub-
tering processes and magnon conversion in Yfafd the stantially on the excitation by the DW of shock waves, which
REOs of thulium and europium at the same temperaturesan  propagate inside the interval V.~V (1
For example, at temperatures of 300 and 168 K the D\/\/‘_F2(5t,|ozt’,AO/77t',Vt,|))1’2 (Ref. 9. HereAj is the width of
mobility in the REOs are close in value and equé870 and  a nonmoving DW,ay |, &, and »;, are the linear elastic
345 cm/(sOe), whereas in YFefxthe DW mobility is more  moduli and the magnetoelastic interaction coefficients, and
than an order of magnitude higher, a fact that can be directlyhe acoustic attenuation coefficient, all corresponding to the
linked to the larger effective values of the Dzyaloshiiiski velocitiesV, . The size of these shock waves is closeé\tp

U= — 8 sin#cosh/C(1—V?3IV?),
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(~2 um).” The value ofAH{"} with only the magnetoelastic two.? This is confirmed experimentally and theoretically by

interactions taken into account is given, according to Ref. 5the fact that only in REOs, and predominantly at low tem-
as peratures, is the separation of a dynamic deformasbtieck
wave from the domain wall detected at DW velocities in the
AH{ = A087 (1= (V1 1C)A) Y 5 Vi Mo, (3)  rangeV_<V<V, (Refs. 4 and ¥ The lifetime of these
o ) m ] formations in TmFe@is 20 ns, somewhat shorter than the
The contributions5; | and 7, to the widthAH) are in com-  ggtimate~ 40 ns obtained in Ref. 9. From the width of the
petition with each other. The actually observable value of.iarval of constant\H, | on theV(H) curve one can esti-

AH; for all the REOs(see Figs. 3 and)dincreases With  ate the value of the power delivered by the DW to the
decreasing temperature all the way downTte 4.2 K. This  g|5stic subsystem:

can be explained by an increase in the magnetoelastic inter-
action with decreasin@ on account of the magnetic ordering P=MoAH Vy,. (4)
in the B ion. . _ _

In solving problems of magnetodynamics the theoreticalt ha; a value of several microwatts, which, on conversion to
results are constructed on the basis of the strong- or weat@ Unit surface_zé\rea of the DW completely confirms the theo-
dissipation approximatioris® Strong dissipation of the elas- "etical re_sult% that the anisotropy constantd) can be
tic energy leads to a8-shaped form, with negative differen- renormalized and their sign can change when the DWs break

tial mobility and multivaluedness of the DW velocities as athe sound barrier. This may be responsible for the change in
function of the driving magnetic field: to each value of the SiZ& and structure of the DW in weak ferromagnets, the non-

magnetic field there correspond several values of the Dvlinearity of V(H), and the multidimensionality of the super-
velocities. Under conditions of “overheating” of the elastic SOnic motion of the DWs. .
subsystem under the influence of the dynamic deformation at When a pressure is applied along certain crystal axes, the
the time when the DW breaks the sound barrier a renormalSPIn reorientation temperaturésg can be raised by an
ization of the anisotropy constants may be sufficient for the2mount
formation of regions in Whi.Ch the domaip structure is rear-  z\T_ — LpTed2KE, (5)
ranged in accordance with conservation of topological
charge, as is seen in Fig. 5b. In the region where theswherelL andE are the magnetoelastic constants and Young’s
changes of the domain structure occur, there may be weakodulus, and is the applied pressufeThe dynamic rear-
dissipation of elastic vibrations. This hypothesis is supportedangement of the domain structure in TmRe€amples, ac-
by the data of Ref. 7, in which light diffraction is observed cording to Fig. 5b, occurs at a temperature of 168 K, which
specifically in this region for a TmFeGample. The motion differs from the upper boundary,sg of the reorientation
of a DW at the instant of breaking the sound barrier is, actemperature bAT=T—T,gg=70 K. According to Eq(5),
cording to the results of Refs. 3—-5, accompanied by a stronguch a shift in temperature can occur upon a change of the
instability, as is confirmed by the data of Ref. 8. Such criticalpressure created by the dynamic deformations of DWs in the
behavior of the DW at the transition to supersonic motionregion of near-sonic velocities by an amount of the order of
makes it hard to distinguish the approximations of strong-10 kbar. This is only an order of magnitude higher than the
and weak-dissipation. pressurg1.5 kbal along the[001] axis which, according to
A new approach to the description of the DW dynamicsRef. 1, was applied to the TmFg@amples and caused an
was developed in Refs. 3 and 9, where the influence of shodkcrease by 10 K in the upper boundangg . The formation
waves on the DW dynamics was taken into account. Thef such large dynamic deformations during the breaking of
observed rearrangement of the domain structure obeys Maxhe sound barrier is also indicated by the previously observed
well’s rule. The variation of the DW velocity is of the nature fracture of YFeQ samples in a study of the relaxation curves
of elastically induced fluctuations and is a typical example ofof the displacement of the stripe domain structure in the re-
a nonequilibrium first-order phase transition. The DW brak-gion of sonic velocitie$®
ing occurs through magnetoelastic interactions and shock Another mechanism for the braking of DWs and the for-
waves. The resulting value of the “shel&H, | on theV(H) mation of intervals\H; operates a¥>V,. This corresponds
curves consists of a sutH{"|+AHZ,. The DW braking on  most completely to the model of parametric-resonance brak-
shock waves depends most importantly on the valueg pf ~ ing of DWs at near-wallWinter) magnons(WMs).618:26
oy, and n,; and on the DW mobilityu, obtained on the This braking mechanism can occur in real single crystals
initial part of theV(H) curve. In all cases the width of the with periodic nonmagnetic inclusions of Feand Fé* aris-
interval AH, varies as ]aﬁ,. The value of AH{ (7)),  ing during their synthesis. Here the dispersion relation of the
unlike AH[‘](nH) (3), is of a rapidly changing character, WMs and the phononic vibrations coincide, which facilitates
especially at low temperatures. At small values of the acousthe formation of their combined oscillatioAshccording to
tic damping (7, ;<0.15 ergs/cn?) the shock mechanism of the proposed scenart®2°the Winter bending oscillations of
braking begins to prevail. This conclusion is confirmed ex-the DWSs are absent or negligibly small at velocities far from
perimentally by inverting the DW direction at near-sonic ve-the parametric resonance, and here the DW remains planar.
locities, when the width of the resultingH,, decreases by Velocities corresponding to parametric resonance are sepa-
just the quantityAH;, (Ref. 3. rated by an energy gap, the surmounting of which is accom-
The largest contribution tm\Hﬁ, is from &;, and the panied by a loss of stability of the DW. The velocitiés at
initial mobility. For example, whens,, is increased by 1 which, according to the theoretical resuffghe formation of
X 10’ erg/cnt, the value ofAHﬁ| increases by a factor of the AH; features is observed have the values



Low Temp. Phys. 28 (5), May 2002 A. P. Kuz'menko 345

V,=(iCA/d)(1+2irn/d) "2 (6) A feature of the supersonic motion of a DW is its
multidimensionality’ with a jumplike decrease in the period

The set of values o¥; according ta(6) is determined by the \; with increasing velocity; as the amplitude of the driving
ratio of the period of the inhomogeneikyto the thicknessl  fields increases. The behavior of the multidimensional for-
of the slab. The best agreement between the experimentalijations exhibits regularities typical of self-organizing sys-
observed and calculated values of the velocitésis  tems and is determined solely by the internal properties of
achieved, according t®), for a period of the inhomogeneity the dynamic DW under studyThe multidimensional forma-
of 30 um in a slab of thicknessl=10 um, and this also tions on the DW(see Fig. 6 are an additional channel of
suggests a resonance character of the interaction of the DWergy dissipation.

with the WMs. It follows from the theoretical resultghat in The fact that theV(H) curve taken in a field whose
this case the field curve of(H) will have intervalsAH; amplitude varies fromH 5 to H=0, i.e., in the reverse di-
with velocitiesV;, rection, coincides with the usu®l(H) curve(Figs. 3 and %
5 attests to the absence of velocity hysteresis, which is at odds
_3mo(CQe)°AV; 29112 with the theoretical results based on the strong-dissipation
AH;= [1—(V;,/C)7]"s (7) Co L ’ .
32M ¢ approximation to the description of the supersonic dynamics

) o L, of DWs in weak ferromagneft The nonsteady nature of the
where 7 is the relaxation time of the WMs;;=10"“ is the  pw motion® accompanied by changes in the sizes of the
modulation depth of the spectrum of oscillations of the WMsyytidimensional formations, are also not described by the
with the spatial frequency, ari@= 10° is the Q of the WM. theoretical models. To explain all of these features, a proba-
As the massm of a moving DW we take a value equal t0 pjjistic approach to the consideration of the nonlinear and

A383 1 (n2 w3 (pIMAH, )2 (p is the resistivity of the idi i ics i
TR0 T Vi, 1 )P t P y multidimensional DW dynamics in weak ferromagnets was

«A/d, in agreement with the experimental data. From the

width AH; we estimate the WM relaxation time; as

~10"7 s. The parametric resonance of the DW braking by a L=P*27—2M HP—J' F(§)dé, ®
WM should satisfy the conditiom,7,> 1, which establishes

the lower threshold of the WM frequency as®18z. whereP is the generalized momentum density, d() is

This model for the braking of a DWs on WMs has beenthe density of the additional DW braking force due to reso-
confirmed experimentally in model experiments on sample§ant quasiparticle excitations. The functibP) is similar
of orthoferrites with artificially created periodic magnetic in- to the potential energy of a DW. Its maximum corresponds to
homogeneities. For this purpose, periodic magnetic strips dfe unsteady motion of a DW, and its minimum to the stable
an ultradisperse ferromagnetic powder were specially depognotion of a DW with one of the velocitieg; . The velocities
ited on the surface of a YFeGsample. The ferromagnetic ©Of steady-state motion of DWs in such a description corre-
grains were of submicron size. From these grains periodi§Pond to extrema of this function. Its maximum corresponds
“rolls” of different sizes and orientations with respect to the t0 absolutely unstable motion, and its minimum to stable
plane of the DW were formed, i.e., parallel or perpendiculafmnotion.
to the [100] axis. The influence of the artificially created However, this approach is applicable only for an ideal
magnetic inhomogeneities were manifested on W@i)  dynamical system, devoid of damping, in which the principle
curves as visible changes &H; . The increase and decrease of maximum slowing is operative. Fluctuations of the
of the width of the intervals or the formation of netH’s growth-related magnetic inhomogeneities and the resonant
were registered. For example, as was reported eflieder increase in the dynamic deformations at the time when the
these conditions the appearance of an additional intervdPW breaks the sound barrier transform it into a nonequilib-
AHg on theV(H) curve was observed at a velocity equal to rium system. To describe it we use Maxwell’s principle. The
9 km/s. More active conversions are observed on\ttid) ~ usual equation of motion of a DWis replaced by the
curve when the inhomogeneities are perpendicular to thEokker—Planck equation for the probability density distribu-
plane of the DW, creating an additional in-plane field perpendion functionw(t, P):°
dicular to the direction of motion of the DW. The excitation B 2
of WMs by other methods has not been detected experimen- Wl dt=o(Wad1GP)l P+ 9*(DW)/ TP, ©)

tally. _ _ whereD takes into account the jumps of the magnetic inho-
The acceleration of a DW to any supersonic velodfy mogeneities along the path of the DW motion and the fluc-
inevitably involves breaking the sound barrier. Estimates obyyations of the dynamic deformations. This actually means
tained for the relaxation time of WMs agree in order of mag-that their combined influence leads to a situation where for
nitude with the existence time of the dynamic deformationseach velocity of steady-state DW motidh the value ofD
(~20 ns)! In view of this, it can be assumed that the elasticy,ms out to be modulated. One can speak of a correspon-
deformations have enough time to “adjust” to changes in théjence otv; andD; . From the parametric field dependence of
magnetic subsystem. Consequently, superimposed on thge |yapunov functiorl(7) it follows that the solution of
mechanism of parametric excitation of WMs will be a equation (9) (Ref. 9 corresponds to a series of values

mechanism of magnetoelastic interaction of a DW with the\Ni(t,P) for which the DW motion takes on a steady-state
phonon subsystem. The simultaneous action of these tWgnharacter with supersonic frequenclés

mechanisms substantially complicates the theoretical de-
scription of the DW dynamics. W,(t,P)=Nexp —L(P)/D;). (10
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said, is due to a competition between the influencesgf
andd; . The increasing role of the rare-earth ordering as the
temperature is lowered leads to an increase,;gf(Refs. 1
and 13, which, according to Eq.3), leads to an increase of
the intervalAH,, and to a decrease of the minimum of the
DW energy. For example, in TmFgQin contrast to YFeg,
/ such a change ob;, is accompanied by a dynamic rear-
rangement of the domain structBr@ig. 5b. The DW mo-
tion atV=V,, V,, andV; becomes unstable. Fluctuations of
8:10° m/s _ this nature in the critical conditions for the transition of a
1210° m/s L(P; (H)= Ui DW through the sound barrier disrupt the single-valuedness

| Ui=Vi of V(H): the DW decays and can move with several veloci-
13.7:10% m/s ,\I ties (according to Fig. 5b, with four velocitiessAs was

\V;

L(P(H))

o

6.5-193 m/s

o <o

L7

-,

shown in Ref. 9, obedience to Maxwell’'s principle leads to a
rather slow transition of the DW motion from one velocity to
Vi=U, H a}nother. As a result, the amplitude of the dynamic deforma-
Vi v, v, vy Vi v, tions gxqted by the DW have time to grow very strongly,

and this is one of the reasons for the observed dynamic re-
arrangement of the domain structure and the change in the
™ spin reorientation temperatu(b). This is a typical example

\5\]\ of a nonequilibrium first-order phase transition.

The critical behavior of a DW upon transition to super-
sonic motion makes it difficult to separate the strong- and
weak-dissipation approximations. In the case of strong dissi-
pation of the elastic energy aéshapedv(H) curve arises,
with a negative differential mobility and multivaluedness of
the DW velocities as a function of the driving magnetic field.
Figure 4 shows the initial part of the experimental and cal-
culatedV(H) curves for TmFe@. It is seen that in the re-
gion of negative differential mobility, to each value of the
magnetic field there correspond several values of the DW
velocity. Under conditions of “overheating” of the elastic
FIG. 7. Qualitative field dependence of the Lyapunov funclig®(H))  subsystem under the influence of the dynamic deformation,
and of the domain-wall velocity/ (H). at the instant the DW breaks the sound barrier the renormal-
ization of the anisotropy constants can be sufficient for the

The highest probability density,(t,?) corresponds to the formation of regions in which the domain structure is rear-
minima of L(P), i.e., to a minimum of the potential energy ranged(Fig. 5b.
of the DW. The qualitative dependence lofP) on H for In DyFeG; slabs cut perpendicular to the optic axis the
differentD; follows the functionL (P(H)). The correspond- coexistence of WFM and AFM phases was observed experi-
ing curves ofV(H) and L(P(H)) are presented in Fig. 7. mentally in the vicinity of the Morin phase transition, and the
Here theV(H) curve is free of velocity hysteresis, and under AFM—WFM transition was studiet?.?* The influence of
conditions such that the minima of the DW energy are equalfucleation within the DW was observed, and a second-order
the DW velocity changes discontinuouslig. 7). In such a  phase transition was observed in which metastable AFM do-
treatment the role of the control parameter is played by thénains having an intermediate magnetooptical contrast arose
DW velocity and not by the magnetic field driving the DW. from the 180° DW between the WFM domains. Under the
In thin-slab samples of YFeQa velocity jump occurs influence of a pulsed magnetic fielti,= 3.5 kOe with a rise
from V=V, to V;=16.2 km/s® The decrease of the mini- rate of 200 to 450 Ogsks the propagation of an AFM—WFM
mum of the DW energy in this case is due to growth of thetransition front with a maximum velocity of 10 km/s was
acoustic attenuation. Similarly, the jumps in the DW velocity observed and investigatéiThe results of that study agree
observed on th&(H) curve at temperatures of 100 and 4.2 with the effects observed here—unsteady DW motion ac-
K for YFeO; upon the transition to supersonic motion cancompanied by the formation of intermediate contrdsy.
also be explained by a low-temperature decreasg;pf A 53. These results indicate that in addition to the main
jumplike transition of the DW motion between velocities of mechanism of magnetization reversal through the displace-
steady-state motiorton the V;(H) curve has an analogy ment of DWSs, which is characteristic for orthoferrites, the
with the tunneling of a DW through a potential barrier. Therole of the inducing of a magnetic moment, characteristic for
intervals AH; observed on th&/(H) curves correspond to an AFM phase, is strongly increasing. An important role in
minima of the DW potential energ¥ig. 7), the depth of the this begins to be played by the exchange enhancement
minima being determined by the state of the phonon aneffect!’ which possibly explains the scale of the observed
magnon subsystems. dynamic rearrangement and its anomalously high rates of
The dynamic behavior of the DWs in REOs, as we havedevelopment. The unsteady motion of the DWs in REeO
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can be interpreted as an elastically induced spin reorientatioonset of energy dissipation from the DW to magnetoelastic
transition® and bendingWinter) oscillations and to estimate their pa-
Previously’ an elastically induced spin reorientation rameters.
phase transition was observed in a study of the DW motion We have shown that a spin reorientation transition is
at near-sonic velocities in the easy-plane weak ferromagnetbserved at the time that the DW breaks the sound barrier
FeBG;. It was accompanied by the decay of the initial 180° under conditions of strong elastically induced renormaliza-
DW into two 90° walls. In RFe@, unlike FeBQ, the elas- tion of the anisotropy constants in the field of a shock wave.
tically induced spin reorientation transition begins inside theThe conditions for the onset of this transition are determined
DW (see Fig. 5b and is accompanied only by a transition in real time.
from anac type of DW to the less stableb type®!° The domain wall in weak ferromagnets at supersonic
Using the relations which determine the periodicky velocities becomes multidimensional and is a dynamic self-
and the amplituded of the multidimensional formationd  organizing object. We have proposed a qualitative model
(Ref. 9 within which the evolution of the observed rearrangement of
_ 212, 2 the domain structure was successfully described.
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A single crystal of BgeKg 3Py 5Bigg0; (BKPBO) grown by the method of electrochemical
deposition is investigated. The crystal is single-phase with the cubic perovskite structure.
The isotherms of the field dependence of the magnetization far.&I=<0.72T, are well
described by the collective pinning theory. The temperature dependence of the collective
pinning lengthL .(T) agrees with the mechanism &f pinning, which is due to spatial fluctuations
of the mean free path of the charge carriers. The magnetic properties of BKPBO are
compared with those for crystals of the BKBO system.2@02 American Institute of Physics.
[DOI: 10.1063/1.1480241

INTRODUCTION state Bil?Og. At optimum doping a continuous B#Og clus-

. . ter appears, the local electron pairs with BiGomplexes
By now the crystal structure and properties of oxide su- ) i

: . move freely through the BAOg clusters, and a transition to
perconductors based on BaBi@ave been quite well stud-

. 7 _
ied. This crystal belongs to the class of distorted cubic pergi]:tiiupﬁgcggglgn?%lzt?;ﬁcfgie izyifrzzuBaeTébcﬁlgﬁgtin
ovskites ABQ, the framework of which consists of g 6 P ’ b 9

. . : : and only when it is doped with bismuth (0-£%<0.35) do
nonequivalent Bi@ octahedra. The distortion of the structure . . .
is due to a static rotation of the octahedra around[ fHi€)] electron pairs arise on the Bj@omplexes and move freely

. _through the Bil2Oz+ PbL20; clusters, which leads to the
axes and an alternation of large and small octahedra, the size o
onset of superconductivity.

difference being due to the different Bi—O lengths. The pe- It is knowrf* that the dependence @, on the potassium

riodic variation of the Bi—O bond lengttithe averaged val- concentration in the BKBO system has a dome-shaped form
ues differ by 0.16 A(Ref. )—the distortions of a so-called _ . . ’
“breathing” phonon modglead to a periodic alternation of with a maximum ak~0.35-0.4. Fox>0.4 the value off;
gp . ; .4p+ 1 34,0 decreases noticeably, which may be linked to growth of the

Tgigﬁﬁégﬁ)]onA;hZ Esr:ggthu;%'zif tﬁ\?ss )a_;ﬁ:ar (e63e)nsit number of Bil?Og hole complexes and the absence of elec-
wave (CDW) .arises the co?n ound Ba 'éxhibits i%sulat- Yron complexes upon the complete substitution of the barium
ing broperties and, the valus of the oBéticaI a0-i8 eV 1 by potassium. In the case when the bismuth is partially sub-

g prop - . ptical gap- ' stituted by lead in the system BKBO with the optimum ratio
Partial substitution of the electrically inactive Bm the A Ba/K (T,~30 K), according to the model of Ref. 7, addi-
pOS“i‘?fF) by potassium or of the electri_cally a_1ctive Bn the tional PELZOG co,mplexes should arise, and the .nur,'nber of
B position by lead will lead, at a certain doping level, to the BiOg electron complexes should decrease; this leads to a

appearance of superconductivity witg=30 K (Ref. 2 and weakening of the coherent transfer of pairs in the dynamic

12 K (Ref. 3 in the first and second cases, respectively. Thisexchan e BifO.—BiO- and PbO.—BiO- ie. to ded-
is accompanied by a decrease of both the rotational distorr—adatior? of the gu ercgnductiviﬂovjerin 0‘}’.'_ ') v 9
tions and the “breathing” mode distortions and, conse- hi per . h golle) . f

quently, suppression of the CDW. In both systems the supers In this paperwe myestlgate the ”?agne“c properties of a
conduc,tivity arises near the boundary of the metal—insulatop 0630382810605 Single crystal with the goal of study-
transition*> However, the mechanism of superconductivityIng the influence of the Pb doping on the superconducting

) Co roperties and the pinning mechanism of the vortex lattice in
in these systems is still not completely clear. Band-structur . . .

. e BKBO system at the optimum potassium concentration
calculation§ have shown, for example, that the degree Ofé

charge transfer between the two different bismuth ions i Te=30K).
negligible. In Ref. 7, based on the results of EXAFS spec-
. . ; SAMPLES AND EXPERIMENTAL METHODS

troscopy, the valence state of bismuth in BaBi®as de-

scribed as Bi* +Bi®*L2, where |2 means that there are two Single crystals of the systems BKBO and BKPBO were
holes in the D orbitals of O, and the electronic structure grown the method of electrochemical deposition, the details
consists of a system of local electron (B)Oand hole of which are given in Ref. 8. The phase composition and
(BiL2Qg) pairs, separated both in space and energy. Partidhttice parameters were determined by the x-ray diffraction
substitution of the Ba by K ions decreases the number ofmethod. The x-ray diffraction measurements of powders of
electrons, and a fraction of the Bj@omplexes go into the the crystalline material BKPBO revealed that the single crys-

1063-777X/2002/28(5)/5/$22.00 349 © 2002 American Institute of Physics
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FIG. 1. Temperature dependence of the susceptibility in the(®and
ZFC (@) regimes for a BKPBO single crystal. FIG. 2. Fragments of hysteresis loops for a BKPBO single crystal for vari-
ous temperatures.

tal with x=0.35 (K) andy=0.2 (Pb) is single-phase, with

the cubic perovskite structuratb=c=4.27 A). n=1.23 forH,(T). A linear extrapolation agrees with the
Measurements of the magnetization of the BKPBOGinzburg—Landau theory and giveld ,(0)~39.65 kOe,

single crystal in low fields and th#(H,T) hysteresis in | 2971 koe

- - - Irr . .

fields up to 50 kOe were made with a Quantum Design ™ ¢ field dependenci,(B) at different temperaturen

MPMS-5 SQUID magnetometer. The magnetization iS0-,,; caseB=H) can be described in the framework of the

thermsM (H) were obtained at temperatures of 2—14 K. The,

collective pinning theory® For sufficiently low fields a re-

susceptibility of the single crystal in the normal state WaSgime of isolated vortices is realized in the crystal, ahd

determined in a field of 50 kOe, and then this contributionN(glL )2, where ¢ is the coherence length, and, is the
. . C 1 y

was subtracted from thil(H,T) curves in order to isolate  caracteristic longitudinal size of the vortex. With increasing
the response due to the superconducting state of the singlgahetic field the distance, between vortices decreases,
crystal. the vortices begin to interact with one another, forming

bundles with a characteristic transverse dizewhich de-
EXPERIMENTAL RESULTS AND DISCUSSION pends on the elastic constants of the vortex laftfdeor the
ase of a small bundle sizag<R.<\ (\ is the penetration

c
The temperature dependence of the susceptibility of th‘aepth of the magnetic field

BKPBO single crystal measured under field-cooliffeC)
and zero-field coolindZFC) conditions in a field of 10 Oe Je~Bexp[ —2(LA(T)B/ ) ¥?] (1)
are given in Fig. 1. The superconducting transition tempera-
ture T,=19.5 K and the transition widtAT~3 K; practi-
cally complete screening is observed in the crystal and only
a 12% Meissner signal. The latter is due to the strong pinning 35
in low fields and is typical of HTSC materials. In low fields
the hysteresis loopd=ig. 2) exhibit a comparatively narrow
magnetization peak, the value of which is temperature de-
pendent and decreases in the temperature interval 5-11 K by
a factor of approximately 3. The small width of this magne- 251
tization peak(and, consequently, of the peak of the critical
currentJ,) in low fields has been observed in single crystals 20k
and thick films® of BKBO and is explained by either a
strong field dependence df (due to the vanishing of the
repulsion between vorticg®r to strong deformations of the
vortex lattice by pinning center$.The value of), for 5 K at
zero field is 4x 10° A/lcm?. As the field increases, the value
of J. decreases monotonically; the peak effétt3is not
observed in the crystdFig. 2. 0.5 :
Measurements of the irreversibility field,,(T) and the
upper critical fieldH.,(T) nearT. showed(Fig. 3) that both in(1-T/Tc)

these temperature dependences obey a law of the forfg, 3. Temperature dependence of the irreversibility fid|d and upper
H(T)~H(0)(1—-T/T,)", with n=1.4 for H;,(T) and critical field H, for a BKPBO single crystal.
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FIG. 4. Curves ofl, /B versusB®? for a BKPBO single crystal for different
temperatures(a) and the function L,=283(1-T/T,) %" (b) (M—
experimental dafja

this 1 Figure 5 shows the experimental values of the normal-
ized pinning force in a BKPBO single crystal as a function of
with a maximum atB~Bg/2, where By, (chO/Lg(T), the reduced field=H/H 4 (@ andH/H;, (b) for various
whereg, is the flux quanturnis the crossover field between temperatures. The value éf,,,, corresponds to the maxi-
the regime of pinning of single vortices and pinning of mum pinning force Fj .. The function F,/F, max
bundles of small-size vortices. =f(H/Ha0 has a broad, diffuse maximum in the neighbor-
The form of theM (B) curves for BKBO is undistorted hood ofb=1 (Fig. 53. At the same time, approximating the
by the flux creep only in a certain temperature inteffand  experimental data, in accordance with Ref. 16, in the form
we shall therefore limit our analysis b<14 K, i.e., 0.T Fp~bP(1-Db)9, whereb=H/H;,, gives a pronounced peak
<T=0.72T,. The semilog plot ofl./B versusB®? (Fig. 48  at b,,,=p/(p+0)=0.10-0.12 in the temperature interval
can be used to determine the temperature dependence ®f11 K. In particular, fo 5 K the valuesp=0.5 andq=4
L.(T), which can be approximated by the expressionare obtained. Following the model of Ref. 16, one can reach
L(T)=L(0)(1—-T/T)" with L,~283 A andn=-0.77 a conclusion about the character of the pinning centers in the
(Fig. 4b. superconductor. In classical superconductors the values
Exceptionally important information about the pinning p=1 andg=2 are characteristic of pinning of the vortex
mechanism can be obtained by studying the bulk pinnindattice by randomly distributed point defects, while the val-
force in the crystal,F,=J:B. Whereas in conventional uesp=0.5andgq=2 are characteristic of pinning by planar
type-ll superconductorsl;, is chosen as the scaling field, defects. For HTSCs, in addition to the indicated valueg of
for HTSC the irreversibility fieldH;, may also be used for andq, large valuesi=3 (Refs. 17-2Dandq=4 (Refs. 10
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and 22 have also been noted. The pinning force depends on
the elastic properties of the vortex lattice, and the vajue
=3 can be explainéd by the combined contributions of the
elastic constant€gg andC,,. The reason for the appearance 550}
of valuesq>3 is unclear. Many factors must be taken into

account, e.g., the interaction of the vortex lattice with pin-

ning centers and the behavior of the elastic constants of the =<
vortex lattice, which are insufficiently well understood for =
HTSCs.

It is useful to compare the results obtained for a BKPBO
crystal having a concentration Ppwith the data for the 450
Bay K sBiO; single crystal’ Both crystals have the cubic
perovskite structure with close values of the lattice param-
etersa~b~c~4.24 A. The transition to the superconduct-
ing state occurs &~ 20 K, and the peak effect is absent in
both crystals. It is worthy of note that in the BKBO system
the optimum Ba/K ratio give§ =30 K,*? and doping by 350
only Phy, lowers T, to 10 K. We also note that the com-
pound BaP},Bi, §O; is nonsuperconductiny.

The pinning mechanism of the vortex lattice in a type-ll
superconductor can be described by the so-cailedand 4l
pinning models. The first is due to fluctuations of the super-
conducting transition temperature, and the second is due to
the scatter of the values of the mean free path of the charge
carrierst! Knowledge of the temperature dependences of the
collective pinning lengthL (T) and of the coherence length
&(T) enables one to determine the pinning mechanism in 5
HTSCs. It was shown in Ref. 11 that=¢5~ %3, wheredis -

a dimensionless pinning parameter, andT)~ &2 for &l

pinning, andL.~ ¢2° for 8T, pinning. Thus one can com-

pare the temperature dependehg€T) obtained by us from

relation (1) (Fig. 4) with the L.(T) curve extracted from
measurements oH ,(T)~ ¢o/&%(T). In Ref. 22 it was

shown, based on direct measurementsl gf( T) with a force
magnetometer for a BaK,sBiO3 single crystal, that for 300
temperatures of 2—15 K the pinning of the vortex lattice is . .
described well by thesl pinning model. Pinning of thel 0 5 10 15 20
type is also characteristic for BKPBO, as follows from Fig. T,K

6, where the data for the temperature intervalTQ=LT FIG. 6. Temperature dependencelg{T) for single crystals of BKPBQa)
$.0'72TC are Q'Ve”- We nOte_ that in BKBO single crystals and BKBO (b). The solid curves show the approximatidng T)~ &2 and
with a potassium concentration of 0.34-0.41 dne=30 K | (T)~ ¢23 m—experimental data.

in the temperature interval interval 0.d<T=<0.8T a cross-

over betweenST,. and 8l pinning is observed; this is a pos-

sible cause of the peak effect in these single crydtdsl’  (x=0.5) crystals shows that they have close valueB.aind

We stress once again that the peak effect does not arise m the lattice parameters, that the peak effect is absent in both

BKPBO and BKBO &=0.5), which are characterized 8y ~ Ccrystals, and that both haw@ pinning of the vortex lattice.
pinning. The work in Warsaw was supported in part by KBN as part

of Project N5P03B01620.

BKBO (x=0.5)

400¢1

o<
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Magnetic and transport studies are carried out on laser-deposited filmg e8rh.2C0o0;_ 5 and

Lag 65515 35C00;. It is shown that prolonged agir{@pr up to one yearof Lay 5Sr, sCo0;_ 5

films leads to a decrease of the oxygen concentration to a défidx08. The oxygen deficit that
forms is accompanied not only by a redistribution of the charge between the cobalt ions of
different valences but also by the formation of topological disorder in thre@-Coconducting
channel as a result of the accumulation of oxygen vacancies. The observed growth of the
resistivity with decreasing temperature is more accurately described in a model of weak
localization of the carriers than by a thermally activated conduction mechanism. In

addition to the usual ferromagnetic transitionTat~240 K, in the “aged” Lg sSrp sC00; o, film

an additional transition, typical of a magnetic transition in a spin glass, is observed at
Tu~50 K. Analysis of the temperature behavior of the resistivity of 431, CoO; and

Lag 65515.3sC00; films found in the metallic state show that in addition to the quadratic term
proportional toT?, the temperature dependence of the resistivity contains an exponential
term of the formecexp(—Ty/T), which is due to the opening of a spin gap in the conducting
channel at low temperatures. @002 American Institute of Physic$DOI: 10.1063/1.1480242

1. Interest in the study of cobalt-based lanthanide oxidesransport properties of the LSCO films have been studied for
(La; 4 Sr,Co0,) is due to their high electrical and ionic con- quite some time, the mechanism of conduction in these ob-
ductivity, which permits them to be used as electrodes fojects is still a topic of discussion.
ferroelectric (Pb—Zr-Ti—Q capacitors instead of costly In the present paper we report a study of the influence of
platinum and also in other electrochemical devité§he prolonged aging on the magnetic and transport properties of
ideal compound LgsSr,sCo; (LSCO) has a pseudocubic LSCO films obtained by the pulsed laser deposition. It is
perovskite structure(with a crystal lattice constana  shown that the oxygen deficit caused by the aging effect
~0.3834 nm and a metallic behavior of the resistivity in the leads to significant changes in the magnetic and transport
low-temperature regioh? The large negative magnetoresis- properties of the LSCO films which cannot be explained by a
tanceR,, recently observed in the compound;LaSr,CoO;  simple redistribution of charge between the®Cand C4*
in the concentration range 0.4%=<0.4 has attracted still ions. The observed features in the temperature dependence of
more attention to the study of these perovskite systems. the resistivity and magnetization are discussed in the frame-
On the other hand, it has been shown that the temperaturgork of modern theoretical models.
dependence of the resistivity of epitaxial films of LSCO is 2. Films of LasSrpCo0;_s were prepared by the
very sensitive to the conditions of their preparation and submethod of pulsed laser deposition on single-crystal substrates
sequent heat treatment. For example, when the oxygen presf SrTiO; (STO) with a(001) working plane. The parameters
sure in the chamber during the deposition of the films isof the Nd-YAG laser used for the deposition were: wave-
decreased, a transition is observed from a metallic to a semiength 1064 nn, pulse duration 7.8—10.5 ns, energy per pulse
conductor type of conductidit*! In spite of the fact that the 0.3—0.4 J/pulse, and pulse repetition rate 12 Hz. The sub-
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strate temperature during the deposition of the films was
850 °C. The oxygen pressure in the chamber was maintained
at a level of 450 mtorr during the deposition and 750 torr 30
during the cooling of the films. The thickness of the depos-
ited films was 200 nm. Diffractograms of tifle-26 type were 0 50 100 150 200 250 300
obtained on a Rigaku diffractometer with a ®y; source T K

and an angular scanning step of 0.01°. The parameters of the
crystal lattice were determined from a linear extrapolation ofFIG. 2. Temperature dependence of the resistivity qfg5& C00,4, (1),
the experimental data to a value &ésin =0, which made  L@.s503C00; (2), and LasS,5C00; (3) films, measured at zero mag-
it possible to reduce the influence of instrumental errors. Thgﬁg\fvft'ﬁg ﬁg:gg\ljec'rf;ztz e?grdeé?sgr';%df;f tf] eT (:gzgel_;g?jc' Jg;:;ﬁ?s
resistivity was measured by the usual four-contact method iy and the as-deposited 4aSr, s:Co0; film (b) in a perpendicular mag-
the temperature interval 4.2—300 K in a magnetic field of upnetic field of 5 T.
to 5 T. The absolute value of the resistivijywas determined
by the van der Pauw method. The magnetization curves of
the films cooled in zero fiel@ZFC) and in a field of 100 Oe resistivity throughout the investigated temperature range and
applied parallel to the surface of the filnlEC) were ob- that the value of the resistivity is practically independent of
tained with a Quantum Design SQUID magnetometer in thehe applied magnetic fieltup to 5 T) within the experimen-
temperature interval 4.2—-300 K. tal error. For the aged film, on the contrary, th€rl) curve

3. Figure 1 shows the x-ray diffractograms for an as-has a pronounced nonmonotonic behavior, with a maximum
deposited LgsSrpsCo0;_; film (curve 1) and one that had at Ty~240 K and a minimum aff~140 K. Applying an
been aged in air for a yedcurve2). We see that both types external magnetic field leads to a decrease of the resistivity
of film have mainly ac-axis growth texture, which is char- in the region of the maximum and to a shift in the position of
acterized by a high intensity of the (IQQpeaks. In addition, the maximum to higher temperatures. Inset “a” shows the
however, in both films there are also reflections of low inten-temperature dependence of the negative magnetoresistance
sity: (011), (022, and(112). An analysis shows that both the for the aged LSCO film, defined a&,,(%)=100% R(0)
initial and the aged films have a pseudocubic crystal lattice- R(H) ]/R(0), which reached a value o&3.6%. Here
with the following parametersc~0.3835 nm(the as-grown R(0) and R(H) are the resistances of the samples in the
film) andc~0.3842 nm(the aged film. The increase in the absence of magnetic field and in a magnetic field of 5 T. The
lattice parameterc in the perovskitelike compound negativeR,, effect has been observed previously for LSCO
Lay Sty sCo0;_ 5, as a rule, is accompanied by a decrease irfilms of this composition. However, the value Bf, either
the oxygen conterlZ Based on the data of this study, a increased monotonically as the temperature was lovéoed
simple linear dependence between the lattice paranweter changed sigf.In our case the curve has the shape of a pro-
and the concentration of oxygen vacancies can be assumedrniounced peak, which is ordinarily observed in
the region 0<6<0.4: c[nm]=cs_o[nM]+8.5x10 34, La; ,Sr(Ca)Co0O; compounds with a lower concentration
wherec is the actual value of the lattice parameter agd,  of the divalent(Sr or Ca ions!**There is nothing surpris-
is the value of the lattice parameter for the compound withing in this if one considers the fact that the oxygen deficit
the stoichiometric oxygen compositions€0). Assuming formed as a result of the aging of the film should lead to a
that in our case the stoichiometric composition correspondsedistribution of the valence of the cobalt ions.
to the as-deposited film, we can conclude that in the aged The ionic (charge relation for the compound
sample Lg St sCo0;_ s the oxygen deficit i$~0.08. Thus  Lay sSrp C0o0;_ 5 with allowance for the oxygen vacancies
the effect of prolonged aging of LSCO films amounts to a(V%) should be written in the following forre
loss of oxygen to a deficié~0.08. 34 3 4+ ~2— 0

Figure 2 shows the temperature dependence of the resis- Lai ™S COL 2500 2505~ Vs
tivity p(T) for the as-deposite(8) and aged1) LSCO films.  As was shown above, the degree of the oxygen deficit in the
It is seen that the as-deposited film has a metallic trend of thaged film as compared to the as-deposited filnd+s0.08.
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70 ™ OF electron—electron(or Babej scattering mechanisii. The

\o negative term3T~ Y2, which makes for growth of the resis-

< 05§ tivity with decreasing temperature, has a form reminiscent of
% ol 1,'_' ;"ﬁ'w‘f.-‘ﬁ- the quantum correction to the conductivity of electrons in the
\ R 4 * weak-localization modél’ On the other hand, the observed
y-0.5F 2 { growth of the resistivity in the low-temperature region can-

ok L 2. , . not be described in the framework of a model of thermally
0 50 100 150 20 activated or hopping conductidf*®The dotted curve in Fig.

65
T,K / 3 corresponds to an expression for the temperature depen-

1
‘\ / dence of the resistivity that includes the Mott term describing
\ hopping conductionp(T)=po+ aT?+ y exp(To/T*4, with
the fitting parameters pg=479uQ-cm, «a=1.24
\ X104 uQ-cm-K 2, y=0.8uQ-cm, and T,=4500 K.
\ As we see from the inset in Fig. 3, the relative difference
between the experimental values of the resistivity and the
60 [ i theoretical curve obtained from Eql) does not exceed
+0.5% in the entire temperature interalirve 1), whereas

the hopping conduction model, even with the optimal values
1 ] 1 1 1 - .
0 50 100 150 200 250 300 of the fitting parameters, leads to a strong deviatiop (GF)
T.K from the experimental curve fofr <100 K (curve 2).

It is well known that any type of disorder in the conduct-

FIG. 3. Temperature dependence of the resistivity ofeb%:C00, 5 film jng channelor conduction bandcan lead to localization of
at zero magnetic field. The solid and dashed curves correspond to the theﬂﬁe electrond?

retical curves for the weak-localization and hopping-conduction models, re- : Let _US SUF’POSQ that the qugen vacancies
spectively. The inset shows the relative difference between the experimentditroduce a slight disorder into the conducting channel of the

and cal_culated data for the weak-localization mo@®l and hopping-  aged film Lg sSrp sC00, 4,. This type of topological disor-
conduction mode(2). der not only leads to a change in the electron spectrum,
which is characteristic of a disordered Fermi liquid, but also
Thus the real ratio of the cobalt ions of different valence,makes_the electron .s'ystem .unstable' with respect to the
Co**:Co*, for the aged film will be not 0.5:0.5 but metal—insulator transitioff An increase in the electron den-
0.66:0.34. A similar ratio of the cobalt ions of different va- SIty Of states near the Fermi level is typical for a system of
lence can be achieved in films with the optimum Oxygensftrongly correlated electrons near a metal—insulator transi-
composition by decreasing the concentration of teé Sons tion and should_leaq to enhancement of the iole of electron—
in them. To check this conjecture we deposited, under similafl€ctron scattering in the conduction mechanism of these ma-
conditions, a film with the composition bgSr,sCo0;,  terials.
which had a C&":Cd** ratio of 0.65:0.35, i.e., close to the Let us do a more detailed analysis of expressibnon
ratio of the cobalt ions of different valence for the agedthe basis of the weak localization model. For the contribution
Lag St sC00, o, film. As is shown in Fig. 2(curve 2), the 0 the resistivity due to .the electron.—electron seattering of
Lag ¢St 3:C00; film exhibits a metallic trend op(T) inthe  the carriers, one can write the following expressipgy(T)
entire range of temperatures investigated, unlike the aged (MEr/n€’%)(T/Eg)? wherem, n, ande denote the elec-
Lag sSlp <C00, g, film, which has a marked growth of the tron mass, concentration, and_ charge, &ndis the Fermi
resistivity atT=140 K, in spite of the close values of the energy:' The quantum correction to the electronic conduc-
Co**:Co*" ratio. Thus we can conclude that the growth of tivity in the weak localization model can also be reduced to
the resistivity with decreasing temperature observed in théhe simple form:py, (T)~—(mEs/n€’:)(T/E)*? if the
Lag S <C00, o» film with the oxygen deficit is determined €lectron localization conditioh~%/pg is used, wherd is
not by a decrease in the concentration of thé Cimns be-  the electron mean free path ange is the Fermi
low the percolation threshold but is of a different physicalmomentunt:* Knowing the values of the coefficientsand 3
nature. In inset “b” we see that, first, the negatiRg, has a  in expressior(1), we can estimate the order of magnitude of
peak atT,=220 K, the value of which is larger than for the the Fermi energy. The value obtained in this wa
Lay Sty C00, o, film (~3.6%), and, second, th&,, has a ~10® K, is entirely reasonable for this class of
nonzero value even in the region of very low temperatures compounds® Consequently, we may conclude that the oxy-
In Fig. 3 it is seen that beloW,~ 240 K the temperature gen deficit accompanying aging of LSO films leads to the
behavior of the resistivity for the aged film §.g881,:C00,4,  Onset of disorder in the conduction channel and to the ap-
can be described to good accuracy by the following empirifearance of a weak localization effect on the temperature
cal formula: dependence of the resistivity.
Figure 4 shows the temperature dependence of the nor-
p(T)=potaT?=pT, @ malized resistivity,A ppor(T) = [ p(T) = pol/ (p2so— po), for
with the fitting parameterspy=72.7u{)-cm, a=2.1 the as-deposited lgaSr, Co0; (1) and Lg ¢55rp 3:C00; (2)
X107 uQ-cm-K 2, andB=1.5u0Q-cm-K Y2 The the- films. We see that in the high-temperature regioh (
oretical curve is shown by the solid curve in Fig. 3. The=150 K) the two experimental curves practically coincide,
guadratic term in expressiofil) usually pertains to an but whenT is lowered their behavior begins to diverge sub-

p:'JQ'Cm
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FIG. 4. Temperature dependence of the normalized resistivity for the as-
deposited films of LgsSrysCo0; (1) and Lg gsSrh 3sC00; (2). The solid
curves are theoretical. Insets “a” and “b” show the relative difference be-
tween the experimental data and the theoretical curves for films 1 and 2.

stantially. This analysis has shown that in the approximation o

of one_-channel conductio_n the behavior A)_b_norm(T) for _ 0 50 100 150 200 250

both films can be described by the empirical expression T, K

Apnom(T) = aT2exp(—To/T)+Bexp(Ty/T) (the solid

curves with the fitting parametersy=2x 10—5’ B=0.05, FIG. 5. Temperature dependence of the magnetization for the as-deposited

_ _ 5 Lag 5SthsCo0; film (1), the aged LgsSrsCo0, g, film (2) and the as-
and To=20 K (for L8ysStsCo0;) and =3x10"7, B deposited LggsSh 35C00; film (3), cooled in the absence of magnetic field

=0.001, andT,=25 K (for Lag Sl 3C00;). Insets “a” (ZFC) and in a magnetic field of 100 Oe applied parallel to the surfBe.
and “b” in Fig. 4 show that the difference between the ex-

perimental and theoretical curves is not more thab%.

The existence of exponential terms of this form in thefiim, at Tc~240 K for L& sSKsC00,q,, and at T¢
temperature dependence of the resistivity of itinerant ferro~230 K for La, g551 3C00;, in agreement with the data in
magnets in the metallic state had been predicted previousihe literature'!?® Second, the oxygen deficit that appears as
for explaining the behavior gi(T) for rare-earth metals and the LSCO films are age¢turve 2) or when the strontium
alloys??>~2*There it was assumed either that an energy gagoncentration is decreased, i.e., for thg S, 3<C00; film;
opens in the spectrum of spin-wave excitations on account afurve 3) in both cases leads to a decrease of the value of the
the strong magnetic anisotropy, or that the nuclear levels ammagnetic moment when the samples are cooled in a magnetic
twofold degenerate on account of the influence of the intracfield H=100 Oe and, hence, to a possible decrease of the
rystalline field. The latter assumption appears to be the morEM phase in them. Third, for the aged 451, sCo0; o, film,
likely for the given class of compounds, as it is known thatas the temperature is decreasedlfg~50 K one observes
the C&™" ions can be found in Iow—spintggeg) and high-  yet another magnetic transformation, which is accompanied
spin (tggeg) states, which are separated by a small energyy a slight increase of the magnetic moment of the sample. It
gap*® Recently it was shown that the value of the spin gapshould be noted that although the general characteristic of
can determine the low-temperature behavior of the resistivitghe temperature dependence of the additional contribution to
of the compound La ,Sr,CoO; with a low concentration of the magnetization for the FC and ZFC states remains the
strontium ions ¥<0.15) 13 It is known that in this region of same as for the main transition, it is more reminiscent of the
concentrations the compound has a semiconductor trend ofmagnetic transitions observed in spin glasses than of those in
the resistivity p(T), since it decomposes into noninter- homogeneous magnetic materials. For example, the growth
coupled ferromagnetic clusters with metallic conduction in aof the magnetic moment with increasing temperature for the
nonmetallic matrix, the volume concentration of the cluster&ZFC case begins long before the phase transition tempera-
being below the percolation threshdf£® Our analysis ture. A similar type of dependence bf(T) at temperatures
shows(see Fig. 4 that a spin gap can also appear on theclose toT,;~50 K was observed for a compound of this type
temperature dependence of the resistivity in heavilywith a very low strontium concentratiorx€ 0.06), andT,
strontium-doped La_,Sr,CoO; compounds found in a fer- was identified as the freezing temperature of a spin dfass.
romagnetic metallic state. It should be noted that the valueBourth, the too-large difference between the FC and ZFC
of T, obtained here for the concentrations 0.35 and 0.5 magnetization curveM (T) presupposes a substantial non-
are in good agreement with the values of the spin gap predniformity in the distribution of the intrinsic magnetic mo-
dicted for this compound’ ment in the investigated films and confirms the existence of

Figure 5 shows the temperature dependence of the maderromagnetically ordered regions separated by a matrix of
netization (FC and ZFQ for the three films studied—as- disordered spingthe cluster glass stgt&>2°
deposited LgsSr,sCoO; (curve 1), aged LgsSrsCo0; g0 One can draw the following conclusions.

(curve 2), and as-deposited kgsSry 3sC00; (curve 3). It is 1. The long-term agindgone yeay of Lay sSry sCo0;_ 5
seen from the curves that, first, the transition to the ferrodeads to loss of oxygen by an amoufi# 0.08. The accumu-
magnetic state occurs @i:~250 K for the Lg sSrpC0o0; lation of oxygen vacancies brings about not only a redistri-
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The propagation of electromagnetic waves in layered conductors is investigated by the method of
the quantum kinetic equation. The quantum oscillations of the impedance for elastic

scattering on impurities is calculated. An expression is obtained for the low-frequency oscillations
of the impedance over a wide range of frequencies of the electromagnetic wa2802
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By studying the propagation of waves in organic con-wheren andn’ are any integers; is the speed of lighte is
ductors placed in a high magnetic fiddd one can investigate the charge of the electron, ardis Planck’s constant.
in detail the energy spectrum and relaxation properties of the  The distribution of the electric field of frequeney in
charge carrier$.In conductors having a layered structure thethe conductor is easily found from Maxwell's equations
electron energy spectrum has a quasi-two-dimensional char- 2 2
acter, and the electron energyp) depends weakly on the —+ w_2
momentum projectiop,=p- n on the normah to the layers. Jz= ¢

Layered conductors at low temperatures exhibit the clearegfupplemented by the constitutive relation connecting the cur-
manifestations of the de Haas—van AlphéfHvA) and  rent densityj(z,t) with the electric field. To determine the
Shubnikov—de Haa$SdH) quantum oscillation effec™  current density

The study of the SdH oscillations of the dc resistivity of ve?B

layered conductors is the subject of a great number of theo- . az <€ 2

retical and experimental pape(see, e.g., the reviewsand j=eTr(vh = c(2mh)? nz/:o dpzVnnfon @

the references cited therginrhe experimental study of the '

propagation of electromagnetic waves in organic conductor A i . .
has received much less attentidn” even though the ki- e quantum kinetic equatiori;herev,, is a matrix element

netic phenomena in alternating fields carry rich informationOf the velocity operator. Solely for the sake of brevity in the

about the electron systems in conducting media. Among th alculation we vyill use a rather simple dispersion relation for
papers mentioned is a study of tetrathiafulvalene-based conI\—e charge carriers, in the form
pounds of the form (BEDT-TTEX (X stands for a set of
various aniongin which the wave vectok and the static en(P2)=
magnetic field were directed along the normal to the layers. . . .
Below we shall examine the propagation of electromagneti¢Vherea is the distance between laye@,=eB/mc is the
waves in quasi-two-dimensional layered conductors in a geyclotron frequencym is the effective mass of the conduc-
ometry used in some of the studies cited, i.e., in which thdion electrons,A=z»s, and the quasi-two-dimensionality
Poynting vector and the magnetic field are parallehtdn ~ Parametery will be assumed not too small,
this case the alternating electromagnetic field is orthogonal %0
to the vector of the quantizing magnetic field, and it is ex- —<7<1,
tremely important to take into account the quantum oscilla-
tions of the kernel of the scattering operator for the chargeo that there are sufficient Landau levels on the Fermi sur-
carriers. Here the amplitude of the SdH oscillations of thefacee(p)=e¢; that one may use a quasiclassical approxima-
surface impedance is of a substantially different order otion for calculating the impedance. We limit consideration to
magnitude than in the approximation in which a magneticthe case of the normal skin effect, when the relation between
field-independent relaxation timeis used in the quantum the current density;=eTr(3;f) and the electric field& can
kinetic equation for the collision integr&i.In contrast to the  be treated, to sufficient accuracy, as local:
dHVA oscillations, the period of which is determined by the .
: : ji(r, )=y Ej(r,0).
extremal-areaQ.y,) Ccross sections of the Fermi surface, the 1=l
SdH oscillations contain combination frequencies of the type  The approximation of a local relation is completely ad-
missible when the drift of the conduction electrons along the
wave vectork over the mean free time of the charge car-
(NSaxt N’ Spin)C riers is much less than the skin depthi.e.,

eh nuT<d. 3)

Aiw
Eot —21a=2E4(0),

E[his necessary to find the density matfix,, with the use of
t

1 ap,
n+§ AQ—Aco il n=0,1,2,3..., (2)

14
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Thanks to the symmetry of the spectrum it is sufficient to . . eEr
consider only the components of the conductivity tensor in ~ Wx*ivy=v =y — om’ )
the plane of the layers. For circular polarization of the wave,
Ei=ExtiEy, the conductivity tensor becomes diagonal. where

In order for the quantum oscillations to be substantial,

the mean free time of the charge carriers must be much  + =_f<298h n,)mé
greater than the period of gyration of the electron along its Yonn' m| ¢ n+1ln’:
orbit (A 7>1). We shall take into account only the elastic _

scattering on impurities, assuming that the range of the scat- - ﬁ

2eBh |12
c n n—-1n’

tering potential is much less than the de Broglie wavelength Yonn' ~'m
of the electrons. This allows us to calculate the conductivity ) o
tensor without having to assume that the interaction potential NUS: taking the electric field into account through the use of
of the electron with the impurity is small. The calculation is & Vector potential allows one to avoid an additional summa-
done by the method of the quantum kinetic equation, follow-lion in the expressions for the density matrix and substan-
ing Refs. 18—20. tially S|mp.I|f|es the calculau.ons. .

The electron gas is described by a density matrix which ~ Equations(4) can be written in the form
satisfies the quantum kinetic equation. We write the latter in i
the form proposed in Ref. 19: —iwX+ %[é+\7;f<]=\?, (6)

" | R i o R s, . . . >, .
Ciwf, g[éiflﬁ gnimpTra[V;Fo(fl)] whereX is the operator which we are seeking, ands the

right-hand side of the equation. It was shown in Ref. 19 that
Eq. (6) has a solution of the form

i ..
7l e 1O _%nimpTra[V;Fl]; 4 A R © \ea © .
X:_deG+ z+=+V|YG | z— =+V]. (7
2 2 2
aF(;Jt(f) n fii_[§+\7;r:°(f)]:_ fii_[\?;ﬂ; The Green’s functiofG~ satisfies the relation
G (z—V)=G*(20+G*(2)T*(20G*(2), (8)
oF, i O I =15 A (o |V i iX . i i )
—1+—[§+V;F1]=— =V (RO vyhereT,,M (cpvl_\/|4,//,f> is theT matrix, ¢, is the e|ge_nfunc
a h AN tion of the Hamiltonian without the impurity, and, is the

wave function of the electron in the presence of the impurity.

We now calculate the Green'’s function for a layered con-
ductor. Following Ref. 20, one can show that for a short-
range impurity at

wheref(© is the Fermi—Dirac distribution functiorf is the
correction linear in the field to the density matri,is the
impurity operator,F=F,+F, is the binary correlation op-
erator of the electron and one impurityy,, is the impurity
concentration, the trace Jris taken over the states of the
impurity, ande is the set of quantum numbers characterizing
the state of the impurity; from now on, the subscripwill ~ Wheren;=g/(£() andr_ is the Larmor radius, the Green’'s
be dropped from all notations except,TrThe system of function can be written in the form

equationg4) is a chain of Bogolyubov equations broken off .

at the two-impurity correlation operator. The impurity is as- GE(r.r! E):E d),,(r)cﬁv(.r )

sumed to be uniformly distributed and infinitely heavy. We v v E—e,*ié

th 0
use the gauge =d(r,r")[Gy(r—r',E)+G, 1, (10

re
X,y<—, z<a, 9)
Nt

cE where
A=(0,Bx,0)+ o ¢=0.

ific
@(r,r'>=ex;{@<x+x'><y—y'> ;
The energy of the electron in the field of the wave has
the formH,= — (eE-¥)/(iw) and contains the velocity op- G is the real part of the Green’s function in the absence of
erator, which we write in thegn,P,,P,) representation, magnetic field, and the dependenceGyfon (r—r’) can be
which is the natural one for the given gaudg,. determines  neglected. In the case of a quasi-two-dimensional spectrum,
the coordinate of the center of the electron orBf G is rather complicated for explicit calculation. Unlike the
=(cPy)/(eB), andP, is the same as the kinematic momen-case of the quadratic spectru@, depends orE and also
tum componentp,. Unlike the coordinate operator, which depends onr(—r') in a complicated way. However, the ex-
enters the Hamiltonian through the use of the gadge plicit form will not be needed in the calculations that follow.
=(0Bx,0), ¢=—E-r, the matrix elements of the velocity For calculatingG, we use the Poisson summation formula,
operator do not depend d? : as a result of which the expression 18y, takes the form
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N B of the combinatioreE- V/i w, but because the diagonal com-
Gq(e)= T oK2a ponents of the velocity are linear in the fielt] the corre-
sponding correction td will be quadratic in the field. Since
we are neglecting the diagonal component$ of the equa-
tion for the current, we will be interested only in the off-

(11) diagonal part of the density matrix As was shown in Ref.
) ) ) o 19, for the off-diagonal components of the density matrix the
whereJ, is the Bessel function. The series appearing in Eqcqjlision integralingnTra[ V. ;Fo(f1) lnm/% appearing in the

when the Dingle broadening of the Landau levels is takeryyantity

into account, a small factaZX = exp(—k/Q7) will appear in )
the oscillatory part of the Green’s function, and then the i=|—n< [t (s+ho)—t (s,—hw)] (15)
series becomes absolutely convergent. Tom BT " A '

As was shown in Ref. 20, the electron wave function in
the field of the impurity satisfies Dyson’s equation

X

1+2§ 1)k +271'iks 2m7kA
& (Threxp =—ra— ol g

The right-hand side of the equation fét, in system(4)
contains the commutator with the impurity operator. There-
¢V(r)=¢v(r)+J G(r,r" E)V(r" )y, (r")d3r’. fore, in the explicit expression fdF,, the operatoV/ will

appear together with the matrix, but it can be canceled out
When the Green’s function in the forfl) is substituted by reduction with Dyson’s equation:
in, the wave functiony,(r) in the region specified by in-
equalities(9) can be represented in the form

(PV( Rimp)
1-(2mwh?m)fim,Gq (E)

where ¢(r) satisfies the equation

[EEAR VS S S (16)

where now the expression fét, can be written as

()= tho(T), (12

ﬁo=2i—wf dZ -G (2T (296 (2)

¢o(r):1+J Gy(r,r" E)V(r")go(r)d3r, +GT(2f 9T (206G (2)
Rimp is the coordinate of the impurity; the total scattering -G ' @T " @1G 2T (96 (2)
amplitudefirr:lp is given by the expression LB ()T (26 (21O (26~ (2)]. 17
fimp:ﬁj MOIIGERE 13 We note that=o(f(?)) has the meaning of an impurity cor-

Gg(r,E) is a smooth function oE and varies substantially rection to the Fermi—Dirac function:

over energy intervaldE~¢;. However, for calculating the FOE+V)=FO(8)+Fo(FO).

galvanomagnetic coefficients, only the energy region near R

the Fermi level is important, where The calculation of ; can be reduced to the evaluation of
AE=E—g~maxihQ,hw)<e;. IA:1. For this we WriteIE1 andf1 in the form of a sum:

Thus the dependence dn of Gy(r,E) and ¢y(r) can be Fi=F,+F,, f,=F.+1,

neglected, takinge=¢;. The expression for th& matrix in . . .
the case of a quasi-two-dimensional spectrum can be writteWr which the system of equatiorid) will take the form

in the form i lA:+i[AlA:] i eE~\7|E
= + —lw 7 8; =z _1 1
T, (E)=t"(E)¢%(Ro)¢,(Ro), AT ] e O
(B (2mh2Im) finp (14 P R i
B = - 2t ZIm) T GE(E) TleRptplER]=mgIViR,
which agrees with formuld7) of Ref. 20 for the case of a . [ .12 i |eE-V 2 0)
quadratic dispersion relation. Essentially, the energy depen- —lofat o[eifa]+ T Ha=p | 71T,
dence enters only in the kernel of tiiematrix. ) _
In calculating the oscillatory part of the conductivity ten- R T T T L ~ o
sor, only the off-diagonal elements of the velocity operator lofpt L& o]+ 7 == Z NimpTr[VIF4]. - (18)
are important. The contribution from the diagonal partof )
in the formula for the current, It is not hard to see that
. o e’E o e’E b _ —lot+i(en—em)lh b
jdiagzeTr(vdiagf):—%Tr(f):—%ne fnm__iw+i(8n_8m)/ﬁ+1/TnmnimpTraan' (19)

is expressed in terms of the electron densityand cannot |t can be shown thaf, corresponds to a shift of the energy
oscillate as the magnetic field varies. In the expression folevel due to the presence of the impurity and can be ne-
the density matrix the diagonal part of. can also be ne- glected. Indeed, the corresponding contribution to the con-
glected. In facty enter the expression fdronly in the form  ductivity
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o Tl Foli [ 4,3 (Y1 =i

~f dP,>, FO ~Tr(f@a+V)—1(3))

n
is proportional to the difference of the electron densities i
the presence and absence of the impurity, i.e.,
depend on the magnetic fieBl Thus we obtain

eE-¥ f(o)}

—iw
nm

(20

n,mpTraan.

i
—lw+ — — + —
lw ﬁ (3n Sm) Tnm
Since only some of the terms appearing-ihare important,
we write it in the following form:

. i -
Fb:ZJ' dzer

2

eE-Vv . .
—Fo(f)
)

oz +

it does n

O. V. Kirichenko and 1. V. Kozlov

The first term in(21) corresponds to a shift of the energy
level due to the presence of the impurity, and it can be ne-
glected. The next term contains an expression of the form
TOT, which vanishes upon summation ovey in (20) as a
consequence of the orthogonality of the Hermite polynomi-
als. For the same reason, only the part with the commutator
FE-O/iw;IEO] is important in the rest of the terms.

The expression foff; simplified in this way must be
substituted into the equation for the currébt We note that
the T matrix is nondiagonal i?, andP,, and each appear-
ance of it in formula(21) leads to the necessity of summing
over these quantum numbers. Thus, to simplify the calcula-
tions that follow it would be desirable to reduce expression
(21) to a form in which theT matrix enters each term only
once. This can be done by employing the following argu-
ments.

1. As we know, the scattering tensor obeys the optical
theorem, which in our case is conveniently written in the
form

THa)(G (a)-G (b)) T (b)=T*(a)—T (b);

—2#xiTHa)d(e—a)T (a)=T*(a)—-T (a), (22)

~ w ~ W\ ~ w
XG7 21_5)+G+(21+§)T+ Zl+§
which can easily be obtained from the Born expansion of the
. w\[eE- ¥ . . oA ® T matrix or by substituting the Green'’s function ahanatrix
XG™| zy+ 5) T Fo(f) |G -5 in explicit form.
2. It follows from the explicit form of thel matrix that
AL w|[eE-V . . it obeys the relation
+G' z1+ = Fo(f©)
2 i
& lz2- 213 | 2, 2|67 2- = s t@a,
X L5 L5 L5 T*(a)=t+(b)T (b), (23
o |, |~ ® ) . . . .
TGt S| T 2t 5 |Gt 5 which together with the optical theorem gives an efficient
way of simplifying the tensor expressions.
eE-V O | A 1) After all the transformations have been done, the expres-
X3 Fo(f™) |G 22— 5 sion for the density matrix becomes extremely awkward, and
lw 2
we will not write it out. After some calculations, the conduc-
N W\ ~ w Wi H H +_ * *
X T2, — 5)6(21 E)} 21) ;[Ilv\ﬂtgretensor can be written in the formr==o0, + oy ,
e? n[f e, x20)—fO(e
ety S fdp El (0= 0)—FO(ep)] | 0
wFQ— ”“p[t (entho)—t (e,—fiw)]
N ie? Nimp f n B |_ N
b~ 2772ﬁ2w(w (03 dp, |mp [ ZW(w_Q)
[t (enthw)—t (g~ ho)]
t"(2)—-t (2) fO%2)—fO [ tT(2)—t (z O(z)—1O(g
dz (_) (). (2) _(n) | iﬂ)fdz (2) ()_ (2) .(n)’ (25
entw+O—2z+i6 z—g,—i6 en—wxOD—2z2—i6 zZ—g,+ié
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wheren, is the electron density, angl; ando,, correspond cause the phase of the oscillations of the corresponding part

to f, andf,, in the density matrix. For brevity in the writing Of the conductivity tensor to be independentegf with the

of these formulas we have omitted certain terms which aréesult that its amplitude will not be suppressed by the usual
important for the classical part of~ but do not contribute to  temperature smearing but it will be hit twice by the Dingle
the oscillatory part of the conductivity. The given expressionfactor Cp . Thus, in the absence of resonanee-(>1/7)

can be used to calculate the conductivity for any values,of the quantum correction to the conductivity tensor due to the
although elementary estimates of the penetration depth of theresence of an impurity has the form

electromagnetic wave into the conductor show that for the 2e?n 1

layered conductors under study, the resonance region ( or="—_¢___~

—Q~1/7) corresponds to the case of the anomalous skin 1T mr (0¥Q)?

effect and cannot be treated in the local-coupling approxima- [
X

2

tion. In the absence of resonance and ¥ 0 the main 2

contribution to the quantum oscillations of the conductivity
tensor is given by the correction linear inr1The second-
order correction in X becomes important only for the static +
casew<(), and therefore in the expressions quadratic in the

inverse relaxation time one can @t »=(. We note that

for taking the trace Tr in expressiof24) and(25), the den- %
sity of states/(e) appearing in the trace in the formula for the
current(1) is expressed in terms of the Green’s functiaf)

L3 § 2mika) ,(27kA
o0& TR Ta ) wo

30w (=DNQ  [27kes
1i§9_7)|;1 P COS( 0

Lo 27kA
eXL(ZWIkﬁ)—l)JO(W) CDCt]n (29

whereC,=[2mw%kg T/ (A Q) /[ Sinh(272ksT/(£)))] is a factor

as . .
causing temperature smearing,
eB S (4 1 q ) )
S | 9P g | verde 1_ 447 Cimplimpfimp
T ma
&
= f 5-71Cq —Gql... (26)  is the relaxation time due to the impurifyand is numeri-

cally equal to the nonoscillatory part of expressiah); fim,

To simplify the remaining calculations somewnhat, let us asis the total scattering amplitudé3), Cimp=1 if fimp<a and
sume that the oscillations of the scattering tensor are smalbimp:(a/fimp)Z if fimp>a.

i.e., As was noted in Ref. 20, the quantum oscillations of the
finp [, O 12 impedance and the quantities characterizing the propagation
o ﬁK) Cp<l, (27)  of an electromagnetic wave in a conductor are determined

mainly by the quantum nature of the collision integral asso-
and we will keep only the leading terms in the expansion inciated with scattering on impurities. In the collisionless limit
powers ofiQ)/e; and 1) 7, assuming that Qr>#0/e;. the impedance oscillations are due to oscillations of the mag-
After (11), (14), and(26) have been substituted int@4) and  netization. In Ref. 20 only the oscillations at the fundamental
(25), the expression for the conductivity will contain prod- harmonics were considered. Low-frequency oscillations at
ucts of series: the combination frequencies do not appear in the magnetiza-

o ik K tion oscillations. Thus, to a sufficient degree of accuracy one

D (_1)kexr<27ﬂ 8) 0(277 A) can assume that the total conductivity tensor has the form

K hQ) hQ) o =0y+0;, where og=neX[m(—iw*iQ+1/7)] is

the classical, nonoscillatory part of the conductivity tensor.

JO(ZWIA) Since we are considering only the case of the normal

(29} skin effect, the expressions given for the conductivity com-
pletely describe the process of electromagnetic wave propa-
gation. In the approximation of local coupling of the current
density with the electric field, the latter is damped exponen-
tially in the sample:

2il

xZI (—1)'ex;{ oo (et )

=; (—1)k*! exr{ZZ;A)ex;{Z&i}s (k+1)

27TkA) 2mlA
rQ ‘]0( hQ
the required absolute convergence of which, as we have saigihere
is ensured by the Dingle broadening of the Landau levels.
The terms of the series witk,1#0 in Eq. (28) contain the . [4miwo.|\M?
Bessel function, which gives an additional small factor of 2=\ 2 | -
VRQI/A. Thus the main contribution to the high-frequency
oscillations of the conductivity will come from the part of The impedance and the penetration depth of the field into the
the sum(28) with k#1=0 andl #k=0. In addition, we drop ~ conductor are related o, by the relations
the products wittkk+1=0, the phase of which does not de-

L . 47 w
pend one (they cause oscillations at the difference frequen- Z.=— —, o6.=(Imki)~L
cies. As will be seen from the calculations below, this will c” k;

X Jg ) A=0,*1how, (28)

E*(zt)=E, expik, z—iwt),
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A method is suggested and validated for the deduction of orientational order parameteryalues
in molecular crystals consisting of diatomics directly from integrated x-ray diffraction

intensities. This method is applied to pure solid nitrogen irnifshase. It is shown that to within

a good accuracy the integrated intensity of a superstructure reflection is proportiojfal to

The 7 values determined from x-ray powder diffraction measurements agree well with the values
obtained by NQR and NMR. @002 American Institute of Physic$DOI: 10.1063/1.1480244

1. INTRODUCTION Although both the structure and the orientational order
) o ) . parameter have been thoroughly stufiiedver the entire
Experimental determination of the orientational Orderdomain of existence of the low-temperaturephase of N
parameter is an important issue for the physics of phase tralfetermination ofy directly from diffraction data is neverthe-
sitions in molecular crystals. In pure molecular crystals madgecq of interest for the following reasons. First, this is an
up of linear moleculegN,, CO,, N,O, etc), the order pa- ingependent method on a par with the NMR and NQR
rameter 7 is defined as a thermodynamic average of th€gchnique’” Second, reconstruction of this kind will allow

spherical harmonic of second order in the suitable referencgsqassment of the method’s efficiency and its applicability

frame, for orientational ordering of another nature and symmetry.
In Sec. 2 of this paper we present an improved modifi-
n={(P,(cosb)), (1) cation of the method suggested previodsiyd its valida-
) o tion. Section 3 contains details of a powder x-ray experi-
whereP; is the Legendre polynomia is the angle made by ment, In the last Section we dedugevalues, compare them

the molecular axis with th€l11) direction of thePa3 struc-  ith the results available from NQR measurements, and
ture. Much effort has been spent on investigating the probg,aw conclusions.

lem of the temperature dependence of the order parameter

and its role in thea-B phase transitior{ffor an exhaustive

overview see Ref.)1 In order to determine; values from 2. THEORY
experimental data, the resonance techniques of NMR and

NQR are employedfor more details see Refs. 1 and ¥

the disordering factor is not only temperature but positiona
randomness as welbs is the case in binary alloysreso- . 2

nance methods can became inefficient. Reconstruction of 1 *®(6) ES: Foaexp2miq-Ry)| , @)
values in CQ-Ar solid mixtures directly from electron dif-

fraction intensities was attempted in Ref. 3. This approachvhere the summation runs over positioRg occupied by
possesses sufficient generality for application to the case dfitrogen atoms in the unit celfj is the momentum transfer;
pure crystals, e.g., nitrogen. First attempts to use the intef is the diffraction angle; ané. is the scattering amplitude.
grated intensities of superstructure reflections as a measug/mming over pairs of nitrogen atoms within each molecule
of orientational order and to evaluate the effect of large-(sublattice, we obtain for the structure factor

amplitude librations date back to the sixties in diffraction

measurements of dor and coworkefs on solid DCI and F(q)=2fy>, exp2miq-R.)cosé(q-my). 3

DBr. Later, with the coming of the computer era, it became ¢

feasible to construct and probe models for the calculation oHere, specifically fore-N,, fy is the atomic scattering fac-
the molecular scattering factors, but the procedure is stiltor for the nitrogen atom; the summation runs over the four
cumbersome and is all the more difficult the larger the rotasublatticesc of the Pa3 structure withR, being the centers
tional and other anharmonicities. In this connection theof the four molecules in the four sublatticas; is the in-
method suggested here does not involve any models but dstantaneous direction of the unit vector along the respective
rectly interrelates théspecifically x-ray integrated intensi- molecular axis in sublatticec; ¢=2wd/a, where d

ties with the correctly and rigorously defined order param-=0.54895 A is half of the interatomic spacing in the nitro-
eter. gen moleculea is the lattice parameter, which is in principle

The integrated intensity of scattered x-ray radiation can
pe represented in the fofm

1063-777X/2002/28(5)/4/$22.00 365 © 2002 American Institute of Physics
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temperature dependent. FoF=0 and a=5.648A, ¢  where
=0.61058. Further we expand the cosine in &)jin spheri-

reg_ ;
cal harmonics by making use of the known formtla Fo™=lo(¢a) (11)
cog £(q.mo] for regular reflections and
“Hic
| F3%=— 21,60 S Gu(q)exp2aiq-R,) (12
- 3 S@+DiE) () Cm). @) 4 c

even 1=0
for superstructure reflections. The quantgydepends but

Herej(y) are the spherical Bessel functions; the summationyeaily on temperature due to variations of the lattice param-
is over everl; eter.

I Let us now evaluate the error introduced when the trun-

(Ci(n)-Ci(my))= E Ch(NCim(mye), (5) cation in Eq.(9) is used instead of the exact expansion in Eq.
m=-1 (4). To estimate the error for the simplest cage 1 we take

where C,,(n) and C,(n) are Racah’s spherical harmonics @ few strong reflections at relatively small diffraction angles,
and the respective spherical tenstitsy is the unit vector Viz., the regular reflection§l11), (002, and (022) and the
along g, while g is the length of the momentum transfer superstructure reflectiond02 and (112). We find that the
vector. As will be shown below, the expansion in Eg)  €rror amounts to-0.35% for (111), 1.08% for(002), and
when truncated at the second term agrees reasonably wéii52% for (002) and to 2.97% for(102 and —0.54% for

(typically to within 0.5—3% with the exact results, i.e., the (112. Thus the approximate expression is good to within an

terms with|=4 can be treated as rather small corrections. I€rror of 3% or better, which permits use of this expression

can be showr{see Appendixthat thel =2 term after aver- for deducing the orientational order parameter directly from

aging yields precisely the orientational order parameter inntegrated diffraction intensities. Since the integrated inten-

Eq. (1): sity I, Eq. (2), is proportional to the respective total structure
factor squared, we conclude that the integrated intensity of a
- S s
Com(me) = 7Com(Mco), (6)  superstructure line is, to a good accuracy, proportionaf’to

wherem,, are the unit vectors along the corresponding cube
diagonals in théPa3 structure. Finally, 3. EXPERIMENT

There were integrated intensity ratios availablom
cog2mx(q-m).]=]jo(&q) —57j2(£&q)(Cs(n) x-ray studies on B published previousl§.However, the ac-
curacy of those old data was insufficient for our purposes, for

+Ca(Meo)). @ which reason we had to measure the powder x-ray intensities
The scalar product in the right hand side can be expressed anew.
standard angular variables: For calculations we used the data of x-ray measurements
carried out in the iron radiation on a powder diffractometer
3(n-mgo)?—1 DRON-3M equipped with a special-purpose helium
(C2(n)- Ca(Meo))=Ce(@)= ——— - (8 cryostat!® Samples of solid nitrogen were grown by depos-

iting the gas under study in small bursts onto a copper sub-

Thus, the total scattering facté(q) can be approxi- strate cooled to 6—8 K. Such a condensation procedure pre-
mated as cluded formation of a pronounced texture, which could be a
serious disadvantage in obtaining reliable data on the inte-
grated intensities. To remove internal strains, the polycrystal-
line samples obtaine@.1 or 0.2 mm thick, with a grain size
of about 104 cm) were annealed for 1 hour af
—59] 2(@)2 G.(g)exp27iq-R,) |, (9) =28-30 K. Except for the fir;t pattern at 5 _K, all other

c patterns were taken for diffraction angles that included only

the reflectiong002), (102, (112, and (022). The tempera-
ture range of these studies wasrr® K to thea-g transition
temperature. The temperature during a single data-taking run
was stabilized to withint0.005 K. The errors in the deter-
mination of lattice parameters and total integrated intensities
were respectivelyt0.02% and 1%. Typical diffraction pat-
terns are shown in Fig. 1.

F(a)=2fy io<§q>§ exp2miq-R,)

whereG.(q) is defined in Eq(8). The functionG.(q) is just
the Legendre polynomiaP,(cosé,,,), where 6, is the
angle betweerg and the respective axigg,. It is well
known (see, for example, Ref. llthat summing of
P,(coséy, ) over the first coordination sphere of cubic sym-
metry yields zero. Hence, for regular reflections, for which
all factors exp(#iq.-R.) are unity, the second term in Eq.
(9) will be absent. It can be also easily shown that for the

structure under consideration the sum of the same exponen- RESULTS AND DISCUSSION
tial factors for superstructure reflections will yield zero in the
first term in Eq.(9). Thus, the structure factdf can be
represented in the form

The integrated intensities of Bragg reflections for a par-
ticular momentum transfeq (or diffraction angle#) were
calculated using the formufa

F=8f\Fo, (10) I =Af\(0)P(q)P(6)|F|>. (13
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1500 n
2 (111) Na a N
= T=5K 0.9 2
£ 10007 '
< (002)
g Cu (111)
2 500} 0sl ,
q’ « 7 .
1S 012 (022) —O— BMS :
= (012) (112) m— our data :
0 1 1 1 i L .
30 35 40 45 50 55 60 07k i
2®,degrees ' g
1500 2
g b Ta -B
5 Ny, hep 0.6} . 1 L
£ 10007 T>35.7K 0 10 20 30 40
é‘ T,K
2 500t FIG. 2. Orientational order parameter as a function of temperature. The
g filled squares are our data; the empty circles are the data of Brookeman,
= " N McEnnan, and ScoftThe solid line is a guide for the eye, which virtually
0 ) ) ‘. ek coincides with the self-consistent theththat takes into account anhar-
30 35 40 45 50 monic and correlation effects in the rotational subsystem. The error bars for
our results are mainly due to the texture of our polycrystalline samples.
20, degrees Y polyery P

FIG. 1. Typical powder x-ray patterns far-N, at 5 K (a) and slightly
above the transition point, where the structure is hexagtmal for the axes of typ€100). The 5 values were calculated from

three or four superstructure-to-regular reflection intensity ra-
tios. An average of the values for every temperature point

Here A is a parameter, the same for all data taken during &€ plotted in Fig. 2 as solid squares. These values compare

single run;fy(6) is the atomic scattering factor for the ni- fairly well_with the » values calculated from NQR
trogen atom{P(q) is the reflection repetition number: frequencie<. The rather large scatter of our order parameters
as compared to those derived from NQR data is mainly due

1+cog 6 (14) to the rather appreciable texture factor. We did not try to

recalculaten with allowance for the texture. It is obvious
that this factor will be nonexistent if diffraction data are
taken on a single crystal.

()= sir? 6 cosé

for the diffraction method used; arfdis the structure factor
as defined in Bq(3). To remove the poorly defined coeffi- In conclusion, we have shown that the orientational or-

cient A in Eqg. (13) from further consideration, we take the der parameter can b full lculated directly from
ratio of the integrated intensity of a superstructure reflection e parameter can be successiufly calcuiate ecty o

: . diffraction data, either polycrystalline or single-crystal. The
(subscripts) to that of a regular onésubscriptr) method applied to the orientational phase of solid nitrogen
__B(9s) |Fo(as) 2 yielded results in good agreement with those obtained with
R(Gs.r) = B(q,) |Fo(a)| 7~ (19 ‘tesonance techniques and with the most advanced theory.
HereF, are the functions defined in Eqdl) and(12); and

Being simple and straightforward, this method allows control
B(g)=fn(q)P(g)®(q). Equation(13) allows us to obtainy

at every step of the calculations, and the intrinsic errors can
be easily taken into account. The method can be elaborated

values as on other types of orientational order. Moreover, this ap-
Fo(ar) B(q,)]*? proach can be extended to other technig(fes example,
= Fo(Qs) R(qs’qr)m} (16) optica) where the response is sensitive to the orientational
order in the sample under investigation.
We point out here that absolutgvalues are obtained in this The authors express their gratitude to A. I. Prokhvatilov
way. for continuous creative interest in the work and for help with

Our calculation procedure was as follows. From diffrac-the x-ray diffraction experiments and to Yu. A. Freiman for

tion patterns for every temperature point, we determined thgajyable remarks. We also thank A. I. Erenburg for commu-
rms lattice parameter as well as the integrated intensities anglcating his old results on N

angular positions of reflection€l11), (002), (102), (112),
and (022. Those data allowed us to calculate all the perti-  This work was in part supported by CROBErant UP2-
nent quantities involved in Ed2). 2445-KH-02.

Since, as was shown above, the integrated intensities of
regular reflections depend weakly on the order parameter, W B ENDIX
can use them to assess the texture factor of our polycrystal-
line samples. The intensity ratios between regular reflections  The spherical harmonidS,,(m.) in Eg. (7), wherem,
(111), (002, and(022) give evidence that the texture was not are the unit vectors along the instantaneous orientations of
very pronounced, amounting to about 10% with a preferencéhe molecular axes in sublattice should be transformed
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from the laboratory frame to the same proper axis, for ex*E-mail: galtsov@ilt.kharkov.ua

ample,(111). Then the harmonics in the two frames will be
related as

Cam(Me) = 2, Dif* (X)Can(ms), (A1)
wherem/ is the vector in the oldlaboratory frame andm,

is the same vector in the nefprope) frame;DZ)(x) is the
Wigner function, angy is the set of angles that determine the

rotation of the frame. In the absence of defects of any kind it
is quite natural to assume that the molecular axes are distribr;j 5

uted axisymmetricalfl? around the chosen axis (direction
(111)) both in time and from site to site within the same
sublattice. This means that after averaging of &dl) only
them=0 component will survive, namelyemembering that
Cao(me) = Py(cosb)),

Conl mé) =76no- (A2)

Since by the definition of the angles involvedd)" (x)
=C,m(Mmgg), from Eg. (A1) we obtain within an arbitrary
frame

Com(me) = 7Com(Meo)- (A3)

We point out once again thah., is the direction{111)
(around which the unit vectors. fluctuate expressed in an
arbitrary (laboratory frame.
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Features of the low-temperature plasticity of Pb—In single crystals
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The temperature dependence of the plasticity parameters of Pb—In single crystals with indium
concentrations of 1-20 at. % are investigated under tensile deformation at a constant

strain rate in the temperature interval 4.2—295 K. From an analysis of the experimental data,
empirical estimates are obtained for the main parameters of the dislocation—impurity interaction
and the dynamic drag coefficient of the dislocations. The calculated values of these
parameters are consistent with the idea of a gradual transition on cooling, from a thermally
activated motion of dislocations through local impurity barriers to a thermal—inertial motion. With
increasing indium concentratidito 20 at. % the low-temperature mechanisms of dislocation
motion begin to be affected substantially by regions of short-range ¢ctiesters, the

presence of which is detected by the diffuse x-ray scattering metho20@ American Institute

of Physics. [DOI: 10.1063/1.1480245

1. INTRODUCTION cations from impurity atoms at deformation temperatures be-
low 140-170 K3~° Meanwhile, since the impurity concen-

Point defects formed by impurity atoms in a crystal lat- tration in the alloys studied did not exceed 6 at. %, it remains

tice are the main barriers for mobile dislocations in the plasynclear how a further increase in the concentration will af-

tic deformation of fcc solid solutions. In the region of mod- fect the mechanisms of low-temperature plastic deformation

erately low temperatures the depinning of dislocations fromn them. This paper is devoted to answering this question.
impurity barriers is substantially influenced by thermal fluc-

tuations: the lower the temperature, the longer the time that a
dislocation must wait for a favorable thermal fluctuation and, cypeRIMENTAL METHOD
the larger the stress that must be applied to the crystal to
maintain a given strain rafe. The Pb—In system is a convenient object of study. First,
By analyzing the experimental data on the dependencits elements have a high mutual solubifitgecond, alloys
of the flow stress on the deformation temperature and impuwith indium concentrations of 10—20 at. % can have regions
rity concentration, one can estimate the main parameters aff short-range order appearing in them, and these can affect
the thermally activated plasticity and obtain information the plasticity. Finally, because of the marked difference in the
about the parameters of the impurity barriers and the statistomic scattering coefficients of lead and indium, those re-
tics of their distribution along the dislocation line. This gions can be detected by such methods as diffuse x-ray
analysis technique, developed in Refs. 1 and 2, permits reliscattering’
able estimation of the corresponding parameters only if a In the present study we have investigated Pb—In single
number of experimental conditions are met. In the case of fccrystals with In concentrations of 1, 5, 10, and 20 at. %. The
crystals, these include:) 1a wide interval of deformation purity of the starting materials for preparation of the alloys
temperatures in which the deformation occurs through dislowas 99.999% for Pb and 99.997% for In. The single crystals
cation slip, while the influence of diffusion processes is un-were grown by the Bridgman method in a knock-down
important; 2 measurement not only of the temperature de-graphite fornf which made it possible to obtain a series of
pendence of the critical shear streggT) but also of the 10 samples of a given orientation from a single seed. The
differential characteristics of the plasticitthe sensitivity of dimensions of the working part of the sample were<B
the stress to the strain rat®r/ §In ¢, and to the deformation X1 mm. The orientation of the axis of tension was close to
temperatured7/ 8T); 3) a wide interval of impurity concen- the[110] direction for all the samples.
trations and their homogeneous distribution in the volume of  The strain-hardening curvese) (7 is the shear stress
the crystal. This last condition presupposes that the concemnde is the shear strajnwvere calculated from the load ver-
tration of local barriers is known beforehand and correspondsus time curves obtained in the tensile deformation of the
to the atomic concentration of the impurity. sample at a constant strain rate 1.1xX 10 % s~ 1 in the tem-
Under the above conditions it has been shown previouslperature rangd =4.2—295 K on a low-temperature strain-
that the plasticity of a number of lead-based solid solutions isng machine with a*He cryostat. The temperature of the
actually governed by thermally activated depinning of dislo-sample was monitored by means of three resistance ther-

1063-777X/2002/28(5)/7/$22.00 369 © 2002 American Institute of Physics
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mometers attached to different points on the sample. The
relative error for the measurement of the sample temperature
was not more than 1.

The value of the critical shear stregg was determined
from the deviation of the initial part of the(e) curve from
Hooke’s law. By making use of the significant extent of the
easy-slip stage, in a number of cases a sample was loaded 3
or 4 times tor, at different temperatures. With allowance for
the hardening during each loading, the valuesrgfcorre-
sponded to the values determined from ttfe) curve at a
fixed temperature.

At T<T.=7 K (T, is the critical temperature of the su-
perconducting transition of the allpyhe sample was placed
in the magnetic field of a superconducting solenoid, permit- . . 1 . Y VV] at.%
ting measurements to be made in the normal and supercon- 0 50 100 150 200 250 300 350
ducting states. T,K

In addition to 7y, in the deformation process we also
measured the increment of the deforming striess(&) ]+ FIG. 1. Temperature dependence of the critical shear strgsd Pb—In

. . . ingle crystalgthe orientation of the axis of tension is alofid.0)); the data
upon an abrupt increase in the strain rEEte by a factor of 10 elow T, were obtained in a magnetic field to bring the samples to the

100 in comparison withe=1.1X10"° s™*. To reduce the pomal state. The solid curves correspond to the theoretical expre&sion
uncontrolled influence of deformation defects, the value ofT, andT; are the threshold temperatures.

A7 was determined by extrapolation of ther(7) curve to

the pointr= 7. The error of measurement of the stress was, .
+1 kPa. tially, but the temperaturg&,,, changes only slightly.

X-ray structural studies of alloys with different impurity dIT) the reglonT>200 K (tjhehvalue ofA T(? decreasesf
concentrations were made on powders obtained from und&nd becomes negative, and t €e) curves show signs o

formed single crystals. The diffraction curves were taken Odmstable(jumplike) plastic flow, indicative of the influence
a DRON-2.0 diffractometer in Cu&. radiation from the ©Of diffusion on the inelastic deformation and of deformation

anode (with a Ni filter) at room temperature in #-26 agln_lg_;hat higher temperatures. f th lastici
scheme with the use of collimating slits. The scattering in- e temperature curves of the plasticity parameters

tensity was measured point-by-point at steps Aof26) 70(T) and A7(T) recorded in this study for Pb—In alloys
~0.01° in the angle interval ¥026<25° by summing the with different impurity concentrations are qualitatively simi-

4
number of counts detected in 40 s at each step. lar to those observed for Pb—8#®b-St, and Pb-Bf.

MPa
N W A~ O OO N 0o

In
020 at.%

10,

n10at.%
A5 at.%

—

3.2. Thermally activated plasticity

3. EXPERIMENTAL RESULTS AND DISCUSSION Over the entire range of concentrations of impurity at-

3.1. Temperature dependence of the plasticity parameters oms studied here th? experimental curvesrgfT,C) and
. A7(T,C) for Pb—In single crystals deformed at a constant
The experimental curves of the temperature dependengg;e gt temperatures 30<KT<150 K are typical for

of the critical shear stresg(T) and the rate sensitivity of  gigjocation-related plastic deformation occurring as a result
the deforming stresa 7(T) for Pb—In single crystals are

presented in Figs. 1 and 2.

For all of the alloys studied, they(T) curves have three 120
distinct parts(Fig. 1): as the temperature is lowered in the
interval T=295-150 K the value of, remains practically 100
constant; al =150—30 K it increases, reaching a maximum
value 7o(T;); at T<T, it falls off. The temperature bound- 80
aries of these intervals and the absolute valueg,0T) de- ©
pend on the concentratidd of impurity atoms. < 60
Below the critical temperature of the superconducting 5" I
transition, T, the well-known softening effect is observed: 40

the transition of the sample from the normal to the supercon-
ducting state is accompanied by a drop in the critical shear
stress(CS9S by approximately 10%. The temperature depen-
dence of this effect turned out to be similar to that which was
observed and discussed previously in Refs. 4 and 5 for other 0
lead alloys, and for that reason it is not shown in Fig. 1.

The temperature dependence of the sensitivity of the

. . . FIG. 2. Temperature dependence of the sensitivity of the stkes® a
stressA T(T) for all of the a”OyS studied is a curve with a change of the strain rate by a factgr/e,=10. The solid curves correspond

r_naXimum atTm_z 90-110 K(Fig. 2. With increasing iMpu- 1 the theoretical expressidd). T,, is the temperature of maximum sensi-
rity concentration the value oA 7(T,) increases substan- tivity.

200
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TABLE I. Empirical values of the theoretical parameters.

To, K 7., MPa
C, _— [ i Ho, Ti,
at. % (4) 3 p q A (4) 3 MPa eV K
1 132 132 0.67 1 21 0.6 0.6 0.8 0.22 14
5 134 138 0.67 1 25 1.05 0.95 2.14 0.25 25
10 135 137 0.67 1 25 1.4 1.4 3.10 0.26 27
20 165 170 0.62 1.2 36 3.4 3.5 4.92 0.50 26

of the thermally activated motion of dislocations through lo-describes the experimental data if the empirical values listed
cal barriers formed by impurity atoms. In such cases then Table | are used for the parameters. It is seen from Table |
relation connecting the rate of plastic deformationthe  that for alloys of Pb with 1, 5, or 10 at. % In the valuespof
deforming stress, and the temperatur€ is given by the andq are the same, and the valuesTof are close. At the
classic Arrhenius equation: same time, for alloys of Pb with 20 at.% In the optimal
H( 7 values of a number of the parameters are quite distinctive,
. () - :
gzgoex;{ | (1) partlcularly' the high valug ofy. .

According to expressiofd), from the ratior./A one can
where 7 = 7,— 7, is the effective stress, equal to the differ- calculater, if the parameteA is estimated independently.
ence between the deforming stregs and the long-range For this we numerically differentiate the(T) curves shown
(interna) stressr;, and H(7*) is the effective activation in Fig. 1 to find the empirical values of the derivative
energy(enthalpy, the specific form of which depends on the d7,/dT. Since the temperature dependeng€l) for lead
force law for the interaction between a dislocation and aalloys is weak, we shall assume thht; /d T<d7,/dT and
pinning center and the statistics of the distribution of theuse the relation
pinning centers along the dislocation line.

A7 \71d
For different models of solid-solution hardening the de- A=-T ﬁ) (d_q'-l?) . (5)
pendence of the activation enthalpy on the stress is well ap- nelr &
proximated by the general expression Estimates of the paramet@rwith the use of expression
q (5) for different temperatures have shown that in the interval

™\P
T—> : (2)  30-150 K the value oA is practically independent of tem-

¢ perature and varies weakly with impurity concentration in
where Hy is the energy parameter of the dislocation—the interval from 1 to 10 at.%. The temperature-averaged
impurity interaction for the particular impurity, and is the  values ofA corresponding to this interval are given in Table
critical stress for activationless motion of a dislocation|, ValuesA=20-25 are typical for the majority of fcc solid
through the impurity barriers. The exponemsand q are  solutionst*~®and the absence of temperature and concentra-
numerical parameters of the order of unity, the concrete valtion dependence of the paramegeiis one of the criteria of
ues of which depend on the type of barriers and the statisticgpplicability of Egs.(1) and (2) for describing the plastic
of their distribution along the dislocation line. deformation process. The calculated values déér the alloy

For analysis of the experimentally investigated plasticitywith 20 at. % indium, on the contrary, are substantially larger
characteristics one can obtain explicit expressions for therthan the typical values for fcc solid solutions.

H(r*)zHo[l—

from relations(1) and(2): For the different temperature-averaged values Aof
T\ Ya]tp Table | lists the corresponding values of the parameter
7o(T)=7+7¢ 1—(1_—) } ; (3)  which is the critical stress for activationless depinning of
0 dislocations from barriers, and of the characteristic energy
AT e \[ T\Ya T \Yajl-plp parameter of the barriers{y=kTyA.
(m T—(pq—A) (T_o) { - (T_o) } : 4 For comparison of the experimental datg_wnh expression
(3) we take the values;= 7¢(Ty) as the empirical values of
Here we have used the notatidn=In(gqg/e), To=Hg/KA. the internal stress and calculate for each concentration the

Using the scheme of thermal activation analysis pro-empirical valuess™ (T) and the critical shear stresg(T)
posed in Ref. 1 and refined in Ref. 2, let us compare relations= 7;+ 7 (T) = 7o(To) + 7 (T). As is shown in Fig. 1, in the
(3) and(4) with the experimental curves presented in Figs. 1lregion of moderately low temperatures express@n(solid
and 2 and calculate the optimal empirical values of the paeurves satisfactorily describes the experimental dependence
rameters of the theonyp, q, 7, 7¢, A, Hg. 7o(T) for the values ofp andq chosen previously. The val-
First we analyze the experimental curve ®f(T), for  ues of the parametei, andH, and of .= 7* (T=0) that
which expressioii4) does not contain the parameter This  are obtained from expressi@8) are in good agreement with
allows us to avoid the errors due to the lack of reliable meththe values of these parameters obtained from expre¢éjon
ods of measuring;(T) in the low-temperature regichCal- As we see from Table |, at indium concentrations be-
culations have shown that at all impurity concentrations exiween 1 and 10 at. % the temperatilitg does not vary sub-
pression (4) (the solid curves in Fig. )2 satisfactorily  stantially, and its value correlates with estimates made pre-
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viously for other lead-based solid solutions. For example, in 4
Pb—Sn alloysH, equals 0.22—0.24 e¥jn Pb-Bi it is 0.25 a =
eV, and in Pb—Sb it is 0.33 e¥/These values agree with the I 3T
values of the strength of the impurity barriers in lead solid =
solutions estimated by other methdds! The observed cor- 8
relation of the values of the characteristic energy parameter 1k
Ho suggests that, as in the papers cited, impurity atoms are
effective barriers for dislocations in single crystals of Pb al- 0 L ! L .
loys with 1-10 at.% In Meanwhile, the high valud, 0.1 0.2 1/2 0.3 04
=0.5 eV for the solid solution of Pb with 20 at. % In con- C
tradicts this conclusion. As was the case for the values given
above for the parametefsand T, the value oH is atypi- o a
cal for point barriers formed by substitutional impurity at- 'S 0.02
oms. According to expressid@), it can be assumed that the "’AD
characteristic barriers for for mobile dislocations in the con- @ 0.01
centrated alloy are of a different type. =

Finally, it should be noted that the tabulated values of - 0
the critical stress.= 7 (T=0) and internal stresg , which 001 . , ) .
were obtained as a result of a joint analysis of expressions 0 0.1 0.2 03 04
(3) and (4), depend substantially on the impurity concentra- cl/?

tion. ) - o
An additional test by which one can assess the correclf'G: 3: Concentra_tlon dgpendfnfe cf th.e critical _stres_s for activationless
depinning of the dislocations;,,= 7* (T=0); the straight line corresponds

ness of the choice of numerical valuespoéndg is provided o the theoretical expressidf) (a), and of the threshold temperature of the

by the correlation between the values of the temperaflifes anomaly,T; ; the straight line corresponds to expressib®) with »=3 (b).

andT, obtained from formuld4). A study of formula(4) at ~ The concentratioi€ is given in absolute units.

the maximum leads to the relatidn,=p9T,. For the values

of p andq given in Table I this relation holds to an accuracy

of 10%. Thus the optimal value of the paramefeand the form
The value of the parametgrand the shape of the,(C) of the concentration dependenegC) for Pb—In solid solu-

curve can give us an idea of the statistics of the distributiofions is evidence that in the concentration inten@l

of barriers along the dislocation line. The vajpie 2/3 refers  =1—10 at. % the distribution of barriers along the disloca-

to a situation in which the average length of the dislocatiortion line corresponds to Friedel statistics. The value of the

segmentd. depends on the stresg acting on the disloca- €nergy parametet,, maximum forcef,,, and limiting tem-

tion (Friedel statistics To a first approximation the expres- PeratureT, are characteristic for barriers formed by substi-

sion forL can be written a2 tutional atoms in lead. AT>T, a contribution to the de-
s forming stress from long-range barriers comes into play.
_ 2ELb) ©) When the impurity concentration is increased to 20 at. %
™C In the overall shape of the experimental curvesgtfT) and

éT(T) and, hence, the thermally activated character of the
plastic deformation, remain as before. However, as a thermal
activation analysis shows, the concentrated alloy apparently
contains additional barriers characterized by high values of
the parameters;, Ty, andHg. Their concentration does not
correspond to the initial atomic concentration of the impurity
and requires an independent estimate, and their distribution
along the dislocation is not described by Friedel statistics.

and the stress for the activationless breaking away of a di
location from a barrier is given by
2E

Te= (_sz) 53/2C1/2’ (7)
where E, is the linear tension of the dislocatioh, is the
Burgers vector, and=f,/2E_ is the dimensionless barrier
“strength” (f,, is the maximum force necessary to overcome
a barrier without the assistance of thermal activatidrne
straight line in Fig. 3a shows that the empirical dependenc@.3. Low-temperature anomalies of the plasticity

7o(C) doesoin fact obey expressidi) in the intervalC At low temperatures the interrelationships obeyed in the
=1-10at.%. From the slope of the straight line we canpjastic flow of Pb-In alloys are no longer as described
estimate the forcéy,: above. AtT<30 K the temperature dependences of the mea-

2E, f3r;<2 sured characteristics of the plasticity(T) andA 7(T) devi-
(F) §/2=W=4.5>< 10° Pa. (8)  ate from the theoretical dependend8s and (4), which are
L

typical of a thermally activated process described by EDs.
Using relation(8), the standard estimat€€2=Gb?, and  and(2) (see Figs. 1 and)4Such deviations are called low-

the values of the shear modul@=10'"° Pa and Burgers temperature anomalies of the plasticity.

vectorb=3.5x 10 1% m for the easy-slip system in lead, we For example, in the deformation of a Pb—In single crys-

obtain a value ,=(0.9-1.2)x 10 1 H. These values of,,  tal cooled to a temperature below a certain characteristic

are also in good agreement with those for the solid solutionsemperaturel;, contrary to expressioB), the sign of the

Pb—Bi, Pb—Sn, and Pb—Sb° derivative d7y/dT), changes, and the dependence of the
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100 To— 7i=17">0.57¢, (9)
80} Pb"20at.%ln q

. BL<2m(ME|)Y? (10)

a8 1

=~ 60 whereM is the mass per unit length of the dislocation.

& 40 The hypothesis of a gradual transition from a thermally

20k activated to a thermal-inertial and then to a quantum-—
. . . inertial mechanism of motion of dislocations through impu-

0 10 20 30 40 rity barriers has made it possible to describe completely the
80 low-temperature anomalies of the plasticity of the solid so-

Pb-10 at. % In lutions Pb—Sn, Pb—Sb, and Pb-BF.

It is easy to check that foF ~T; conditions(9) and(10)
hold for all of the alloys investigated in the present study.
The condition7* >0.57; holds belowT~50 K. To check
condition (10) we use the rough estimatds =0.502, M
~0.5p0b? (p is the density of the crystalTaking for the drag
coefficient in the low-temperature region the typical value
for lead alloysB=(3-4)x 10 ° nm 2s(Ref. 16 and again
assuming that G=10""Pa, b~3.5x10 m, and p
~10* kg/m®, we find that condition(14) holds for L

©
T <10 " m. According to relations(6) and (7), for 7*
e o0l AA ~0.57, the segment length has a value=10" ' m already
< A - ) . .
A at the minimum impurity concentratiod=0.1 at. %.
AL The combined influence of inertial effects and thermal
0 1'0 2'0 3‘0 20 fluctuations on the motion of dislocations through barriers
T K has been treated most consistently by computer simulation

methods in Ref. 17. According to the thermal—inertial model
FIG. 4. Temperature dependence of the sensitivity of the stkesto a  constructed there, the signs that the dislocations are begin-
change in the strain rate in the _region of anomalous plasticity. The soliching to manifest inertial properties as the temperature is low-
curves correspond to the theoretical expressin ered are: the derivatival7™/dT decreases to zero and
changes sign; the rate sensitivity of the deforming stress de-
creasesthe activation volume increasess a consequence of
the quasidynamic character of the motion; anomalies appear
only in the presence of impurity barriers; the threshold tem-
. : ) ; ..~ . peratureT; for the anomaly increases with increasing impu-
ity, according to the experimental curves, increases with In'rity concentration. The low-temperature features of the plas-

creasmgl|mpur|ty conpentrauo(rsee Taple)l . ticity observed in the present study for Pb—In alloys agree
Physical mechanisms whose action might account for

the low-t i i f the plasticity h b gualitatively with the signs indicating a thermal-inertial
€ low-temperature anomales ot the plasticity have Deel, o .panism. The only thing that doesn't fit is that the thresh-
analyzed in a monograpfi. Since the character of the

I b din th t studv is typical for | old temperaturel; does not increase as predicted by the
anomalies observed in the present study IS typical Tor 1€adg, ,yo| \yhen the indium concentration is raised to 20 at. %.

based fcc solid solutions, let us discuss the relevant hypoth- Thus, in the concentration region 1-10 at. % the low-
ese:z)that ??r\]/e rec_ently found fi(hperllme?tal conftlrmanon. temperature anomalies of the plasticity of Pb—In alloys are
. ne ot the main causes ot Ineé low-temperature anomay e mineq by those physical mechanisms that have been
lies of the plasticity observed in the temperature mtervalinvOked to explain the plasticity anomalies observedTat
20-40 K is the inertial properties of the dislocatidfid® <20-30 K in Pb—Sn, Pb—Sb, and Pb—Bi all¥ys-in par-
Having an intrinsic mass, a dislocation segment can go fronﬁcular, the thermal—i'nertial rr,1echanism for the motion of
an overdamped to underdamped ;tate as the temperatu.red'l‘glocations through impurity barriers. The contradictory low
lowered. This occurs through an increase in the effectlvglalue of T, in the case of the concentrated alloy may be

*
stress 7*(T) and a decrease of the phonon COmponen[’—zvidence of the formation of additional barriers in its struc-

Bpi(T)_of the dynamm drag on th? d!slocatlonB\(T)' ture which violate condition$9) and (10) for the transition
=Bpr(T) + Be (B is the athermal contribution to the braking of the dislocations to an underdamped state.
of dislocations by conduction electrgnfn the underdamped

state the decay time of the characteristic vibrations of a dis- ) - _ _
location segment is a significant fraction of the waiting time3'4' Dynamic drag coefficient of the dislocations

for a favorable thermalor quantum fluctuation. As a result, The model of thermal—inertial motion of the dislocations
the fluctuation-related depinning of a dislocation from anand the experimental data on the threshold temperature for
individual barrier is accompanied by an activationless depinanomalous plasticityf;(C) can be used to estimate the value
ning of the dislocation from several neighboring barrigns-  and temperature dependence of the dynamic drag coefficient
zipping). The condition for a dislocation segment of length  B(T) of the dislocations. The scheme for making such an
to be underdamped is the simultaneous satisfaction of twestimate, proposed in Ref. 18, has been successfully applied
inequalities: to lead- and aluminum-based fcc solid solutions in Ref. 19.

sensitivity of the deforming stress+(T) to a change in the
strain rate falls off faster than predicted by E4) (see Fig.
4). The threshold temperatufig for this anomalous plastic-
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According to the thermal—inertial model, the threshold 20 at. % In
temperatureT; increases with increasing concentration of 3000} \
impurity barriers. When the inequality* >0.57. holds, the ® %@@}%ﬁ.ﬁ
function T;(C) should satisfy the condition § Po° O Q%

® !

B(T)L(7*,C)=2m(ME)"?, 3 2000} ap %%.
in which the temperature dependerifT) is determined by i ¥ 5at.%In “@
the phonon component of the drag. FoxOp (O is the 2 ?
Debye temperatujehe phonon contribution to the dynamic 2 1000F

drag of the dislocations is approximated rather well by a
power law?® and we can therefore use the following expres-
sion for B(T):

0 1
10 12

B(T)=Bc+ 7

T v
ol “1)

Wheren:const and the value of the exponendepends on FIG. 5. Distribution of th_e intensity of the diffuse halq in Pb_ alloys with 5
- . . . t. % and 20 at. % Inl,, is the background scattering intensity.
the specific mechanism of phonon drag. Taking into account 9
that in our case (7*,C) is given by Eq.(6), making the
assumption that*~ 7., and using the functional form of the scattering intensity distribution for Pb with 20 at. % In
7¢(C) from Eq.(7), we expect the following relation to hold: has a value 7-10% larger than for Pb with 5 at. % In.
T\” The observed increase in the intensity of the diffuse halo
7;<®—> =aCY?-B,, (12 may be due to a local ordering of the atoms, to size, thermal,
b and Compton effects, and also to static displacements. In
wherea=2m(ME, 6/b?)Y2. The corresponding straight line view of the fact that in our case the indium concentration
in Fig. 3b illustrates how relatiofi2) holds for all of theT; does not exceed the solubility limit and the masses of the
except the value for the alloy with 20 at. % In if the valuesirradiated samples are the same, as a first approximation we
0p=94-98 K v=3, and=10« are used. The value  can assume that at smallthe contribution of the thermal
=3 corresponds to the case when the braking of the disloand Compton scatterings does not depend on the concentra-
cations is governed by the inelastic scattering of thermation. The intensity of the diffuse scattering due to static dis-
phonons by dislocation lineghe flutter effect?® For the  placements, as a rule, is also small at low scattering angles.
coefficient  in formula (11) we obtain the empirical esti- The role of the size mismatch of the atorfthe ratio of
mate 7=10a=7x10 3 Pas. Extrapolating the straight atomic diametensdepends on how much this ratio differs in
line in Fig. 3b to its intercept with the vertical axis, we the alloy from the ratio of the atomic diameters in the pure
obtain an empirical value of the electron drag coefficient:metals. An analysis of the diffuse x-ray scattering for the
B.=2X10 ° Pas. This value is in good agreement with the Pb—In system at indium concentrations of 20—60 at. % in
experimental estimates of the electron drag coefficient in th&®ef. 7 showed that the contribution of the size effect, like
normal state for a Pb alloy with 10 at.% IB.\=3.6 that of the thermal, Compton, and static effects, is insignifi-
x10°° Pas.1® cant. The diffuse scattering intensity at low angles in this
system is due mainly to local ordering of the atoms. Calcu-
lations showed that the short-range order parameter takes on
3.5. Intensity of diffuse x-ray scattering negative values, corresponding to the formation of clusters in
the alloy, with the number of clusters per unit volume in-

(emperature pastic eformation has shown tha the P aley 25 8ong vith the impuriy concentration.
peraiure plast ! W Y The increase of the integrated intensity of the diffuse

: 0 TR
W't.h 20 at. % !n has a number of_d|st|ngu|§h|ng .featuresscattering for Pb—20 at. % In observed in the present study
which are atypical for lead alloys with lower impurity con-

. Iso confirms the increasing role of clusters in the scatterin
centrations. It can be supposed that these features are dueé}p 9 9

dditional barriers arising in the structure of th ncentrat x rays. Such clusters are effective barriers for mobile dis-
additional barriers arising € structure ot the concentra e?%cations and could be the cause of the features of the low-
alloys which disrupt the low-temperature mechanisms

0 : . i
. : : S o . : .~ “temperature plastic deformation observed in the concentrated
dislocation—impurity interaction in the ideal solid solution. aIIo;I/D P

To elucidate the nature of these barriers we did an x-ray
structural study.

The distribution of the intensities of the diffuse x-ray
scattering by the solid solutions is shown in Fig. 5. Because 1. The parameters of the low-temperature plasticity of
of the substantial difference in the atomic scattering coeffithe Pb—In single crystals investigated in this study depend on
cients of lead and indium, it is seen that for scattering anglethe deformation temperature in a complex way. Analysis of
in the regiond<<25° for C=5at. % and 20 at. % indium a the temperature dependences of these parameters showed
high level of intensity of the diffuse halo is observed. At low that in the temperature interva<T<T, the interaction of
scattering angles the reduced intensity of the diffuse halathe dislocations with impurity barriers is of a thermally acti-

I —Iyg (Ihg is the background intensityis higher for the vated character in the entire range of indium concentrations
alloys with C=20 at. %. As a consequence, the integral ofstudied.

4. CONCLUSIONS
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