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The causes of the formation of domain walls with a vortex structure, their energy, and their static
properties are analyzed as functions of the film parameters. The influence of the surface
anisotropy and external fields on these properties is elucidated. It is it is shown that that both one-
and two-vortex symmetric and asymmetric walls can be stable. The experimental evidence
for the existence of asymmetric walls is presented. A review is given of the dynamic properties
of walls with a vortex structure. The fields at which catastrophic changes of their structure
occur with changing field~the bifurcation fields! are indicated. The mechanisms of dynamic
transformation of the internal structure of the walls, in particular, the mechanisms involving
the creation and annihilation of vortexlike wall formations, are examined, and the tunneling of
these formations through the center of the wall is discussed. The transformations of the
wall due to the onset of subperiodic magnetization oscillations are described. The period of the
dynamic transformations and the character of its singularity near a bifurcation point are
investigated. The nonmonotonic dependence of the bifurcation field on the film thickness,
saturation induction, and exchange field and also the dependence of the bifurcation field on the
damping parameter and anisotropy field are investigated. ©2002 American Institute of
Physics. @DOI: 10.1063/1.1521291#
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1. INTRODUCTION

The science of domain walls has a long history, dur
which the ideas about their internal structure and dynamic
have changed greatly.1–8 By now it has become clear that th
structure of the domain walls~DWs! in thin magnetic films is
extremely complex; in particular, it is vortexlike,9,10 radically
different from the Bloch DWs whose existence was predic
by Bloch back in 193211 ~see also Ref. 12!.

Research interest in DWs remains undiminished to
day, since their properties determine many of the charac
istics important in the practical applications of magnetic m
terials, e.g., electromagnetic losses, magnetic noise, coe
force, etc.6,7,13–15The DW also has an important influence o
the spin-wave spectra, the ferromagnetic and gamma r
nances, the propagation of sound waves, etc.6,13 Knowledge
of the DW dynamics in magnetic films is also necessary
the development of high-frequency devices for high-den
reading and writing of data~see, e.g., Refs. 16–18!.

Besides its practical significance, research on DWs,
pecially on their dynamics, is of great fundamental imp
tance. This is because an inhomogeneous spin system su
a DW is extremely sensitive to various external influenc
Often even small stimuli lead to large responses of the s
tem. Here strong changes can occur not only in the par
eters characterizing the wall as a whole but also in the
rameters of its internal structure. From a dynamic standp
a DW can be compared with a topological soliton havi
internal degrees of freedom. Thus a DW is a unique r
object for studying nonlinear physical properties. This obj
is also unique in that its motion can be described by
substantially nonlinear Landau–Lifshitz equations,12 which,
7071063-777X/2002/28(10)/32/$22.00
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in the general case, do not reduce to any of the nonlin
partial differential equations that have been well studied
mathematics~the sine-Gordon, nonlinear Schro¨dinger equa-
tion, etc.!,19 and, in the general case, they do not have kno
analytical solutions.

Thus the study of DWs is extremely difficult, and from
theoretical standpoint can be carried out only on the basi
a direct numerical solution of the Landau–Lifshitz equatio
For this it is necessary to have certain information about
properties of the walls in order to determine the spatial a
time scales on which the processes involving DW mot
can be played out. The difficulties that arise can be overco
completely with the existing numerical techniques.

Even greater difficulties arise in the experimental stu
of the dynamic behavior of DWs, since studying their inte
nal structure requires a spatial resolution of less th
1026 cm and a time resolution of around 1 ns. Therefore
experimental studies done to date give basically an avera
~over spatial or temporal intervals! picture of the static and
dynamic properties of DWs~see, e.g., Refs. 20–30!.
Granted, there has been a recent breakthrough in this are
well. In Refs. 31–35 the distribution of the magnetizati
within the DW itself was investigated experimentally in th
direction along the surface of the film~but on the average
over its thickness!. We should also mention some mor
recent experiments36–39 in which indirect methods based o
the DW ‘‘shaking’’ effect40–42 were used to study the DW
structure.

The science of DWs has many branches. DWs exis
ferro-, antiferro-, and ferrimagnets—in bulk samples,2,3,43–47

particulates,48–52small thin-film elements,53–60and magnetic
© 2002 American Institute of Physics
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films.2,3,8,61 In this review we shall concentrate mainly o
DWs existing in magnetically uniaxial films.

The boom in research on DWs in films with perpendic
lar anisotropy~see, e.g., Refs. 3 and 62–70! in connection
with the magnetic writing of data is widely known. Althoug
the main goal of this research has not been achieved,
boom itself has led to a whole new level of knowledge ab
the properties of DWs.

Now some completely new results have also been
tained for magnetically uniaxial films with the anisotrop
axis lying in the film plane~in-plane anisotropy! and with a
low quantity factorQ5K(4pMs

2) (K is the uniaxial anisot-
ropy constant, andMs is the saturation magnetization!. How-
ever, those studies, in spite of their practical significance
data read heads, have only recently aroused much inte
The reason is that in films with in-plane anisotropy an e
tremely important role is played by magnetostatic fiel
which are extremely hard to take into account because
their long-ranged character. This review is devoted mainly
presenting the data obtained in the last decade for DW
films with in-plane anisotropy. The most important step
these studied was the prediction9,10 of the existence of DWs
with an asymmetric vortical configuration of the magnetiz
tion. The development of these studies can be found, e.g
Refs. 71–89. Another important paper, in which for the fi
time it became possible to describe supercritical nonstat
ary behavior of the vortexlike DWs, was published by Yu
and Bertram.90 In this review we discuss the significan
amount of material that has been accumulated since the
of those papers.

2. STATIC PROPERTIES OF DOMAIN WALLS WITH A
VORTEXLIKE INTERNAL STRUCTURE

2.1. Qualitative assessment of the possibility of existence
of DWs with a vortexlike structure of the magnetization

Let us consider a magnetically uniaxial plane-parallel~in
thexz plane! film of thicknessb, with the easy axis~axis of
easy magnetization! oriented along thez axis in the film
plane~see Fig. 1!. We assume that the magnetic state of t

FIG. 1. Schematic illustration of the geometry of the problem and the st
ture of a Bloch wall on different planes of the film~a,b!. Typical calculated
structure of a Bloch wall on thexy plane~c!.
-

he
t

-

r
st.
-
,
of
o
in

-
in
t
n-

e

s

film corresponds to two domains with uniform saturati
magnetizations6Ms , oriented along 1z (2z) for x
,2a/2 (x.a/2). Here we assume that the DW~the transi-
tion region between domains! is completely concentrated in
a regionV of rectangular cross sectionD in the xy plane,
with dimensions ofa alongx andb alongy. The regionV
has the shape of a parallelepiped extended alongz. The pro-
posed simplifications are a source of error in determining
DW parameters. It is generally more correct to proceed fr
an analysis of a multidomain state of the film, as in Refs.
and 91, for example~see also Refs. 72 and 85!. However, the
errors mentioned can be diminished greatly through an
propriate choice ofa ~see below!. In this Section we assum
that the magnetization of the film in the regionD is a func-
tion of x: M5M (x). This corresponds to the well-know
one-dimensional model of the magnetizationM . The static
properties of such a model can be found in Refs. 2 and 6
for example~see also Refs. 92–98!.

The simplest distribution ofM in the one-dimensiona
model is the Bloch wall. In this case the magnetization
tates between adjacent domains while always remaining
the zy plane. Here the magnetization in thex direction
~nominally in the direction perpendicular to the plane of t
DW! remains continuous. This eliminates the magnetost
fields that otherwise~in the absence of continuity! would
inevitably arise. This approach is completely justified in t
case when the DW is found in a crystal withb→`. In films
with a finiteb, however, the situation is complicated great
This is clearly seen by examining Fig. 1, which shows
magnetization distribution of the Bloch type on an end s
face of the film. In particular, it is seen that the magnetizat
distribution in the Bloch wall is symmetric relative to th
planex50, and the center line of the wall~the line on which
the z component of the magnetization changes sign! is a
straight line perpendicular to the surface of the film.

Within the Bloch wall a resultant magnetization appea
which is perpendicular to the planes of the film~see also the
simplified scheme in Fig. 1a!. This gives rise to magneto
static poles, which are a source of additional magnetost
fields and, hence, of additional domain-wall energy. W
decreasing film thickness the distance between poles
creases, and the DW energy increases. In this situation
was first pointed out by Ne´el,99 it is more correct to assum
that the magnetization varies from one domain to the n
while remaining parallel to the plane of the surface of t
crystal ~see Fig. 2!. This is called the Ne´el configuration of
the DW. For convenience we shall call it the on
dimensional Ne´el configuration.

In the situation described, magnetostatic poles do
arise on the surface of the film, but divM5]Mx /]x turns
out to be nonzero, and this is a source of magnetostatic fi
and is consequently a source of additional DW energy.
first glance there has been no energy benefit in the trans
from a Bloch to a Ne´el wall. This is actually not the case
since it is possible for the wall thicknessa to increase, lead-
ing to a decrease of the magnetostatic charges and ener
the DW. Thus at certain film thicknesses the Ne´el domain
walls turn out to be energetically favorable. The correspo
ing critical thicknessbc is equal to 0.04mm for Permalloy

c-
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films. We note that, like the Block wall, the Ne´el wall is
symmetric with respect to the planex50.

Thus it is only in comparatively thin films that one ca
expect to see walls in which the energy due to magnetos
charges can be reduced by the appearance of a new con
ration of the magnetization.

One would like to find a suitable configuration of th
magnetization distribution in the DW such that the contrib
tion from the magnetostatic fields to the total energy of
DW would be lowered even in films withb.bc . It seems
completely obvious that such a configuration might be a d
tribution of M in which the magnetization has a Ne´el char-
acter near the surface of the film and a Bloch character in
interior. However, for an exactly Bloch character of the r
tation of the magnetization in the central plane of the film,
which case the wall would become symmetric with respec
theyz plane, the flux cannot be closed inside the film. This
clearly seen in Fig. 3a. Another possibility, involving a sym
metric wall in each half of which a rotation of the Bloch typ
occurs in a different direction; although this leads to clos
of the magnetic flux, it gives a sharp increase in the inhom
geneous part of the exchange energy~see Fig. 3b!. The only
possibility of closing the magnetic flux and avoiding a sha
increase in the exchange energy is to abandon the ques
symmetric configurations. The possibility of an asymmet
configuration satisfying these requirements is illustra
schematically in Fig. 3c. One can hope that in this case
DW energy in a film of thicknessb.bc will be less than the
energy of the one-dimensional Bloch wall. To prove this,
us turn to a detailed analysis of the DW structure.

2.2. Numerical approach to the description of DW structures
with a two-dimensional magnetization distribution

Let the magnetization of the film in regionD be a func-
tion of x andy: M5M (x,y). This corresponds to the well
known two-dimensional model9 of the distribution ofM .

The basic problem of the theory is to determineM (x,y).
This problem has been solved on the basis of a strictly
cromagnetic approach100 with allowance for all of the main

FIG. 2. Schematic illustration~a! and typical calculated structure on thexy
plane of the film~b! for a Néel wall.
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interactions: exchange, dipole~in the continuum approxima
tion!, and magnetic-anisotropy~bulk and surface!. We denote
these energies as«e , «m , «V , and«S , respectively, with

«e5S A

Ms
2D F S ]M

]x D 2

1S ]M

]y D 2G , ~1!

«m52
1

2
M•H~m!, ~2!

«V52
KV

Ms
2 ~M•c!2, ~3!

«S51
KS

Ms
2 ~M•n!2. ~4!

HereA is the exchange interaction parameter,KV andKS

are the bulk and surface magnetic anisotropy constants,Ms

is the saturation magnetization,c is a unit vector along the
easy axis,n is a unit vector along the normal to the film
surface, andH(m) is the magnetostatic field, which is give
by

H~m!~r !52
]

]r EV
dr 8M j~r 8!

]

]xj8

1

ur2r 8u
. ~5!

We note that becauseM is independent ofz in the two-
dimensional model under consideration, for a film which
infinite in the z direction the fieldH(m)(r ) is also indepen-
dent ofz, so that the DW energy per unit length alongz can
be written in the form

ED5E E
D

«dxdy1E
Dx

«Sdx, ~6!

where Dx is the boundary of the regionD along the film
surfaces, and

FIG. 3. Diagram explaining the asymmetric vortexlike structure of the wa
~see text!.
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«5«e1«m1«V . ~7!

The distributionM (x,y) must be determined under the co
dition M25const and the following boundary conditions:

FM ,
]M

]n
1qn~M•n!GU

y56b/2

50, ~8!

M2ux56a/256Ms ; Mxux56a/250; M yux56a/250, ~9!

whereq5KS /A.
In Eq. ~8! the square brackets denote the vector prod

Condition~8! is obtained by the variation ofED with respect
to M for M25const and equating to zero the expressions
the arbitrary and independent variationsdMx , dM y in the
surface integral.

We note that ifKS,0 (KS.0), then there is a surfac
magnetic anisotropy of the easy axis~easy plane! type, and
the axis of the surface anisotropy is oriented perpendicula
the surface of the film. Equations~8! and~9! can hold simul-
taneously only if

KS.2b~KV12pMs
2!. ~10!

Otherwise it is necessary to take into account the dep
dence ofMs on y. In this review we discuss only the situa
tion corresponding to~10!.

The above-stated problem of finding the equilibriu
two-dimensional distributionM (x,y) in general reduces to
solution of a system of substantially nonlinear integrodiff
ential equations in the regionD with nonsimple, in genera
nonlinear, conditions at the boundary of that region. T
equations mentioned can be obtained by minimizing
functional ~6!. At the present time it is not possible to solv
such a problem by analytical methods, and therefore so
numerical procedure or other is usually used to minimize~6!.
The adaptation of numerical approaches to two-dimensio
problems of the magnetization distribution has been don
a number of papers.9,10,32,65,75,79,83,85,89,101–103Those studies
were all done using mesh methods except for Ref. 10, wh
was based on a variational approach. Each of the papers
has its own specifics. For example, in Refs. 32 and 7
numerical scheme was constructed with allowance for
contribution of the surface interactions. The scheme in R
81, 82, and 85 takes into account the interlayer interactio
multilayer films. In Refs. 88 and 103 fast adaptive algorith
were used. In addition, the numerical procedure in Ref.
can be used to study the magnetization distribution in fin
thin-film samples. Periodic structures can be analyzed w
the scheme developed in Refs. 76 and 85. Finally, in R
104 the problems of local minimization are investigat
mathematically in a micromagnetic approach.

By minimizng the functional~6!, one can find the equi
librium DW configurations and the minimum energy valu
E0 corresponding to them. For convenience, we introd
the following dimensionless quantities:V5ED /A and V0

5E0 /A.
The numerical minimization method used in this revie

consists in the following.9,32,79The computational regionD
is divided up by a rectangular mesh with small cells. HereV
is divided up into parallelepipeds elongated along thez axis
and with side walls parallel to thexz and yz coordinate
planes. It is assumed that the cells are macroscopic but y
t.
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small that the direction ofM can be assumed constant at
points of each parallelepiped. HereM remains constan
along each of the parallelepipeds~alongz) by virtue of the
two-dimensionality of the model. It is assumed that the o
entation ofM in D changes only from cell to cell. We intro
duce the direction cosinesa, b, g of the magnetizationM
5Ms(a,b,g). The values of these cosines in theklth cell
are written asakl , bkl , gkl . Finally, the functional~6! is
discretized and is defined in aP3L33-dimensional space
of variablesakl , bkl , gkl , where P and L are the total
number of cells that fit withinD along they and x axes,
respectively. The search forM leads to the problem of con
ditional minimization of the functional E on a
P3L33-dimensional manifold under the conditionakl

2

1bkl
2 1gkl

2 51. A concrete expression for the discretize
functional can be found in Refs. 79 and 105.

The numerical calculations reported in this review we
done on meshes with different numbers of cells. The ma
mum number of cells was 90330. A larger number of cells
would require substantially more computer time without s
nificantly affecting the numerical results. It is important
choose correctly the computational regionD, i.e., the dimen-
sionsa andb. These dimensions depend substantially on
magnetic parameters of the film. We chose certain basic
rameters typical of Permalloy films:A5231026 erg/cm,
K51023 erg/cm3, and Ms5800 G. For such films~which
will sometimes be referred to below as ‘‘basic films’’! the
asymmetric structures of the walls can be stable for value
b ranging from 531022 to 0.2 mm, for example. As to the
dimensiona, the calculations were done for different situ
tions corresponding to the conditions 1<a/b<6.

For doing the numerical calculation we chose a cert
initial configuration of the magnetization. This could be
rough guess reflecting some symmetry properties of the
tribution of M . Here we used a mesh with comparative
large cells, e.g., with dimensions of 1236. After a certain
initial number of iterations, when the distributionM be-
comes sufficiently well developed, we switch to fin
meshes, using an interpolation procedure to transfer the
from one rectangular mesh to the other.

The computation also has provisions for a procedure
introducing random disturbances of any amplitude. Th
disturbances can be introduced at any point in time a
check on the stability of the solutions obtained. As a criter
for terminating the numerical computation, following Re
106 we use the self-consistency coefficientS05V0 /V01,
whereV01 is determined by transformingV with the use of
the Euler equation obtained as a result of the variation oV
under the conditionsM25Ms

2 . It is clear that the coefficien
S0 defined in this way should approach unity asM (x,y)
approaches the local equilibrium distribution with increasi
number of iterations.

2.3. Static asymmetry of the DW structure

The first attempt to abandon the idea of a symmetric D
structure was made in Ref. 107. In this Section we pres
the calculated DW structure in films with the basic set
parameters~see above!. Depending on the film thickness, i
the absence of external magnetic field and surface an
ropy, there can exist not only classical~one-dimensional!
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Néel walls but also asymmetric Bloch~single-vortex! and
asymmetric Ne´el walls. The latter can exist only as met
stable. Figure 4 shows the DWs in a film 1025 cm thick. We
note that all of the figures in this review showing magne
zation distributions correspond to a regionD in thexy plane
~see Fig. 1, where, in particular, the orientation of the co
dinate axes is shown!. The coordinate axes are not shown
the diagrams of the microstructures of the magnetization
tributions. The lowest energy is possessed by the asymm
Bloch wall ~ABW! shown in Fig. 4a. This is the classic
single-vortex wall first found by LaBonte9 and independently
by Hubert.10 The figure shows the magnetization distributi
in thexy plane, perpendicular to the surface and easy axi
the film. We see first of all that the projection of the magn
tizationM varies from domain to domain in such a way th
a ‘‘vortex structure’’ of the magnetization is formed in thexy
plane~the plane of the figure!. This term was introduced by
LaBonte in 19699 and has since been widely used, althou
it must be said that the topological properties of the objec
question have not been analyzed by anyone. Thez compo-
nent ofM also changes from one domain to the next. On
dashed center liney5y0(x) the componentM z50 ~the cen-
ter of the wall!. If a straight line is passed through the tw
points of this line lying on opposite sides of the film, then t
line y5y0(x) will lie entirely to either the right or left of this
straight line. From this standpoint we shall distinguish wa
with opposite curvature~right or left, respectively!. Thus the
center of the DW at different depths in the film correspon
to different coordinatesx. The asymmetry of this line with
respect to they axis is the reason why this is called a
asymmetric DW. We recall that in a one-dimensional Blo
wall the center line should be a straight line perpendicula
the surface of the film~see Fig. 1!. However, calculations
show that such symmetric Bloch DWs in films of the thic
nesses considered, as well as the symmetric two-vortex w
of the type shown in Fig. 4c, are absolutely unstable eve
the absence of surface anisotropy. It should be noted tha

FIG. 4. Examples of vortex-like structures of DWs in films with plan
anisotropy: asymmetric Bloch~a!, asymmetric Ne´el ~b!, symmetric two-
vortex ~c!; the DWs with structures b and c are metastable.
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ABWs the componentMz of M turns out to be asymmetric
~see Fig. 5!, in agreement with the general arguments giv
above. A detailed analysis of the magnetization configurat
shown in Fig. 4a shows that near the upper and lower
faces of the film the change of the magnetization from d
main to domain occurs in approximately the same way as
a one-dimensional Ne´el wall ~the Néel parts of the DWs!. At
the same time, in the central plane of the film the variation
M resembles the variation of the magnetization in a o
dimensional Bloch wall. Joining these parts together lead
a vortexlike distribution of the magnetization. It is clear fro
what we have said that the formation of a vortexlike stru
ture makes it possible to close the magnetic flux more co
pletely inside the magnetic sample and thereby leads
sharp decrease of the magnetostatic field energy. In Ref.
was even assumed that the vortexlike configuration can c
pletely eliminate the magnetostatic fields. However, th
hopes have not yet been confirmed. It should be kept in m
that it is not only the magnetization components in thexy
plane that vary but also the componentMz , which, in accor-
dance with what we have said, is also asymmetric~see Fig.
5!.

The vortexlike formations examined in this review a
quite different from the magnetic vortices studied in a nu
ber of papers~see, e.g., Refs. 108–113 and the referen
cited therein!. First, in the case considered here the vortic
are only structural elements of other magnetization form
tions ~domain walls!. In other words, these formations, un
like those in Refs. 108–111, are localized in a field of no
uniform magnetization. In addition, these vortices a
asymmetric. Their existence is is predicated on taking
dipole interaction into account, which, as a rule, other a
thors have not done at all or else have done in a man
inadequate for obtaining the phenomena under discuss
An exception is Ref. 111, where an extremely original a
proach for obtaining vortices ofM in ultrathin films was
developed. However, the geometry of the problem in R
111 ~as in the other papers mentioned above, by the way! is
substantially different from that chosen in this review. As

FIG. 5. Typical dependence of thez and y components of the relative
magnetization in symmetric one-dimensional Bloch~1! and asymmetric
Néel ~2! walls.
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rule those papers~see, e.g., Refs. 108–113! considered
plane-parallel magnets with a vortex lying in the easy pla
Since, with a minor exception~see, e.g., Ref. 111!, the mag-
netostatic interaction was not taken into account in them,
whole treatment actually corresponded to an infinite mag
In this review we investigate real magnetically uniaxial film
with an easy axis lying in the film plane. Here the vortexli
formation of the magnetization arises on an end surface
the film, which is not an easy plane.

For the film parameters considered, the total energy
an asymmetric Bloch wall~dimensionless units! and the par-
tial contributions to it from the exchange energyVe , mag-
netic dipole energyVm , and magnetic anisotropy energyVV

are given in Table I for a 90330 mesh. It is seen that th
contribution from the magnetic dipole energy is inde
small: approximately 5% of the total energy. The anisotro
energy is primordially small. Also shown in this table fo
comparison are the data of LaBonte, obtained for a 2
340 mesh. It is seen that the results agree to within a
cent.

We note that the question of the influence of the dim
sions of the mesh on the quantitative data for vortical DW
investigated in detail in Ref. 84.

While, according to what we have said, the formation
a vortexM is due to the possibility of lowering the magn
tostatic field energy, the appearance of an asymmetric st
ture is due to a decrease of the energy of the inhomogen
part of the exchange interaction, as was shown in Sec. 2

For the given material parameters of the film, the str
ture in Fig. 4a corresponds to the lowest energy at thi
nessesb>431026 cm. Forb<431026 cm walls of a dif-
ferent type are stable: for example, Ne´el ~uniform! walls or
DWs with necks~see, e.g., Refs. 99, 114, and 115!. With
increasing film thickness the Bloch segments of the vort
DW grow in extent, and it takes on the characteristic featu
for a classical one-dimensional Bloch wall.12

We note that in the wall shown in Fig. 4a the direction
rotation ofM ~the chirality of the wall! is counterclockwise.
Studies show that walls with the opposite chirality have
actly the same energy~there is degeneracy in terms of chira
ity!. In addition, walls with the opposite curvature of th
center line~in comparison with Fig. 4a! also have the sam
energy~degeneracy in terms of curvature!, and so do walls
with opposite chirality and curvature both. According
what we have said, in principle one can expect the app
ance of DWs having parts with one chirality and parts w

TABLE I. Calculated values of the domain-wall energiesV0 for a parameter
mm5Ms

2b/A532,b51025 cm, and the basic values of the parametersMs ,
A, andK.
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the opposite chirality. The transition region between th
will be a new type of Bloch line. Bloch lines separating pa
of a DW with different directions of curvature of the cent
line, etc., are also possible.

In addition to the DW described, the DWs shown in F
4b can also exist as stable in the films discussed above. H
ever, in the absence of external magnetic field they will
ways be metastable. These DWs are asymmetric with res
to both thezy andxy planes. We shall call them asymmetr
Néel walls, although they have a more pronounced vorti
character than the corresponding DWs first considered
Hubert.10 It is possible that the differences are due to the f
that in Ref. 10 the method of trial functions was used~see,
e.g., Ref. 84, where a direct numerical method was used
in particular, configurations like that shown in Fig. 4b a
presented!. The asymmetric character of the given wall
also due to the asymmetry of the center liney5y0(x). If a
straight line perpendicular to the surface of the film is pas
through the center of this line, i.e., perpendicular to the up
and lower lines bounding Fig. 4b, then two situations may
imagined. In the first of these the pointsy5y0(x) located
below ~above! the central plane of the film~parallel to the
surface! will lie to the right ~left! of this straight line. The
opposite situation is also possible. We will speak of two o
posite inclinations of the center line: right and left, respe
tively.

It is clear that the magnetostatic energy of asymme
Néel walls is just as small as the energy of asymmetric Blo
walls. For the DWs in Fig. 4b there can also be degener
with respect to chirality and direction of inclination of th
center line.

Because of the two-dimensional character of the dis
bution of M in asymmetric DWs, their thicknessd(y) is
different at different depths in the film. Thus, in addition
the known indeterminacies, the introduction of a wall thic
ness with a one-dimensional distributionM ~see, e.g., Refs. 2
and 116! raises additional questions. In connection with wh
we have said, for describing the structure of a DW with
two-dimensional distribution ofM one can present the leve
lines Mz56const on thexy plane.9 Here the regions be
tween pairs of lines of different sign corresponding to t
sameMz /Ms5const will give the parts of the DWs with a
definite degree of rotation ofM relative to the full rotation in
a 180° DW. These lines are introduced according to the
pression

gk[~Mz /Ms!56@12~12uku/8!#1/2.

k50,61,62,63,64,65,66,67.

The center line~center of the DW! corresponds tok50. On
this line the sign ofMz changes on going from a domai
with Mz52Ms (g521) to a domain withMz51Ms (g
51). The two lines (k561) closest to the center line cor
respond tog560.484. Consequently, the change inMz over
the distancedc(y) between these lines is 48.4% of the tot
variation ofMz at a fixedy. This gives a change of the ang
betweenM and thez axis of about 67.8% of the total angl
of rotation of M in a 180° DW. The quantitydc(y) is the
most convenient way of characterizing the core of a D
with a two-dimensional magnetization distribution~see be-
low!.
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Figure 6 shows level lines ofMz calculated for the DW
configurations illustrated in Fig. 4a. It is seen that, unlike
ordinary one-dimensional Bloch wall, where the level lin
Mz /Ms5const are mutually parallel straight lines perpe
dicular to the film surface, for asymmetric walls these lev
have a complex configuration. It is clear that a wall has t
distinct regions: central~the core of the DW, the region be
tween the linesk561) and peripheral. In each of thes
regions the structure of the pairs of lines corresponding
fixed Mz /Ms is different. The core of an asymmetric Bloc
wall ~see Fig. 6a! has a minimum thickness at the center
the film, where its structure approaches that of the class
Bloch wall. Near the surfaces of the film the core of the D
widens out substantially and the distribution ofM in it takes
on features characteristic of the classical Ne´el wall.

The core of an asymmetric Ne´el wall has a more com
plex structure. As can be seen in Fig. 6b, in this case the
has two necked-down regions between the center and
faces of the film. The distribution of the magnetizationM in
them approaches that in a one-dimensional Bloch wall.
both types of DWs the centers of the vortices lie in the
ripheral parts of the wall. That is why the structure of t
level lines ofMz is more complicated in the peripheral par
of the film.

2.4. Influence of the film parameters on the characteristics
of an asymmetric Bloch wall

In this Section we shall show that in magnetica
uniaxial films the asymmetric Bloch wall is the most favo
able over a wide range of film thicknesses. The thickn
dependence of the energy of an ABW was calculated
films with different magnetic parameters. Figure 7 shows
dependence of the energyv05AV/b ~this notation is con-
venient for comparison with the one-dimensional model
the walls! for several sets of film parameters. It is seen fi
that in all cases the DW energy decreases with increa

FIG. 6. Levels linesMz /Ms5const corresponding to walls with the stru
tures shown in Fig. 4a-4c.
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film thickness. Such a decrease is natural, since the co
bution of the magnetostatic fields to the wall energy d
creases with increasing film thickness. It is seen in the fig
that the wall energy changes substantially only on change
the exchange energy, which gives the main contribution
the total energy of the wall. We note, however, that even v
strong changes in the saturation magnetization and an
ropy constants of the films lead to comparatively sm
changes inv0 , since these energies give a relatively sm
contribution to the total energyv0 . Figure 7 also shows the
one-dimensional Bloch wall energies calculated by Bro
and LaBonte95 ~curve 6! and Middelhoek115 ~curve 7!. The
data were taken from Ref. 9 and correspond to the ba
parameters of the films. It is seen that for films with the ba
parameters, the energy of two-dimensional asymmetric w
turns out to be considerably less than the energy of o
dimensional walls at any given film thickness. Moreov
detailed calculations of the DW energies for films wi
parametersAP(0.2– 2)31025 erg/cm, KP(0.01– 5)•105

erg/cm3, MsP(400– 1600) G, andbP(0.04– 0.3)mm show
that asymmetric Bloch walls have the lowest energy for
these films. Figure 8 shows the dependence of the wall
ergies on the saturation magnetization according to Yuan
Bertram.90 Shown here, along with the energy density cor
sponding to an asymmetric Bloch wall~circlets!, are the en-
ergy densities corresponding to one-dimensional Ne´el ~curve
3! and Bloch~curve2! walls. It is seen that asymmetric wall
are advantageous in films withb>0.04mm. We note that
one-dimensional Bloch walls are not advantageous at
Ms .

Let us consider one more characteristic of an asymme
Bloch wall: its thickness. As we have said, for walls with
two-dimensional structure the additional difficulties of dete
mining the wall thickness arise in comparison with the ca

FIG. 7. Dependence of the energies of asymmetric Bloch walls~1–5! and
one-dimensional walls~6,7! on the thickness of magnetic films with differ
ent parameters:A51026 erg/cm, Ms5800 G ~1!; A5231026 erg/cm,
Ms5800 G ~2!; A5231026 erg/cm, Ms51000 G ~3!; A52
31026 erg/cm, Ms51600 G ~4!; K5105 erg/cm3, A5231026 erg/cm,
Ms5800 G ~5!; curves6 and7 were taken from Ref. 9 and correspond
the parameter set~2!. For all the films except~5!, K5103 erg/cm3.
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of one-dimensional DWs; generally speaking, the wall thic
nessd is different at different depths in the film.9,10,117Since
experimentally only the valuedw averaged over the film
thickness is measured, it is reasonable to calculate this a
age value. Turning to Fig. 6a, we notice that it is conveni
to choosedw as the average over the film thickness of t
distance between the sixth level lines, since these lines
only slightly curved and, in addition, over the distance b
tween them the angleu changes by approximately 75%
which corresponds to the choice of wall thickness in
one-dimensional model.14 Figure 9 shows the wall thick
nesses for films with different parameters. It is seen tha
all cases the value ofdw increases with increasing film thick
ness, because of the decreasing contribution from the m
netostatic fields. However, this growth is not always line
~see also Sec. 2.8!.

FIG. 8. Energies of asymmetric~1! and one-dimensional symmetric Bloc
~2! and Néel ~3! walls versus the saturation magnetization for films w
A5231026 erg/cm,K5103 erg/cm3, b50.1 mm.

FIG. 9. Dependence of the thickness of asymmetric Bloch walls on the
thickness, for films with parametersK5103 erg/cm3, Ms5800 G (1); K
5103 erg/cm3, Ms51000 G (s); K5103 erg/cm3, Ms51600 G (d); K
5105 erg/cm3, Ms5800 G (m).
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2.5. Influence of magnetic surface anisotropy on the static
DW structure

The concept of surface anisotropy was introduced
Néel.118 Its existence has now been confirmed by experim
tal studies~see, e.g., Refs. 119–124!. According to estimates
by Néel, the surface anisotropy constantKS can be rather
large~of the order of 1 erg/cm2). Experimental studies119–124

lead to values ofKS smaller than 0.3 erg/cm2. However, ac-
cording to experimental spin-wave resonance data,125 addi-
tional thin layers can be created artificially on the surface
the film, and they can result in a rather large effective surf
anisotropy.

The existence of surface anisotropy can materially a
the situation with the equilibrium DW configurations, as w
first pointed out in Ref. 126. In particular, in addition to th
two-dimensional DW configurations given in the previo
Section, a symmetric two-vortex DW appears, with the str
ture illustrated in Fig. 4c and the level lines shown in Fig. 6
In the absence of surface anisotropy such a configuratio
unstable. ForKSÞ0 it can exist as stable or metastable, d
pending on the film thickness and the value ofKS . In any
case one should haveKS,0, i.e., the surface anisotrop
should be of an easy-axis character. In particular, it is v
important that the two-vortex symmetric DW can exist
thinner films than those in which one-dimensional Ne´el walls
are observed. All of the features described ultimately der
from the fact that forKS,0 the surface anisotropy tends
orient the magnetization perpendicular to the film surfa
despite the action of the magnetostatic field, which tends
rotate the magnetization into the film plane. These two t
dencies are best satisfied by a symmetric two-vortex D
configuration, in which the magnetization in the core of t
DW emerges on the surface of the film and is oriented alo
the surface anisotropy axis. In a very protracted periphe
part the magnetization in the DW lies in the plane of the fi
and has a distribution analogous in character to that o
simple Néel DW. All of this recalls the situation considere
previously for one-dimensional walls andKS50 in Ref. 98.
It was shown in Refs. 79 and 127 that there exist three
ferent regions of valuesKS,0 with different energy hierar-
chies of the DWs with variations of the film thickness. F
example, ifKS<K0S , whereK0S is a certain critical value of
KS which depends on the thickness and magnetic parame
of the film, the possible equilibrium configurations of th
magnetization in the DWs for different film thicknesses ha
the form illustrated in Fig. 10. It is seen that in the thinne
films the equilibrium configuration is essentially an ordina
Bloch wall. Then, as the film thickness increases, the tw
vortex symmetric wall configuration described above b
comes stable. There is no specific value of the thicknessb at
which a transition from the first wall structure to the seco
would occur. Actually the simple Bloch walls goes ov
smoothly to a two-vortex wall with increasing film thicknes
since the role of the surface anisotropy decreases with
indicated increase inb. It is seen in Fig. 10 that there exis
a certain critical thicknessbc1 above which the asymmetri
single-vortex Bloch wall is stable. For the basic values of
parameters A, K, and Ms it was found that K0S

520.8 erg/cm2 and bc154.831026 cm ~for KS

521 erg/cm2).
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A different situation takes place in the intervalK0S

,KS,K1S , where K1S is another critical value ofKS ,
which also depends on the film parameters. For the b

FIG. 10. Dependence of the relative energies of DWs with different st
tures~illustrated by fields of arrows! on the film thickness for films with the
basic parameters and a surface magnetic anisotropy constantKS

521 erg/cm2.
ic

values of the film parameters it has a valueK1S

520.2 erg/cm2. In this case, in the thinnest films the vo
texless Bloch wall is stable. At thicknessesb greater than a
certain valuebc2 and less thanbc3 , the classical Ne´el wall
~with a one-dimensional distribution ofM ! is stable. As the
film thickness increases further, in the intervalbc3,b,bc1

the symmetric two-vortex Bloch wall is stable. Finally, fo
b.bc1 the one-vortex asymmetric Bloch wall is stable. A
of what we have just said is illustrated in Fig. 11. Calcu
tions show that for the basic film parameters the valu
bc25631027 cm and bc352.531026 cm, bc153.631026

cm are obtained atKS520.7 erg/cm2.
Finally, in the regionKS.K1S only a transition from the

equilibrium classical Ne´el DW to an equilibrium vortical
wall can occur with changingb ~see Fig. 12!. In this case the
surface anisotropy plays practically no role.

2.6. Influence of an external magnetic field perpendicular to
the easy axis on the equilibrium configurations of the
films

Let us consider a film with magnetic parameters a
thickness such that an asymmetric Bloch wall is the equi
rium configuration in it. If an external magnetic fieldH' is
applied to such a film along thex axis, perpendicular to the
easy axis, the magnetization vortex in the DW will be d
placed toward the upper surface, as shown in Fig. 13c. T
the DW becomes asymmetric relative to thexz plane as well.
This transformation of the DW structure, which was fir
investigated by Hubert~see, e.g., Ref. 2!, occurs because a

-

FIG. 11. Dependence of the relative energies of DWs with different structures~illustrated by fields of arrows! on the film thickness for films with the basic
parameters and a surface magnetic anisotropy constantKS520.7 erg/cm2.
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segment of DW having an average magnetization unfav
ably oriented relative to the external magnetic field appe
near the upper surface of the film. At the same time, near
lower surface of the film the DW segment having its avera
magnetization oriented along the field increases in length
the field H' increases further, theM vortex is gradually
pushed out onto the upper surface of the film. Finally, st
ing with a certain fieldH'c the wall with the asymmetric
Bloch jump is transformed into an asymmetric Ne´el wall.
These processes are clearly illustrated in Fig. 13. The fi
H'c depends on the material parameters of the film. For
basic values of the film parameters and a film thicknesb
5531026 cm, one finds thatH'c is approximately 0.55 Oe
The influence of the surface anisotropy on the process
described was analyzed in Ref. 128. The results of this an
sis are presented in Fig. 14. According to Ref. 128, forKS

.KSc.0, whereKSc is a certain critical field that depends o
the material parameters of the film, in a fieldH.H'c it is
not Néel walls but asymmetric Bloch walls that can exis
although the latter are metastable. This circumstance is
to the fact that the presence of surface anisotropy withKS

.0 makes it difficult for the magnetization to undergo t
necessary rotation at the upper surface of the film in order
the wall to transform from an asymmetric Bloch wall to a
asymmetric Ne´el wall.

2.7. Asymmetric walls in polycrystalline films with cubic
anisotropy

In Refs. 31, 33, and 129 it was shown that asymme
Bloch walls also exist in films with cubic anisotropy. He
there is particular interest in films whose surface is orien
parallel to a crystallographic surface of the~001! type and in
180° DWs, also parallel to planes of the~001! type. In this
regard we recall that in infinite crystals the 180° walls w

FIG. 12. Dependence of the relative energies of DWs with different st
tures~illustrated by fields of arrows! on the film thickness for films with the
basic parameters and a surface anisotropy constantKS50.1 erg/cm2.
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such an orientation are unstable in the absence of magn
striction, and they split into two 90° walls.130 In Ref. 131, on
the basis of qualitative considerations, it was shown t
these walls can be stable in films even in the absence
magnetostriction. Rather precise calculations31 have shown
that DWs with an asymmetric two-dimensional structure e
ist and are stable against splitting into two 90° walls. Mo
over, their energy is significantly less than the energy of
corresponding one-dimensional walls~see, e.g., Fig. 15!. The
possibility of the appearance of asymmetric DWs in the
ometry described above and in the situation when in addi
to the cubic anisotropy there is anisotropy induced in one
the directions~parallel to the surface of the film!, e.g., due to
magnetostriction, was also considered. It was found that
asymmetric Bloch walls are favorable even in this situatio
The relative energyV0 of such walls also increases wit
decreasing film thickness.

Asymmetric walls with a vortex structure~similar to that
shown in Fig. 4a! have been observed in films with the su
face plane oriented parallel to crystallographic planes of
~110! type.

In the same geometry as above, 90° DWs parallel
crystallographic planes of the~110! type ~see Fig. 16! and
having a two-dimensional structure were investigated
Refs. 132–134. It was found that the structure of these w

-

FIG. 13. Static configurations of DWs in films with the basic paramet
andb50.05mm, for different values of the external magnetic fieldH @Oe#:
0 ~a!, 0.2 ~b!, 0.4 ~c!, 0.6 ~d!.
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is asymmetric, but it is not of the asymmetric Bloch ty
~Fig. 4a! for any film parameters. No other stable or me
stable configurations of 90° DWs ofM have been found
This differs substantially from the situation observed
180° DWs in magnetically uniaxial films. The two

FIG. 14. Change of the static configurations of DWs in magnetic films w
the basic parameters and thicknessb50.05mm for H50.6 Oe for different
values of the surface anisotropy constantK @erg/cm2#: 0 ~a!, 0.4~b!, 1.5~c!.

FIG. 15. Dependence of the relative energy of DWs on the film thicknes
magnetic films with cubic anisotropy and parametersA5231026 erg/cm,
K54.23105 erg/cm3, Ms51700 G: one-dimensional Bloch wall~1!,
asymmetric Bloch wall~2!.14
-

r

dimensional structure of a 90° wall is shown in Fig. 17.
asymmetry is indicated by the curved center line, wh
passes through the transverse cross section of the film.
harder to make out its 90° character in Fig. 17. It is indica
qualitatively by the finite length of the arrows at the right a
left ends of the figure. However, it is more convenient
judge this issue from graphs showing all the magnetizat
components as functions of the coordinatex ~see Fig. 18!.
The orientation of the coordinate axes relative to the pla
on which the DW structure is given~Fig. 17! is presented in
Fig. 16. It is seen in Fig. 18 thatMz /Ms at the ends of the
computation region alongx has the values6&/2. At the
same time,M y /Ms and Mx /Ms are equal to 0 and&/2,
respectively, on both ends of the computation region. Fr
this it is clear that the magnetizationM in the two adjacent
domains lies at a 45° angle to thez axis, and that means
90° character of the DW.

In addition to the asymmetry illustrated in Fig. 17, a
other substantial difference between a 90° wall and a N´el
wall is thatM y in the former is nonzero, i.e., the magnetiz
tion in the film comes out of the film plane. This follow
directly from a calculation of all the magnetization comp
nents and pertains to all of the films studied. The presenc
M y with the simultaneous existence ofMz does not make
this a Bloch wall, since as one moves alongx the rotation of
M occurs not along a circular cone, as would be the case
a Bloch wall, but along a cone which is flattened along they
direction. Because of this, divMÞ0 inside the wall. In other
words, both in the Ne´el DW, with nonzero magnetostati
volume charges due toMx , and in the Bloch wall, with
nonzero magnetostatic charges due to the presence ofM y , in

in

FIG. 16. Schematic illustration of a 90° domain structure in a magnetic fi
with cubic anisotropy and a surface plane of the~001! type and with the
plane of the DW parallel to a crystallographic plane of the~110! type.

FIG. 17. Example of a 90° DW parallel to a plane of the~110! type in a film
with parametersA5231026 erg/cm,K54.23105 erg/cm3, Ms51700 G,
and b50.2 mm. The compass arrows show the projection of the magn
zation on thexy plane~see Fig. 16!.
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such a wall there also exist nonzero magnetostatic cha
due to the presence ofM y . Thus this wall is intermediate
between the Ne´el and Bloch walls and, furthermore, as fo
lows from Fig. 17, it is asymmetric~the center line of the
wall is asymmetric relative to they axis!. We shall call this a
quasi-Néel asymmetric wall.

Yet another feature of the 90° DW under study, and o
which makes it substantially different from both the Blo
and Néel walls, is the decrease of the componentM y on
going from the center of the film toward the surfaces, i.e.,
oblateness of the cone mentioned earlier increases as
goes toward the film planes. In other words, near the surfa
of the film the structure of the wall becomes closer to
Néel structure, while near the center of the film it is closer
the Bloch. On the surfaces themselves the rotation of
magnetization is purely Ne´el. For confirmation of what we
have said, Fig. 18 gives the dependence of all the com
nents of M on the coordinatex for three planes:y50,
6b/2. The graphs agree qualitatively with those given
Ref. 132.

Figure 19 shows the total picture of the distribution
M y inside the film region occupied by the wall.

2.8. Comparison with experimental data

Because of the small thicknesses of the films, the elu
dation of their asymmetry properties requires experime

FIG. 18. Dependence of the components of the magnetizationM on the
coordinatex along the direction perpendicular to the plane of the DW for
upper~1,2,3!, middle~4,5,6!, and lower~7,8,9! layers of the film. The points
correspond to a numerical simulation. The solid curves are drawn as a g
to the eye. The data were obtained forb50.12mm, Ms51700 G,K54.2
3105 erg/cm3, andA5231026 erg/cm.

FIG. 19. Dependence ofM y /Ms on the coordinatesx andy for a film with
parameters b50.12mm, Ms51700 G, K54.23105 erg/cm3, A52
31026 erg/cm. The numbersxn and yn correspond tox58 (xn213) nm,
y58 (yn28) nm.
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techniques with a spatial resolution of the order of a fract
of a micron. For this reason, scanning electron microsco
are usually used. Electron microscope studies of the struc
of films have been reported in Refs. 31–35. In particular,
Ref. 31 a 1000 kV microscope was used. It can be con
ered that these experiments confirmed the existence of as
metric vortical DWs. Let us discuss the studies of Ref. 33
more detail. They were based on an experimental determ
tion of Mz(x) and a comparison of the results with the ca
culated dependence. According to Fig. 5, this dependenc
asymmetric. In addition, it varies withy. However, the
asymmetry remains, although less pronounced, upon ave
ing over the thickness of the film. What was determin
experimentally was the average ofMz(x) over the thickness
of the film. Figure 20 shows the theoretical~dashed curve!

ide

FIG. 20. Experimental~solid curve! and theoretical~dashed curve! curves of
the average of thez component of the magnetization~in units of Ms) over
the thickness of the film as a function of the coordinatex for films with
thicknessb @nm#: 100 ~a!, 120~b!, 200~c!. The data are taken from Ref. 3
and correspond to films of 33.8Ni–51.0Fe–14.0Co–1.2Ti~wt. %! with a
saturation induction of approximately 1.5 T and with a small cubic anis
ropy.
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and experimental~solid curve! values of this function for
films of various thicknesses. It is seen that the theory is
good agreement with experiment.

The experimental dependence ofdw , which turned out
to be approximately a straight line, was also obtained in R
33. The data were obtained for 33.8Ni–51.0Fe–14.0C
1.2Ti ~wt.%! films, which have a saturation induction of 1
T and a slight cubic anisotropy. Unfortunately, the value
the anisotropy field was not given in Ref. 33. However, a
cording to Ref. 33 and also our data~see Fig. 9!, the value of
dw depends weakly onK over a wide range ofK ~under the
condition K!2pMs). For this reason the calculations fo
these films were done forK5103 erg/cm3. The results of a
numerical simulation are also shown in Fig. 21. It is seen t
the theory and experiment are in qualitative agreem
There are some quantitative discrepancies, most likely du
the aforementioned difficulties in determiningdw .

3. DYNAMIC PROPERTIES OF DOMAIN WALLS WITH
TWO-DIMENSIONAL INTERNAL STRUCTURE

3.1. Method of numerical study of the nonlinear dynamics
of walls with a vortexlike internal structure

The study of DW motion was begun back by Landau a
Lifshitz12 ~see also the references cited in Ref. 2!. However,
those studies were done at low external magnetic fields
which the motion of the DWs occurs with practically n
change in their internal structure. An important advance
this area of research was made by Do¨ring135 ~see also Ref.
136!, who predicted the existence of an effective mass o
DW. Starting with Ref. 136, the linear dynamical behavior
DWs was described by introducing some linear equati
which could be justified approximately at low velocities b
proceeding from the Landau–Lifshitz equations~see, e.g.,
Refs. 137 and 138!. The DW velocities and mobilities wer
calculated on the basis of those equations. At sufficiently
fields ~see above! those data were in good agreement w
the existing experiments~see, e.g., Ref. 137!.

A breakthrough in the study of nonlinear properties
DW motion came with the appearance of Refs. 139 and

FIG. 21. Dependence of the thickness of an asymmetric Bloch wall on
film thickness for 33.8Ni–51.0Fe–14.0Co–1.2Ti films: experimental dat
Ref. 33~s, !, numerical simulation (1).
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~see also the experimental study in Ref. 141!. After Ref. 140
it became clear that in a static magnetic field directed alo
the easy axis there exist at least two regimes of DW moti
steady and unsteady. It was explained that the unstead
gime is due to the disruption~at high fieldsH) of the balance
of torque and the resulting precession of the magnetiza
about the easy axis. Unfortunately, however, those stu
corresponded to the motion of a DW with a purely on
dimensional internal structure, a picture that can be app
without ‘‘stretching’’ only to infinite crystals. In films, as
follows from the previous Sections, the structure of the film
should be at least two-dimensional. In that case, as was m
tioned in the introduction, an extremely important role b
gins to be played by the geometry of the problem and
values of the material parameters. In films with perpendi
lar anisotropy and a large quality factorQ@1 the distribu-
tion of the magnetostatic fields plays a small role that can
taken into account in an approximate way. In particular, it
this circumstance that is responsible for the great prog
that has been made in the understanding of the dynamic
havior of DWs in such films~in addition to the reference
cited previously3,4,6 see also the theoretical papers142–152and
experimental papers153–163!.

In films with a smallQ factor, including both magneti-
cally uniaxial films with the easy axis in the film plane an
also magnetically multiaxial films, as follows from the pr
vious Section, the dipole interaction plays a decisive role a
should be taken into account exactly~at least in the con-
tinuum approximation!. Because of the complexity of takin
this interaction into account, the dynamics of DWs with
two-dimensional magnetization distribution in films of th
type can be investigated only numerically in the gene
case. By now a number of different numerical methods h
been tried for studying the dynamical behavior of DWs w
a two-dimensional structure.90,105,164

In the studies discussed below, the nonlinear dynam
of DWs with a two-dimensional—in particular, vortical—
internal structure has been investigated on the basic of
merical solution of the Landau–Lifshitz equation, which w
write in the form165

~11a2!
]u

]t
52@u,heff#2a@u,@u,heff##, ~11!

wheret5gMst, t is the real time,a is the Gilbert damping
parameter,heff is a dimensionless effective field

heff5he1h~m!2kA~u•c!c1h, ~12!

with

he5
]2u

]j2 1
]2u

]h2 ,

h~m!5H~m!/Ms , h5H/Ms , u5M /M s ,

kA52K/Ms , j5x/b0 , h5y/b0 , b05~A/Ms
2!1/2.

For numerical solution of~11! with allowance for con-
ditions ~8! and ~9! we choose the same spatial mesh as w
used in the minimization of the functionalED . We use the
predictor–corrector method.166 At time t50 the distribution

e
f
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u0 , determined by numerical minimization of the DW e
ergy ~6!, is specified. In the first step of the iteration,un11 is
determined according to the formula

un11* 5un1Dtf~tn ,un! ~13!

~predictor!, where

f~tn ,un!52
Dt

11a2 ~@un ,heff~un!#1a@un ,@un ,heff## !.

In the second step we use the procedure of final determ
tion of un11 :

un115un1Dtf~tn ,un11* ! ~14!

~corrector!.
The time dependenceDt is chosen either constant o

variable under the condition that the maximum angle of
tation of the magnetization vector in the cells is restricted
some small value.

There are provisions for introducing, at any time, ra
dom perturbations of any amplitude, and also for the po
bility of starting from any configuration ofM . This permits
an assessment of the stability of the solutions obtained.

To determine the translational velocity of the DW w
track the position of its center line. To rule out the escape
the wall to the boundary of the computation regionV there
are provisions for shifting that region as the DW moves.

The procedure described, which was originally design
to determine the equilibrium distribution ofM , rapidly leads
to stable solutions.

3.2. Steady-state DW dynamics

It was shown in Ref. 90 that, as in the case of walls w
a one-dimensional structure,140 there exists a magnetic fiel
Hc ~the bifurcation field! below which the motion of a DW
with a two-dimensional structure is steady and above wh
it is unsteady. Let us consider the steady-state motion of
walls. According to the data of Ref. 90, when an exter
magnetic fieldH,Hc is applied, after the transient process
has ended, the DW begins to move with a constant velo
~see Fig. 22a!. The transient process ends in the displacem
~over a certain time! of the center of the vortexlike part of th
wall from the center of the film~Fig. 22c! to a new equilib-
rium position ~Fig. 22b!. Then the wall moves with a con
stant velocity with the displaced vortex. The value of t
velocity of steady motion depends on the value of the fieldH
and the film parameters and, as is seen in Fig. 22a, is o
order of 102 m/s. An important aspect is the approximate
linear dependence of the velocityv on H. We note that such
behavior differs strongly from the steady-state motion
walls with a one-dimensional internal structure~see, e.g.,
Ref. 140!. According to Ref. 140, at a lowQ factor the
dependence of the velocity of steady motion of a wall with
one-dimensional magnetization distribution is nonlinear a
even nonmonotonic. In particular, in a fieldH,Hc the DW
velocity reaches a maximum. Then asH is increased further
up to Hc , the DW velocity decreases monotonically.

In Refs. 105 and 167 it was shown that the behavior
DWs with a two-dimensional structure actually does dif
strongly from the steady-state motion of DWs with a on
dimensional structure. However, the region of field values
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which steady-state motion is possible, shown in Fig. 2
differs from (0,Hc): at a certain fieldH5H0,Hc the ABW
~Fig. 23c! undergoes a transformation into an asymme
Néel wall structure~Fig. 23b!, which then moves steadily
~see Fig. 23a!.

Let us discuss the causes of this transformation. Rem
ber that DW motion means a rotation of the magnetizat
from the direction in one domain to the direction in the oth
Under the influence of a field applied along the easy a
this rotation is made possible by the appearance of additio
magnetostatic fields which lead to the precession ofM about
thex axis in the middle layers of the film or about they axis
in the layers near the surface. As they arise, these fields
tort the structure of the DW, leading to an increase in
average value of the angle over the film thickness,wa . At a
certain fieldH5H0 the ABW structure cannot accommoda

FIG. 22. Dependence of the average~corresponding to the motion of the
centroid! velocity of a DW on timet ~a! and the instantaneous configura
tions of the magnetization in the steady state of motion~b! and at the initial
time ~c!. Basic films withb50.05mm, a50.1, andH580 Oe.

FIG. 23. Dependence of the average~corresponding to the motion of the
centroid! velocity of a DW on the timet ~a! and the instantaneous configu
rations of the magnetization in the walls: steady motion~b!, transient pro-
cess~c!. Basic films withb50.05mm, a50.1, andH599 Oe.



.
ss
u

o
ym

e
it

an
f

e

a
he

e
en

y i

he
s
im
n

pl
W
x

lu

a
ra
to
o

ra
a
y
ly
e
a

i
ri
o

ne
u

on
a
y

tiv

—

g
ter-

tion
the

a
if
to

lm
the
ial

o

the
f a

f

4a
he
od
de-

ture
in
ri-
e is
y-

e is
w-
90
if-
s are
r-

nce
ar-

of

e-
ists
ge
ses

cur
in
of

or-

721Low Temp. Phys. 28 (10), October 2002 B. N. Filippov
further increase inwa , and the wall is suitably transformed
The fieldH0 depends on the film parameters and thickne

An analogous transformation of the DW structure, b
during its inertial motion, was predicted by Hubert.2

Thus there exists not one but two different types
steady-state motion. In one of them the wall has the as
metric Bloch structure~in fields belowH0,Hc), and in the
other, the asymmetric Ne´el structure~in fields aboveH0 but
below Hc). During the transformation of the structure of th
wall its motion ceases to be steady, and the DW veloc
increases rapidly with time until it reaches the velocity of
asymmetric Ne´el wall, which is always~as in the case o
walls with a one-dimensional structure! higher than that of
an asymmetric Bloch wall. It is clear from this that unlike th
one-dimensional model, two-dimensional models of DWs~in
films with a lowQ factor! do not lead to the appearance of
physically incomprehensible maximum of the velocity in t
region of steady-state wall motion (H,Hc).

At first glance it might seem that this behavior of th
velocity as a function of magnetic field may be inconsist
with experiment~see, e.g., Ref. 168!. However, it must be
kept in mind that what is actually measured experimentall
the average DW velocity over some time intervaldt. At the
time of the transformation of the structure of the wall, at t
transition from one steady-state motion to the other, a
seen in Fig. 23a, the velocity of the wall changes over a t
interval Dt from a finite value to zero and below and the
again increases to a larger positive value. Hence, in princi
a nonmonotonicH dependence of the time-averaged D
velocity, analogous to that observed in Ref. 168, for e
ample, should arise. However, for the real samples the va
of the intervalsDt are an order of magnitude shorter thandt.
It is possible that at the time of the transformation of the w
structure an important role begins to be played by d
forces due to the local coercivity, which were not taken in
account in the calculations. We also note that by virtue
what we have described above, it is possible that the ave
velocity over the time intervalDt not only decreases as
function of field H near H0 but also subsequentl
increases;168 such behavior would also agree qualitative
with experiment but does not in any way follow from th
theory of the nonlinear dynamics of one-dimension
walls.140

3.3. Nonstationary dynamics of domain walls with a vortex
domain structure

In fields above a certain critical fieldHc ~the bifurcation
field! the steady-state motion of the wall is disrupted, and
a static magnetic field the wall begins to move with a va
able velocity. In the course of time the internal structure
the DW undergoes global periodic transformations~a topo-
logical soliton with internal degrees of freedom!. The pro-
gram of study of the nonlinear behavior of DWs allows o
to find the instantaneous configurations of the internal str
ture of the DW, which can be used to form freeze-fram
motion sequences.102,167

Then by displaying those motion sequences on a m
tor, one can track the dynamic transformations of the w
structure over any time intervals. It was found that the d
namic transformations of the DW structure are very sensi
.
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both to the thickness and magnetic parameters of the film
saturation induction, anisotropy fields~in particular, the sur-
face anisotropy field!, exchange field, and dampin
parameter—and to the orientation and strength of the ex
nal magnetic field.

Figure 24 shows the variation of the velocity with timet
and the instantaneous configurations of the magnetiza
characterizing the variations of the internal structure of
wall. It is seen that the velocity and structure of the wall in
field H.Hc vary periodically as functions of time. Here,
at some point in time the structure of the wall is identical
that of an ABW~Fig. 24a!, then in the course of time the DW
vortex begins to shift toward the lower surface of the fi
~Fig. 24b!. The direction of the displacement depends on
direction of the applied external magnetic field and the init
configuration of the wall. In this case the fieldH is directed
along the positivez axis. Then the DW is transformed int
the asymmetric Ne´el wall structure~Fig. 24c!. As time goes
on, the slope of the center line of this wall decreases, and
structure of the wall becomes practically similar to that o
one-dimensional Ne´el wall ~Fig. 24d!, which, in turn, is
again transformed into an asymmetric Ne´el wall but with a
different ~opposite! slope of the center line~Fig. 24e!. Then
the lower~to the right of the center line! vortex vanishes, and
the upper~to the left of the center line! shifts toward the
lower surface~Fig. 24f!. At that instant when the center o
this vortex crosses the center of the film~Fig. 24g! the con-
figuration of the wall is analogous to that shown in Fig. 2
but with the opposite chirality. This ends a half period of t
transformation of the DW structure. In the next half peri
the wall undergoes exactly the same transformations as
scribed above, and at the end of that half period the struc
of the wall will be in all respects identical to the structure
Fig. 24a. The variations of the velocity in the two half pe
ods are identical, as can be seen in Fig. 24. Thus ther
degeneracy of the velocity with respect to chirality. The d
namic transformation of the DW structure described abov
analogous to that which was first studied in Ref. 90. Ho
ever, the resulting velocity variations presented in Ref.
and in Fig. 24 differ substantially from each other. The d
ferences are due to the fact that the studies whose result
presented in Fig. 24 were done for fields only slightly diffe
ent from the bifurcation fieldHc , while the data of Ref. 90
correspond to fields significantly higher thanHc . It follows
from a comparison of the two sets of data that the existe
time of different dynamic structures are unequal, and, in p
ticular, when H approaches the bifurcation field~for H
.Hc) the existence time of the asymmetric Ne´el wall in-
creases continuously. This agrees with the existence
steady motion of a DW with the asymmetric Ne´el structure
below Hc , as described in the previous Section.

Direct numerical simulations show that the abov
described dynamic transformation of the wall structure ex
over a rather wide range of fields. The value of this ran
varies with changes in the film parameters, e.g., it decrea
with increasing film thickness. In particular, asH increases,
at certain values of the field the transformation can oc
with the participation of three or more vortices, even
rather thin films. Figure 25 illustrates one of the stages
such a transformation at the time of formation of three v
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FIG. 24. Example of the time dependence of the average~corresponding to the motion of the centroid! velocity of a DW in the field regionH.Hc ~unsteady
motion! and the instantaneous configurations of the DW structure~a–g!. Basic films withb50.05mm, a50.1, andH5100 Oe.
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tices atH5350 Oe in a film with the basic parameters and
thickness of 0.05mm. In thicker films the formation of mul-
tivortex structures occurs at considerably lower fields. F
ther increase of the field leads to chaotic variations of
wall structure and velocity. However, because of the co
plexity of the problem, this conclusion has not yet been ve
fied successfully by the usual methods for studying the on
of deterministic chaos, which have been used, e.g., in R
169–171. At the present time one can only cite Refs. 17
175, where analogous conclusions were reached for a so
what different geometry of the problem.

As is seen in Fig. 24, in fields aboveHc the variation of
the wall structure is periodic. In particular, it is seen th
there exist time intervals in which the wall is in retrogra
motion, moving in the direction opposite to the main dire
tion of motion determined by the given orientation of t
magnetization of the domains and the external magn

FIG. 25. Example of an intrawall three-vortex magnetization configura
arising at high magnetic fields. The data correspond to to basic film
thicknessb50.05mm, a50.1, H5350 Oe.
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field. The causes of this surprising behavior of the wall w
be discussed in Sec. 3.5. Here we only note that they h
the same physical nature as in the case of the wall mo
with a one-dimensional distribution of the magnetizatio
The presence of retrograde motions does not alter the ti
averaged translational motion of the walls in a definite dir
tion ~see above!.

However, after the fieldHc is passed the translationa
velocity ~i.e., the average velocity over a period of the m
tion! should decrease with increasing external magnetic fi
A certain particular case of the variation of the time-averag
velocity over a large interval of fields is shown in Fig. 2
We emphasize that this is only a particular situation, sin

n
of

FIG. 26. Dependence of the time average~see text! velocity of a DW on the
external magnetic field strengthH. The data were obtained for basic film
with b50.05mm, a50.2.
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the result depends strongly on the value of the time inte
over which the DW velocity is averaged. In the situati
illustrated in Fig. 26, this average was done over a period
the dynamic transformation of the wall structure ifH.Hc

and over the whole time of motion of the wall in fieldsH
,Hc . As we mentioned in Sec. 3.2, if the velocity is ave
aged over a certain fixed time interval~as is done experimen
tally!, the behavior of the velocity can depend strongly
the value of this interval. The two field regions~A and B!
indicated in Fig. 26 correspond to different steady-state m
tion of the wall~see above!. It is seen that for fields close t
H0 the growth of the time-averaged velocityva slows down,
in qualitative agreement with experiments.168

3.4. Nature of the bifurcation process

To elucidate the causes of the onset of unsteady mo
of a DW with a vortex structure, the dependence of the an
w ~see Fig. 1! on time t was investigated for three cases:!
steady-state motion on an asymmetric Bloch wall, 2! steady-
state motion of an asymmetric Ne´el wall, and 3! unsteady
motion. We note thatw describes the deviation of the ma
netizationM from the plane of the wall~from theyz plane!.
The two-dimensional distribution of the magnetization in t
walls is such that the anglew is nonzero and varies from on
surface of the film to the other. Here, in a state of equilibriu
the magnetostatic energy of the wall becomes small c
pared to the magnetostatic energy of the other possible e
librium configurations of the DW~see Sec. 2!. Motion of the
DW means precession of the magnetization about a direc
perpendicular to the normal to the plane of the wall~aboutx
for the central layers of the film! and about the normal to th
surface of the film in the layers near the surface.

By virtue of the gyroscopic properties of the elementa
magnetic moments forming the wall, an external magne
field oriented along the easy axis cannot lead directly to s
a precession but only to precession of the magnetic mom
of the wall about the easy axis~aboutz). In the absence o
damping this precession could only cause oscillations of
wall about an equilibrium position. The presence of damp
can lead to a balance of the energy due to the fieldH and the
energy due to the damping. Thus, in the simultaneous p
ence of damping and the precession indicated above, a
tionary distortion of the wall structure, due to a stationa
variation of the anglew, can arise. Generally speaking, th
situation described is analogous to that which is observed
a wall with a one-dimensional magnetization distribution140

and differs from it only in that the departure of the magne
zation from the plane of the wall which arises in the case
the two-dimensional magnetization distribution is nonu
form. This departure ofM from the plane of the wall gives
rise to an additional magnetostatic fieldDH (m) oriented
alongx. The torque due to this field causes the precessio
the magnetization~aboutx) necessary for motion of the wa
along this axis. It is clear that the larger the torque, the hig
the DW velocity. It should now be remembered that the m
netostatic field cannot exceed 4pMs ~i.e., it is finite! even in
an infinitely thick film. Therefore the torque it causes w
also be finite. The value ofw reaches a maximum at certa
valuew0 . Consequently, as long as the anglew remains less
than w0 as H is increased, the torque at a fixedH remains
al
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constant. In that case the wall moves with a constant ve
ity. If w increases without bound, the torque will vary pe
odically. This is what causes the oscillatory behavior of t
velocity and structure of the DW.

To elucidate the possibility of one situation or anoth
arising, the anglew was calculated167 in three different layers
of the film for three different values of the magnetic field:!
H,H0 , 2! H0,H,Hc , 3! H.Hc .

In the first case, after a transient process has taken p
the angles in all three layers approach a constant value
no longer change with time. These constant values incre
with increasingH. In the second case~see Fig. 27! all three
values increase with time at a fixed field and, after becom
practically identical, cease to change further. Here the w
goes to a steady state of motion, with the structure illustra
in Fig. 27b. In the third case, all values of the anglew in-
crease in time without bound~see Fig. 28!. Here, as can be
seen in Fig. 28, the structure of the wall varies periodica
From the data presented it is seen that whereas in fields
low Hc only a certain finite departure of the magnetizati
from the plane of the wall is observed, in fields aboveHc a
continuous precession of the magnetization about the e
axis occurs. Thus the bifurcation field is the field starting
which the magnetization begins to precess about the e
axis as well as about the direction of motion. From what
have said it is also clear that, in contrast to a DW with
one-dimensional structure, where the nature of the bifur
tion is also due to precession ofM about the easy axis, in
walls with a two-dimensional magnetization distribution t
precession is also nonuniform over the film thickness.

The precession ofM described above initially leads to
gradual increase in the average over the film thickness of
magnetization component in the direction of motion of t
wall, Mav. However, after reaching the maximum value
this magnetization, it again decreases to zero, and the
resultant magnetization appears in the direction opposit
the motion of the wall. This leads to retrograde motions

FIG. 27. Time dependence of the anglew ~a! and two instantaneous con
figurations of the wall~b and c! for basic films withb50.05mm anda
50.1. Curves1–3 correspond tow at the lower (y52b/2), central (y
50), and upper (y5b/2) surfaces of the film, respectively.
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FIG. 28. Time dependence of the anglew in three planes of the film (y52b/2 ~1!, y50 ~2!, andy5b/2 ~3!! and instantaneous configurations of the wall
the indicated points. Basic films withb50.05mm, a50.1, andH5150 Oe.
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the wall, i.e., to motions in the direction opposite to t
initial direction of motion. With the change inMav the inter-
nal structure of the wall should also change. In particula
is clear that in some cases the wall should take on a o
dimensional Ne´el structure at the maximum value ofMav.

Thus the actual cause of the bifurcation is the same
DWs with one- and two-dimensional magnetization distrib
tions. However, the specific manifestations of bifurcation
these cases are different. So far this difference has conce
only the specific transformation of the internal structure a
has been natural. Below we shall indicate some radical
ferences of the nonstationary dynamics of two-dimensio
walls from the dynamics of one-dimensional walls. In p
ticular, we shall elucidate the important features of the
namics of DWs with an internal structure which are impo
sible to describe in a one-dimensional model.

3.5. Period of the dynamic transformation of the internal
structure of a wall

As we have said, in fieldsH.Hc the motion of a wall
and the dynamic variation of its internal structure in a cert
region of fields occur in a periodic manner. In this regard i
of interest to study the value of this period as a function
the magnetic parameters of the film and its thickness. S
studies are not only of interest from the standpoint of
physics of the process but will also make it possible to ass
the possibilities of obtaining indirect experimental eviden
of the occurrence of dynamic transformation of the D
structure.

In accordance with what we have said above, the ch
acter of the dynamic transformation of the wall structu
it
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changes with distance from the bifurcation point. In Re
105 and 167 the dependence of the period of the dyna
transformations of the DW structure on the value of the
ternal magnetic field was studied in the field interv
(Hc ,Hc1) directly adjacent to the bifurcation field. HereHc1

is the first field afterHc at which a change occurs in th
dynamic transformation process. Studies were done in a w
interval of parametersMs , K, andA. All of the T(H) curves
found have a qualitatively similar character. Figure 29 sho
these curves for films with certain parameter values. As
pected, for all the films the period of the dynamic transf
mation of the wall structure increases without bound as
bifurcation field is approached. This agrees qualitatively w
the model of walls with a one-dimensional structure, whe
the periodT can be obtained analytically as140 ~see also Ref.
6!

T5
2p

vH
~11a2!

1

S 12
Hc

2

H2D 1/2, ~15!

wherevH5gH.
The curves shown in Fig. 29 are in rather poor quant

tive agreement with~15!. Calculations show that instead of
critical exponent of 1/2 characterizing the behavior of t
period of the dynamic transformation of the internal structu
of a wall near the singular point~bifurcation point!, an ex-
ponentsÞ1/2, which varies with the film parameters, gives
better fit. Table II gives the data from a numeric
simulation167 for a film with the basic parameters andb
50.05mm, a50.1. Here for comparison we also prese
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data obtained on the basis of the empirical formula propo
in Ref. 167:

T5
2p

vH
~11a2!S 1

S 12
Hc

2

H2D s 1
1

5 S 12
Hc

2

H2D D , H>Hc ,

~16!

and also on the basis of formula~15!.
It is seen from the table that for a critical exponents

50.4 and for values of the critical fieldHc599.3265 Oe
~this value agrees with that obtained in Ref. 90!, formula
~16! describes the data from the numerical simulation rat
accurately. The relative error is not over 5%. At the sa
time, the best data~at Hc599.3078 Oe) obtained forT on
the basis of a one-dimensional model of the magnetiza
distribution differs very strongly~by up to 45%! from the
data of the numerical simulation.

It is clear that these discrepancies are due to the c
pletely different character of the dynamic transformation
the DW structure in the cases of one-dimensional and t
dimensional models of the magnetization distribution. T
existence of new possibilities for transformation of the w
structure in the framework of the two-dimensional model
the distribution ofM , which are due, in particular, to th
appearance, motion, and disappearance of vortexlike for
tions of the magnetization inside the wall, should also ha
an effect on the critical field~bifurcation field! itself.

3.6. Dependence of the critical field on the film parameters

To reveal most fully the features of the nonlinear d
namic behavior of DWs it is important to study the depe
dence of the critical field on the film parameters.105,167

Knowledge of the critical field is also important for dete

FIG. 29. Examples of the dependence of the periodT of the dynamic trans-
formation of the DW structure for films witha50.1 and different param-
eters: 1—K5105 erg/cm3, b50.05mm; 2—b50.08mm; 3—b
50.055mm; 4—K5106 erg/cm3, b50.05mm; 5—Ms5900 G, b
50.05mm. The remaining parameters correspond to the basic film.
points are the data of a numerical simulation. The solid curves are draw
a guide to the eye.
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mining the conditions for obtaining the maximum DW ve
locities. The point is that in fields much below the critic
field, the wall velocity can be written in terms of the mobilit
m in the framework of the existing DW models as

v5mH, ~17!

where

m5gd/a, ~18!

andd is the thickness of the DW. According to Eqs.~17! and
~18!, it is possible to obtain arbitrarily high DW velocities i
films with low damping are used. However, in accordan
with the data for one-dimensional wall models~see Ref. 140!
the critical field below which the above relations are valid

Hc52pMsa. ~19!

We see that in films with low damping the critical field i
low, and therefore the region of fieldsH for which Eqs.~17!
and ~18! are valid is narrowed in them. In that region th
velocity is restricted by the limiting valuevc5mHc . In ad-
dition, it is expected thatHc can have a different dependenc
of the material parameters than would follow from~19!. It is
therefore necessary to studyHc .

DeterminingHc is a most laborious task, since findin
only one value ofHc requires constructing theT(H) curve
for a fixed set of parameters. From those data, following R
105, one can construct theH(1/T) curve and then, by ex-
trapolating it for (1/T)→` ~see Fig. 30!, find the critical
valueHc . In this way we constructed theHc curves as func-

TABLE II. Dependence of the period of the dynamic transformation of t
DW structure on the external magnetic field. A comparison of the data o
numerical simulation with the data obtained from formula~15!, which was
obtained for a one-dimensional model, and formula~16!.
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tions of the film thickness, saturation induction, anisotro
field, exchange field, and damping parameter.

Before turning to the results, let us recall that the fie
Hc, obtained in the framework of a model with a on
dimensional distribution ofM in the DW is proportional to
the saturation magnetization@see Eq.~19!#. This dependence
of Hc on Ms is easy to explain. We recall thatHc corre-
sponds to the field at which the torque due to the magn
static field componentHx

(m) is maximum. This is reached
only at the maximum ofHx

(m)5Hm . The value ofHm is
realized when the configuration ofM becomes close to th
configuration of a classical Ne´el wall ~see Fig. 24d!. A DW
of that type can be likened to a slab magnetized to satura
in the transverse direction. If this slab is infinite in theyz
plane ~see Fig. 31a!, as is actually the case in the on
dimensional model,90 then Hm54pMav52pMs , which
leads to Eq.~19!. HereMav is the average value of the com
ponentMx over the thickness of the wall. In the framewo
of a one-dimensional Ne´el rotation of M in the wall, Mav

5Ms/2. In the film in Fig. 31b the wall indicated above ca
be represented in the form a slab with finite dimensions,
therefore the value ofHc in it, independently of the model o
theM distribution, will depend on the thicknessb in terms of
some functionf (b),165 i.e.,

Hc52pMsa f ~b!. ~20!

With increasingb the value of 2pMsf (b) here should ap-
proach 2pMs , i.e., the value in an infinite sample. Thus
would seem thatHc should increase with increasing film
thickness. This increase has actually been observed,165 but in
a very narrow region ofb. In a wider region ofb, contrary to
expectations, the functionHc(b) is nonmonotonic~see Fig.
32!. Moreover, the functionHc(Ms) is also nonmonotonic
~see Fig. 33!. These results have nothing in common w
those given by the one-dimensional model of the distribut
of M @see Eq.~19!#.140

FIG. 30. Dependence ofH on 1/T. Data obtained for basic films withb
50.05mm, a50.1.
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To understand the cause of these unexpected results
can trace the nonlinear dynamic transformation of the in
nal structure of the film in the immediate vicinity of th
critical field in films of different thicknesses and with diffe
ent saturation magnetizations.176–178It turns out that in films
with the basic parameters and thicknesses roughly in the
terval 0.04–0.065mm, i.e., in the situation whenHc in-
creases with increasingb, the transformation of the DW
structure takes place according to the usual classical
nario, as is shown in Fig. 24. The most important event
this transformation is the formation of the structure shown
Fig. 24d. In films of thicknessb>0.064mm the mechanism
of nonlinear dynamic transformation of the DW structure
radically altered. For thicknesses roughly in the interv
0.065mm<b<0.075mm the transformation occurs with th
formation of two asymmetric vortices arranged one abo

FIG. 31. Schematic illustration of the instantaneous distribution of poles
the lateral surfaces of the DWs: infinite crystal~a!, film with a transforma-
tion of the wall structure by the scenario in Fig. 24~b!, film with a trans-
formation of the wall structure by scenarios leading to fractionation of
poles~c!. Schematic illustration of the decrease ofHc upon fractionation of
the poles on the later surface of the film~d!.

FIG. 32. Dependence of the critical field on the film thickness. Basic
rameters anda50.1.
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the other~the first type of scenario; see Fig. 34!, and forb
>0.076mm it occurs by the gradual penetration~tunneling!
of the vortex through the center line of the wall~the second
type of scenario; see Fig. 35!.

Let us discuss in more detail the character of the tra
formation of a DW in a film withb>0.64mm, in which,
according to Fig. 32, a decrease of the bifurcation field w
increasing thickness occurs.

In the first case~Fig. 34! the vortex of an asymmetric
Bloch wall located at the center of the film is displaced
ward its lower surface~Fig. 34a!. Near the upper surface
new vortex with the opposite chirality is created, so that a
certain stage of the transformation the DW consists of t
vortices arranged one above the other~Fig. 34b!. Then both
vortices are displaced downward, and the lower vortex v
ishes ~Fig. 34c!. The remaining, upper vortex is displace
downward. After it passes through the center of the film~Fig.
34d!, a vortex configuration ofM ~see Fig. 34d! analogous to
that shown in Fig. 34a but with the opposite chirality
formed. This ends a half period of the transformation of
DW. In the next half period an analogous transformat
takes place, and the structure of the wall is transformed b
to the initial structure.

In the second type of case~Fig. 35! theM vortex, having
been displaced downward~Fig. 35a!, begins to tunnel
through the center line to the right side of the wall~Fig. 35b!
so that a vortex with the same chirality as before is form
on that side~Fig. 35c!. Then near the upper surface to the le
of the center line another vortex forms, with a chirality o
posite to the previous one. It expands, and the magnetiza
configuration takes the form shown in Fig. 35d. Then
vortex on the right vanishes, and the left one is displa
downward. The resulting configuration ofM is shown in Fig.
35e,f. The latter differs from the initial configuration~Fig.
35a! only in the chirality of the vortex. This ends the ha
period. In the second half period analogous transformati
lead back to the initial DW structure.

The most important aspect of both mechanisms of tra
formation is the absence of a stage involving the format
of a one-dimensional Ne´el wall ~see Fig. 24d!, as in the case
of the classical scenario for the development of the the tra

FIG. 33. Dependence of the critical field on the saturation magnetiza
Ms ; A andK correspond to the basic parameters,b50.05mm, a50.1.
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formation of the DW structure. Besides this, a structure
the type b in Fig. 34 or type b in Fig. 35 appears. In eith
case, unlike the structure d in Fig. 24, a fractionation of
magnetic poles on the lateral surface of the film occurs, a
shown schematically in Fig. 31c. This leads to a decreas
Hm and, hence, to a decrease ofHc . The increase of the
thickness of the film enhances the tendency toward fract
ation of the poles.

Increasing the saturation magnetization at a given fi
thickness leads to an increase of the density of poles on
lateral surface of the film in the case of the classical mec
nism of transformation of the DW structure. This leads to
increase ofHc . With increasingMs , however, the exchang
lengthb0 decreases, so that it becomes possible for fracti
ation of the poles to occur on the planes of the wall wh
are perpendicular tox. This means that, starting at certa
values ofMs , the fieldHc should decrease, as is confirme
by numerical simulations~see Fig. 33!. The transformations

n

FIG. 34. Sequence of instantaneous configurations of a wall during
dynamic transformation of its structure in films with the basic parame
anda50.1, b50.07mm, andH5103 Oe.
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of the DW structure that arise for this mechanism are an
gous to those indicated above.

According to Ref. 20, the critical field is independent
the anisotropy field. However, this is due not to the on
dimensional character of the magnetization distribution,
the framework of which Eq.~20! was obtained, but to the
assumption that the shape of the wall does not change du

FIG. 35. Sequence of instantaneous configurations of the wall during
dynamic transformation of its structure in films with the basic parame
anda50.1, b50.1 mm, andH5103 Oe.
-

-
n

ng

its motion. As we have shown, in a model with a tw
dimensional distribution ofM this as is in general incorrect
Actually, substantial distortions of the DW structure occ
This means that, in addition to the torque due to the mag
tostatic fields there should also arise torques due to the
change and anisotropic interactions. Both these contribut
are finite, as is the contribution due to the magnetost
fields. This means that, in contrast to Eq.~20!, the fieldHc

should depend on the anisotropy fieldHa and exchange field
He . It has been observed~see, e.g., Ref. 177! that the depen-
dence of the critical field onHa ~see Fig. 36! is close to
linear, while the dependence onHe is nonmonotonic.

3.7. Influence of damping on the dynamic transformation of
the wall structure

Figure 37 shows a plot ofHc(a) obtained in Ref. 105
for a wide range of variation ofa. It is seen that the depen
dence is basically close to linear, in agreement with the o
dimensional model of the magnetization distribution in t
wall @see Eq.~19!#. However, the slopes of theHc /a curves
for the one-dimensional and two-dimensional models

e
s

FIG. 36. Dependence of the critical fieldHc on the anisotropy fieldHa for
films with the basic parameters anda50.1, b50.1 mm.

FIG. 37. Dependence of the critical field on the damping parametera for
basic films withb50.05mm.
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FIG. 38. Dependence of the average~corresponding to the motion of the centroid! velocity on t for a film with the basic parameters andb50.05mm, a
50.001,H55 Oe. The instantaneous configurations~a–f! correspond to the basic transformation ofM .
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strongly different, and in the case of the two-dimensio
model it depends onb, in agreement with what we said i
the previous Section. For example, for basic films of thic
ness 0.05mm the two-dimensional model of the wall give
Hc /a5103 Oe. At the same time, for a one-dimension
wall with the same value ofMs Eq. ~19! gives Hc /a55
3103 Oe.

Notice the slight deviations ofHc(a) from linear at
small a. To explain the possible causes of these deviatio
let us turn to an investigation of the nonlinear dynamic tra
formation of the walls.105,167,179In Fig. 38 we show the time
dependence of the DW velocity for a film with a dampin
parametera50.001 in a fieldH55 Oe. The critical field of
these films is approximately 2.5 Oe. We see that, in addi
to the usual periodic~with periodT; see above! variations of
the DW velocity there arise additional variations ofv which
occur over fractions of a period. We shall call these subp
odic oscillations of the velocity. The frequencyf of these
additional variations of the velocity is approximately tw
orders of magnitude higher than the frequency 1/T of the
l

-

l

s,
-

n

i-

fundamental oscillations. Here, on the average over the
riod of the additional oscillations the 1/f mechanism of
transformation of the DW structure remains the same a
comparatively largea, e.g.,a50.1 ~see Fig. 24!. However,
an examination of films that exhibit transformation of th
DW structure clearly shows that when a specific configu
tion of the DW arises, oscillations of some parts of the w
relative to others occur without destroying the configurat
itself. This is seen in Fig. 39, which shows the variation
the DW velocity for the same parameters of the film as
Fig. 38 but over a shorter time interval~for better resolution
of the oscillations!. Here, unlike Fig. 38, instead of the con
figurations of the averages over the period 1/f we show the
DW configurations corresponding to the minima and maxi
of the velocityv on different fractions of the period. Thes
configurations demonstrate the oscillations discussed ab
For example, it is seen that when an asymmetric Ne´el wall
arises, the oscillations of the internal structure of the D
occur in such a way that the total span of the center l
changes.
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FIG. 39. The same dependencev(t) as in Fig. 38 but for a shorter time interval. The instantaneous configurations~a–f! of the walls in this case illustrate the
character of the intrawall oscillations during different parts of the periodT.
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Studies show that the subperiodic oscillations are exc
every time the DW structure is radically transformed
whenever an asymmetric Bloch wall is transformed into
asymmetric Ne´el wall, etc. At that time sharp changes of th
local magnetostatic fields occur, with inhomogeneities o
scale that is naturally commensurate with the inhomoge
ities of the distribution of the magnetization in the wall.

The oscillations of the DW velocity presented above b
gin to arise even at rather largea, e.g.,a50.1. However, in
that case they are weakly expressed. With increasinga they
become more and more substantial. Figure 40 shows tha

FIG. 40. Dependence ont of the average~corresponding to motion of the
centroid! velocity of DWs with a two-dimensional structure of the magn
tization distribution in films with the basic parameters andb50.05mm and
values ofa, H, andHc , respectively: 0.01, 11 Oe, 10.5 Oe~a!; 0.001, 2.6
Oe, 2.5 Oe~b!; 0.0001, 2.2 Oe, 1.9 Oe~c!.
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corresponding oscillations arise even in fields very close
the critical. Moreover, it turns out that they also occur in t
case whenH,Hc ~see Fig. 41!. Apparently, the oscillations
develop even in an arbitrarily small neighborhood ofHc and
influence the value ofHc itself. According to Fig. 41a, oscil-
lations are excited at the time of the transformation of
DW structure from asymmetric Bloch~Fig. 41c! to asymmet-
ric Néel ~Fig. 41d!. In Fig. 41b the oscillations are shown o
an enlarged scale over a short time segment. In Figs. 41e
41f it is clearly shown that the velocity oscillations are due
oscillations of the internal structure of the wall: the span
the center line changes. By span of the center line of
asymmetric Ne´el wall we mean the difference of thex coor-
dinates of the two points of this line lying on opposite su
faces of the film.

Thus an explicit correlation is observed between the
viations ofHc(a) from a straight line and the onset of osc
lations of the velocity and structure of the DW at smalla.
This is also evidenced by the data obtained for the dep
dence of the periodT of the dynamic transformations of th
wall on the strength of the external magnetic field at lo
dampings~see Fig. 42!. It is seen in Fig. 42 that as th
damping decreases, theT(H) curves become less steep. Th
presence of this effect opens up new possibilities for exp
mental study of DW dynamics at high fields.

The data presented above, contrary to expectatio
show that with decreasing damping the stopping of the tra
lational motion of the wall and its transformation into vibr
tional motion occur as a result of not only the gradual equ
izing of the times of the main and retrograde motions of
wall but also the development of high-frequency oscillatio
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FIG. 41. Dependence of the average~corresponding to motion of the centroid! velocity of a DW on the timet ~a! and a more detailed picture of its dependen
over a shortt interval ~b!, and the instantaneous configurations illustrating two types of steady-state DW motion~c and d! and the types of distribution ofM
at the maximum~e! and minimum~f! of the wall velocity.
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of some parts of the wall with respect to others. Finally,
note that the oscillations described should lead to fine st
ture of the magnetic dipole radiation of electromagne
waves which was predicted in Ref. 180.

3.8. Influence of surface anisotropy on the nonlinear
dynamics of domain walls

The influence of surface anisotropy on the dynamics
the DWs and their dynamic transformation was studied
Refs. 181–183. The surface anisotropy of the axis typeKS

,0) and plane type (KS.0) were considered. It was foun
that the surface anisotropy suppresses the unsteady DW
tion.

In this Section we shall give the results of calculations
the periodT of the dynamic transformation of the DW as
function of the external magnetic field strengthH for differ-
ent values of the surface magnetic anisotropy constantKS

.0. The goal of these calculations was to establish
mechanism of strong influence of the surface magnetic
c-
c

f
n

o-

f

e
n-

FIG. 42. Dependence of the period of the dynamic transformation of
structure of walls on the magnetic field for basic films withb50.05mm and
different a: 0.001 ~1!, 0.01 ~2!, 0.03 ~3!. The data points correspond to
numerical simulation. The solid curves are drawn as a guide to the eye
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isotropy on the above-described dynamic transformation
the internal structure of the DW. Figure 43 shows the cor
sponding graphs for a dampinga50.1. It is seen in the
figure that for anyKS the character of theT(H) curves is the
same—with increasing external magnetic field~in the region
H.Hc) the period of the dynamic transformation of the D
decreases sharply. These curves turn out to be analogo
T(H) for KS50.

The entire difference of theT(H) curves corresponding
to different KS lies in the fact that with decreasingH (H
.Hc) the periodsT increase sharply on approach to diffe
ent valuesHc . In fields H,Hc(KS) the DWs move with a
constant~time-independent! velocity ~after the transient pro
cesses have ended!. In fields H@Hc(KS) the DW motion
takes place at a variable velocity and is accompanied b
change of its internal structure at a fixedH.

It is clear from what we have said and from Fig. 43 th
Hc depends onKS . Hence it is clear that the strong influenc
of the surface anisotropy on the character of the DW mot
is due to the sharp dependence ofT(H) near the critical field
Hc . This situation is illustrated qualitatively in Fig. 44
which shows twoT(H) curves forKS50 andKSÞ0. Each
of these curves corresponds to its own critical field. For
ample, ifKS50, then the critical field for the appearance
unsteady DW motion is equal toHc0 . The second curve doe
not have any significance. IfKSÞ0, however, the critical
field will be Hc1 , and the first curve plays no role in th
division of the regions of DW motion with variable and co
stant velocity at a givenKS .

It is seen in Fig. 44 that ifH is chosen equal to a certai
fixed valueHA from the interval (Hc0 ,Hc1), then for KS

50 we will have supercritical~unsteady! motion of the DW
with a finite period of variation of the velocity and intern
structure of the wall~see point A!. However, one should
include even a comparatively small surface anisotropy~e.g.,
with KS50.3 erg/cm2), as the periodT will then be de-
scribed by curve2, and atH5HA we fall in the field region
H,Hc1 where the DW undergoes equilibrium motion, i.e.,
corresponds to an infinitely largeT. From this it becomes
clear why a sharp change of the fieldT arises only for some
and not allH values. It will not occur, for example, in a fiel
H5HB .

FIG. 43. Dependence of the periodT of the dynamic transformation of the
structure of a moving DW on the field strengthH for a50.1 and different
values ofKS@erg/cm2#: 0.1 ~1!, 0.5~2!, 1 ~3!, 1.5~4!. The curves correspond
to scales withDn50 ~1!, 1 Oe~2!, 10 Oe~3!, 18 Oe~4!.
f
-

to

a

t

n

-

Since, according to Fig. 43,Hc depends onKS , for each
H there should exist a certain critical value ofKS for which
the periodT increases sharply, tending tò, as this value is
approached. Figure 45 shows such a dependence for a
H5196.5 Oe, at which the critical valueKS turns out to be
rather large~around 2 erg/cm2). In fields ;100 Oe these
critical values of KS can be many times smaller~e.g.,
0.3 erg/cm2). The explanation of the behavior ofT(H,KS)
was given for the investigated regionKS;0.3– 2 erg/cm2.
There is reason to assume that for smallKS,0.3 erg/cm2 the
situation can be somewhat different. However, this region
KS requires a more careful workup.

3.9. Influence of a field perpendicular to the anisotropy axis
on the nonlinear dynamics of domain walls

As was shown in Fig. 2.6, in films with a smallQ factor
the internal structure of the films is substantially influenc

FIG. 44. Diagram illustrating the strong dependence of the period of
dynamic transformation of the DW structure in a certain region ofH on a
change ofKS ~see text!.

FIG. 45. Dependence of the period of the dynamic transformation of
DW structure on the value ofKS>0 for H5196.5 Oe. The points are the
data of a numerical simulation. The solid curve is drawn as a guide to
eye.
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by an external magnetic fieldH' perpendicular to the anisot
ropy axis and lying in the plane of the film. Here even sm
fields of the order of 1 Oe can radically alter the DW stru
ture. This is due to the fact that in the films considered
only competition forH' is from the anisotropy fieldHa ,
which amounts to several oersteds. In connection with w
we have said, it becomes clear that if in addition to the fi
H that drives the motion of the DW~oriented along the eas
axis! one applies a fieldH' , then even a slight change inH'

can substantially alter the character of the nonlinear DW m
tion. The effect is especially interesting when the main fi
is quite high~considerably higher than the anisotropy field!.
This effect is very reminiscent of that which is observed in
triode.

Numerical simulations were done in Ref. 184 over
wide range of variation of the film parameters. Figure
shows the data for a film with the basic parameters and th
ness 0.05mm and a dampinga50.1 at several values of th
field H' . The fieldH was chosen earlier such that forH'

50 the DW motion would be steady-state and the period
the dynamic transformations of the internal structure of
wall would be several nanoseconds.

It is seen in Fig. 46 that comparatively low fieldsH'

,Ha have a very strong influence on the periodT of the
dynamic transformation of the wall, leading to complete su

FIG. 46. Typical dependence of the average velocity~corresponding to mo-
tion of the centroid! of a DW on timet for different values of the fieldH'

@Oe#: 0 ~a!, 0.1 ~b!, 0.3 ~c!, 0.63 ~d! in a field H5230 Oe. The data were
obtained for films with the basic parameters andb50.05mm, a50.1.
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pression of the steady-state motion of the wall at a cer
value H'c . In particular, if H5230 Oe, then H'c

'0.65 Oe.
It follows from Fig. 46 and from an analysis of the dy

namic configurations of the DW that the nature of the u
steady motion of a DW and, in particular, the dynamic tra
formation of its internal structure in the presence of a fie
H' is the same as forH'50. However, forH'Þ0 there are
specific features. Importantly, even at very lowH'!Ha the
value of the periodT(H') is at least twice as high asT(0).
For explanation of the physical nature of this fact it shou
be recalled that forH'50 the periodT(0) of the variation
of the internal structure of the DW is twice as large as
period of its velocity variation. This is because the DW v
locity in the geometry considered is degenerate with resp
to the chirality of the DW~see Sec. 2!, i.e., if an asymmetric
Bloch wall with a clockwise rotation ofM ~see Fig. 24a! is
considered to be the initial configuration, then, after all t
transformations occurring in the DW in the half periodT(0),
an asymmetric Bloch wall is again formed, but now with
counterclockwise rotation of the magnetization~see Fig.
24g!. In the next half period all the transformations will oc
cur as in the preceding one, but at the end there will be
asymmetric Bloch wall with the same direction of rotation
M as in the initial DW~clockwise, in our example!, i.e., the
structure of M will become completely identical to tha
shown in Fig. 24a.

If a field H' is applied along thex direction, it will lifts
the degeneracy mentioned above, and the the transforma
of the internal structure of the DW occurring in one ha
period will not repeat those in the other half period~see Fig.
47!. This immediately leads to a doubling of the periodT of
the dynamic transformations of the internal structure of
DW ~cf. Fig. 46a and 46b!. This lifting of the degeneracy o
the velocity with respect to the chirality of the DW is due
the fact that during part of the half period the relative ma
netizationMr in the DW in the plane perpendicular to th
easy axis is oriented in the direction ofH' , while during the
other part of the half period it is oriented in the oppos
direction. The resulting features of the transformation of
DW structure forH'Þ0 differ substantially from the fea
tures of its transformation forH'50.

3.10. New possibilities for experimental study of the
nonlinear dynamics of domain walls

Unlike the case of films with perpendicula
anisotropy,3,142,143,153–155the nonlinear dynamics of DWs in
films with planar anisotropy have not been sufficiently w
studied. We also believe that the analysis of the existing
perimental data is not completely correct, since it is based
the use of one-dimensional models of the walls.

The results based on the use of two-dimensional w
models indicate some new circumstances useful for interp
ing the experimental data. They also present opportuni
for direct study of the unsteady motion of DWs.

We note first of all that because of the presence of
two different fieldsH0 ~the field of the structural transforma
tion of the DW at the transition from one type of steady-st
motion to the other! andHc ~the field of the transition from
steady to unsteady motion!, around which the DW velocity
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FIG. 47. Typical instantaneous configurations of DWs in fieldsH5230 Oe, H'50.3 Oe: panels a–l correspond to points A–L in Fig. 46c. The fi
parameters are the same as in Fig. 46.
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changes sharply in time~see above!, the time-averaged DW
velocity can exhibit rather complicated behavior as a fu
tion of the external magnetic field. However, its actual va
depends substantially on two circumstances: First, an im
tant factor is the size of the time intervalDt0 over which the
decrease and subsequent growth of the DW velocity oc
during the transformation of the structure of the wall at t
transition from one type of steady-state motion to the oth
Second, experiments are usually set up so that they actu
measure the average velocity over some time intervalDt
-
e
r-

rs

r.
lly

~e.g., the time between two exposures!. In order to reveal
nonmonotonic behavior of the time-averaged velocityva in
the region below the critical fieldHc it is necessary to have
Dt<Dt0 . If Dt@Dt0 , then as the fieldH is increased toHc ,
the velocityva will increase. AboveHc , periodic motion of
the DW arises, with retrograde intervals and with a per
that decreases with increasingH, so that in fields aboveHc

the DW velocity will decrease. Thus nonmonotonic moti
of the DW will arise, with a single maximum at the bifurca
tion point Hc . Keeping in mind thatDt0 is equal to a few
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nanoseconds~in estimating this value we have neglected se
eral factors such as the coercivity!, one can assume that th
caseDt@Dt0 is the most favorable for experimental studie
Consequently, from the aforementioned maximum ofva it is
easy to measureHc for films with different parameters.

The studies presented above give the first indication
the real possibility of conducting experiments not only
measure the averaged characteristics of the unsteady
motion but also to study directly the temporal transform
tions of the velocity of a DW during its unsteady motion.
is seen in Fig. 42 that the growth ofT with decreasingH is
observed at alla. Importantly, with decreasinga the depen-
dence becomes more gradual. This circumstance, toge
with the comparatively small values of the fields~of the or-
der of a few oersteds! at which the dynamic transformatio
of the DW structure occurs at smalla is favorable for ex-
perimental studies, we believe. The point is that when
period of the dynamic transformations is large, it is not n
essary to have a high time resolution. In this sense, it m
seem to be sufficient to do the studies near the critical fi
where the periodT is rather large. However, if we take a film
with a50.1, the critical field in it is high~for the basic films,
Hc599.3 Oe). In the direct vicinity ofHc the periodT is, of
course, large. For example, atH599.33 Oe the periodT
5171.7 ns. However, the regionDH in which T remains
large is too narrow for doing experimental studies. If t
field is increased only to 102 Oe, the periodT decreases to
about 11.6 ns. Meanwhile, at smalla50.001, as follows
from numerical simulations, even in a fieldH55 Oe, which
is approximately twice the critical field, the periodT still
remains quite large:T580 ns. As a result, in order to reve
experimentally the regions of periodic variation of the D
velocity a time resolution of the order of 10 ns is require
Furthermore, there is the possibility of increasingT by de-
creasingH.

Experiments can be done, for example, using high-sp
photography in a double- or triple-exposure mode. At an
posure time of around 1 ns one can determine the coordi
q of the instantaneous displacement of the DW as a func
of time t.

It is very important to choose the right films. Films wit
a low damping, e.g., witha50.001, are preferable. We not
that, although the conclusions presented above are base
the use of Permalloy films with the basic parameters
scribed above, any other films with quality factorsQ,1 are
entirely suitable. For example, variations ofMs from 400 to
1600 G and ofK from 103 to 106 erg/cm3 will lead to effects
analogous to those described above. However, the films
not be chosen too thick~for Permalloy, not thicker than 0.2
mm!, since in thicker films the picture of the dynamic beha
ior becomes very complex.

4. CONCLUSION

Thus, in magnetically uniaxial films with easy axis lyin
in a plane parallel to the surface and in films with cub
anisotropy and with the surface parallel to the~100! or ~110!
crystallographic planes, the only equilibrium DW configur
tion in the region of film thicknessesbP0.04– 0.4mm in the
absence of surface anisotropy is a 180° asymmetric Bl
wall. An essential element of this wall is a vortexlike dist
-

.
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bution of the magnetization. The existence of such a dis
bution is due, first, to it lowering of the magnetostatic fie
energy, and the asymmetry of the wall is due to a lessen
of the exchange interaction. Walls with a 90° structure
films with a surface of the~100! type at any thicknesses i
the interval 0.02–0.4mm do not have a vortexlike structure
Their structure is intermediate between the Ne´el and Bloch
structures and is asymmetric.

The presence of a vortexlike structure of the DWs ha
substantial impact on the nonlinear dynamic behavior of
walls. The motion is actually that of a topological solito
with internal degrees of freedom.

There exist two critical fields,H0 andHc.0, at the tran-
sition through which the DW dynamics is radically altere
For H,Hc the DW motion is steady except in a narro
region aroundH0 , where a transformation of the structure
the moving DW from asymmetric Bloch to asymmetric Ne´el
occurs. AboveHc the DW motion becomes unsteady. Th
nature of this bifurcation is due to the fact that, starting a
field H5Hc the magnetization begins to precess about
easy axis. For walls with a two-dimensional structure t
precession is nonuniform over the thickness of the film. T
precession is responsible for the catastrophic nonlinear
namic transformation of the whole internal structure of t
DW. It is established that the character of the dynamic tra
formation of the DW structure at fixed film parameters d
pends substantially on the strength of the magnetic fie
With increasingH the character of the transformation b
comes more complex: an ever increasing number of vor
like formations become involved in the process. Most like
the DW motion ultimately becomes chaotic. However, th
question requires further study.

We note that the stated cause of the transformation of
DW turns out to be the same for the different DW mode
one-dimensional and two-dimensional. However, the simi
ity of the results ends there. In particular, it has become c
that the one-dimensional models cannot correctly desc
the bifurcation process atH5Hc . In particular, it has been
found that the bifurcation field depends nonmonotonically
the film thickness and saturation magnetization, while
such dependences exist in a consistent one-dimensi
model.

The behavior of the bifurcation field is due to the new
revealed mechanisms of dynamic transformation of the w
structure. One of these involves the sequential nucleatio
a vortexlike formation of the magnetization near one of t
surfaces of the film, the displacement of this formation
ward the lower surface, and its annihilation near the low
surface. Here each new vortexlike formation nucleated ha
chirality opposite to that of the initial vortex. In the proce
of these transformations, states with two vortices of oppo
chirality arise, one above the other. Another mechanism
volves the tunneling of a vortex from one half of the wall
the other through the central surface of the wall.

A dependence of the bifurcation field on the anisotro
and exchange fields has also been found. However, this
pendence is not due to the two-dimensionality of the mo
but is a consequence of the dynamic variation of the w
structure itself, which is not taken into account in the on
dimensional model.140 This dynamic transformation of the
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DW leads to periodic variations of the DW velocity in tim
It is important to note that this transformation occurs in t
presence of a static magnetic field applied along the e
axis.

It has been established that, as in the case of the
dimensional models, when the velocity varies in time b
cause of precession ofM about the easy axis, retrograd
motion of the wall, i.e., motion in the direction opposite
the direction prescribed by the direction of the external fie
inevitably arises. The fraction of retrograde motion increa
with increasing field. Consequently, in fieldsH.Hc the DW
velocity decreases with increasingH. In the general case in
the regionH,Hc , owing to the transformation of the DW
structure at the pointH0 , the velocity of the wall can be a
nonmonotonic function ofH. However, on the average ove
an intervalDt significantly longer than the time interval ove
which the transformation of the DW structure atH5H0 oc-
curs, the DW velocity increases with increasing magne
field.

Thus it is clear that the highest DW velocity in a film o
a given thickness can be attained in fields close to the c
cal. Here the larger the anisotropy constantK, the better,
although theQ factor should remain less than unity. Th
saturation magnetization of the film should correspond to
value at whichHc is maximum. For Permalloy films with
K5103 erg/cm3, A5231026 erg/cm, anda51, this value
is Ms'1150 G. Favorable factors for increasing the D
velocity are the presence of surface anisotropy and of a s
field H' (H'!Ha) perpendicular to the anisotropy axis.

With decreasing damping parameter of the film the D
motion both forH.Hc and H,Hc changes substantially
besides the main periodic variation of the structure and
locity of the DW with periodT there appears oscillator
behavior of the DW velocity over fractions of the periodT.
Here the frequencies of the subperiodic oscillations is t
orders of magnitude higher than the frequency 1/T. It has
been established that the subperiodic oscillations of the
are due to the excitation of oscillations of some parts of
DW relative to other parts.

The development of subperiodic oscillations of the w
means that with decreasing damping the stopping of the
occurs not only on account of the increase in the retrogr
motion fraction but also as a result of the development
high-frequency intrawall oscillations.

With increasing magnetic field the periodT of the dy-
namic transformation of the DW structure increases with
creasing external magnetic field. An extremely important
cumstance from the standpoint of the possibilities
experimental study of the dynamic transformation of the D
structure is the fact thatT(H) grows slowly with decreasing
damping of the precession of the magnetization in the fil

Finally, we emphasize that the data obtained indicate
the dynamic properties of DWs are substantially due to
changes of their internal structure in the course of their m
tion. Two-dimensional DW models provide greater oppor
nities for such changes. One-dimensional models cannot
an adequate description of the nonlinear dynamics of dom
walls.
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Low-dose radiation effects in thin films of high-temperature superconducting
YBa2Cu3O7Àx irradiated by 1-MeV electrons
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Radiation effects are investigated in thin epitaxial films of the high-Tc superconductor~HTSC!
YBa2Cu3O72x irradiated by low doses of 1-MeV electrons. The maximum radiation dose
(431016 electrons/cm2) is chosen from the condition that the defects formed as a result of
electron–nucleus collisions cause a negligible lowering of the critical temperature of
YBa2Cu3O72x . Under this condition the main source of radiation effects in HTSC films can be
processes involving excitation of the electronic subsystem of YBa2Cu3O72x . When
YBa2Cu3O72x films are irradiated by doses of (1 – 4)31016 electrons/cm2 their critical
temperatureTc is observed to increase~in contrast to published reports of a decrease inTc at
irradiation doses greater than 1018 electrons/cm2) and then, after the irradiation has
stopped, to relax over time to its original value. These effects are similar to those observed in
the photoexcitation of the electronic subsystem of YBa2Cu3O72x ~photostimulated
superconductivity!. A decrease of the critical current density in the irradiated YBa2Cu3O72x

films is also observed, which is due to radiation-stimulated changes of the transmissivity to
supercurrent of the dislocation walls in low-angle interblock boundaries. ©2002 American
Institute of Physics.@DOI: 10.1063/1.1521292#
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INTRODUCTION

Acting on superconductors with radiation is one of t
most convenient and controllable methods of modifying th
basic parameters, such as the critical temperatureTc or the
critical current densityJc . These effects are manifested mo
clearly in high-temperature superconductors~HTSCs!, which
have a substantially lower radiation stability than lo
temperature superconductors.1 A large amount of researc
has been done to investigate the possibility of controlling
transport and magnetic properties of HTSCs. Although t
research is urgent from an applied standpoint, it does
exhaust all aspects of HTSC radiation physics. For exam
the radiation-stimulated generation of a specified type of
fects, leading to modification of some physical characteri
of a HTSC such as the normal-state conductivity or the va
of Tc , can yield information both about the factors gover
ing the relationship of these characteristics with features
the electronic and crystal structure of the HTSC and ab
the mechanism of high-temperature superconductivity. S
ies of the radiation-stimulated change in the conductivity
YBa2Cu3O72x ~YBCO! films in Ref. 2 have yielded infor-
mation about the symmetry of the order parameter in th
compounds. Research on the effect of electron irradiation
the depression of the critical temperature of YBCO3 has
made it possible to establish a link between processe
carrier scattering on oxygen defects in the CuO2 planes and
the breaking of Cooper pairs. A study of radiation effe
stimulated by irradiation with electrons having an energy
7391063-777X/2002/28(10)/5/$22.00
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the order of 20 keV has permitted determination of the
ergy of formation of oxygen defects in the CuO chains
YBCO.4

In studies of that kind it is preferable to irradiate HTSC
either by fast electrons or byg rays, since in those case
~especially at low temperatures! the main defects that form
are Frenkel pairs. Importantly, here the resulting defect c
centration, information about which is necessary in order
interpret the data, can be calculated analytically. In the ov
whelming majority of cases such estimates are made on
assumption that the main mechanism of formation of rad
tion defects is that due to collisions of the incoming partic
with atomic nuclei. For example, estimates of the suppr
sion of Tc due to the scattering of carriers by O vacanc
created in the superconducting CuO2 planes by the irradia-
tion of HTSC YBCO by electrons with energies in the ran
from 20 keV to 2.4 MeV at a dose of 1018 electrons/cm2

~Ref. 3! gave results consistent with experiment. In the m
jority of studies of radiation effects in YBCO under irradia
tion by electrons of such energies it has been necessa
use irradiation doses of the order of 1018– 1022 electrons/cm2

in order to achieve noticeable effects.3 This is in good agree-
ment with estimates of the number of defects formed at s
doses by the mechanism of electron–nucleus collisions.

In the overwhelming majority of papers of this kind
has been reported that increasing the number of radia
defects in YBCO is accompanied by suppression ofTc to
such an extent that the superconducting~SC! phase vanishes
completely. At the same time, there have been a small n
ber of reports of a radiation-stimulated elevation ofTc in
© 2002 American Institute of Physics
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YBCO. For example, it was reported in Ref. 5 that the do
dependence ofTc in polycrystalline samples of YBCO irra
diated byg rays behaves as follows: there is an initial regi
of decreasingTc , after whichTc increases as the dose in
creases further. As a rule, in such studies either the radia
doses were substantially lower than those indicated above6 or
comparatively low energies of the fast particles have b
used.4 For those conditions of irradiation it was found th
other parameters of YBCO could also change. For exam
a decrease inJc by nearly a factor of two when thin YBCO
films were irradiated by a beam of 4-MeV electrons in a do
of only 331016 electrons/cm2 was reported in Ref. 7. The
fact that comparatively small doses of radiation have suc
large effect on the properties of YBCO and, in particular,
opposite character of the changes inTc as compared to large
doses suggests the possibility that, in addition to the form
tion of defects due to electron–nucleus collisions, there is
alternative mechanism of radiation effects, which is effect
at low doses but has a tendency to saturate as the dos
creases. The competition between these mechanisms
lead to the situation that at low doses the effects obser
will be due mainly to radiation-stimulated changes of t
structure of the HTSC films as a result of the alternat
mechanism, which leads to an increase inTc , but as the dose
increases, the influence of defects formed as a resul
electron–nucleus collisions begins to be felt. Since the
mation of these latter defects leads to a lowering ofTc ~Ref.
3!, the radiation effects in YBCO at higher doses can m
the radiation effects from alternative mechanisms that
effective at low doses.

The goal of the present study is to investigate radiat
effects in YBCO under conditions such that the number
defects formed as a result of electron–nucleus collisions i
small that the change induced by those defects in some
parameter does not exceed the measurement error in ou
periments. We chose as the test parameter the value ofTc of
a YBCO film subjected to increasing doses of electron ir
diation. This choice was motivated by the presence of b
theoretical3 and experimental2 papers in which a quantitativ
relation is established between the suppression ofTc due to
the scattering of superconducting carriers by vacancies in
CuO2 planes of YBCO and the number of such vacancie

2. EXPERIMENT

We investigated the effect of electron irradiation on t
parameters of thin~500 Å! HTSC films of YBCO withTc

589.3 K. Epitaxial YBCO films with thec axis perpendicu-
lar to the film plane were deposited on a LaAlO3 substrate by
the method of joint electron-beam evaporation of Y, BaF2 ,
and Cu, followed by annealing. The high value of the critic
current density of the film (;106 A/cm2) and its indepen-
dence of magnetic field to fields of the order of 1022 T attest
to the rather high quality of the film and to the practic
absence of any influences of interblock Josephson links
its properties. The irradiation was done at the Argus lin
accelerator by electrons with an energy of 1 MeV. An init
dose of 1016 electrons/cm2 was chosen, and the dose w
increased by that amount in intervals until a total dose o
31016 electrons/cm2 was reached. An electron beam curre
e

on

n

e,

e

a
e

a-
n

e
in-
ay
d

e

of
r-

k
re

n
f

so
st

ex-

-
th

he

l

l
n
r

l

4
t

density of 0.1– 0.2mA/cm2 was chosen so that the temper
ture of the sample would not exceed 40°C during irradiati

The measurements of the parameters of the HTSC fi
were made by the low-frequency magnetic susceptibi
method at a frequency of 937 Hz in the temperature ra
77–100 K in the Earth’s magnetic field. The amplitude of t
alternating magnetic field, perpendicular to the film plan
was varied in the range 0.001– 5 mT. The registration sys
included an SR-830 lock-in amplifier connected to a co
puter via an RS-232 interface for storage and averaging
the data. The value ofTc was determined from the highes
appearance temperature of the signal of the imaginary
x9 of the complex magnetic susceptibility. The contactle
technique used to measure the critical current density
based on analysis of the dependence ofx9 for the thin film
on the amplitudeh of the alternating magnetic field. Accord
ing to Ref. 8, the value ofx9 reaches a maximum at certa
valueshm of the alternating field. For a disk-shaped film th
relation betweenJc andhm is Jc51.013hm /d (d is the film
thickness!. It was shown in Ref. 9 that this expression al
describes well the experimental results for films of other i
metric shapes, including squares as in our case.

3. EXPERIMENTAL RESULTS

In the electron irradiation of YBCO films by doses in th
range 1018– 1022 electrons/cm2 a continuous decrease ofTc

was observed with increasing dose.3 In our experiments,
however, in which the electron radiation dose did not exce
431016 electrons/cm2, the situation was the reverse — th
value of Tc gradually increased with increasing dose up
the maximum dose used, near which a tendency toward s
ration was observed~Fig. 1!.

It is noteworthy that in our experiments the value ofTc ,
which had increased by almost 1 K at the maximum dose
~Fig. 1!, began to relax after the irradiation to its origin
value. This process was essentially completed in around
days ~of storage of the film at room temperature!. More-
detailed investigations of the post-radiation relaxation
planned, and the results will be published separately.

FIG. 1. Dependence ofTc and Jc(77 K) for a YBCO film on the dose of
irradiation by 1-MeV electrons.
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The critical current density of the YBCO film also ex
hibited substantial dependence on the electron radiation
~Fig. 1!. At the maximum dose used a decrease ofJc by
nearly a factor of two was observed. It should be noted t
the post-radiation behavior ofJc differs substantially from
that of the critical temperature of an irradiated YBCO film
While, as we have said, the value ofTc after irradiation
relaxed quite rapidly to its original value, the radiatio
stimulated changes inJc turned out to be much longer-live
— for almost six months after completion of the irradiatio
procedure the value ofJc for the irradiated YBCO film
showed no changes within the measurement error.

Post-radiation changes which are stable in time w
also observed in the temperature dependence of the reax8
and imaginaryx9 components of the complex susceptibilit
With increasing irradiation dose not only did the maximu
of x9(T) shift to higher temperatures~corresponding to the
increase inTc) but an additional contribution appeared o
the low-temperature part of this maximum~curve 3 in Fig.

FIG. 2. Changes in the shape of thex9(T) curve of a YBCO film with
increasing dose of irradiation by 1-MeV electrons: before irradiation~1!,
and after irradiation by doses of 131016 ~2! and 431016 ~3! electrons/cm2.

FIG. 3. Change of the imaginary partx9(T) of the magnetic susceptibility
of a YBCO film with time after irradiation by 1-MeV electrons to a dose
431016 electrons/cm2: before irradiation~1!, immediately after irradiation
~2!, and 30 days after irradiation~3!. The inset shows the corresponding da
for the real partx8(T) of the susceptibility obtained under the same con
tions.
se

at

e

2!. This contribution, like the changes inJc , remained stable
for at least six months. Thus when, on account of the rel
ation ofTc to its original value, the high-temperature part
x9(T) had returned to its original position~in temperature!,
the additional residual absorption signal continued to be
served on its low-temperature part~Fig. 3!. This additional
contribution corresponded to a broadening~in temperature!
of the region of the transition of the film to the supercondu
ing state, as is confirmed by the character of the behavio
the x8(T) curves shown in the inset in Fig. 3.

4. DISCUSSION

In Sec. 1 we stated a criterion for choosing the ma
mum irradiation dose at which the number of defects form
by electron–nucleus collisions in YBCO films should n
~according to an extrapolation of the available estimates3 to
low concentrations of radiation-stimulated defects! lead to
changes ofTc in excess of our experimental error for th
quantity (60.1 K!. When this requirement is met, all of th
observed radiation-stimulated changes inTc should be due to
some processes which are alternative to the formation of
fects as a result of electron–nucleus collisions.

As a rule, estimates of the relation between the irrad
tion dose and the number of radiation-stimulated defects p
duced as a result of electron–nucleus collisions are mad
proceeding on the assumption that the necessary cond
for the appearance of a defect is the transfer to a nucleu
an energy greater thanEd , the energy necessary for the fo
mation of a defect of a given type. Here, because of
requirement that the total energy and total momentum
conserved in such a collision and the necessity of tak
relativistic effects into account, an incoming electron havi
energyE can transfer to the nucleus an energy not exceed
the amount

Em52
m

M S 21
E

mc2D E, ~1!

whereM andm are the masses of the nucleus and electr
andc is the speed of light. The energyEd necessary for the
formation of oxygen vacancies in the CuO2 planes and CuO
chains has been determined most accurately in Refs. 4
10 from an analysis of the changes in the transport prope
and superconducting transition temperatureTc in relation to
the electron beam energyE. For an estimate of the number o
defects of a given type produced in a sample under irra
tion by a beam of electrons with energyE and flux density
F, it is necessary to know the value of the effective integ
scattering cross sections for the collision of an electron with
a nucleus of the given type in a process in which the ene
transfer lies in the interval fromEd to Em . For nuclei with
not very high atomic numbers one may use the followi
approximate expression,11 which takes into account relativis
tic effects:

s5pF Ze2g

mc2~g221!
G 2F S Em

Ed
21D2

g221

g2
ln

Em

Ed

1apZAg221

g2 S 2AEm

Ed
222 ln

Em

Ed
D G , ~2!
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wheree is the charge of the electron,Z is the atomic number
of the target nucleus, 1/g51/b2, b5V/c (V is the velocity
of the electron!, anda5Z/137. It was shown in Ref. 10 tha
for oxygen atoms found in superconducting CuO2 planes, the
displacement energyEd is ;8 eV, and for oxygen atoms in
the CuO chains this energy is only around 2 eV. When th
values are taken into account, the use of expressions~1! and
~2! for the effective scattering cross section of electrons w
energyE51 MeV on 16O nuclei in CuO2 planes gives a
value s(Opl)55310223 cm2, and for 16O nuclei in CuO
chains,s(Och)52.5310222 cm2. The number of defectsNi

of a given type per unit cell is related to the irradiation do
F by the relation

Ni5nis iF, ~3!

whereni is the number of nuclei of thei th type in the unit
cell, ands i is the effective scattering cross section for nuc
of the i th type. The results obtained in Ref. 3 on the basis
a comparison of a large number of experimental data w
the theory describing the lowering ofTc in YBCO due to the
scattering of carriers on defects in superconducting Cu2

planes shows that for a decrease ofTc by 1 K it is necessary
to create approximately 1024 such defects per unit cell. A
was shown in Ref. 12, the necessary concentration of oxy
defects in CuO chains for the same decrease inTc in YBCO
is at least an order of magnitude larger. With these resu
one can conclude on the basis of relation~3! together with
the scattering cross sections given above for the16O nuclei
that in order forTc in YBCO to be lowered not more than 0.
K ~the error of the temperature measurement in our exp
ments! on account of defects produced in electron–nucl
collisions, the maximum irradiation dose should not exce
531016 electrons/cm2. These considerations motivated th
choice of both the initial (1016 electrons/cm2) and maximum
(431016 electrons/cm2) doses of electron irradiation used
our experiments.

The fact that, even though this requirement was met,
electron irradiation led to an increase inTc in the YBCO
films ~Fig. 1! allows us to conclude that, in addition to defe
formation in electron–nucleus collisions, accompanied
depression ofTc , there exists another mechanism of rad
tion effects on the properties of YBCO, which is effective
comparatively low irradiation doses. It seems likely that su
a mechanism may involve the radiational excitation of
electronic subsystem of YBCO. Since the cross section
electron scattering on the electronic shell of an atom or io
many orders of magnitude greater than the cross section
scattering on the nucleus, the main part of the energy o
fast electron incident on an irradiated object is expended
the excitation of its electronic subsystem. It is possible t
here there exist mechanisms by which the energy of exc
tion of the electronic subsystem is not dissipated as ther
energy but is converted to energy of displacement of an a
from its equilibrium position and its transfer to another c
~radiation-stimulated diffusion!. Evidence for the reality of
such mechanisms of radiation effects on crystals is the p
sibility of creating defects such as vacancies and interst
atoms and ions and their different associations through
excitation of the electronic system in alkali–halide crystal13

and certain semiconductors.13,14 More-direct evidence of the
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possible role of effects due to the excitation of the electro
system of HTSCs comes from the observation of photo
duced conductivity~PIC! and photoinduced superconducti
ity ~PISC! effects in YBCO.15 Although the specific mecha
nism leading to PISC has not yet been reliably establish
the energy of the photons used in such experiments~1.5–3.5
eV! unambiguously indicates that this mechanism involv
the excitation of the electronic subsystem of YBCO, acco
ing to the data of Ref. 17. After irradiation all the photoi
duced parameters relax to their original values in a matte
days at room temperature. The main features of the PISC
an increase ofTc for underdoped YBCO films, a tendenc
for it to saturate, and its relaxation to the original value
are analogous to the changes which we observed in YB
films irradiated by low doses of fast electrons. Here, judg
by the typical data for YBCO epitaxial films obtained by th
same technology, our film samples should be regarded
underdoped. An analogy between PISC and the effect
served here~the increase ofTc with dose! confirms the con-
jecture made that a substantial role in the radiatio
stimulated changes of the parameters of YBCO is played
processes of excitation of the electronic system.

The substantial decrease of the critical current in irra
ated YBCO films and the rather long lifetime of this effe
can be interpreted on the basis of the mechanism propose
Refs. 18 and 19 for the limiting of the critical current i
rather perfect HTSC epitaxial films, which, as a rule, cons
of slightly misoriented single-crystal blocks. The interfac
between such blocks are periodic chains of edge dislocati
the distance between which depends on the angle of mu
misorientationu of the blocks and is given by the well
known Frank formula:d(u)5b/2sin(u/2)'b/u, whereb is
the modulus of the Burgers vector, which is equal in order
magnitude to the lattice constant. Arising around each e
dislocation is a region with an elevated concentration
point defects~a Cottrell atmosphere!. The growth of the re-
gion occupied by the Cottrell atmosphere as a result
radiation-stimulated diffusion of both pre-existing and rad
tion defects into the region of the edge dislocations lead
a decrease in the width of the SC channels and suppres
of the value ofJc , as was discussed in Ref. 19. Since t
edge dislocations are extremely efficient trapping centers
point defects, the region near edge dislocations can acq
long-term stability as the concentration of these dislocati
increases. This agrees with the observed long-term stab
of the post-radiation changes ofJc in YBCO films. The
rather long-lived changes of the value ofJc in YBCO films
irradiated by fast electrons was also noted in Refs. 19 and
where it was reported that the critical current returned to
original value only after 1.5 years.

We note that the given mechanism acts in a rather w
interval of values of the anglesu, up to values for which the
dimensions of the Cottrell regions become equal tod(u),
which will lead to the complete loss of superconductivity
the interdislocation channels and to a transition to a reg
of passage of the supercurrent through interblock bounda
of the superconductor–insulator–superconductor type. S
the dependence ofJc(u) has a quasi-exponential character,
sufficiently large anglesu ~over 20°) the value ofJc de-
creases by several orders of magnitude.18 From this we can
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conclude that the high value of the critical current density
the particular film (;106 A/cm2 at 77 K! attests to the ab
sence of large-angle boundaries between blocks. Th
radiation-stimulated change in the structure of YBCO film
correlate with the observed post-radiation changes of
temperature dependence of the imaginary partx9(T) of the
susceptibility. As is seen in Fig. 2, thex9(T) curve after
irradiation is not only shifted to higher temperatures~be-
cause of the radiation-stimulated increase ofTc) but is also
substantially broadened, mainly in the low-temperature
gion, and this broadening increases with increasing irra
tion dose. The appearance of the additional absorption si
x9(T) in the low-temperature region is naturally attributed
an increase in the size of the regions around edge disl
tions in which the ordering is suppressed and, hence,Tc is
depressed. Ultimately this leads to an increase in the de
of inhomogeneity of the film and a resulting broadening
the SC transition. The growth of the low-temperature ‘‘ta
of x9 with increasing dose~Fig. 2! is consistent with the
decrease of the critical current density~Fig. 1!. This correla-
tion confirms the hypothesis made above that the obse
radiation-stimulated decrease ofJc is due to a decrease in th
size of the superconducting channels formed by disloca
walls ~as a result of the diffusion of defects into the region
the cores of the edge dislocations!.

Unlike the critical temperature of the irradiated YBC
film, which returned to its original value in about ten day
the low-temperature ‘‘tail’’ ofx9(T) appearing after electron
irradiation and reflecting the broadening of the supercond
ing temperature with respect to temperature remained es
tially unchanged during the entire observation period~Fig.
3!. This stability of radiation-stimulated change in the ch
acter of x9(T) can serve as additional confirmation of th
hypothesis that these changes are due to the growth o
region occupied by the cores of edge dislocations.

Since the edge dislocations are efficient sinks for po
defects,21 the defects that have diffused into the region of t
dislocation cores are quite stably trapped in this region. A
result, the decrease of the effective width of the SC chan
formed by the dislocation walls~decrease ofJc) and the
additional appearance of regions with depressedTc ~the
‘‘tail’’ of x9(T), i.e., broadening of the SC transition! are
stable effects.

5. CONCLUSION

In thin epitaxial films of HTSC YBa2Cu3O72x irradiated
by 1-MeV electrons to a maximum dose of 431016

electrons/cm2 we have observed an increase in the criti
temperature by about 1 K and a decrease in the critical cu
rent density by almost a factor of two. These effects w
described on the basis of ideas as to the possible rol
mechanisms of defect formation in YBCO upon excitation
the electronic subsystem. In contrast to the reversible ra
f
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tion effects observed forTc , which involve regions of the
film far from the interblock boundaries, the radiatio
stimulated changes in the interblock boundaries themse
had an irreversible character and led to a stable decreas
the critical current density of YBCO and a stable broaden
of the superconducting transition in temperature. This m
be the result of a stable narrowing of the SC channels in
dislocation walls as a result of radiation-stimulated growth
the Cottrell atmospheres of the cores of edge dislocation
the interblock boundaries.

The authors thank S. M. Ryabchenko for steady inter
in this study and for a fruitful discussion of its basic idea

This study was supported in part by CRDF Grant UP
306 and was carried out under Topics 1.4.1.V/77 and
63/34 of the National Academy of Sciences of Ukraine.

a!E-mail: fedotov@iop.kiev.ua

1B. D. Weaver, E. J. Jackson, G. P. Summers, and E. A. Burke, Phys.
B 46, 1134~1992!.

2J. Giapintzakis, D. M. Ginzberg, M. A. Kirk, and S. Ockers, Phys. Rev
50, 15 967~1994!.

3E. M. Jackson, B. D. Weaver, G. P. Summers, P. Shapiro, and E. A. Bu
Phys. Rev. Lett.74, 3033~1995!.

4S. K. Tolpygo, J. Y. Lin, M. Gurvitch, S. Y. Hou, and J. M. Phillips
Physica C269, 207 ~1996!.

5B. I. Belevtsev, I. V. Volchok, N. V. Dalakova, V. I. Dotsenko, L. G
Ivanchenko, A. V. Kuznichenko, and L. I. Logvinov, Phys. Status Solid
181, 437 ~2000!.

6F. M. Sauerzopf, Phys. Rev. B57, 10959~1998!.
7Yu. V. Fedotov, S. M. Ryabchenko, and A. P. Shakhov, Fiz. Nizk. Tem
26, 638 ~2000! @Low Temp. Phys.26, 464 ~2000!#.

8J. R. Clem and A. Sanchez, Phys. Rev. B50, 9355~1994!.
9M. Wurlitzer, M. Lorenz, K. Zimmer, and P. Esqunazi, Phys. Rev. B55,
11816~1955!.

10S. K. Tolpygo, J.-Y. Lin, M. Gurvitch, S. J. Hou, and J. M. Phillips, Phy
Rev. B53, 12462~1996!.

11M. Lanno and J. Bourgoin,Point Defects in Semiconductors I, Springer-
Verlag, New York~1981!, Mir, Moscow ~1985!.

12R. J. Cava, B. Batlogg, C. H. Chen, E. A. Reitman, S. M. Zahurak, a
D. Werder, Phys. Rev. B36, 5719~1987!.

13M. I. Klinger, Ch. B. Lushchik, T. V. Mashovets, G. A. Kholodar’, M. K
She�nkman, and M. A. E´ lango, Usp. Fiz. Nauk147, 523 ~1985! @Sov.
Phys. Usp.28, 994 ~1985!#.

14M. S. Yunusov, M. A. Zaikovskaja, and B. L. Oksengendler, Phys. Sta
Solidi A 35, K145 ~1976!.

15V. I. Kudinov, I. L. Chaplygin, A. I. Kirilyuk, N. M. Kreines, R. Laiho,
E. Lahderanta, and C. Ajahe, Phys. Rev. B47, 9017~1993!.

16M. Kall, M. Osada, M. Kakihana, L. Borjesson, T. Frello, J. Madse
N. Andersen, R. Liang, P. Dosanjh, and W. Hardy, Phys. Rev. B57,
R14072~1998!.

17J. Zaanen, A. Paxton, O. Jepsen, and O. Andersen, Phys. Rev. Let60,
2685 ~1988!.

18A. Gurevich and E. A. Pashitskii, Phys. Rev. B57, 13878~1998!.
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LOW-TEMPERATURE MAGNETISM

Elastic-strain mechanisms for the influence of temperature, magnetic field, and
pressure on the resistive and magnetic properties of magnetic semiconductors

P. I. Polyakova) and S. S. Kucherenko

A. A. Galkin Donetsk Physicotechnical Institute, National Academy of Sciences of Ukraine,
ul. R. Lyuksemburg 72, Donetsk 83114, Ukraine
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An analysis is made of the results of studies of the variation of the resistivity of a bulk
polycrystalline sample of La0.56Ca0.24Mn1.2O3 under the influence of temperature~T!, pressure
~P!, and magnetic field~H! and a study of the variation of the magnetostriction in
single-crystal LaMnO3 as a function ofT andH. It is found that the peaks of the magnetoresistive,
baroresistive, and baromagnetoresistive effects occur at the same temperature, which is
independent of magnetic field and pressure and corresponds to the temperatureTms of the
metal–semiconductor phase transition in the absence of magnetic field and pressure. ‘‘Cooling’’
and ‘‘heating’’ effects of pressure and magnetic field are detected, and an equivalency of
the influence ofT, P, andH on the resistivity of the polycrystalline sample and ofT andH on
the magnetostriction of the single-crystal LaMnO3 is observed. The linearity of the shifts
of theTms(P) andTms(H) peaks in the resistive properties of La0.56Ca0.24Mn1.2O3 is demonstrated
and also the linearity ofHg(T) in the magnetic properties for the example of the changes in
the hysteresis of the magnetostriction in the LaMnO3 single crystal. The role of the regularities that
obtain for an elastic-strain mechanism for the influence ofT, P, andH on the magnetic and
resistive properties and phase states is revealed and explained. The sign-varying nature of the
influence ofT, P, andH is established, and its role in the variation of the resistive and
magnetic properties is found~magnetic phase transitions!. The relationship of the structural,
elastic, resistive, and magnetic properties in magnetic semiconductors is established. ©2002
American Institute of Physics.@DOI: 10.1063/1.1521293#
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INTRODUCTION

The colossal magnetoresistive effect has made rare-e
manganites with the perovskite structure some of the m
intensively studied functional materials.1,2 Unfortunately, the
study and interpretation of the properties do not permit o
to make a conclusive determination as to the nature of
unique interrelationship of the magnetic and electric prop
ties.

In Refs. 3–5 the resistive properties of these compou
under the influence of temperature~T! magnetic field~H!,
and pressure~P! were investigated. The authors of Re
6–11 found that with increasing hydrostatic pressure
magnetic field the resistivity decreases and the met
semiconductor phase transition temperatureTms increases; it
was found that the resistivity has a linear pressure dep
dence at a fixed temperature and thatTms depends linearly on
pressure and magnetic field strength.

In Ref. 12 a linear pressure dependence ofTN was dem-
onstrated, and in Ref. 13 a linear pressure dependence oTms

was revealed by studies of the magnetic susceptibility of
semiconductors La0.875Sr0.125MnO3 under hydrostatic pres
sure. In Ref. 14 data on the thermal expansion and ma
tostriction at phase transitions of single-crys
La12xSrxMnO3 were presented, and it was proposed that
strictive stresses causing the elastic strains in the struc
7441063-777X/2002/28(10)/5/$22.00
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are due to the change in the magnetic field strength.
The main goal of this paper is to establish how the el

tic mechanisms are related to the resistive and magn
properties and to explain how the temperature, pressure,
magnetic field influence the properties of magnetic semic
ductors.

EXPERIMENTAL RESULTS AND DISCUSSION

The polycrystalline sample of La0.56Ca0.24Mn1.2O3 inves-
tigated here was obtained by the conventional technique
two-stage synthesizing anneal with a subsequent sinterin
powders pressed in a metallic press form by the technol
described in Refs. 10 and 15.

The resistance was measured by the four-probe me
in direct current in the absence and presence of magn
fields of various strengths (H50, 2, 4, 6, and 8 kOe!. The
temperature was determined from the resistance of a bifil
wound copper coil. A high hydrostatic pressure in the int
val P50 – 1.8 GPa was produced in the high-pressure ch
ber of Ref. 16.

1. The temperature dependence of the resistivity o
bulk sample under the influence of magnetic field and pr
sure is presented in Fig. 1. Also shown are curves of
analogous nature for the thermoresistiver0(T) ~curve 1!,
magnetoresistiverH(T) ~2!, baroresistiverP(T) ~curves
© 2002 American Institute of Physics
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3–5!, and baromagnetoresistiverPH(T) ~6! regimes. With
increasing pressure or magnetic field the position of the
sistivity peak is shifted to higher temperatures and its int
sity is lowered.

In Fig. 2 the temperature dependence of the magnet
sistive effect atH58 kOe is shown by curve6, which dem-
onstrates that the peak has become insignificant in he
amounting to 30%.17 The baroresistive effect (r02rP)/r0

and baromagnetoresistive effect (r02rPH)/r0 in the phase
transition region~curves 1–5 in Fig. 2!, which were first
discovered by the authors, reach 70%.18 It is important to
note that the peaks of the magneto-, baro-, and baroma
toresistive effects have the same temperature,TPP ~Fig. 2!. It
should be emphasized thatTPP remains constant indepen
dent of magnetic field and pressure acting either individua
or jointly. The constancy of the temperatureTPP of these
effects permits the assertion that the mechanisms taking
in their formation conform to the same regularities. An e
tremely important finding is that in these effects the tempe
ture TPP coincides in value with the metal–semiconduc
phase transition temperatureTms in the absence of magneti
field and pressure~see curve1 in Fig. 1!. To explain the
nature of these mechanisms and the constancy ofTPP we

FIG. 1. Temperature dependence of the resistivity of a bulk polycrysta
sample of La0.56Ca0.24Mn1.2O3 : 1 — P50, H50; 2 — P50, H58 kOe;
3 — P56 kbar,H50 kOe;4 — P512 kbar,H50; 5 — P518 kbar,H
50; 6 — P518 kbar,H58 kOe. ~The conventional designationPX im-
plicitly relates to the parameter of the perovskite structure and to the m
netic ion Mn.!

FIG. 2. Temperature dependence of the characteristics of a bulk poly
talline sample of La0.56Ca0.24Mn1.2O3 : baroresistive effect (r02rP)/r0 :
2 — P518 kbar;3 — P512 kbar;5 — P56 kbar; the baromagnetoresis
tive effect (r02rPH)/r0 : 1 — P518 kbar,H58 kOe; 4 — P56 kbar,
H58 kOe; magnetoresistive effect (r02rH)/r0 : 6 — P50, H58 kOe.
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were led to a more thorough analysis of the results prese
in Fig. 1.

Let us estimate the influence ofT, P, andH on the dy-
namics of the linear dependences ofr0(T), rH(T), rP(T),
andrPH(T) up to a temperature of 250 K~curves1–5 in Fig.
1!. In the absence ofH and P the resistivity incrementDr
per degree has a valueDr/DT50.46 V/K ~curve 1 in Fig.
1!. At a fixed temperatureT'250 K the change of the resis
tivity with pressure isDr/DP'2.83V/kbar ~curves1 and5
in Fig. 1!. It follows that changing the temperature bydT
56.2 K within the linear part changes the resistivity on a
count of the thermoelastic expansion by the same amoun
does elastic compression by a hydrostatic pressure of 1 k
This correspondence~or ‘‘equivalency’’! demonstrates the
role of the elastic properties in the variation of the resistivi
A linear part of the temperature dependence of the resisti
has also been noted for a polycrystalline sample
La0.9Mn1.1O3 ~Ref. 10!.

From the character of ther0(T), rP(T), and rH(T)
curves it can be judged that pressure and magnetic field
fluence the resistivity in the same sense — i.e., they shift
peaks ofr and the transition temperatureTms in the same
direction — in the entire temperature interval~curves1–5 in
Fig. 1!. It is seen from curves1 and 2 that in the phase
transition region the application of a magnetic field
strengthH51 kOe leads to a change in resistivityDr/DH
52.1 V/kOe. The baric change in resistivity in this temper
ture region~see curves1 and 5! is Dr/DP55.27 V/kbar.
This correspondence shows that increasing the magnetic
by dH52.37 kOe leads to the same change in resistivity
does a 1 kbar increase in pressure. The relationship
holds in the linear region ofr(T). The same sort of estimate
can be made for the linear dependences of the shifts of
peaksTms(H) and Tms(P). For this the effect of magnetic
field on the resistivity can be compared with the commen
rate influence of hydrostatic pressure. The commensu
shift of the metal–semiconductor phase transition tempe
ture Tms is another indication that the mechanisms of t
magnetic field and pressure effects are identical. This allo
one to assert that the giant magnetoresistance is the resu
a jump in the resistivity caused by magnetoelastic deform
stresses in the sample due to the influence of high magn
fields.

e

g-

s-

FIG. 3. Dependence of the phase transition temperatureTms and of the
resistivity of a bulk polycrystalline sample of La0.56Ca0.24Mn1.2O3 on the
hydrostatic pressure at room temperature.
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As confirmation of the role of the elastic properties
the behavior of the temperature of the resistivity peaks
pick Tms(H) and Tms(P) and also the linear dependen
r(P) at T5300 K ~see Figs. 3 and 4!. They are linear in the
entire region of magnetic fields and pressures investiga
The same features were noted in Refs. 8 and 10. We
attention to the fact that under the simultaneous action
magnetic field and hydrostatic pressure,Tms(P,H) lies be-
tweenTms(H) andTms(P). The linear behavior and the dif
ference in these last is explained by the presence of an
ropy of the elastic and magnetoelastic properties.

2. The equivalency seen in the resistive properties un
the influence ofT, P, and H reveals yet another regularity
The action of pressure and magnetic field causes a ‘‘cooli
effect ~i.e., an increase inP andH, in its effect on the resis-
tivity of the sample via elastic mechanisms, is equivalent t
decrease in temperature! and the inverse, ‘‘heating’’ effect~a
decrease inP andH, in its effect on the sample, is equivale
to a corresponding increase in temperature!.

These effects in magnetic semiconductors can exp
the linear dependence ofTms(H,P) and, undoubtedly, the
underlying role of elastic properties in this process. From
standpoint of a deformation mechanism for the formation
the phase state, the metal–semiconductor transition is a
sequence of thermoelastic expansion of the structure of
sample and is fixed according to the temperatureTms of the
resistivity peak~curve1 in Fig. 1!. The application of hydro-
static pressure and magnetic field leads to a ‘‘cooling’’ eff
— the resistivity decreases to a value corresponding to
initial resistivity at a lower temperature. To bring about t
phase transition in this case it is necessary to raise the
perature — the additional thermoelastic expansion comp
sates the compression of the structure resulting from the
fects of both pressure and magnetic field; this
accompanied by an increase ofTms(H) and Tms(P). The
temperatureTPP of the maxima of the magneto-, baro-, an
baromagnetoresistive effects remains constant at diffe
pressures and magnetic fields. This indicates that the p
transition is brought about when a certain condition
reached which is invariant for a given sample.

Looking at this process in the opposite way, we st
from ther(T) curve under the influence ofP andH. Then, as
these influences are reduced, the resistivity increases
value corresponding to an initial curve taken at a higher te

FIG. 4. Dependence of the phase transition temperatureTms of a bulk poly-
crystalline sample of La0.56Ca0.24Mn1.2O3 on the magnetic field strength.
e

d.
all
f

ot-

er

’’

a

in

e
f
n-

he

t
e

m-
n-
f-

nt
se

t

a
-

perature. This reveals the ‘‘heating’’ effect ofP and H. To
bring about a phase transition in this case it is necessar
lower the temperature — the additional thermoelastic co
pression compensates the expansion of the structure du
the decreasing pressure and magnetic field. This means
the removal of the external influence requires less and
overheating of the system to achieve the phase transit
Tms(H) andTms(P) decrease.

These ‘‘cooling’’ and ‘‘heating’’ effects and also the lin
ear dependencesTms(H) and Tms(P) attest to the compen
sating interaction of the elastic and magnetoelastic comp
sion, on the one hand, and the thermoelastic expansion
the other. Here the conditions for realization of a phase tr
sition remain constant independent of the pressure and m
netic field within the intervals of our investigations. Confi
mation of this is provided by the fact that the peaks of t
baro-, magneto-, and baromagnetoresistive effects occu
the same temperatureTPP and by the linearity ofTms(H) in
the magnetic properties. As a consequence, equality of
phase transition temperatureTms ~in the absence ofP andH)
and TPP confirms the similar nature of the elastic stra
mechanisms for the influence ofT, P, andH and also attests
to an invariant condition for the formation of the meta
semiconductor phase transition.

3. To establish the regularities in the variation of th
magnetic properties under the influence ofT andH, we ana-
lyze the results of studies of the anomalies of the therm
expansion and magnetostriction at the phase transitions
single-crystal sample of LaMnO3 and its modifications.14

The strain-induced variations are determined by the mag
tostrictive properties under the influence of a magnetic fie

Let us turn to the field dependence of the longitudin
magnetostriction for LaMnO3e at several fixed temperature
~Fig. 5 of Ref. 14!. At low fields a nonlinear region is no
ticeable, and as the magnetic field is increased a linear re
is observed up to and above the phase transition. It can
stated that this segment is due to the dominant effect of
magnetostriction over the temperature. We choose the pa
which the influence of temperature on the magnetostrict
at a fixed magnetic field is linear, and forH'130 kOe we
estimate the change in the longitudinal magnetostrictionl i
with temperature:Dl i /DT'0.013. Such an estimate ind
cates that a change in magnetic field byDH51 kOe will
have the same effect on the value of the magnetostrictio
a change in temperature byDT52.1 K.

The linear dependence observed in Fig. 5 for the shif
the hysteresis field with temperature,Hg(T), allows us to
estimate the slope asDH/DT'0.27 kOe/K and to determine
the shift of the structural phase transition under the influe
of temperature and magnetic field:DT/DH'6 K/kOe. Thus
the dependenceHg(T) is analogous toTms(H) in the dynam-
ics of the resistive properties.

The dependenceHg(T) with increasing and decreasin
magnetic field also conforms to the ‘‘heating’’ and ‘‘cooling
effects, respectively. This is confirmed by the change in m
netostriction under the influence ofT andH, which is clearly
expressed in Fig. 5.

The linearity ofHg(T) and the value of the shiftDH/DT
permit us to link the regularities of the change in the slope
the linear parts of thel i(T,H) curves with the sign-varying
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regions on the field dependence of the longitudinal mag
tostriction ~Fig. 5!.

4. The variation of the resistive properties under the va
able influence of thermoelastic expansion and compressio
fixed pressures and magnetic fields is a consequence o
‘‘cooling’’ and ‘‘heating’’ effects. Under the influence of a
variable magnetoelastic compression and expansion at fi
temperatures the magnetostrictive properties cause a ch
in sign of the indicated effects. Consequently, the consta
of TPP5Tms remains in force; the linearity of the shift of th
phase transition in both in the magnetostrictive and resis
properties is determined by the elastic strain equivale
~ESE! and the sign-varying nature of the influence of bo
the temperature and magnetic field.

The sign-varying nature is due to a competition betwe
the ESEs of the thermoelastic expansion and magnetoel
compression, which is manifested in a change of the peak
the resistivity and of the colossal baro- and magnetoresis
effects whileTPP remains constant, and also in the linear
of the dependencesTms(H) and Tms(P). In the magnetic
properties the sign-varying nature is determined by the
namics of the variation of the magnetic susceptibilityx and
is manifested in the form of magnetic phase transitions
magnetic hysteresis.

The ESE revealed here can account for the sign-vary
nature under the influence of magnetic field and tempera
~the nonlinearity region! observed on the initial part of th
temperature–field dependence of the magnetostriction
single-crystal LaMnO3 ~Fig. 5!, and it is manifested in varia
tions of the resistive properties and of the magnetic ph

FIG. 5. Field dependence of the longitudinal magnetostriction for LaMn3

~Ref. 14!.
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transitions. The sign-varying nature under the influence oH
andT ~the change of the slope of the linear part of the cu
at the correspondingT and H) gives rise to peaks in the
resistive properties, magnetic hysteresis, and, as a resu
sign variation in the magnetic and resistive properties in
region of the structural phase transition.

A representative result of the ESE and the sign-vary
nature is seen on the field curves of the longitudinal a
transverse magnetostriction in LaMnO3, which reveal two
competing strain mechanisms — thermoelastic expans
and magnetoelastic compression:

a! at fixed low temperatures the initial part of the fie
dependence of the magnetostriction exhibits nonlinearity
to the prevailing influence of the thermoelastic strain, f
lowed by a linear dependence as the magnetoelastic c
pression increases further;

b! at higher temperatures, expansion occurs because
thermoelastic strain predominates over the magnetoela
compressibility; one observes a sharp decrease of the m
netostriction, magnetic hysteresis, and the formation o
sign-varying region for the dependence of the magne
properties, i.e., a competing effect of the ESE for the infl
ence ofT and H; the sign-varying regions of the magnet
striction are manifested both in magnetic hysteresis and
the temperature dependences at fixed magnetoelastic
pression (H'200 kOe! of single-crystal La0.9Sr0.1MnO3

~Ref. 14!.
5. To compare the structural, resistive, and magne

variations under the influence ofT, P, and H, we turn our
attention to the position ofPX ~curve5 in Fig. 1!. (PX is a
conventional designation, implicitly relating to the parame
of the perovskite structure and to the magnetic ion Mn!14

Taking into account the correspondence in the varying pr
erties of the magnetostriction under the influence ofT andH
and the linearity of thel i(T,H) curves, one can establish
correspondence between the structural, magnetic, and r
tive properties for the example of the magnetostrictive va
tions under the influence ofT andH. The linear parts of the
field curves of the magnetostriction~Fig. 5! converge to a
single pointPX . This same parameter is also represented
the family of temperature curves of the resistivity at differe
values ofP andH ~see Fig. 1!.2,5,11

As a result of extrapolation in Fig. 5 we obtain the poi
TX — a conventional designation for a variable parame
corresponding to the state of the structural phase transitio
a single-crystal sample of LaMnO3.

The change of the position ofPX and TX is due to the
link established in the structure between the properties
phase transitions, while the influence ofT, P, and H is a
regularity of the ESEs and the sign-varying nature of
changing magnetic and resistive properties and the ph
transitions.

6. The characteristic parametersPX and TX which we
have identified, the sign variations, theHg(T) dependence,
analogous toTms(H), and also the dependence of the ma
netostriction on the magnetic field~Fig. 5! permit us to es-
tablish yet another regularity — the role of magnetostricti
in the ‘‘heating’’ and ‘‘cooling’’ effects. The ‘‘heating’’ effect
consists in the following: at a fixed thermoelastic expans
at T,TC the imposition of a magnetic field ‘‘heats’’ the sys
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tem as a result of the counterpressure of the magnetoel
compression, bringing about conditions for the formation
a metal–semiconductor phase transition, and ensures
constancy ofTPP . The inverse, ‘‘cooling’’ effect consists in
the fact that if under the same conditions the magnetic fi
is decreased, relieving the counterpressure, expansion
curs, corresponding to an increase in the phase trans
temperature. The conditions for realization of the phase tr
sition remain constant.

It should be noted that these same regularities , du
the influence ofT andH, i.e., the ECSs, the sign variation
and the ‘‘cooling’’ and ‘‘heating’’ effects, are also manifeste
in magnets.

CONCLUSION

Our analysis of the experimental research on the dyn
ics of the change in resistivity of a polycrystalline sample
La0.56Ca0.24Mn1.2O3 under the influence of temperature, pre
sure, and magnetic field and of the magnetostriction curv14

of single-crystal LaMnO3 under the influence ofT andH has
enabled us to do the following:

— establish the linear parts of the resistivity curv
r0(T), rH(T), rP(T), andrPH(T) and of the phase trans
tion Tms(H) andTms(P);

— to determine the characteristic parametersPX and
TX ;

— to assess the elastic strain mechanisms for the in
ence ofT, P, andH on the resistivity of La0.56Ca0.24Mn1.2O3

and ofT andH on the magnetostriction of LaMnO3;
— to explain the different linear dependences ofTms(H)

andTms(P) in terms of the regularity of the difference of th
anisotropy of the elastic and magnetoelastic striction;

— to establish that the peaks of the baro-, magneto-,
baromagnetoresistive effects have the same tempera
TPP , which coincides with the phase transition temperat
Tms;

— to establish, from the dynamics of the resistivity u
der the influence ofT, P, andH, the ‘‘cooling’’ and ‘‘heat-
ing’’ effects, which confirm the elastic strain mechanisms
the shift of Tms(H) and for the constancy ofTPP and its
coincidence with the phase transition temperatureTms;

— to establish the regularities of the variation of t
hysteresis magnetic fieldHg(T) and its correspondence t
Tms(H) from the parameters of the striction and the value
the ‘‘heating’’ and ‘‘cooling’’ effects of magnetic field.

The results obtained here point to an elastic str
mechanism for the influence of temperature and magn
field on polycrystalline and single-crystal samples of ma
tic
f
the
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netic semiconductors. They are due to a competition betw
two forms of striction, — thermoelastic expansion and ma
netoelastic compression — and are manifested in a vary
sign of the properties.

Our analysis permits the assertion that the bar
magneto-, and baromagnetoresistive, ‘‘cooling,’’ and ‘‘he
ing’’ effects and the constancy ofTPP for these listed effects
and its coincidence with the phase transition temperatureTms

are a regularity of the elastic strain mechanism for the in
ence ofT, P, and H on the properties and phase states
magnetic semiconductors.
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Effects of chaotic local crystal fields in pseudobinary rare-earth intermetallides
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Works on the influence of local chaotic crystal fields on the magnetic properties of pseudobinary
rare-earth intermetallides are briefly reviewed. Attention is focused primarily on compounds
of the type RNi52xMx , M5Cu, Al. Experimentally observed effects of local crystal fields, such as,
the appearance of ferromagnetism in the system Pr~Ni, Cu!5 and a decrease of the spontaneous
magnetic moment and an increase in the anisotropy energy in the basal plane and
coercive force in the intermediate pseudobinary alloys R~Ni, Cu!5 and R~Ni, Al !5 as compared
with the limiting binary compounds, are discussed. ©2002 American Institute of
Physics.@DOI: 10.1063/1.1521294#
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1. INTRODUCTION

It is known that the interaction energy between the cr
tal field ~CF! and the 4f electrons of rare-earth ions make
the decisive contribution to the formation of the magne
states and magnetic properties of rare-earth intermetallid1

The CF theory is now well developed, but calculating the
parameters for metals or metallic compounds is a quite
ficult problem, since the point-charge model, which is s
cessfully used for dielectrics, is found to be ineffective f
conducting crystals. In this case the CF parameters are o
narily determined empirically by finding a particular set
parameters which gives the best agreement between th
and experiment. Experimental methods, such as the stud
inelastic neutron scattering, the temperature dependenc
the specific heat, and the magnetization curves of sin
crystals in the direction of the principal crystallographic d
rections, are usually used for this purpose. For a theore
description of these properties, the CF Hamiltonian in
form proposed by Stevens2 is used. The interaction Hamil
tonian for a rare-earth ion interacting with a hexagonal CF

HCF5B20O201B40O401B60O601B66O665(
lm

BlmClm,

~1!

whereBlm are the parameters of the crystal field;Olm are the
equivalent Stevens operators, which are tabulated in, for
ample, Ref. 3;l 52, 4, 6;m50,6; m< l .

Sometimes, rare-earth ions in intermetallides occu
several nonequivalent positions. Then, for each posi
there exists a unique set of parametersBlm , and if the posi-
tions with nearest-neighbors environment of different sy
metry are present, even the form of the Hamiltonian~1! is
different. The most difficult problem is describing CF effec
in compounds with impurity atoms, for example, in diso
dered solid substitution or interstitial solutions. Even if t
crystal lattice type in such solutions remains unchanged,
magnitudes of the charges of the nearest neighbors of a
earth ion and the distance between this ion and the surro
ing atoms can change. For a disordered distribution of im
rity atoms over crystal lattice sites, a set of vario
7491063-777X/2002/28(10)/6/$22.00
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configurations of the nearest-neighbor environment of
rare-earth ions arises, and to each configuration there co
sponds a different CF Hamiltonian. Obviously, it is e
tremely difficult to interpret CF effects in these system
Random local crystal fields~RLCFs! and the statistical na
ture of their distribution must be taken into account. Th
far, there are very few works on RLCFs. In addition, t
objects in which RLCFs occur are very common. They
sentially include all pseudobinary, pseudoternary, and so
solid solutions based on ‘‘pure’’ binary, ternary, and so
intermetallides. It is known that investigating such solid s
lutions is not only an important tool for clarifying the natu
of the fundamental interactions in rare-earth intermetallid
but it is also a basic method for searching for new mater
which are important for practical applications, specifical
materials for a new generation of permanent magnets
magnetostriction transducers.

A convenient object for studying RLCF effects are t
intermetallides RNi5 ~R–rare-earth metal or yttrium!, which
possess a hexagonal crystal structure of the type CaCu5 .4 In
these objects the valence electrons of the rare-earth ion
most completely fill the 3d band in nickel. Consequently, th
nickel subsystem has virtually no magnetic moment a
YNi5 , LaNi5 , and LuNi5 are Pauli paramagnets. Compoun
with R5Nd, Sm, Gd, Tb, Dy, Ho, Er, and Tm are ferroma
nets with very low Curie points~the highest value 32 K
occurs in GdNi5), and PrNi5 is a vanVleck paramagnet
since the crystal field forms an energy spectrum of
ground J multiplet of the Pr31 ion with a nonmagnetic
ground state. The ferromagnetically ordered systems R5

possess compounds with easy-axis anisotropy (R5Sm, Gd,
and Tm! and easy-plane anisotropy. It is the latter co
pounds and PrNi5 that are especially promising for determin
ing the effects of RLCFs. In the present paper the results
recent investigations of RLCFs in RNi5-based pseudobinar
intermetallides are briefly reviewed.

2. CRYSTAL-FIELD EFFECTS IN PRNI 5-BASED COMPOUNDS

Even in the very early works it was discovered that t
interaction of the Pr ions with the crystal field strongly i
© 2002 American Institute of Physics
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fluences the magnetic and thermal properties of the c
pound PrNi5 ~see, for example, Ref. 1!. A peak near 13 K
was observed in the temperature dependence of the ma
tization measured in a 14 kOe field. The first attempts
explain this peak by a possible antiferromagnetism
paramagnetism transition were not confirmed by subseq
specific-heat measurements: nol anomaly of the specific
heat near 13 K was observed. But, two Schottky-type ano
lies with peaks at 20 and 50 K were observed on the m
netic part of the specific heat. They were explained b
characteristic feature of the spectrum of the ground s
multiplet of the Pr31 ion in a CF. A hexagonal CF splits th
nine-fold degenerate ground state of the Pr31 ion into three
singlets (G1 , G3 , G4) and three doublets (2G5 andG6). The
ground state is the nonmagnetic singletG4 , so that PrNi5 is a
van Vleck paramagnet. The magnetic susceptibility peak
served at 13 K is due to the thermal excitation of theG5 state
separated from the ground state by a 38 K gap. In Ref. 5
magnetic susceptibility was measured for a PrNi5 single
crystal. Substantial magnetic anisotropy was observed at
temperatures. In a field applied perpendicular to thec axis, a
susceptibility peak was observed at 15 K, while the susc
tibility along the c axis had no peak. On the basis of the
results the authors of Ref. 6 determined the crystal-field
rameters and calculated the spectrum of the levels of
bottom multiplet. In Ref. 7 the similar spectrum was o
tained for a Pr31 ion in PrNi5 on the basis of inelastic neu
tron scattering data. The scheme of the lower levels of
spectrum from Ref. 7 is reproduced in Fig. 1a.

It is shown in Ref. 8 that the inelastic neutron scatter
spectrum in the pseudobinary alloys RNi52xCux is substan-
tially different from that in binary PrNi5 . The authors of Ref.
8 attribute this fact to the influence of configurational dis
der arising in the nearest-neighbors environment of the
ions with disordered substitution of copper for nickel. W
performed a systematic study of the magnetic propertie
single crystals of the pseudobinary compoun
PrNi52xCux .9 The results were unusual from our standpoi
Substitution of even a small amount copper for nick
sharply increases the magnetic susceptibility of single c
tals measured at 4.2 K along thea and b axes in the basa

FIG. 1. Scheme of the lower levels of the ground state multiplet of the P31

ion split in a crystal field described by the Hamiltonian~1! ~a! and the
Hamiltonian~1! with the termB22O22 ~b!. The crystal field parameters ar
taken from Ref. 7;B2250.2B20 .
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plane~Fig. 2!. The magnetization curves along the hard a
c is essentially independent ofx.

Figure 3 shows the temperature dependences of the m
netizationM (T) for the alloys PrNi5 and PrNi4.9Cu0.1, ob-
tained in external fields 1.6 and 4 MA/m applied along theb
axis. They all possess peaks near 16 and 13 K, respecti
for the first and second alloys. As mentioned above,
PrNi5 similar results were obtained previously and explain
by thermal excitation of Pr31 ions from a nonmagnetic sin
glet into close-lying magnetic states. In an alloy with a lo
(x50.1) copper content the peakM (T) is relatively much
smaller, and it virtually vanishes for alloys withx.0.1.

As the external magnetic field increases, the abso
peak value of the magnetization for both alloys increa
sharply, but the relative magnitude of the peak decreases
PrNi5 and increases for the copper-doped compound. T
behavior of the magnetization can be explained by a cha
in the position of the energy levels in the spectrum of t
bottom multiplet of the Pr ions whose nearest-neighbors
vironment contains at least one copper ion. Indeed, a nic

FIG. 2. Magnetization curves at 4.2 K of the single crystals of the allo
PrNi52xCux along theb (124) andc (18,38) axes forx51 (1 and 18), 0.3
~2!, 0.7 ~3 and38), and 1.6~4!.9

FIG. 3. Temperature dependence of the magnetization along theb axis for
the alloys PrNi5 ~1 and 18) and PrNi4.9Cu0.1 ~2 and 28), measured in an
external magnetic field 1.6~1, 2! and 4 (18,28) MA/m.9
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atom possesses less than one copper atom per electron
the electric charges associated with them can be different
one can see in Fig. 4, this can destroy the six-fold symm
in the arrangement of the charges which create the cry
field on the central Pr ion and hence change the positio
the levels of the bottom multiplet of this ion. This change c
be quite large, since its nature is the same as that of
splitting itself of the multiplet. In principle, it can result in
sharply higher magnetic susceptibility and lower critical e
change interaction field required for the appearance of fe
magnetic ordering. One would expect that at temperatu
T,4.2 K such ordering will occur in copper-doped alloy
Indeed, in alloys with 0.7<x<2.6 we observed peaks o
the initial susceptibility for ac current at temperatur
T,4.2 K.10,11

Analysis of the magnetization curves using the Ar
method gave Curie pointsTC which are identical to the tem
peratures of the susceptibility peaks. Figure 5 displays
concentration dependence of the Curie points. It possess
peakTC53.6 K atx51.1. Asx increases further, the Curi
point decreases linearly down tox52.6. Although we did

FIG. 4. The simplest nearest-neighbors configuration at the rare-earth i
the crystal lattice of the pseudobinary alloy RNi52xCux for small x.

FIG. 5. Concentration dependence of the Curie point of the all
RNi52xCux .10
and
s

ry
tal
of
n
he

-
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es

t
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s a

not study alloys with a higher copper content, it can be
pected that at a certain critical concentration they will b
come paramagnets in the ground state, since the limiting
loy PrCu5 is a van Vleck paramagnet, just like PrNi5 . The
explanation of the appearance of ferromagnetism in pseu
binary solid solutions of the two van Vleck paramagnets
the destruction of the initial configurational order in the d
tribution of electric charges over the crystal-lattice sites
also confirmed by the fact that in the amorphous state Pr5

is a ferromagnet.12 As the state changes from crystalline
amorphous, the local environment of a Pr31 ion changes and
the spectrum of the levels in its ground state multiplet a
changes. In Ref. 13 it was shown that to explain adequa
this spectrum it is no less important to take account of
breakdown of local symmetry of the nearest-neighbors en
ronment than to take account of the distribution of the ne
est neighbors over distances from the central Pr31 ion. Spe-
cifically, in Ref. 13 a termB22O22, describing the influence
of the orthorhombic distortion of the initial hexagonal sym
metry, was introduced into the Hamiltonian~1! as an attempt
to take account of the influence of the breakdown of lo
symmetry. It was found that such a term completely remo
the degeneracy of theJ multiplet and changes the wave fun
tions of the levels. Figure 1b shows a diagram of the low
levels for the multiplet of a Pr31 ion in a crystal field de-
scribed by the Hamiltonian~1! containing the termB22O22

with B2250.2B20. Evidently, the spectrum is substantial
different from the initial spectrum for a hexagonal crys
field ~Fig. 1a!.

Introducing a termB22O22 into the Hamiltonian~1! can
also take into account, to some extent, the change produ
in the crystal field acting on a Pr ion by the substitution
one copper atom for at least one nickel atom in its envir
ment ~Fig. 4b!. We calculated the magnetization curves f
Pr31 in such an altered crystal field and possessing the s
trum of lower levels which is presented in Fig. 1b. The res
is shown in Fig. 6, which gives for comparison the magn
tization curves calculated for ‘‘pure’’ PrNi5 . It is evident that
the magnetization curve along the easy-magnetization

in

s

FIG. 6. Computed magnetization curves of the ion Pr31 located in a hex-
agonal crystal field~sold lines! and in the same field but with orthorhombi
distortion ~broken lines! at T54.2 K and magnetic field orientation alon
theb ~1!, a ~2!, andc ~3! axes. The same crystal-field parameters were u
for this calculation as in the calculation of the spectra presented in Fig
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~EMA! (b axis! is substantially different: initially, it rises
more steeply than for the binary compound PrNi5 (B22

50). Conversely, the magnetization along thea axis became
more difficult, and a substantial difference between the m
netic moments with magnetization along theb and a axes
remains right up to the field 40 T. The magnetization curv
along the hard axisc for the two cases studied are virtual
identical. Thus, the influence of the termB22O22 in the
Hamiltonian ~1! on the magnetization curves qualitative
correspond to the appearance of uniaxial anisotropy with
EMA lying in the basal plane. Irkhinet al. predicted this
result theoretically back in 1980.14

The increase in magnetic susceptibility in pseudobin
alloys Pr~Ni, Cu!5 in the presence of an exchange interact
also results in the appearance of ferromagnetic order in th
Apparently, a mechanism in which the appearance of a m
netic moment on some Pr31 ions intensifies the exchang
reaction and the latter, in turn, stimulates a further incre
of the magnetization~the so-called bootstrap process15 which
terminates in the establishment of ferromagnetic order!, oc-
curs here. Neutron diffraction analysis confirms the prese
of ferromagnetic order in the pseudobinary allo
Pr~Ni, Cu!5 .16A spontaneous magnetic moment was found
the alloy PrNi3.9Cu1.1, equal to 0.5mB /f.u. at 1.5 K, lying in
the basal plane and localized on Pr ions. A moment arise
a magnetic field, reaching inH540 T the value 3.15
mB /f.u.,17 which is essentially identical to the magnetic m
ment of a free Pr31 ion ~3.2 mB).

3. CRYSTAL FIELD EFFECTS IN RNI 5-BASED
PSEUDOBINARY SYSTEMS

The above-described manifestations of local crys
fields in PrNi5-based solid solutions have suggested that
influence of local crystal fields~LCFs! can also be observe
in pseudobinary systems with different R. Appreciable LC
effects should be observed in RNi5-based systems with easy
plane anisotropy, since the anisotropy factork66 is small and,
against this background, the influence of LCFon the m
netic properties can be substantial. Figure 7 displays the
centration dependence of the spontaneous magnetic mo
Ms measured at 4.2 K for single crystals of the pseudobin
alloys RNi52xCux .18 It is evident thatMs for compounds
with R5Tb, Dy, and Ho decreases quite rapidly with i
creasingx, while in alloys with Er it remains virtually un-
changed and even increases in alloys with Gd. The L
model discussed above easily explains this result. Indeed
Gd ions possess zero orbital angular momentum and do
interact with the crystal field, so that the LCF in pseudob
ary alloys with Gd have no effect onMs . The small increase
in Ms occurring when copper is substituted for nickel is d
to a decrease in the contribution of the 3d subsystem to the
spontaneous magnetization~the magnetic moments of the N
and Gd sublattices are antiparallel to one another!. Against
the background of strong uniaxial anisotropy of the co
pounds ErNi52xCux , LCFs likewise have no great effect o
the magnetic moments of the Er ions, andMs in these alloys
are virtually independent ofx. Alloys with Tb, Dy, and Ho
possess easy-plane anisotropy. The local uniaxial anisot
due to the LCFs predominates over the weak six-fold ani
ropy in the basal plane and fixes the magnetic moment
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the rare-earth ions in random directions, resulting in a bre
down of the collinear magnetic structure. This is the reas
for the sharp drop of the curvesMs(x) in alloys with Tb, Dy,
and Ho. Results similar to those described above were
tained by doping TbNi5 compounds with aluminum.19 The
minimum value ofMs in the system TbNi52xCux can be
estimated assuming that the magnetic moments of all P31

ions are fixed in a disordered manner by the local uniax
anisotropy along thea axes. The value so obtained for Tbcal

is presented in Fig. 7. It agrees acceptably with the minim
experimental value obtained forMs in the system
RNi52xCux .

Another manifestation of LCFs in pseudobinary allo
of the type RNi52xCux with easy-plane anisotropy is the ap
pearance of a quite strong anisotropy in the basal plan19

Figures 8 and 9 display magnetization curves for alloys w
R5Tb along thea, b, andc axes. The magnetization curve
along thec axis are essentially identical for alloys withx
50 and 1. Forx50 the curves along thea andb axes are
essentially identical, i.e. the anisotropy in the basal plane
TbNi5 is small with the EMA along thea axis; this agrees
with previous results.20,21 However, substantial anisotrop
appears in the basal plane in Cu- and Al-substituted alloys
the former alloys the easy magnetization axis is still thea
axis, while in the latter theb axis becomes the EMA. This
difference is probably due to the different preferences
copper and aluminum atoms in occupying crystallograp
positions. Indeed, neutron diffraction data22 show that the Al
atoms occupy predominantly 3g sites in LaNi52xAl x com-
pounds withx<1. Conversely, Cu atoms in PrNi4Cu prefer-
ably occupy 2c position, as shown by neutron diffraction i
Ref. 16.

Finally, we note one other fact which we believe is d
to LCFs in the pseudobinary alloys TbNi52xMx . Ordinarily,

FIG. 7. Concentration dependence of the spontaneous magnetic mo
measured at 4.2 K for the alloys RNi52xCux with R indicated on the curve;
Tbcal is the computed minimum value ofMs for the alloys TbNi52xCux ~see
text!.18
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a high coercive forceHc was observed in them at 4.2 K i
magnetization curves along thea andb axes.19 The function
Hc(x) is shown in Fig. 10 for the alloys TbNi52xCux and
TbNi52xAl x . The value ofHc reaches a maximum atx52
for Cu-substituted alloys, while the maximum value ofHc

for Al-substituted alloys was observed atx50.5. The maxi-
mum value ofHc in the latter alloys is 2.6 times greater tha
in the former alloys.

According to the first calculations.23 in the rare-earth
metals Tb and Dy, which possess easy-plane anisotropy
domain walls are very narrow. It was predicted that app
ciable internal pinning of domain walls, which is due to t
discreteness of the crystal lattice, is present. It can be
sumed that narrow domain walls also occur in TbNi5 . But,
we have not observed an appreciable coercive force in
compound~at least at 4.2 K!. This can be explained by th
negligible energy of the six-fold anisotropy in the bas
plane. The situation changes in pseudobinary alloys, wh
the Tb ions possess strong chaotic local uniaxial anisotro

FIG. 8. Magnetization curves at 4.2 K for the single crystals of the all
TbNi5 ~1, 2, 3! and TbNi4Cu (18,28,38) along thea ~1, 18), b ~2, 28), and
c ~3, 38) axes.19

FIG. 9. Magnetization curves at 4.2 K for single crystals of the alloys Tb5

~1, 2, 3! and TbNi4Al ( 18,28,38) along thea ~1, 18), b ~2, 28), andc ~3, 38)
axes.19
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as discussed above. The pinning of narrow domain walls
nonuniformities of the anisotropy energy in the basal pla
could be the reason for the appearance of a high coer
force in the pseudobinary alloys TbNi52xCux . This mecha-
nism occurs in many pseudobinary rare-earth compou
~see, for example, Ref. 24!.
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Magnetic field induced phase transition in KEr „MoO4…2 . Vibronic model
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A vibronic model with Kramers magnetic ions is investigated in a parameter region that does not
admit phase transitions on changes of the temperatureT in the absence of magnetic fieldH.
TheH –T (u50) andu –H (T5const) phase diagrams~the angleu specifies the orientation of the
field relative to the symmetry axis of the crystal! are constructed in the mean field
approximation. A comparison is made with the experimentally obtained phase diagrams of the
KEr(MoO4)2 crystal. © 2002 American Institute of Physics.@DOI: 10.1063/1.1521295#
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1. INTRODUCTION

Double alkali–rare-earth molybdates~DRMs! are lay-
ered crystals containing magnetic ions of a~quasi! Jahn–
Teller type. Therefore at low temperatures they exhibit va
ous effects due to the interaction of the electronic and lat
subsystems. In particular, some DRMs have structural ph
transitions on changes in temperature,1,2 and these are inter
preted as a cooperative Jahn–Teller effect.3–5

Some crystals of this class do not undergo a phase t
sition on changes in temperature, but a phase transition
be induced in a magnetic field6–8 by making use of the
strong anisotropy of theg factor of the rare-earth~RE! ions.
For this the magnetic fieldH is applied in the direction of the
small g factor, and at a sufficiently high fieldH the crystal
structure can suffer an instability that tends to increase thg
factor in the field direction. These compounds also ha
other properties of significant interest.8–10

The most completely studied magnetic field induc
phase transition is that in potassium–erbium molybdate,
which theH –T andu –H diagrams (T is the temperature an
u is the angle specifying the field direction! have been con-
structed from experimental data.11 Other properties of this
crystal have also been investigated,9–16 so the amount of in-
formation available about it is comparatively large. The
fore KEr(MoO4)2 is a model object for theoretical analys
of the observed effects.

Although there is some understanding of the gene
causes of the phase transition observed in KEr(MoO4)2 , the
specific mechanism of the transition and some of its featu
remain unclear. For example, what are the lattice displa
ments and what interactions play the main role in the fi
order phase transition and determine its temperature? Is
phase transition accompanied by symmetry breaking? W
accounts for the sharp decrease of the critical temperatu
the phase transition and the decrease of the transition fie
a small deviation of the magnetic field direction from t
symmetry axis of the crystal? These and many other qu
tions are in need of clarification.

There are various existing models describing the ph
transitions in~pseudo! Jahn–Teller crystals, but each of the
can be used to examine only individual parameter regi
7551063-777X/2002/28(10)/7/$22.00
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specific to a particular compound, experimental conditio
etc.

In this paper we investigate the possibility of explainin
the features of the phase transition in KEr(MoO4)2 and its
phase diagrams observed when the magnetic field direc
deviates from the symmetry axis of the crystal~the orienta-
tional properties of the phase transition! with the aid of a
simple model that takes into account the polaronic and
bronic mechanisms of interaction of the electronic and latt
subsystems~by polaronic we mean the part of the interactio
that commutes with the crystalline field, i.e., the part whi
is diagonal in the basis of eigenstates of this field!. The
model takes into account the low positional symmetry of
RE ions—the real geometry of theg tensors of the ground
and excited Kramers doublets of these ions at an arbit
orientation of the magnetic field parallel to the layers~i.e., to
the cleavage planes! of the crystal. We consider a region o
model parameters in which the absence of a phase trans
at H50 is due to the rather large energy between the gro
and excited doublets in the crystalline field in comparis
with the parameters of the electron–lattice interaction. T
part of the Zeeman energy that does not commute with
crystalline field is taken into account, and its value and
fluence on the properties of the phase transition in the inv
tigated region of parameter values are estimated. Nume
calculations in the mean field approximation~MFA! are
used. The model is based on well-known concepts~see, e.g.,
Refs. 3–5 and 17–19!.

Previously an attempt was made to describe the ph
transition in KEr(MoO4)2 in a model with an effective triple-
well potential ~besides the main minimum there were tw
metastable minima for librations of the oxygen tetrahed!
on the assumption that the rotations of the tetrahedra lea
rotation of the axis of theg tensor for the Er ion.20,21 How-
ever, this model cannot account for the orientational featu
of the phase transition in this compound. In Ref. 5 a model
describing a system with a large vibronic interaction const
was used under a special condition of commutation of
Zeeman energy with the molecular field; this leads to a ph
transition in the absence of field. The properties of the ph
diagrams described in Ref. 5 do not correspond to those
potassium–erbium molybdate.
© 2002 American Institute of Physics
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2. STATEMENT OF THE MODEL

Let us give some information about the KEr(MoO4)2

crystal and discuss the choice of parameters of the m
considered. The layered rhombic crystal KEr(MoO4)2 has
symmetry space groupD2h

14 . The crystal lattice parameter
along thea, b, andc axes area8'5.063 Å,b8'18.25 Å, and
c8'7.91 Å, respectively. The Er(MoO4)2

2 layers are paralle
to the a and c axes and alternate with K1 layers in theb
direction, with two neighboring layers of Er(MoO4)2 which
lie a distanceb8/2 apart and are taken into each other by
rotation of p about thea axis ~with a shift of a8/2). The
local symmetry of the Er ion isC2 ~about theb axis!, and the
crystalline field at this ion has monoclinic components in
ac plane. Therefore the axes of theg tensor of the magnetic
ion in this plane do not coincide with the axes of the crys
and two magnetic centers, symmetrically rotated in
neighboring Er(MoO4)2 layers, are seen in the EPR spect
The distance between nearest Er ions along thec axis, which
are connected by inversion symmetry, is equal toc8/2'4 Å.

The ionic ground term in KEr(MoO4)2 is split by the
low-symmetry crystalline field into 8 Kramers doublets sep
rated in energy by intervals of.15, 32, 74, 185, 258, 317
and 324 cm21, the positions of which are practically th
same at temperatures of 4.2 and 77 K.14,22 it has been estab
lished from the EPR spectra12,13 that the lower doublet has
highly anisotropicg factor with principal values of.17 and
0.6; approximately the same values are found for theg factor
of the first excited state. For the ground and excited doub
the axes of theg tensor in theac plane are rotated by differ
ent angles relative to the axes of the crystal. For the gro
doublet this deviation has not been successfully determ
to sufficient accuracy, but according to the existing expe
mental data it should be in the range from63° to 69° ~the
signs refer to the neighboring Er(MoO4)2

2 layers!.13,11 For
the first excited doublet the rotation of the axes is qu
clearly determined from the EPR spectra13 for pure and im-
pure KEr(MoO4)2 crystals and is equal to656°.

The first-order phase transition under discussion is
tained for a magnetic field direction along thea axis at tem-
peratures below 5 K and magnetic fields up to 42 kOe~the
position of the critical point isT55 K, H541 Oe!. Here the
value of the transition fieldH varies little with increasing
temperature~in the interval 1.8–4.2 K it varies in the rang
.38–41 kOe!. An observation of the behavior of the pha
transition when the magnetic field deviates from thea axis
~in theac plane! was made atT51.8 K. The transition field
decreases from.37 kOe to.30 kOe at a deviation of 4.5°
this being the critical value of the angle: the first-order tra
sition is absent when the field deviates further from thea
axis.

For theoretical analysis of the above-described prop
ties of the phase transition in KEr(MoO4)2 we use a mode
with a Hamiltonian of the form3–5,17–19

H5He1Hph1Hint , ~1!

where the subscriptse, ph, and int denote the Hamiltonian
for the electronic excitations of the RE ions, the lattice
brations, and their interaction, respectively. We assume
the direct interaction of the electronic excitations of thef
shells of the RE ions can be neglected, and therefore
el
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He5( Hf , ~2!

whereHf is the Hamiltonian of the electronic excitations
the unfilled shell of the RE ion found at sitef of the ideal
lattice in the effective field created by all the other ions in t
ground state in an external magnetic fieldH. The energy in
Hf is measured from its ground state atH50. The magnetic
field lies in theac plane and is directed at an angleu to the
a axis.

For a qualitative description of the properties of t
phase transition it is sufficient to consider only the near
excited doublet, which lies at a distance of 21 K from t
ground state, since it already has the necessary largeg factor
in the field direction, and its component can give a subst
tial contribution to the free energy of the system in the ran
of temperatures and magnetic fields investigated~the contri-
bution of other states can be partially taken into account
the choice of constants of the model!. We denote the ground
and excited Kramers doublets formed by the crystalline fi
by the indicesG50,1 and their components by the indice
m51,21.

Then in terms of the Hubbard transition operator14

Bf(G8,m8;G,m) the HamiltonianHf will have the form~the
summation in Eq.~5! and below is over those indices whic
are absent in one of the parts of the equation; exception
this rule will be indicated explicitly!

H f5( Ef~G8,m8;G,m!Bf~G8,m8;G,m!, ~5!

Ef~0,m;0,m!52mg0~u02u!H/2, ~6!

Ef~1,m;1,m!5E02mg1~u12u!H/2, ~7!

Ef~0,m;1,m!5mpHcosa1 , ~8!

Ef~0,m;1,2m!52pH sina1 , ~9!

whereE0 is the energy which in the undeformed lattice sep
rates the ground doublet from the excited doublet atH50;
g0(w) andg1(w) are theg factors in the field direction for
the ground and excited doublets, respectively:

gj~w!5@gj
21~Gj

22gj
2!sin2 w#1/2, j 50,1. ~10!

HereGj andgj are the maximum and minimum values of th
g factor, andu j ( j 50,1) are the angles of rotation of the ax
of the g tensor relative to the crystallographic axes for t
ground~0! and excited~1! doublets. The anglea6 is deter-
mined by the equations

a65
x11x0

2
1r 6 , ~11!

xj5arccosF 1

gj~u j2u!
Gj sin~u j2u!G , j 50,1. ~12!

The value ofp has the form

p5P sin@~u01u1!/22u#; ~13!

the coefficientP and the phasesr 6 in ~11! are parameters
characterizing the properties of the states of the doublets
of the formulas given pertain to one sublattice; for the s
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ond sublattice it is necessary to replaceu by 2u in them
~this is a consequence of theC2 symmetry about thea axis!.

The Zeeman energy matrix elements~8!, ~9! coupling
the different doublets are obtained under the following
sumptions. Since the maximum values of theg factors in the
doublets are close to the theoretical limit (g518 for 4I 15/2)it
can be assumed that the states realized when an infinites
field is applied along the directions of the maximum valu
of the g factor are close to the states

u0,J,M &, u1,J,M &, M56J ~14!

having the maximum possible~for the given quantum num
ber J) angular momentum projectionsM on the correspond
ing directions of the principal axes in the ground and exci
doublets. The rotation between these axes in the model
sidered can amount to.45–65°.Since the quantum numbe
6J are 15 units apart and the Zeeman energy oper
couples only the closest of their values~for the same direc-
tions of the quantization axes!, it can be expected that onl
the matrix elements between states with projections mak
acute angles with each other can have an appreciable v
Therefore, those are the only elements~assuming they are
real! that remain in the basis of ‘‘states with maximum pr
jections’’ defined above Eq.~14!. In writing the matrix ele-
ments it is important to take into account the symmetry w
respect to time inversion. The formulas written above w
obtained after going to a basis in which the Zeeman energ
diagonal within each doublet. The qualitative arguments a
the values of the matrix elements are confirmed by a ca
lation in a basis obtained by symmetric orthogonalization
the states~14!. Here the matrix elements that have be
dropped are one to two orders of magnitude smaller than
rest, which are also quite small. If in the latter we drop ter
of the order of the matrix elements that have been dropp
we can obtain the following estimate for the parametersP
anda1 :

P59 cos14@~u12u0!/2#sin2@~u12u0!/2#, a150.
~15!

We emphasize that these expressions are valid only
angles between the principal axes of the doublets in the
terval 45–65°. Although this estimate is somewhat too lo
we shall use these values in the subsequent calculations

The coarsest part of the adiabatic potential of the lat
vibrations can be written as the dependence of the total
ergy of the system~without the kinetic energy of the nucle!
on the displacements of the ions from the sites of the un
formed lattice,u[( . . . uj . . . ). This energy is calculated
for electronic states differing from the ground state atu
50, H50 only by the shiftsuj and has the form

Hp5( S 1

4
Asqgs

4 1
1

2
Ksqgs

2 D2
1

2 ( 8Jgs,g8s8qgsqg8s8,

~16!

where the prime on the second summation sign mean
omit terms with (g,s)5(g8,s8), and s is the index of the
generalized coordinateq describing the displacements of th
ions of thegth unit cell of the crystal. In Eq.~16! the anhar-
monicity (A.0) is taken into account in the simplest for
in order to limit too large displacements, which are possi
in the case of small elastic constantsK andJ ~for simplicity
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the indices have been omitted!. The quadratic form in~16!
should be positive definite. We are not taking the kine
energy of the lattice vibrations into account, since the ene
of the optical lattice vibrations under consideration lie qu
high in comparison with the temperature.

The finer dependence of the adiabatic potential of
lattice vibrations on the displacements, which lead to hybr
ization of the electronic states of the RE ions of the id
lattice, and also the induction of displacements by the e
tronic excitations~the ‘‘polaron’’ effect! are taken into ac-
count in the interaction HamiltonianHint5Hint11Hint2 in an
approximation linear in the displacements, where

Hint152( Vf ,gsqgsBf~1,m;1,m! ~17!

is the part of the interaction which is diagonal in the ba
(G,m) ~the polaronic part!, and

Hint25( Wf ,gs~m,m8!qgsBf~1,m8;0,m!1H.c.

Wf ,gs~m;m!5Wf ,gs cosa2 , ~18!

Wf ,gs~m;2m!52mWf ,gs sina2 ,

is the off-diagonal~vibronic! part of the interaction. Here
V . . . andW . . . are coefficients which are nonzero for th
nearest-neighbor environment of the RE ion, anda2 is de-
fined in Eq. ~11!. In deriving these expressions we ha
taken into account only the symmetry with respect to tim
inversion, and for simplicity the coefficients have been tak
as real.

3. PHASE DIAGRAMS

To obtain the phase diagrams of the phase transiti
under study we calculate the nonequilibrium free energy
the mean field approximation~MFA!. We have two com-
ments about this. It is known that if the vibronic interactio
is not taken into account, one can exactly eliminate the
laronic term from this model with the aid of a unitary tran
formation. In that case an effective intersite interaction of
electronic excitations of the RE ions appears, and also
excitation energyE0 is reduced to a field-independen
constant.3,4,17 Then the intersite interactions are taken in
account using mean field theory. If the MFA is used imm
diately ~without doing the unitary transformation!, then one
can arrive at the same results except for corrections toE0 .
However, the experimentally determined value of the exc
tion energyD already contains this correction, and therefo
in the MFA one can simply replaceE0 by D. On the other
hand, when the vibronic interaction is taken into account~it
cannot be eliminated exactly like the polaronic interaction! it
is natural to take both interactions into account in the sa
MFA, and for simplicity that is what we have done in th
paper. Here we limit consideration to the class of tw
sublattice structures of the order parameters~the sublattices
are layers with oppositely rotated axes of theg tensor!.

Our second general remark concerns the direction of
viation of the axes of theg tensor~in theac plane! from the
symmetry axis of the crystal for the ground and excit
states of a fixed ion. From the existing experimental data
impossible to determine whether they are the same. I
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clear, however, that if these directions are chosen oppo
then in one of the sublattices when the field deviates from
a axis the crossover field of the lower components of
doublets under study should decrease substantially, and
may lead to the decrease of the phase transition field w
was observed in Ref. 11. The calculations confirm the adv
tage of this choice for better agreement of the phase
grams with the experimental characteristics. Therefore
shall from now on assume thatu0>0 andu1,0.

We consider three versions of the model.
1. Since the nearest-neighbor environment of the RE

consists of rigid oxygen tetrahedra of the molybden
complex,25 it can be assumed that their librations have
most effective influence on the monoclinic components
the local crystalline field at the RE ion, and, hence, on
rotation of theg tensors relative to the tetragonal axes of t
crystal.

Introducing the average values of the corresponding g
eralized coordinates for each sublattice (u1 ,u2), we write
the free energy in the MFA in the form~we assume that the
electrons of the RE ions interact with the displacements o
of their own sublattice!

F5
A

4
~u1

41u2
4!1

K

2
~u1

21u2
2!2K8u1u22T ln~S1S2!,

Ss5( exp@2Esp~H,u,u1 ,u2!/T#, ~19!

s51,2; p51,2,3,4.

HereSs is the partition function of sublattices, K andK8 are
the intra- and intersublattice elastic constants, which are
termined by the parameters in~16!, andp is the number of
the energy levelEsp(H,u,u1 ,u2)[Esp of the mean field
HamiltonianHav,s

Hav,s( Ms~G8,m8;G,m!Bs~G8,m8;G,m! ~20!

where Bs( . . . ) is the transition operator for an arbitrar
fixed RE ion in sublattices, and the matrix element
Ms( . . . ) in thenotation of Eqs.~6!–~9!, ~11!, and~18! and
with E0 replaced byD are

M1~0,m;0,m!52mg0~u02u!H/2,

M1~1,m;1,m!5D2Vu12mg1~u12u!H/2,
~21!

M1~0,m;1,m!5Wu11mpHcosa1 ,

M1~0,m;1,2m!5mWu12pH sina1 .

The polaronicV and vibronicW coupling constants are ob
tained in the usual way for the MFA from the correspondi
parameters in~16!–~18!. For the second sublattice the inde
‘‘1’’ should be replaced by ‘‘2’’ andu by 2u. The fourth-
degree characteristic equation can be solved numeric
Changing to the dimensionless displacementsx (&1), we
obtain the natural parameters~in kelvins! which determine
the form of the phase diagram:

x5~K/V!u, a5AV4/K4, y5V2/K, w5WV/K,
~22!

y85K8V/K.
te,
e

e
hat
h

n-
a-
e

n

e
f
e
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ly

e-
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The parameters having the same values in all versions o
calculations are

g05g150.6; G05G1517, D521K,
~23!

u15256°, u055°, 9°.

The parameters~22! for the first version are chosen as

a50, y510, w54, y852~u059°,r 256°!;
~24a!

a51, y5w54, y852~u055°,r 2511°!. ~24b!

The corresponding phase diagrams are presented in Fig
and 2.

2. In the second version of the model we consider o
active vibrational mode, e.g., the displacements of the1

ion in the direction of theb axis. These displacements lead
opposite signs in the polaronic terms of different sublattic
i.e., they break the equivalence of the sublattices. In this c
one should setu252u1 andK850 in Eqs.~19!–~21!. The
calculation is done for the following values of the paramet
in ~22!:

a50, y515, w58, y850~u055°,r 2511°!.
~25!

FIG. 1. Lines of equilibrium at a first-order phase transition for the fi
version of the model. The parameters are given in Eqs.~23! and~24a!. There
is no critical point on theu –H diagram~b!.

FIG. 2. Lines of equilibrium at the first-order phase transition for the fi
version of the model. The parameters are given in Eqs.~23! and ~24b!.
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The corresponding phase diagram is presented in Fig
Here a tricritical point appears, since the phase transi
occurs with symmetry breaking.

3. The third version corresponds to the participation
two modes in the phase transition, one of which leads onl
a polaronic type of interaction with electronic excitation
while the second leads only to a vibronic displacement.
the elastic part of the Hamiltonian we neglect their inter
tion. In this case the expression for the free energy~19!
becomes

F5~A1u1
41A2u4

2!/41~K1u1
21K2u2

2!/22T ln~S1S2!,
~26!

and Wu1 in ~21! must be replaced byWu2 ~in the second
sublatticeu is replaced by2u). The parameters analogou
to ~22! are chosen as (x15u1K1 /V, x25u2K2 /W):

a15A1V4/K1
453, a254,

~27!
y5V2/K1510, w5W2/K254.

The phase diagram for this case is shown in Fig. 4.

FIG. 3. Lines of equilibrium at the first-order phase transition and the line
second-order phase transitions~dashed line! for the second version of the
model. The parameters are given in Eqs.~23! and ~25!. There is no critical
point on theu –H diagram~b!; the field of the second transition is high-lyin
and increases with increasingu.

FIG. 4. Lines of equilibrium at the first-order phase transition for the th
version of the model. The parameters are given in Eqs.~23! and ~27!. u0

55°, r 2511°.
3.
n

f
to
,
n
-

3. DISCUSSION OF THE RESULTS

The phase diagrams presented in Figs. 1–4 corresp
to a choice of parameters for which a certain similarity w
the diagrams constructed in Ref. 11 could be achieved in
framework of the approximations used. The calculated ph
diagrams do not reflect the whole diversity of possible for
of the phase transition diagrams, as that was not our
purpose of this study.

In all of the models considered a first-order phase tr
sition is obtained, and there is a characteristic weak temp
ture dependence of the phase transition field. One also
serves a decrease of the transition field when its direc
deviates from the symmetry axis of the crystal. However,
most pronounced feature—the vanishing of the first-or
phase transition at a small deviation of the field from thea
axis at a temperature substantially belowTcr ~the critical
temperature for the symmetric field direction!—is mani-
fested very weakly and only in some versions of the cal
lation, when the value of the vibronic interaction parame
can be chosen large enough. The possibility of doing thi
limited by the condition that the other properties of the pha
transition be preserved. For example, violation of the
equalities

y52w2/D, w,D/2 ~28!

leads to instability of the lattice in the absence of field~the
first inequality pertains to the first and second versions of
model, and the second inequality to the third version!.

In addition, an increase ofw corresponds to a decreas
of the transition field, making it necessary to decrease
parameterv. But then one cannot obtain a high enough te
peratureTcr , which is determined mainly by the latter pa
rameter.

The fact that increasingw leads to a decrease of th
transition field and ultimately to a continuous transformati
of the ground state to a state with a largerg factor explains
the mechanism for the appearance of a critical current on
phase diagram when the magnetic field deviates from
symmetry axisa of the crystal. The point is that the vibroni
interaction is determined by the independent parameterw
and r 2 , which determine the two matrix elements couplin
the different components of the doublets, the sum of th
squares being equal tow. A change in orientation of the field
leads to a decrease of one of them and an increase o
other. If in the analysis of these matrix elements one u
arguments similar to those which were used in estimating
matrix elements of the Zeeman energy, then an increas
the coupling of the two lower components of the doubl
should be expected upon a deviation of the field. From
form of the coefficients of the characteristic equation, ho
ever, it follows that the term containing the angular depe
dence of the matrix elements is proportional to the produc
the Zeeman splitting in the field direction~calculated without
the vibronic coupling taken into account!. This reduces sub-
stantially the influence of the orientation of the field on t
properties of the phase transition because of the small s
ting on the ground doublet. The parameterr 2 is chosen such
that the largest orientation effect is achieved. This can
done rather simply thanks to the chosen form of the Ham
tonian representation. Of the different versions of the mo

f
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studied, the third apparently needs more careful study. In
version there is a possibility of explaining the observed f
ture by a competition between two independent mechani
of rearrangement of the system.

Let us conclude with a discussion of the two most i
portant facts that must be kept in mind during further op
mization of the choice of the region of parameter values

In the IR absorption spectra of KEr(MoO4)2 in Ref. 9
(T.2 and 4 K! a sharp break was observed in the fie
dependence of theg factor for excitation of the doublet in th
direction of thea axis. In a field exceeding 30 kOe~i.e., still
substantially below the phase transition field! the g factor
was found to have practically the value attained in EPR
can therefore be assumed that the anomalies observed i
IR absorption are due to dynamic effects and are no lon
substantial in the phase transition region. Consequently,
can use the EPR data for thermally excited ions, which
manifested in the thermodynamics. However, this situat
requires careful analysis and is of fundamental interest fr
the standpoint of choosing the model parameters.

In potassium–erbium molybdate the positions of the
ergy levels of the ‘‘actual’’ excited excitations of the RE ion
~without an external field! remain practically constant over
wide temperature interval.14,22 This fact was not taken into
account in our choice of model, but subsequent calculati
have shown that the polaronic interaction leads to temp
ture dependence of the energy of electronic excitation at t
peraturesT*D. This dependence may be compensated
some degree by the choice of the vibronic constant, but
way of resolving the issue is inefficient. It is not ruled o
that this simple fact may be a serious argument for choos
substantially different relationships of the mod
parameters—with small values of both the polaronic para
eter and the crystalline fieldD. However, then it would be
necessary to introduce new mechanisms of ‘‘anharmonic
for suppressing the phase transition in the absence of
and ensuring an induced first-order transition. These coul
either anharmonicity of the ‘‘coarse’’ part of the adiaba
potential or the inclusion of quadratic vibronic terms.

4. CONCLUSIONS

The vibronic model describing the structural phase tr
sition has been put in a form that permits taking into acco
the real geometry of theg tensors of the ground and excite
Kramers doublets and an arbitrary orientation of the exte
magnetic field. The model variants considered here take
account the absence of a phase transition in the system w
no magnetic field is applied and correspond to the assu
tion that the main role in the formation of the doublets of t
RE ions and the energyD separating them is played by th
static crystalline field.

The main factor responsible for the presence of a m
netic field induced first-order phase transition and which
termines its critical temperature in this model is an inter
tion of the polaronic type~that part of the electron–lattic
interaction which commutes with the crystalline field!. The
vibronic coupling of the doublets lowers the phase transit
field and, because of its dependence on the orientation o
magnetic field, can lead to the appearance of critical po
at
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on the phase diagram when the field deviates from thea axis
of the crystal~the axis with the smallg factor!.

The examples considered give a characteristic weak t
perature dependence of the phase transition field and a s
decrease in this temperature when the magnetic field fi
deviates from thea axis. However, the most importan
feature—the appearance of critical points at small angle
deviation at a temperature substantially below the critical—
manifested very weakly. Other versions of the model, w
the polaronic and vibronic parts of the interaction determin
by independent displacements~one such displacement coul
be a uniform strain!, merit careful study in relation to this
feature.

The estimates and numerical results have shown tha
our chosen region of parameter values the part of the Zee
energy that does not commute with the crystalline field h
no substantial influence on the properties of the phase t
sitions and features of the phase diagrams.

Analysis of the present state of affairs shows that furt
advances in the explanation of the microscopic mechan
of the phenomena observed in KEr(MoO4)2 will require,
first, a theoretical study of the anomalies observed9 in the
behavior of theg factor of the excited doublet and the tem
perature stability of the level of electronic excitation.14,22 It
could be very informative to continue the experimental stu
ies of IR absorption9 into the magnetic field region corre
sponding to the phase transition.

The author is grateful to V. I. Kut’ko for numerous help
ful discussions on the topic examined in this paper, and
M. I. Kobets, A. G. Anders, and A. S. Chernyi for explainin
many details of the experiment.
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Magnetic phases in La 0.66Ba0.34MnO3 : effects of temperature and elastic strains

A. B. Beznosov,* V. V. Eremenko, E. L. Fertman, and V. A. Desnenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
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Fiz. Nizk. Temp.28, 1065–1071~October 2002!

The static magnetizationMN and dynamic magnetic susceptibilityxac of polycrystalline
manganite La0.66Ba0.34MnO3 are investigated in the temperature region 5 K,T,350 K.
Measurements are made on a sample with a demagnetizing factorN55.4 in static
magnetic fieldsH in the range 0–120 Oe and on a toroidal sample withN50 in fields with
frequencies of 120 and 1000 Hz and amplitudes from 831023 to 4.1 Oe. The effect of a uniaxial
pressureP50.1 kbar on the static susceptibilityxN5MN /H is investigated in the region
5 K,T,270 K. It is found that in the magnetically ordered state~below 314 K! xac is
independent of the field amplitude in the interval 1.5–4.1 Oe and independent of
temperature between 250 and 302 K. At a temperatureTp5250 K a second-order phase
transition~discontinuity of the derivative]xac /]T) is observed, and atTi5177.5 K—a first-
order phase transition~discontinuity ofxac(T)). The uniaxial pressure leads to an
anomalous lowering of the susceptibility in the region 160–250 K with a sharp minimum at 200
K. The temperature and field dependence of the magnetic susceptibility outside the phase
transition region are interpreted in terms of ideas about the formation of a helicoidal magnetic
structure in the system in low fields at a temperature below 302 K. ©2002 American
Institute of Physics.@DOI: 10.1063/1.1521296#
t
tio
v
t
n
t

ist
di
ad

C
t

se

bi
e

n

ti

tly
-
sis-

ses
ical
netic
lec-

f
by

of

at
o a
was
of
f a

the

tic
1. INTRODUCTION

The compound La0.66Ba0.34MnO3 with the perovskite
structure is one of the first manganese oxides to attract
attention of investigators in the past decade in connec
with the search for new materials for microelectronics. Ne
ertheless, the La–Ba–Mn–O perovskites remain among
least studied oxides possessing colossal magnetoresista1

even though they are generating great interest from both
scientific and applied standpoints. One of the character
features of Ba-substituted manganites is the significant
parity in the sizes of the lanthanide and Ba ions, which le
to high values of the tolerance factort of the system, which
characterizes the internal stresses in the crystal lattice.2 In
comparison with the analogous manganites doped with
and Sr, the substitution of barium for lanthanum leads
particularly large internal stresses in the crystal. Con
quently, the tolerance factor of La0.66Ba0.34MnO3, defined
the expression

t5~A2O!/&~M2O!,

where A–O and M–O are the bond lengths in the cu
perovskite AMO3, turns out to the the largest among all th
known isostructural compounds of the type Ln2/3A1/3MnO3

(Ln5La, Pr and A5Ca, Sr, Ba): its value is greater tha
0.99 and is close to 1.3 As a result, La0.66Ba0.34MnO3 is a
nearly cubic perovskite with a high Curie temperatureTC

'340 K.4,5 The compound has a rather simple magne
phase diagram: at normal pressure La0.66Ba0.34MnO3 is a
7621063-777X/2002/28(10)/5/$22.00
he
n
-
he
ce,
he
ic
s-
s

a
o
-

c

c

paramagnetic insulator aboveTC ~it is possible that the
temperature-induced insulator–metal transition is sligh
shifted in the single crystal4!, a ferromagnetic conductor be
low TC , and has a peak of the modulus of the magnetore
tance in the neighborhood ofTC .4,6

Because a system with close to critical internal stres
should be extremely sensitive to external mechan
stresses, we have used the effect of pressure on the mag
properties of the substance to study the stability of the e
tronic and magnetic structures of La0.66Ba0.34MnO3 in the
magnetic ordering region.

2. EXPERIMENT

The initial bulk polycrystalline sample o
La0.66Ba0.34MnO3 investigated in this study was prepared
the standard method of solid-phase reaction in a mixture
powders of La2O3, BaCO3, and Mn2O3, taken in the nec-
essary proportions. After a preliminary two-hour annealing
900 °C for decarbonization, the mixture was pressed int
tablet and sintered for 4 hours at 1470 °C. The sample
then cooled slowly together with the furnace at a rate
80 °C/h. X-ray phase analysis showed the presence o
single-phase substance.

Magnetic measurements were done on samples in
form of a parallelepiped~with dimensions of 2.5532.31
31.1 mm with a demagnetizing factorN;5.4 in the direc-
tion of the short edge, along which the external magne
field and uniaxial pressure were applied! and a toroid of rect-
© 2002 American Institute of Physics
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angular cross section~with an outer diameter of 2.31 mm an
an inner diameter of 1 mm, a thickness of 1.1 mm, andN
50). The static magnetizationMN ~and the effective static
magnetic susceptibilityxN5MN /H) of the sample withN
55.4 and its dependence on the uniaxial pressureP
50.1 kbar were measured in the temperature interval
<T<270 K for magnetic fields in the range 0,H
,120 Oe with the aid of a SQUID magnetometer. The p
cedures and the methods of measurement are describ
detail in Ref.7. The sample withN55.4 was also used fo
measurements of the temperature dependence of the dyn
magnetic susceptibility in a field of frequency 120 Hz a
amplitude 1 Oe in the interval 250 K,T,350 K. The tor-
oidal sample (N50) was used for measurements of the te
perature and field dependence of the dynamic magnetic
ceptibility xac in a field of frequencynac51000 Hz in an
amplitude interval 831023 Oe,H0ac,4.1 Oe in the tem-
perature region 78 K,T,350 K. The valueN55.4 is the
average in the field interval 20 Oe<H<120 Oe, where the
range of the demagnetizing factor was 5.29<N<5.51.

3. RESULTS

The results of the measurements and calculations m
in this study are presented in Figs. 1–3. As we see from
1, the susceptibilityxac rapidly reaches saturation with in
creasing fieldH0ac and maintains a valuexac'13.7 at T
5290 K and xac'9.7 at T578 K in the interval 1.5 Oe
,H0ac,4.1 Oe. Because of the high values of the magn
susceptibility, the magnetization

MN~H !5
x@Hi~H !#H

11Nx@Hi~H !#
, ~1!

where the internal fieldHi in the sample is a root of the
equation

Hi5
H

11Nx~Hi !
, ~2!

is an almost linear function of the external magnetic fieldH.
The dependenceMN(H) calculated according to formula

FIG. 1. Dependence of the dynamic magnetic susceptibilityxac of polycrys-
talline La0.66Ba0.34MnO3 on the amplitude of the alternating magnetic fie
H0ac of frequencynac51000 Hz at temperatures of 290 K~s! and 78 K
~d!.
K

-
in

mic

-
s-

de
g.

ic

~1! and ~2! with the experimental values of the functio
xac(H0ac) used forx(Hi) is practically the same as in ex
periment. Assuming that

MN~T,H !5xN~T,H !H,

we obtain

xN~T,H !5x0N~T!2j~T!H,

where the parametersx0N and j are equal to 0.1891 and
9.5531025 for the investigated field interval andT
54.2 K. The valueH5120 Oe corresponds toHi52.4 Oe
at T578 K. The close values of the experimental and cal
lated data indicate that the results of the experiments don
samples with different demagnetizing factors are consist

The temperature behavior of the susceptibility was a
unusual~see Fig. 2!. After a sharp rise below 320 K, th
value of xac remained practically constant in the interv
250 K,T,302 K and, as might be expected, below 80
At a temperatureTp5250 K the derivative]xac /]T suffers

FIG. 2. Dynamic magnetic susceptibilityxac of polycrystalline
La0.66Ba0.34MnO3 in a field of frequencynac51000 Hz and amplitude
H0ac52.2 Oe on cooling~s! and heating~d!.

FIG. 3. The temperature dependence of the effective magnetic suscepti
xN ~s! of a polycrystalline sample of La0.66Ba0.34MnO3 and its relative
change DxN /xN ~d! under the influence of a uniaxial pressureP
50.1 kbar. The measurements were made on heating of the sample
magnetic fieldH520 Oe after it was cooled in the same field; the dema
netizing factor of the sampleN55.4.
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a discontinuity, and atTi5177.5 K ~the middle of the 15-
degree temperature hysteresis loop in Fig. 2! a discontinuity
of the susceptibilityxac occurs.

No less unexpected is the temperature behavior of
contributionDxN to the susceptibilityxN under the influence
of a uniaxial pressureP50.1 kbar ~Fig. 3!: the function
DxN(T)/xN contains three almost linear segments: 5 K,T
,160 K, 160 K,T,200 K, and 200 K,T,270 K, on
which the quantity

kT5
1

xNP

]DxN

]T

has the following values at the different temperatures:k160

520.054 Mbar21 K21, k200520.58 Mbar21 K21 and
k27050.386 Mbar21 K21; the deep minimum atT5200 K
corresponds to a valueDxN(T)/xNP5236 Mbar21.

4. DISCUSSION

4.1. The problem of the ferromagnetic state

As can be seen in Fig. 1, the magnetic susceptibility
the system has a value typical for soft ferromagnets. At
same time, the absence of a drop inxac , which would be
evidence of approaching technical saturation, shows that
romagnetic saturation is not reached in the investigated
terval of fieldsH0ac . The magnetization curve for a mult
domain system with a simple ferromagnetic structure in
low-field region should have a positive curvature]2x/]H2,
whereas experiment gives a field-independent susceptib
xac for H0ac.1.5 Oe. This means that the observed dep
dencexac(H0ac) is not due to motion of domain walls an
can be regarded as intradomain. In that case, however, i
magnetic structure of the system were a simple ferrom
netic one, the susceptibility should be substantially tempe
ture dependent, since it should be determined by the ave
value over the crystal of the magnetic moment per Mn ato
the temperature dependence of which is characterized q
tatively by the Brillouin function.8–10 A close to Brillouin
temperature dependence of the magnetization has in
been observed11 for a thin slab of La0.66Ba0.34MnO3, but
only in magnetic fields exceeding 4 kOe. This is an unu
ally large value for a soft ferromagnet. The magnetic ord
ing temperatureTC , which is the main parameter of the Bri
louin function and is found by extrapolation of th
dependencexac

2 5const(T2TC) to xac50, turned out to be
314 K. According to the data of Ref.11, this may mean tha
the oxygen index of the compound is less than 3 and ma
equal to 2.97.

4.2. Susceptibility of a helicoidal structure

A magnetic susceptibilityx5M /H which is independen
of the magnetic field and the temperature, which would
principle suit the conditions of the problem at hand, can
obtained in the model of a noncollinear magne
structure—a canted ferromagnetic12 or a simple helicoidal
~antiferromagnetic helicoidal!13 structure. The susceptibility
of a canted ferromagnetic structure is determined solely
the exchange interactions2 and can be estimated using th
formula for the transverse susceptibility of a collinear an
ferromagnet:
e

f
e

r-
n-

e

ty
-

he
g-
a-
ge
,
li-

ct

-
r-

e

n
e

y

-

x'5
C

2TN
, ~3!

whereC is the Curie constant andTN is the Néel tempera-
ture. An estimate according to formula~3! givesx'1024 ~if
TN5314 K), which is five orders of magnitude smaller tha
the observed value. The experimental valuex'10 can be
given by a model of a simple long-period helicoid:

xh5
9mB

2

16kBVf u
H UJ2US 12

J1

4uJ2u D
2

3F11
J1

2uJ2u S 11
J1

4uJ2u D G J 21

, ~4!

wheremB is the Bohr magneton,kB is Boltzmann’s constant
Vf u is the volume of a formula unit of the substance, a
J1.0 andJ2,0 are the exchange integrals for the first a
second coordination spheres. The susceptibility~4! can be
quite high if the helicoid anglea, determined by the relation

cosa52
J1

4J2
, ~5!

is small enough.
Since the data obtained~constancy of the magnetic sus

ceptibility in the face of changing field and temperature ov
certain intervals of values! are characteristic for a helicoida
magnetic structure,13,14 it can be assumed that the magne
structure of La0.66Ba0.34MnO3 is helicoidal. The interaction
mechanism between Mn ions leading to the formation o
helicoidal magnetic structure may be due to various cau
1! Ruderman–Kittel oscillations of the spin density in th
magnetic conductor15,16 ~which La0.66Ba0.34MnO3 becomes
below TC); 2! a competition of ferromagnetic and antiferro
magnetic interactions characteristic for ‘‘medium-band’’ o
ide magnets;17–203! the joint action of double exchange an
the Dzyaloshinski�–Moriya interaction.1,21

The main ferromagnetic interaction in the system un
study is most likely non-Heisenberg~double exchange, i.e.,
process of electron exchange between the Mn3(4)1 and O22

ions according to the formula

Mn1
312O222Mn2

41↔Mn1
412O222Mn2

31 ,

describing a sequence of two processes: the tran
of a p electron of the oxygen to the Mn41 ion and the hop
of a d electron of the ion Mn31 into its place!, while
the antiferromagnetic interaction is Heisenbe
~superexchange!,1,2,12,16,20,22so that the resulting energy pa
rameterJ(Q) determining the wave vectorQ of the magnetic
structure and the magnetic ordering temperatureTC ~Ref. 17!,
is of a mixed origin. Therefore an estimate ofJ1 with the use
of the molecular field model for a Heisenberg ferromagn

J1'
3kBTC

2zS~S11!
~6!

is rather provisional~in the case of double exchange the r
lation betweenTC and S is different2,17!. Nevertheless, it is
useful to make such an estimate in order to satisfy onese
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the reasonableness of the values obtained in this way, w
may be used for estimating the angle of the helicoid.

Assuming in~6! that the number of nearest neighbors
the Mn ionz56, the spin of the Mn31 ion S53/2, and the
magnetic ordering temperatureTC5314 K, we obtainJ1

'24.5 K. An estimate of the helicoid angle using Eqs.~4!,
~5!, and the valuesx'13.67 andJ1'24.5 givesa'5.8°
(J2'26.16 K), which is, in general, a physically acceptab
value, but it is not very suitable for direct experimental o
servation: the period of the structure is approximately
times larger than the lattice constant and reaches 238 Å.
value x59.73 below 80 K corresponds in this model to
helicoid anglea'6.3° (J2'26.17 K). Using the data o
Refs. 11 and 23, we can conclude that the value of the m
netic field that will bring the observed magnetic structure
a simple ferromagnetic one lies in the field interval 3 kO
,H,4 kOe.

4.3. Susceptibility and pressure effects

The jump of the derivative]xac /]T at the pointTp

5250 K is indicative of a second-order phase transition~we
take into consideration thatxac'M0ac /H0ac , whereM0ac is
the amplitude of the magnetization!, while the jump ofxac at
Ti5177.5 K, with a characteristic ‘‘clockwise’’ temperatur
hysteresis, is obviously a manifestation of a first-order ph
transition. Since the character of the field dependence of
susceptibility at low fields is practically the same at bo
high ~290 K! and low ~78 K! temperatures~Fig. 1!, we as-
sume that the magnetic state does not change radical
these phase transitions. Probably the main changes occ
the crystal lattice: the transition at the pointTp may be re-
lated to a change of the symmetry space group of the la
~polymorphic transition!, while the transition atTi involves a
change of the atomic volume~isomorphic transition!.

The effect of pressure on the magnetic properties of
ferent doped manganites with mixed valency has been s
ied previously primarily nearTC . The application of pres-
sure usually stabilizes the ferromagnetic state (dTC /dP
'10– 30 K/GPa; Refs. 2 and 22!. Here the effects of ordi-
nary pressure and chemical pressure~i.e., the pressure arisin
when the ions at sites A are replaced by ions of a sma
radius! are opposite. This is because the effect of press
consists in an increase of the overlap integral of the e
tronic wave functions of the Mn ions and, consequently, i
widening of the bands and an increase ofTC , while a de-
crease of the radius of the cations in sites A will lead to
decrease of the Mn–O–Mn bond angles and, consequent
to a decrease of the transfer integral.22 In this scheme the
observed effect of a comparatively low pressure of 0.1 k
on the magnetic susceptibility of the manganite looks rat
unusual. It is maximum atTe5200 K ~the subscripte here
reflects the presumably electronic nature of this featu!,
which is about 0.64TC , it is clearly discernable in the tem
perature interval 160 K,T,260 K, and it is negative in
character~the susceptibility decreases under the influence
pressure, and in the case of a simple ferromagnetic struc
that would correspond to a decrease ofTC). The observed
effect of uniaxial pressure on the magnetic susceptibility
the oxide exhibits a singular point—a discontinuity of t
derivative]2MN /]P]T at Te5200 K, which can be inter-
ch
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preted as being a result of a nonanalyticity of the electro
density of states at the Fermi level—an ‘‘electron
transition.’’24 Electronic phase transitions of this kind ca
precede ordinary first-order or second-order phase transit
or can occur simultaneously with them. In the given case
region identified with the anomaly accompanying the ‘‘ele
tronic transition’’ (160 K,T,250 K) overlaps the region
identified with the anomalies accompanying the ordinar
phase transitions in the system (170 K,T,250 K). There-
fore it can be assumed that the nature of the latter is de
mined by the interaction of the electronic and lattice su
systems.

The difference in the positions of the temperature of
maximum of the pressure effect and the point of the fir
order phase transition~the latter is at 185 K on heating!
merits a special discussion. The data obtained in this st
do not rule out the possibility that these two points coincid
The fact is that the anomalies atTe andTi were observed in
experiments on two different samples, and it is not clear t
their chemical compositions were identical: the toroid
sample was subjected to additional~in comparison with the
other sample! heat treatment in that it was heated in air du
ing the electrospark cutting of the hole. Although the tw
samples have the same characteristics near the Curie p
this does not guarantee that there will be no difference
lower temperatures. In such a case there is a certain p
ability that the temperature of the maximum of the press
effect and temperature of the jump of the susceptibility at
first-order transition coincide in each of the samples in
vidually.

5. CONCLUSIONS

1. We assume that the observed anomalies
La0.66Ba0.34MnO3 ~differences from the properties o
La12xCaxMnO3 and La12xSrxMnO3) are due to features o
the electronic structure of this manganite. These featu
stem from the complexity of the electronic structure of t
Ba21 ion, the 4f shell of which~vacant in the free ion! has a
tendency toward a sharp drop in energy and a decreas
radius~collapse! at certain values of the crystal-field pote
tial in oxide compounds.25,26

2. The phase transitions at the pointsTp andTi are found
in a region of anomalous response of the system to unia
pressure. Their origin may lie in the transformation of t
electronic structure of the compound. The thermodynam
feature in the system at the pointTe is determined by a
discontinuity of the third derivative of the thermodynam
potential

]3F

]H]P]T
52

]2M

]P]T

and may be due to the appearance of nonanalyticity of
electronic density of states at the Fermi level when this le
is crossed by the bottom of the ‘‘sinking’’ band of the prev
ously vacant states.

3. The experimental data obtained suggest that the m
netic structure of La0.66Ba0.34MnO3 in the investigated tem-
perature and field region is more likely a long-period he
coid than a simple ferromagnetic configuration.
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17É. L. Nagaev,Physics of Magnetic Semiconductors@in Russian#, Nauka,

Moscow ~1979!.
18J. Inoue and S. Mackawa, Phys. Rev. Lett.74, 3407~1995!.
19J. Jiang, J. Dong, and D. Y. Xing, Phys. Rev.55, 8973~1997-II!.
20M. B. Salamon and M. Jaime, Rev. Mod. Phys.73, 583 ~2001!.
21D. Coffey, K. Bedell, and S. Trugman, Phys. Rev. B42, 6509~1990!.
22J. M. D. Coey, M. Viret, and S. von Molnar, Adv. Phys.48, 167 ~1999!.
23S. E. Lofland, S. M. Bhagat, H. L. Ju, G. C. Xiong, T. Venkatesan, a

R. L. Greene, Phys. Rev. B52, 15058~1995!.
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Low-temperature inversion of the magnetoresistance in charge-ordered layered
superstructures
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Yu. Fed’kovich Chernovsty National University, ul. Kotsyubinskogo 2, 58001 Chernovtsy, Ukraine
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Fiz. Nizk. Temp.28, 1072–1077~October 2002!

The nonoscillatory~with respect to magnetic field! part of the magnetoresistance of layered charge-
ordered crystals is determined under the condition that the relaxation time of the charge
carriers is inversely proportional to their density of states. It is demonstrated that inversion of the
magnetoresistance can occur as a function of the carrier concentration, temperature,
magnetic field, and value of the effective attractive interaction that leads to the charge ordering.
© 2002 American Institute of Physics.@DOI: 10.1063/1.1521297#
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INTRODUCTION

Various effects due to structural phase transitions in l
ered structures have been studied in Refs. 1–5, for exam
In those papers it is demonstrated theoretically and exp
mentally that both intralayer and interlayer charge order
can occur in layered superstructures, including those with
incommensurate charge-density wave~CDW!. Concrete
physical characteristics have been determined mainly
crystals with interlayer charge ordering. In Ref. 2 a model of
charge ordering in layered structures was proposed in w
the charge ordering is treated as a simple alternation of la
which are more filled and less filled by charge carriers~e.g.,
electrons!. The source of this ordering, as in convention
models of structural phase transitions, is assumed to b
effective attraction between carriers, which reduces, e.g
their interaction with a phonon mode whose wave vec
corresponds to the period of the CDW. The factors that
pose the structural phase transition are the Coulomb re
sion of carriers of like charge and the increase of the aver
kinetic energy of the electrons in the neighboring layers
study of the oscillatory~in magnetic field! part of the mag-
netoresistance of charge-ordered layered crystals was
subject of Ref. 6. In the present paper we determine
analyze the nonoscillatory part of the magnetoresistanc
these crystals.

It was shown in Ref. 7 that if the charge ordering co
sists in a simple alternation of layers more filled and le
filled with electrons, i.e., the electron density on thei th layer
is
7671063-777X/2002/28(10)/4/$22.00
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ni5n0a@11~21! id#, ~1!

wheren0 is the volume-averaged electron density anda is
the distance between neighboring layers, andd is the relative
ordering parameter (0<d<1), which is such thatd51 cor-
responds to an alternation of ‘‘empty’’ and ‘‘filled’’ layers
and d50 corresponds to a uniform distribution of carrie
over layers, then the energy of the carriers is given by

«~k!5
h2

8p2m*
~kx

21ky
2!6AD2 cos2 akz1W0

2d2. ~2!

Here kx , ky , and kz are the quasimomentum componen
m* is the effective mass of the electrons in the plane of
layer and for simplicity is assumed to be isotropic, 2D is the
width of the ‘‘bare’’ miniband describing the translation
motion of electrons between layers, andW0 is the effective
constant of the attractive interaction. In a quantizing ma
netic field H perpendicular to the layers, the energy of t
carriers is written as

«~n,kz!5m* H~2n11!6AD2 cos2 akz1W0
2d2, ~3!

where n is the number of the Landau subband,m*
5mBm0 /m* , mB is the Bohr magneton, andm0 is the mass
of a free electron. In formulas~2! and~3! the energy is mea-
sured relative to the center of the gap between miniband

The self-consistency equations that determine the o
parameterd and the chemical potentialz of the system in the
absence of magnetic field have the form7
5 15
kT

2z0pE0

p

dx lnH F11expS z1AW0
2d21D2 cos2 x

kT
D GF11expS z2AW0

2d21D2 cos2 x

kT
D G J

d5
kTW0d

2z0p E
0

p dx

AW0
2d21D2 cos2 x

lnH F11expS z1AW0
2d21D2 cos2 x

kT
D GF11expS z2AW0

2d21D2 cos2 x

kT
D G21J ,

~4!
© 2002 American Institute of Physics
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wherek is Boltzmann’s constant, andz05n0ah2/4m* p.
For calculating the nonoscillatory part of the electric

conductivity in the case of spectrum~3! in an electric field
perpendicular to the layers and in a strong magnetic fi
when each electron remains in its own Landau subban
the scattering process, so that the relaxation time is inver
proportional to the density of states in the magnetic fie8

one can use the formula9

s̄~H !5
16p2t0e2m* aW̄

h4kTum* Hu H EW~x!<z
x>0

~W8~x!!3dx

1(
l 51

`

~21! lhl
sF EW~x!<z

x>0

dx~W8~x!!3

3expS l ~W~x!2z!

kT D
2EW~x!>z

x>0

dx~W8~x!!3expS l ~z2W~x!!

kT D G J ,

~5!

hl
s5

~m* Hl /kT!

sinh~m* Hl /kT!
. ~6!

Heret0 is a parameter having dimensions of time and ch
acterizing the scattering intensity, andW̄ is the half-width
of the ‘‘bare’’ miniband. In addition, W(x)
56AW0

2d21D2 cos2 x, so that for calculating the conductiv
ity one should substitute this expression forW(x) in ~5!, do
the integration with allowance for the real position of t
chemical potential level, and divide the result in half, sin
two minibands take part in the process. Formula~5! was
derived on the assumption that the scattering of electron
acoustic phonons is decisive, andhnm!kT and hnm

!m* H, where nm is the maximum phonon frequency. I
formula~5! the parametert0 is assumed to be independent
magnetic field, although in many cases such a dependen
actually present. If the field dependence is taken into acco
in the way that was done in Ref. 8 for the case of scatter
on acoustic phonons, i.e., if it is assumed that

t05t1a2
eH

ch
, ~7!

wheret1 is independent of both temperature and magn
field, then we obtain the following expressions for t
nonoscillatory part of the conductivity:

for z,2Dd

s̄~H !5
128pe2m* 2a3t1D

h6kT
(
l 51

}

~21! l 21hl
s expS l z

kTD
3H kT

l F ~Dd
21W0

2d2!S sinh
lDd

kT
2sinh

lW0d

kT D
1W0

2d2 sinh
lW0d

kT
2Dd

2 sinh
lDd

kT G12S kT

l D 2

3S Dd cosh
lDd

kT
2W0d cosh

1W0d

kT D1S kT

l D 3
l

d,
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,

r-
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3S sinh
lW0d

kT D2sinh
lDd

kT D1
1

kT
W0

2d2Dd

3S Shi
lW0d

kT
2Shi

lDd

kT D1W0
2d2Dd exp

lDd

kT

2W0dDd
2 exp

lW0d

kT J ; ~8!

for 2Dd,z,W0d

s̄~H !5s01s1~H !, ~9!

where

s05
128pe2m* 2a3t1D

h6kT

3Fz~Dd
21W0

2d2!1W0
2d2Dd

2z212
z3

3
1

2Dd
3

3
12W0

2d3DdG ,
~10!

s1~H !5
128pe2m* 2a3t1D

h6kT

3(
l 51

}

~21! lhl
sH 2S kT

l D 2

z1W0
2d2Dd

2z21S kT

l D 2

3F2W0d exp
l z

kT
cosh

lW0d

kT
22Dd sinh

l z

kT
expS 2

lDd

kT D G
22S kT

l D 3Fexp
l z

kT
sinh

lW0d

kT
1expS 2

lDd

kT D sinh
l z

kTG
1W0dDd

2 exp
l z

kT
cosh

lW0d

kT
2W0

2d2Dd sinh
l z

kT

3expS 2
1Dd

kT D1
lW0

2d2Dd
2

2kT FexpS 2
l z

kTD
3S EiS 2

lDd

kT D2Ei
l z

kTD
1exp

l z

kT S EiS 2
lDd

kT D2EiS 2
lW0d

kT D22 Shi
l z

kTD G J ; ~11!

for 2W0d,z,W0d

s̄~H !5s21s3~H !, ~12!

where

s25
128pe2m* 2a3t1D

h6kT

3F2

3
~Dd

32W0
3d3!12W0

2d2Dd22W0dDd
2G , ~13!



-
po-

for

r is
m
nly

n,
nd
ng
l is
in-

ne-

is
for
ero
nd
is

iti-

l re-

769Low Temp. Phys. 28 (10), October 2002 P. V. Gorskyi
s3~H !5
128pe2m* 2a3t1D

h6kT

3(
l 51

}

~21! l 21hl
s sinh

l z

kTH kT

l FDd
2 expS 2

1W0d

kT D
2W0

2d2 expS 2
lDd

kT D G12S kT

l D 2FDd expS 2
lDd

kT D
2W0d expS 2

lW0d

kT D G12S kT

l D 3FexpS 2
lDd

kT D
2expS 2

lW0d

kT D G1W0
2d2Dd expS 2

lDd

kT D
2W0dDd

2 expS 2
lW0d

kT D1
lW0

2d2Dd
2

kT

3FEiS 2
lDd

kT D2EiS 2
lW0d

kT D G J ; ~14!

for W0d,z,Dd

s̄~H !5s41s5~H !, ~15!

where

s45
128pe2m* 2a3t1D

h6kT
F2Dd

3

3
12W0

2d2Dd1~Dd
21W0

2d2!

3z1W0
2d2Dd

2z212
4W0

3d3

3
24W0dDd

22
z3

3 G , ~16!

s55
128pe2m* 2a3t1D

h6kT

3(
l 51

}

~21! lhl
sH 2S kT

l D 2

z1W0
2d2Dd

2z211
kT

l

3FW0
2d2 sinh

l z

kT
expS 2

lDd

kT D2Dd
2sinh

lW0d

kT

3expS 2
lDd

kT D G22S kT

l D 2FDd sinh
l z

kT
expS 2

lDd

kT D
12W0d expS 2

l z

kTD cosh
lW0d

kT G
12S kT

l D 3Fsinh
lW0d

kT
expS 2

l z

kTD2sinh
l z

kT

3expS 2
lDd

kT D G1
W0

2d2Dd

2 FexpS 2
1~z1Dd

kT D
2exp

l ~W0d2z!

kT
2exp

l ~z2Dd

kT G2
W0dDd

2

2

3expS 2
l ~z1W0d

kT D1
lW0

2d2D 2
d

2kT FexpS 2
l z

kTD
3S EiS 2

lDd

kT D2Ei
l z

kT
12 Shi

lW0d

kT D
2exp
l z

kT S EiS 2
lDd

kT D2EiS 2
l z

kTD D G J ; ~17!

for z.Dd

s̄~H !5s61s7~H !, ~18!

where

s65
128pe2m* 2a3t1D

h6kT

3S 4Dd
3

3
2

4W0
3d3

3
1W0

2d2Dd2W0dDd
2D , ~19!

s75
128pe2m* 2a3t1D

h6kT

3(
l 51

`

~21! lhl
sH S W0

2d2 sinh
lDd

kT
2Dd

2 sinh
lW0d

kT D kT

l

12S Dd cosh
lDd

kT
2W0d cosh

lW0d

kT D S kT

l D 2

12S sinh
lW0d

kT
2sinh

lDd

kT D S kT

l D 3

1W0
2d2Dd cosh

lDd

kT

2W0dDd
2 cosh

lW0d

kT
1

lW0
2d2Dd

2

kT

3S Shi
lW0d

kT
2Shi

lDd

kT D J expS 2
l z

kTD . ~20!

In formulas ~8!–~20! Dd5AW0
2d21D2, sinh( . . . ),

cosh( . . . ), Shi( . . . ) and Ei( . . . )are, respectively, the hy
perbolic sine and cosine and the hyperbolic sine and ex
nential integrals.

For analysis of the results we take into account that
W0 /z052 andz50 the second equation of system~4! goes
over to an identity, and consequently the order paramete
determined from the first equation. It follows from syste
~4! that charge ordering of the type described is possible o
for W0 /z0.1, where forW0 /z0,2 the chemical potentialz
of the system of current carriers in the subcritical regio
whend.0, is positive and increasing with temperature, a
for W0 /z0.2 it is negative and decreasing with increasi
temperature. Thus the behavior of the chemical potentia
typically two-band. This circumstance has a substantial
fluence on the sign of the nonoscillatory part of the mag
toresistance. It follows from formulas~8!–~20! that: when
z,0 the nonoscillatory part of the magnetoresistance
positive in both the subcritical and supercritical regions,
z50 the nonoscillatory part of the magnetoresistance is z
in the subcritical and positive in the supercritical region, a
for z.0 the nonoscillatory part of the magnetoresistance
negative in the subcritical region and in part of the supercr
cal region. However, since the chemical potentialz always
decreases with increasing temperature in the supercritica
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gion, the nonoscillatory part of the magnetoresistance t
decreases in modulus, and atz50 it passes through zero an
becomes positive.

Thus we see that forW0 /z052 the nonoscillatory par
of the magnetoresistance of charge-ordered layered cry
suffers a temperature inversion, in which case the mag
toresistance is negative in the subcritical region and reac
a maximum absolute value at a temperature close to the c
cal. Since the critical temperature of the structural ph
transition increases with increasingW0 /z0 , as follows from
equation~4!, the magnetoresistance of substances with
critical temperatures of the structural phase transiti
should therefore be negative and undergo inversion in
supercritical region, while the magnetoresistance of s
stances with high critical temperatures should be purely p
tive. It follows from the system of equations~4! that the
‘‘boundary’’ transition temperature separating crystals who
magnetoresistance undergoes a temperature inversion
those that do not have this property is equal to (z0 /k)ln 2 in
the approximation forD/W0!1.

Qualitatively comparing the results with the experime
tal data, we note that, as is shown in Ref. 3, the cha
ordering arising at the structural phase transition has no
fect on the density of states of the charge carriers, their l
temperature heat capacity, and the dynamic susceptib
This is easily explained by considering that in the gap reg
between minibands, i.e., for2W0d,«,W0d, the density of
states of a system with energy spectrum~2! is constant and
equal to 2m* p/(ah2), i.e., is independent of the order p
rameterd. For W0 /z052 the density of states at the chem
cal potential level is equal to 2m* p/(ah2) in the entire sub-
critical region. Thus crystals whose density of states
independent of the order parameter should also have a s
magnetoresistance, and as a consequence the main p
their electrical conductivity should be determined by formu
~13!.

We note that a decisive argument in favor of the int
layer charge ordering considered in Ref. 1 as opposed to
model proposed in Ref. 2, as a rule, is provided by the d
of x-ray and neutron diffraction analyses, which show th
displacements of the atoms in the direction perpendicula
the layers do not arise. However, a more detailed anal
made in Ref. 7 shows that such displacements should no
present if the electron–phonon coupling function is pur
imaginary, i.e., if it is due to the interaction of electrons w
vibrations of the layers as a whole relative to each othe
the direction perpendicular to the plane of the layers. If th
exists an interaction of electrons with bending oscillations
the layers, then even in the framework of the model cons
ered here there should arise displacements of the atoms i
direction perpendicular to the layers.

The magnetoresistance inversion under discussion a
because the sign and magnitude of the magnetoresistanc
follows from formula ~5!, is determined by two competin
processes of thermal promotion of current carriers: from
lower Landau subbands into the band near the chemical
tential level, and from these latter bands into the higher-ly
subbands. The first process increases the effective dens
states at the chemical potential level and, consequently, l
to negative magnetoresistance, and the second proces
n
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creases the effective density of states at the chemical po
tial level and thus leads to positive magnetoresistance.

We also note that the results obtained in this paper are
first glance, nonphysical, since the conductivity of the s
tem formally is nonzero atd51. But that is impossible in
view of formula~1!, from which it follows that in the case o
complete ordering the conducting layers alternate with in
lating layers, or layers ofn type with layers ofi or p type.
Such systems do not conduct current in the direction perp
dicular to the layers. However, this contradiction is only a
parent, since it follows from Eqs.~4! that the state in which
d51 is realized only atT50 and D50. If DÞ0, thend
,1 even atT50, since the interlayer motion of electron
tends to smooth out the nonuniformity of their layered d
tribution.

At finite temperatures far from the critical we haved
'1 if D/W0 is small, and in that case, as follows from th
general formula~5! together with~3!, the conductivity of the
system in the direction perpendicular to the layers tends
ward zero by an asymptotic law (D/W0)3. It is this circum-
stance that explains why, as a rule, the anisotropy of
conductivity in layered charge-ordered crystals is 2–4 ord
of magnitude higher than the anisotropy of the effect
masses.4

CONCLUSION

We have shown that the structural phase transition du
the interlayer charge ordering leads to a temperature in
sion of the magnetoresistance in layered structures with
critical temperatures of the transitions. In the subcritical
gion the magnetoresistance of such structures is negative
reaches a maximum in absolute value at temperatures c
to the critical. The magnetoresistance of structures with h
critical temperatures of the structural phase transitions
positive. Structures for which the density of states at
chemical potential level and the low-temperature heat cap
ity are independent of the order parameter should hav
close to zero value of the nonoscillatory part of the mag
toresistance.

At the transition to complete ordering the conductivity
layered structures in the direction perpendicular to the lay
tends toward zero by a (D/W0)3 law.
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On the deviations from Matthiessen’s rule in quasi-one-dimensional conductors
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An explanation is proposed for the large deviation from Matthiessen’s rule observed
experimentally in the quasi-one-dimensional metal NbSe3 , the Fermi surface of which contains
several sheets which are isolated from each other. The deviation from Matthiessen’s rule
arises as a result of the nonadditive influence on the electron distribution function from processes
of electron scattering on lattice defects~Se vacancies! and phonons. It is shown that the
experimentally obtained temperature dependence of the electrical conductivity of NbSe3 can be
described satisfactorily in the framework of a simplified model of a one-dimensional
Fermi surface in the form two pairs of symmetric points in quasimomentum space. Large
deviations from Matthiessen’s rule can be explained by the different character of the scattering
on lattice defects and on phonons for electrons localized on different structural chains of
the quasi-one-dimensional metal. ©2002 American Institute of Physics.
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In the presence of several scattering processes for
rent carriers in a conductor its electrical conductivity, gen
ally speaking, differs from the sum of the resistances due
each of them—this effect is known as a deviation from M
thiessen’s rule~DMR!. The DMR effect is usually characte
ized by the relative quantity

D5
r2r12r2

r
,

wherer is the resistivity of the sample in the presence of
two electron scattering processes, andr1 andr2 are the re-
sistivities of the sample in the presence of only one of th
processes.

In the framework of the quasiclassical theory of kine
phenomena in conductors, two types of DMR should be d
tinguished. If the discussion is restricted to the scattering
electrons only on lattice defects and phonons, then the
type of DMR is due to the influence of defects on the
ementary processes of electron–phonon scattering in
conductor~or to the influence of the electron–phonon inte
action on processes of electron scattering on defects!. A de-
tailed theory of this type of DMR is developed in Ref. 1. T
value of D characterizing a DMR of this type is, as a rul
small for good conductors, since the influence of defects
the electron–phonon scattering is proportional to the conc
tration of defects, and at not very high temperatures the p
ability of scattering of an electron on a phonon as it pas
an impurity is also low. The value ofD for the first type of
DMR can be of either sign.

The second type of DMR~see, e.g., Refs. 2–4! is due to
the interference of elementary scattering processes and
nonadditivity of their influence on the electron distributio
function. This type of DMR, generally speaking, does n
contain small parameters, and, as was noted in Ref. 4,
value ofD is positive.
7711063-777X/2002/28(10)/3/$22.00
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Large DMRs for the quasi-one-dimensional metal NbS3

were found in Ref. 5. We shall show that for on
dimensional metals with a Fermi surface consisting of s
eral sheets, as is the case for the given compound, it is n
ral to expect large DMRs of the second type.

We write the kinetic equation for the nonequilibrium co
rection2(dn/d«)xp to the electron distribution function in
the form

Î dxp1 Î phxp5eE"vp, ~1!

wheren(«) is the equilibrium Fermi distribution function fo
the energy,p is the quasimomentum of the electron~we as-
sume that this index also includes the number of the ene
band!, Î d and Î ph are the collision operators for collisions o
electrons with defects and phonons, respectively,e is the
charge of the electron,E is the electric field, andvp is the
electron velocity. The use of the standard kinetic equat
may raise some doubt, since the electron–electron inte
tion in a one-dimensional system leads to the phenomeno
bosonization~see, e.g., Ref. 6!, and the elementary excita
tions become electron density waves instead of individ
electrons. Apparently, however, the degree of on
dimensionality of the electron spectrum of the compounds
the type considered~having a conductivity anisotropy o
'10–20) is not high enough for bozonization effects to a
pear: the electronic properties of these compounds have
discussed in the literature in the framework of the usual o
electron concepts.7 The kinetic equation was used previous
in Ref. 8 for describing the electrical conductivity of com
pounds of the TTF–TCNQ type, which have a higher deg
of one-dimensionality than NbSe3 .

We note a difference in the theoretical treatment
DMRs of the first and second types: the first type of DMR
due to small corrections to the operatorÎ d due to the
© 2002 American Institute of Physics



is

n
o

ac
tri

st
e
i

or
uc

n
o

fo

ct
tri
iv
R

th

du

r

u

o
e

n
on

ual

the

ns
the

nly
ard
ting
ex-
f a
mp-
he
the
b-

and

lly
on
cu-
tor
so-
ral
s 1,

of
ces
the

l to
-

act
nd,
ins
ion
at

cal
al

sis-
le
ple

bly
een
of
be

772 Low Temp. Phys. 28 (10), October 2002 Kopeliovich et al.
electron–phonon interaction and to the operatorÎ p due to the
presence of impurities; for the second type of DMR it
unnecessary to take these corrections into account.

Let us start by showing that in a one-dimensional co
ductor with the simplest Fermi surface the second type
DMR does not occur. In the simplest case the Fermi surf
of a one-dimensional conductor consists of two symme
points on the quasimomentum axis:pF and 2pF ~they cor-
respond to electron velocitiesvF and 2vF). In the general
case in the presence of a center of symmetry in the cry
the Fermi energy can correspond to several pairs of symm
ric points lying in one or several energy bands. If there
only one pair of such points, then Eq.~1! reduces to

nxpF5eEnF , x2pF52xpF , n5nd1np , ~2!

wheren is the only matrix element of the collision operat
in this case. The conductivity of a one-dimensional cond
tor can be written in the form

s5( xpFknFkPk /E,

where the summation is over pairs of symmetric points, a
Pk is the contribution of each such pair to the density
states. SincePk}vFk

21 , the conductivity

s}(
k

xpFk . ~3!

In the case of the simplest Fermi surface, we obtain
the resistivity (r5s21) from ~2! and ~3!

r}~vd1vp!/nF .

Thus Matthiessen’s rule is obeyed.
Let us consider the case of a one-dimensional condu

whose Fermi surface consists of two pairs of symme
points in quasimomentum space—this example already g
sufficient information about the possible values of the DM
Equation~1! in this case becomes

v1x11v12~x12x2!1n12* ~x11x2!5eEn1 ;
~4!

n2x21n21~x22x1!1n21* ~x21x1!5eEn2 .

Here the matrix elementsn1 andn2 of the collision op-
erator describe transitions of electrons within each of
pairs of symmetric points~transitions betweenp1 and
2p1), n12 describes transitions between pointsp1 and p2 ,
and n12* transitions between pointsp1 and 2p2 . Each of
these matrix elements is equal to a sum of contributions
to defects and phonons. We obtain from~4! and ~3!

s5C21

3
n2v11n1v214n21v1

n1n21n1~n211n21* !1n2~n121n12* !12n12n21* 12n12* n21

. ~5!

In the derivation of~5! we have used the relationn21v1

5n122v2 , which follows from conservation of the numbe
of particles in collisions; the coefficientC21, which is inde-
pendent of the defect concentration and the temperat
does not appear in the expression forD, and we shall there-
fore not write out the expression for it here.

It is seen from Eq.~5! that even in the case of only tw
pairs of points, a complete analysis of the DMR is rath
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difficult. Therefore, we shall simplify the treatment eve
more by setting the off-diagonal elements of the collisi
integral to zero. We then have

r5CS v1

nd11np1
1

v2

nd21np2
D 21

. ~6!

The resistivity corresponding to Matthiessen’s rule is eq
to

rM5rd1rph5CF S v1

nd1
1

n2

vds
D 21S v1

np1
1

v2

np2
D 21G . ~7!

It can be seen even from~6! and ~7! that in the case of
several pairs of points the maximum admissible values of
DMR D51 can in principle be achieved. Indeed, letnd1

→0 and np2→0, for example, whilend2 and np1 remain
finite. In other words, only the defects interact with electro
near the second pair of points, and only phonons near
first. Then it is obvious that in the presence of scattering o
on defects or only on phonons, the resistivity tends tow
zero, since the electrons near points which are noninterac
with the scatterer are accelerated without bound by the
ternal field; the resistivity is nonzero in the presence o
combined action of defects and phonons. Thus the assu
tion of the largest possible difference in the effect on t
electronic system from each of the two scatterers leads to
maximum possible DMR, which exceeds the values o
served experimentally.5

The available published data on the structure and b
spectrum of the quasi-one-dimensional metal NbSe3 studied
in Ref. 5 is consistent with the hypothesis of a substantia
different scattering probability for the groups of carriers
lattice defects and phonons. It follows from the band cal
lations of Ref. 9 that the Fermi surface of this conduc
contains five electron groups, which according to their as
ciation with each of the three different types of structu
chains can be divided into two classes: electrons of group
4, and 5~according to the classification of Ref. 9!, which are
localized mainly on the NbSe3 chains I and II, and groups 2
and 3, on the III chain. According to Ref. 10, in the chains
different types there is a marked difference in the distan
between Se atoms, and therefore the coupling energy of
Se atoms is different in them. Consequently, it is natura
assume that the Se vacancies~the main structural defect un
der the experimental conditions of Ref. 5! are formed pre-
dominantly in chains of one type and, accordingly, inter
with electrons of one of the two classes. On the other ha
the difference in the strength of the interaction of the cha
with phonons follows from the fact that the phase transit
involving the formation of charge density waves occurs
greatly different temperatures in the different chains.11 In the
light of the data presented, a description of the electri
conductivity of NbSe3 in the proposed one-dimension
model with two types of carriers appears quite justified.

Figure 1 shows the temperature dependence of the re
tivity of NbSe3 obtained in Ref. 5 on a quenched samp
~curve2! containing Se vacancies and on an annealed sam
~curve1! in which the defect concentration was considera
lower. Both curves are quite close to linear, as can be s
from their approximation by straight lines. The difference
these linear dependences from direct proportionality can
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neglected within the experimental error and the accurac
formula ~6!, i.e., it can be assumed thatrann5aT for the
annealed sample andrq5bT for the quenched; the ratio o
the resistivities of the quenched and annealed sample
b/a51.724. The ratiob/a here characterizes the value of th
DMR:a! D512a/b. At temperatures of the order of Deby
temperature and above, the dependencer}T for the defect-
free sample corresponds to the known asymptotic resisti
due to scattering on phonons. In this temperature region
electron–phonon relaxation rate behaves as follows:nph1

5A1T and nph25A2T. The temperature dependence of t
resistivity of the sample containing defects, according to
~6!, can be approximated by a direct proportionality~with a
different coefficient ofT than in the case of the pure sampl!
only in that temperature region where the following inequa
ties hold:

nd2v1 /v2@nd1 . ~8!

In this temperature region one ha
rq'C(A1 /v1)T,according to Eq.~6!. This means that when
condition~8! holds, the contribution to the current is main
due to electrons of one of the two classes, while the con
bution of the other is suppressed by frequent collisions w
defects. Here for the ideal sample (nd1→0 andnd2→0) one
has rann5C(v1 /A11v2 /A2)21T, i.e., b/a51
1A1v2 /A2v1 . Thus in the ideal sample the contribution

FIG. 1. Temperature dependence of the electrical resistance of a N3

sample in the quenched~from Tq5463 K! state~2! and in the annealed stat
~1!.
of
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he

.
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the current comes from all the carriers, and that leads t
much smaller slope of the straight liner(T) for the annealed
sample than for the quenched. The ratio of the quanti
appearing in inequalities~8! can, in principle, be found from
an analysis of the deviations of therq(T) curve from a direct
proportionality, but such an analysis, in view of the sma
ness of the deviations, falls outside the limits of accuracy
the calculation done here.

In contrast to one-dimensional metals, in thre
dimensional metals large DMRs are usually observed at
temperatures, when the differences in the electron–impu
and electron–phonon scattering are due to their different
ticipation in umklapp processes.2–4 At relatively high tem-
peratures in an ordinary metal there are no reasons for gro
of electrons to have large differences in the scattering e
ciency on defects and phonons, and the DMRs are there
small.

*E-mail: kopeliovich@ilt.kharkov.ua
**E-mail: mamalui@kpi.kharkov.ua
a!We note the formal character of the introduction of the quantityD for
NbSe3 : the resistivityrd due to defects is determined by extrapolatingrq

to zero temperature; this does not have a direct physical meaning, if fo
other reason than the presence of phase transitions in the extrapo
region. Therefore, in the present case the ratio ofb/a is a more adequate
characteristic of the DMR than isD.
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QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Microscopic nature of Pr 3¿ optical centers in Y 2SiO5 , Lu2SiO5 , and Gd 2SiO5 crystals

Yu. V. Malyukin, P. N. Zhmurin, B. V. Grinev, and V. P. Seminozhenko

Institute of Single Crystals, Ukrainian National Academy of Sciences, pr. Lenina, 60, Khar’kov, 61001,
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Russian Science Center ‘‘Kurchatov Institute’’ ul. Kurchatova, 1, Moscow, 123182, Russia
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The results of investigations of the energy spectrum, energy relaxation channels, and dynamics
of electronic excitations of Pr31 optical centers in Y2SiO5 , Lu2SiO5 , and Gd2SiO5

crystals are reviewed. It is shown that the crystal field of the ligands of nonequivalent cationic
sites in these crystals preserves the quasisymmetry of distorted octahedra and tetrahedra;
the Pr31 activator ions are nonuniformly distributed over the nonequivalent cationic sites in
Y2SiO5 . For high concentrations of activator ions (.1at.%) in Y2SiO5 crystals, the
luminescence is quenched as a result of the migration and trapping of the electronic excitations
energy of optical centers by traps. For Y2SiO5 : Pr31 the low-temperature mechanism of
dephasing of the optical transitions of Pr31, which is not characteristic for crystals and is due to
the interaction of impurity ions with two-level systems of a multiwall adiabatic potential, is
analyzed. ©2002 American Institute of Physics.@DOI: 10.1063/1.1521299#
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1. INTRODUCTION

The crystal matrices of Y2SiO5 , Lu2SiO5 , and
Gd2SiO5 , which belong to the family of oxyorthosilicate
with the general formula RE2(SiO4)O (RE5Y,La–Lu),
possess high optical quality and a wide transmission ran
These matrices make it possible to introduce a quite h
percentage of activator ions~up to 10 at.%! without degrad-
ing the structural or optical perfection.1–5 Consequently, new
laser and scintillation materials based on doped oxyortho
cates are under intensive development. The high chem
and photochemical stability of oxyorthosilicates makes th
materials promising for use in display technologies.6 The fol-
lowing efficient oxyorthosilicate scintillating systems ha
been found recently: Y2SiO5 :Ce31, Gd2SiO5 :Ce31,
Lu2SiO5 :Ce31.7–9

Oxyorthosilicate crystals contain two types of cation
sites which differ by the specific volumes and coordinat
numbers and manifest different physical chemi
properties.1,5,10 These features make it possible to study
possibility of selective doping of cationic sites by rare-ea
ions with different ionic radii and to stabilize different form
of the valence of the impurity ions. A deep study of t
nature of optical centers in oxyorthosilicate crystals co
make it possible to obtain unique solutions to technical pr
lems in the development of laser materials with efficient u
conversion schemes and scintillation materials based on
f -d transitions in rare-earth ions.11,12

The optical and luminescence properties of impurity io
are determined primarily by the microstructure of their cry
tal environment and, to a lesser extent, depend on the m
roscopic properties of the crystal. The following were est
7741063-777X/2002/28(10)/6/$22.00
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lished in a series of works:13–24 the quasisymmetry of
nonequivalent cationic sites in and the crystal-field para
eters of Y2SiO5 ~YSO!, Lu2SiO5 ~LSO!, and Gd2SiO5

~GSO! crystals; the special features of the occupation of n
equivalent cationic sites in YSO by Pr31 activator ions; the
migration and trapping~in traps! of the electronic excitation
energy at high density of Pr31 activation centers; multiwell
adiabatic potential of Pr31 optical centers in a YSO crysta
and thermally-stimulated tunneling transitions of a Pr31 im-
purity ion between the minima of the adiabatic potential. T
experimental results obtained taken together and the dete
nation of the numerical values of a number of paramet
make it possible to advance substantially in understand
the microscopic nature of Pr31 activation centers in YSO
LSO, and GSO crystals and to develop the scientific foun
tions for further materials-science developments in opti
materials based on oxyorthosilicates.

2. EXPERIMENTAL RESULTS AND DISCUSSION

The experimental setups and the experimental proced
are described in detail in Refs. 13–24. B. I. Minkov grew t
Y2SiO5 :Pr31, Gd2SiO5 :Pr31, Lu2SiO5 :Pr31 crystals at the
Institute of Single Crystals at the Ukrainian National Aca
emy of Sciences.

The main experimental results making it possible to d
termine more accurately the crystal-field structure of the c
ionic sites in YSO, LSO, and GSO and the special feature
the flow of Pr31 impurity ions into cationic sites are ana
lyzed below. Secondary facts are omitted to avoid complic
ing the analysis with unnecessary details.
© 2002 American Institute of Physics
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775Low Temp. Phys. 28 (10), October 2002 Malyukin et al.
A. Absorption spectroscopy and selective spectroscopy of
Pr3¿ optical centers in YSO, LSO, and GSO crystals

The special features of the splitting of the five-fold d
generate1D2 term of Pr31 into Stark components by a low
symmetry crystal field were used as a probe to analyze

FIG. 1. Fragments of the absorption spectra of YSO:Pr31, LSO:Pr31, and
GSO:Pr31 crystals in the region of optical transitions with participation
the Stark components of the term1D2 of Pr31 impurity ions.
e

structure of the crystal field at the cationic sites in YS
LSO, and GSO. The1D2 term is attractive primarily becaus
it is well separated by substantial energy splittings fro
other terms of the Pr31 ion.14,18,20,22This makes it possible to
interpret reliably the spectral lines corresponding to opti
transitions on the Stark components of1D2 . In addition, the
number of Stark components arising when the term1D2 is
split is optimal in a certain sense. Thus, when the term w
J51 is split the number of Stark components produced
too small to follow the characteristic features of the cryst
field structure, while forJ.2 the number is too large. Acci
dental degeneracy or very close spacing of the Stark com
nents are possible; this makes it much more difficult
interpret the spectra.18,20,21

Figure 1 shows fragments of the absorption spectra
YSO, LSO, and GSO with participation of the Stark comp
nents of the1D2 term of Pr31 ions.20,21Since the point sym-
metry of the cationic sites in YSO, LSO, and GSO is ve
low (C1), the ground term3H4 of the Pr31 ion should split
into nine and the1D2 term into five Stark components.18,20,21

We have indeed observed this experimentally.20,21At liquid-
helium temperature, of the nine Stark components of the3H4

term only the bottom component is occupied; consequen
five spectral lines, corresponding to optical transitions
five Stark components of1D2 , should be observed in th
absorption spectrum. However, each fragment of the abs
tion spectrum in Fig. 1 contains ten spectral lines instead
five. They can be divided into two groups of lines, each w
five lines ~the lines are labeled by a number and a num
with an asterisk!. The spectral lines labeled by a number wi
an asterisk are much narrower at half-height than the spe
lines labeled only by a number.18,20,21The study of the selec
tive luminescence of YSO, LSO, and GSO crystals h
shown that these groups of spectral lines in Fig. 1 corresp
to two different luminescence spectra. The time parame
of luminescence decay are also different.20,21On the basis of
these facts it is concluded in Refs. 18, 20, and 21 that
distinguished groups of spectral lines belong to two differ
Pr31 optical centers, which are formed as a result of t
substitution of activator ions in two nonequivalent cation
sites in YSO, LSO, and GSO. The following notation is us
below: spectral lines labeled by a number correspond
type-I Pr31 optical centers and spectral lines labeled by
number with an asterisk correspond to type-II Pr31 centers.

Interpretation of the structure of the spectra presente
Fig. 1 makes it possible to find the frequency ranges of
TABLE I.

Splitting parameters of the term1D2 given in cm21 relative to the position of the spectral lines 1 and 1*.
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splitting of the term1D2 for two Pr31 optical centers~see
Table I!. The large number of spectral lines associated w
the term3H4 , the close spacing of the lines, and the ov
lapping made it impossible to determine completely
analogous frequency intervals of the splitting of the te
3H4 .20,21

According to Table I the spectral lines 4, 5 and 4* , 5* in
GSO crystals for both optical centers are separated from
triplet of spectral lines 1, 2, 3 and 1* , 2* , 3* by frequency
ranges which greater the frequency ranges between the s
tral lines 1, 2, 3 (1* , 2* , 3* ) and 4, 5 (4* , 5* ). For both
Pr31 optical centers in GSO crystals the spectral lines
clustered in the same manner~see Fig. 1!. The character of
the splitting of the1D2 term for ions occupying nonequiva
lent cationic sites in YSO and LSO crystals differ substa
tially ~Table I!. For type-I optical centers the smallest ener
splitting between the spectral lines 1 and 2 is;60 cm21.
The spectral line 3 lies close to the lines 1 and 2. N
follow, after a large interval;290 cm21, the spectral lines 4
and 5. For type-II optical centers in YSO and LSO cryst
the spectral lines 4* and 5* are separated by the smalle
energy interval. The spectral line 3* lies at a lower energy; it
is followed by the spectral lines 1* and 2* separated by an
interval ;300 cm21. This means that the reverse order
splitting of the term1D2 is observed for two optical center
in YSO and LSO crystals.

For a regular octahedral or tetrahedral symmetry of
crystal field at cationic sites, the five-fold degenerate te
1D2 would be split into three- and two-fold degenera
states.25,26 For octahedral symmetry, the three-fold degen
ate state should lie at a lower energy, while for a tetrahe
symmetry it should lie at a higher energy.25,26Therefore, the
crystal field of both cationic sites in a GSO crystal has
symmetry of a distorted octahedron.22 In YSO and LSO crys-
tals, the crystal field for type-I optical centers possesses
symmetry of a distorted octahedron, and for type-II opti
centers the symmetry is that of a distorted tetrahedron.22

For quantitative analysis of the crystal-field structure
cationic sites, in Ref. 22 the model of a crystal potential
octahedral and tetrahedral symmetry25–27 was used as a firs
step:

Vcr5(
i 51

2 H 6B4.0H Y4.0~u i ,w i !1A 5

14
@Y4.4~u i ,w i !

1Y4,24~u i ,w i !#J 1B6,0H Y6,0~u i ,w i !

2A7

2
@Y6.4~u i ,w i !1Y6,24~u i ,w i !#J J , ~1!

where B4.0>0 and B6,0>0 are variable parameters an
Yl ,m(u i ,w i) are spherical harmonics. The plus sign in t
relation ~1! corresponds to octahedral and the minus sign
tetrahedral crystal-field symmetry. In the crystal field~1! the
term 1D2 splits into three- and two-fold degenerate stat
which are separated by a frequency splittingD
520B4.0/7Ap. This corresponds to the positions of the ce
ters of gravity of the spectral lines 1, 2, 3 and 4, 5 (1* , 2* ,
and 3* , 4* , 5* ) of Pr31 optical centers in YSO and LSO
h
-
e

he

ec-

e

-

t

s

f

e

-
al

e

he
l

f
f

o

,

-

crystals and the centers of gravity of the spectral lines 1, 2
and 4, 5 and 1* , 2* , 3* and 4* , 5* in GSO crystals~Fig.
1!.22

The lowering of the symmetry of the cationic sites ca
be analyzed completely only for octahedral crystal-field sy
metry, since there is a chain of distortions~tetragonal, trigo-
nal, and rhombic! which result in complete splitting of the
term 1D2 .22 At each symmetry lowering step the model p
tential ~1! becomes more complicated because of the app
ance of additional terms.22 For a tetragonal distortion three
independently variable parametersB4.0, A2.0, andB4.4 must
be studied to describe the splitting of the term1D2 ; these
parameters can be estimated from the experimental spe
~Table II!.22 Further lowering of the octahedral symmetry
rhombic symmetry (D2h) completely lifts the degeneracy o
the term1D2 . Two additional variable parameters appear
the crystal potential:A2.2 and B4.2. SettingB4.2'A2.2, the
numerical value of the parameters can likewise be obtai
from experiments~Table II!.22

Analyzing the data presented in Table II, which chara
terize the microstructure of the crystal field of the ligands
cationic sites in YSO, LSO, and GSO, shows that type
Pr31 optical centers in a GSO crystal are affected most
ligands~large values ofB4.0 andB4.4). In this case, however,
the octahedral symmetry of the cationic sites in a GSO cr
tal is distorted less than in YSO and LSO crystals. The v
ues of the parametersA2.0, A2.2, andB4.2 for YSO and LSO
crystals are larger than for the GSO crystal.

B. Manifestation of concentration effects in the
luminescence spectra and luminescence damping of
activator ions in a YSO:Pr 3¿ crystal

The low-temperature optical spectra and the quench
of luminescence of YSO crystals with different activator-io
content—0.3, 0.6, and 1.8 at.%—were investigated to de
mine the distribution of Pr31 ions over nonequivalent cat
ionic sites.21,23

The total absorption intensity of two Pr31 optical centers
in YSO crystals increased as the change in the total conc
tration of activator ions.21,23 However, the area under th
spectral lines 1 or 1* changed differently~Fig. 1!. As the
total concentration of activator ions increased in the ra

TABLE II.

The parameters values are given in cm21.
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1:2:6 the area of the spectral line 1 increased in the r
1:2.2:6.5 and that of the line 1* in the ratio 1:1.6:3.2. The
nonuniform distribution of Pr31 ions is explained by the dif-
ferent volume of nonequivalent cationic sites in the YS
crystal and by the different ionic radii of Y31 and Pr31

ions.21,23

The damping of the luminescence of optical transitio
1D2→3H4 in YSO, LSO, and GSO crystals with activato
ion concentration 0.3 at.% can be described by an expo
tial law.20,21,23 But, even at activator ion concentration 0
at.% in a YSO crystal the damping of the luminescence
type-I optical centers deviated substantially from
exponential.21,23For 1.8 at.% activator ions the luminescen
damping was nonexponential for both optical centers~Fig.

FIG. 2. Damping of the luminescence of two optical centers Pr31 in a YSO
crystal on optical transitions1D2→3H4 with total activator ion concentra-
tion 1.8 at.%.
io

s

n-

f

2!. The deviation from an exponential law was strongest
the initial section of the experimental damping curve.
large times after the excitation pulse the luminescence de
curves can be described by an exponential law~Fig. 2!. In
addition, the luminescence decay constant in the expon
for a YSO crystal decreased with increasing temperature
the range 1.5–80 K.21,23 The observed features of the lum
nescence decay curves were explained by migration~diffu-
sion! and trapping of the excitation energy of Pr31 activator
ions by quenching centers.20,23 The migration of electronic
excitation energy is due to the dipole–dipole interaction
tween Pr31 impurity ions.21,23 Since optical transitions
within the f shell of rare-earth ions are forbidden,3,26,30their
dipole–dipole interaction is weak. Consequently, ordinar
the transport of electronic excitation energy is incoheren
is of a hopping character.28,30 Energy transport along Pr31

impurity ions is isotropic because the nonequivalent catio
sites in a YSO crystal form a three-dimensional lattice.1,2 In
this case the experimental luminescence damping curve
Pr31 activator ions can be described by the function28

I d~ t !5I 0 expS 2
t

t0
2aA t

t0
2b

t

t0
D , ~2!

a57.4R0
3ctr , ~3!

b58.6R0
3/2~Dt0!3/4ctr , ~4!

wheret0 is the luminescence decay constant of donors in
absence of quenching centers,R0 is the critical transfer ra-
dius for electronic excitation energy,D is the diffusion coef-
ficient of the electronic excitation energy;ctr is the concen-
tration of tunneling centers.

In Refs. 21 and 23, to fit the experimental luminescen
damping curves using the relation~2! R0 was estimated nu-
merically from experimental data for a YSO crystal wi
intermediate activator ion concentration~0.6 at.%!. In this
case the luminescence damping of type-II optical center
merely exponential and can be described by the relation~2!
TABLE III.

The parameters dimension are:t0 ~s!; ca (cm23); D (cm2/s).
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with a50.14 andb50, i.e. energy transfer to traps is ve
weak and there is no energy migration. Therefore the ave
distance between type-II optical centers can be taken as
critical energy transfer radius. For total activator ion conc
tration 0.6 at.% the concentration of type-II optical centers
2.3•1020 cm23, and the average distance between them
R0;12 Å.21,23 Taking R0512 Å and using the relation~3!
for a50.14, the trap concentration can be estimated asctr

;1.3•1019 cm23. It is shown in Refs. 21 and 23 that in
YSO crystal the traps for electronic excitation energy of Pr31

activator ions are dimers of these ions.21,23

Table III gives the results of a fit of the experiment
luminescence damping curves for YSO crystals with diff
ent activator ion concentration. The parametersa and b in
the relation~2! were varied. The relations~3! and ~4! were
used to calculate the concentration of traps and the diffus
coefficient for the electronic excitation energy. For type
Pr31 optical centers the diffusion coefficients for the ele
tronic excitation energy are virtually identical in sampl
with the maximum and intermediate activator ion concen
tions. However, the diffusion coefficients are different f
different optical centers. The diffusion of electronic excit
tion energy is of a thermal activation character, since
diffusion coefficient decreases with temperature.28,29

FIG. 3. Section of the absorption spectrum of a YSO:Pr31 crystal in the
region of optical transitions3H4→3P0 .
ge
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C. Dynamics of electronic transitions of activator ions in a
YSO:Pr3¿ crystal

It is known30,31 that the electron-phonon interaction d
termines the amplitude of photon echoes~PEs! on resonance
optical transitions of impurity centers in crystals. Cons
quently, in contrast to stationary optical spectroscopy, inf
mation about the dynamical processes that contribute to
homogeneous width of spectral lines can be extracted f
PE experiments. A double-pulse PE in a YSO:Pr31 crystal
was observed on resonance optical transitions3H4↔3P0 in
type-I Pr31 optical centers.13,15–17To obtain the maximum
amplitude of the PE signal the laser line (DnFWHM

50.2 cm21) was scanned within the spectral line 1~Fig. 3!.
The intensity of the PE signal varies nonmonotonica
Therefore the spectral contour of the line 1 is complica
and consists of unresolved several spectral lines.

We recall that the relation

I echo;exp~22g~T!Dt !, ~5!

whereg(T) is the homogeneous width of the spectral li
(g(T)5p/T2(T), T2(T) is the phase relaxation time of th
optical transition!, Dt is the time interval between the exci
ing laser pulses, andT is the temperature, determines th
change in the amplitude of a double-pulse echo.30,31

The relation~5! makes it possible to determine direct
from experiments the temperature dependence of the ho
geneous widthg of a spectral line~Fig. 4!. In Ref. 19 it is
shown that the temperature dependence of the PE ampli
in a YSO crystal is determined by direct absorption a
emission of phonons with the participation of the seco
Stark component of the term3H4 ~see inset in Fig. 3! and by
the interaction of a Pr31 impurity ion with two-level systems
of a multiwell adiabatic potential. The experimental resu
of Ref. 32 played the key role in explaining the temperatu
dependence ofg. In Ref. 32 hole burning was used to sho
that the spectral lines 1 and 1* ~Fig. 1! consist of several
spectral contours. The nonmonotonic variation of the PE a
plitude when the laser line is scanned also indicates that
structure of the spectral line 1 is complex~Fig. 3!. This

FIG. 4. Temperature dependence of the homogeneous width of the spe
line of Pr13 optical centers in a YSO crystal on the transition3H4→3P0 .
The asterisks denote experimental points; the solid line is a fit using
relation ~6!.
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means that at a cationic site the Pr31 impurity ions possess
several closely spaced~in energy! states. These states can
represented in a multiwell adiabatic potential model. Ho
ever, at the microscopic level it remains unclear which g
eralized nuclear coordinate engenders such an adiabatic
tential. In Ref. 19 it is suggested that Pr31 impurity ions in a
YSO crystal can undergo thermally stimulated transitions
tween the minima of the adiabatic potential. At liquid-heliu
temperature only the bottom states in each minimum o
multiatomic adiabatic potential are occupied, so that
thermally-stimulated transitions are due to the interaction
Pr31 impurity ions with two-level systems.31 In Ref. 19 the
additive contributions to the homogeneous width of a sp
tral line were summed to describe the functiong(T) ~Fig. 4!.
These contributions result from the interaction of the imp
rity center with phonons and two-level systems:

g~T!5gph~T!1gTLS~T!5a expS 2
D«

kTD1l sinh21S D

kTD ,

~6!

wherea is the width at half-height of the second Stark co
ponent of the term3H4 , D« is the energy splitting betwee
the first and second Stark components of the term3H4 , l is
a parameter reflecting the phonon-tunneling interactionD
5De'Dg is the difference of the activation energies of t
two-level systems in the ground and excited states of
impurity ions.

The parametersa andl in the relation~6! were varied to
obtain the best least-squares fit of the experimental poin19

In so doing,D«589 cm21 and D50.25 cm21.19 The rela-
tion ~6! with a51.04•1010 Hz andl51.1•105 Hz fits well
the experimental points in Fig. 4.

3. CONCLUSIONS

In summary, it has been shown that the nonequiva
cationic sites in YSO and LSO crystals retain the pseu
symmetry of a distorted octahedron and tetrahedron an
GSO crystals the distorted octahedron symmetry is obse
for both cationic sites. The activator ions occupy nonu
formly the nonequivalent cationic sites in the YSO crys
lattice. At high activator ion concentrations (.0.6 at.%) a
complicated luminescence decay law, due to two relaxa
processes–migration and trapping~in traps!–of the excita-
tion energy of the activator ions, is observed in YSO cryst
Dimers of the activator ions act as traps. At low temperatu
Pr31 impurity ions in a YSO crystal undergo thermally
stimulated transitions between several, closely spaced en
states, which are formed within cationic sites of the sa
type.

We dedicate this paper to the 70th birthday of Acade
cian V. V. Eremenko with warm recollections of joint work
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The nonlinear dynamics of elastic shear waves is investigated taking into account the interaction
of the shear component of the displacements with low-amplitude sagittal components.
Nonlinear evolutionary equations are derived for the shear-displacement field. These equations
contain additional nonlinear dispersion terms due to the interaction with displacements in
the sagittal plane. The soliton solutions of the equations obtained are studied and the possibility
of the existence of exotic solitons—compactons and peakons—is discussed. ©2002
American Institute of Physics.@DOI: 10.1063/1.1521300#
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1. INTRODUCTION

The existence of periodic and localized nonlinear s
tionary waves is usually attributed to the competition b
tween two factors: the nonlinearity of the system and
dispersion of linear waves. Recently, the role of dispers
has been investigated carefully and it was demonstrated
in weakly dispersive media nonlinear dispersion produ
new types of solitons: ‘‘compactons’’ and ‘‘peakons.’’ Suc
excitations were first discussed for magnets1 ~see also Refs
7–9! and then in hydrodynamics2–4 and the theory of
elasticity.5,6

In the theory of elasticity the nonlinear dynamics of ela
tic waves in one-dimensional systems is conventionally
vestigated on the basis of the Boussinesq equation~for lon-
gitudinal waves!

rv tt2l0vxx2l̃0a2vxxxx2L0~vx
2!x50, ~1!

or the modified Boussinesq equation~for transverse waves!

rutt2l1uxx2l̃1a2uxxxx2L1~ux
3!x50, ~2!

wherel i andL i are linear and nonlinear elastic moduli,l̃ i

;l i , and a is the lattice constant.10 For these equation
wave propagates along thex direction ~along an elastic
chain! and v(x) is the x and u(z) the z component of the
displacements. It is well known that the nonlinearity@the
anharmonic terms in Eqs.~1! and ~2!# and dispersion@the
terms with the fourth spatial derivatives in Eqs.~1! and ~2!#
of the waves engender spatially localized waves—solito
In the examples presented above the solitons are nonli
localized waves with a stationary profilev5v(x2ct), u
5u(x2ct). Soliton solutions of the Boussinesq equation e
ist for any sign of the dispersion (l̃0) and nonlinearity (L0)
For the modified Boussinesq equation solitons exist onl
l̃1L1.0. In reality, in most physical systems dispersion
7801063-777X/2002/28(10)/9/$22.00
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dinarily has a definite sign (l̃1.0) and the nonlinearity of
the shear waves is ‘‘soft’’ (L1,0), i.e. the reverse equality
holds: l̃1L1,0. Moreover, in real crystals the characteris
dispersion of linear waves is negligibly small and in t
long-wavelength approximation of the theory of elasticity,
a rule, it is neglected.11 It results in the theoretical possibility
of the existence of solitons, but in this case stationary n
linear waves appear at long times when wave damping c
not be neglected.

For surface elastic waves, dispersion can be substant
increased by coating the surface of the elastic medium wi
film consisting of a different material~Love surface shea
waves12 or Rayleigh waves in a medium with a coating13!.
For elastic waves in a plate, even with an ideal surface~no
coating! Rayleigh–Lamb ~RL! waves and the highe
branches of surface shear waves also exhibit str
dispersion.12 In these examples—Love surface waves in
half-space and Rayleigh–Lamb waves in plates, the dis
sion relation in the long-wavelength approximation has
form

v25c2k2~11bh2k2!, ~3!

wherec is the velocity of sound of the corresponding wav
h is the thickness of the coating or plate, andb is a constant
of the order of 1. The dispersion law for linear waves for t
ordinary modified Boussinesq equation differs from the e
pression~3! in that the lattice constanta replacesh. Thus, in
the presence of a film with thickness much greater than
atomic layer or in a plate with finite the dispersion is grea
to the extent of large parameter (h/a)2@1. Under such con-
ditions the formation of a nonlinear wave with a stationa
profile is an experimentally observable effect.14

Nonlinear elastic surface waves and surface solit
were investigated theoretically in Refs. 15–19. The propa
tion of nonlinear waves in an elastic plate was discussed
© 2002 American Institute of Physics
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Refs. 20 and 21. In Ref. 20 the authors studied purely sh
waves in an elastic plate and showed that the nonuniform
of a wave over the thickness of the plate makes solit
possible. In Ref. 21 the influence of the sagittal compone
on periodic nonlinear shear waves in an identical plate w
taken into account and it was shown that there is a str
interaction between different components of the displa
ments.

In what follows we shall examine the propagation
almost transverse horizontal nonlinear shear waves and
corresponding solitons in a thin elastic plate of finite thic
ness. In an infinitely thin film the flexural rigidity is zero an
only elastic displacements in two directions in the film pla
are possible. The interaction arising between these com
nents of the displacements results only in a change in
velocity of the longitudinal waves and renormalization~in-
crease! of the constantL1 in Eq. ~2!, since the characteristi
dispersion of longitudinal waves is negligible, just as that
transverse waves. The situation is different in a plate of fin
thickness, where all three components of the displacem
are different from zero. In this case so-called Rayleig
Lamb waves with displacement components in the sag
plane, which are strongly dispersive, can appear. The non
ear interaction of a shear wave with these waves incre
the dispersion and results in a horizontal shear wave. But
dispersion is of a nonlinear character and the soliton s
tions can have a substantially different profile—the solito
will acquire the exotic form of compactons and peakons. I
important to include in the analysis small displacements
the sagittal plane from a different standpoint also. As will
shown below, purely shear waves are unstable with respe
the emission of Rayleigh–Lamb waves and this interact
of waves with different polarization is nonlinear.

2. FORMULATION OF THE MODEL AND DERIVATION
OF THE BASIC DYNAMICAL EQUATIONS

We shall consider the propagation of nonlinear elas
waves in the following geometry: an elastic plate of fin
thickness 2h, unbounded in theX andY directions, occupies
the volume2h<z<h. The wave is uniform in theY direc-
tion and propagates along theX axis ~Fig. 1!. Let

u5u~y!~x,z,t !, v5u~x!~x,z,t !, w5u~z!~x,z,t !, ~4!

be the horizontal shear displacementu(y) and the displace-
mentsu(x) andu(z) in the sagittal plane, respectively.

FIG. 1. Geometry of the problem.
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For a crystal with cubic symmetry, the energy density
the harmonic approximation~taking account of the unifor-
mity of the displacements in theY direction! is

F05
1

2
c11~vx

21wz
2!1

1

2
c44@ux

21uz
21~vz1wx!

2#

1c12vxwz , ~5!

where the subscripts for the components of the displacem
denote differentiation with respect to the corresponding
ordinate. In the notations of Ref. 11c115lxxxx, c12

5lxxyy, andc445lxyxy.
Let the propagating nonlinear wave posess prima

horizontal shear polarization, i.e.u@v,w, and propagate
with velocities close to that of linear shear waves. Con
quently, we shall take account of the characteristic dispers
of the wave only for this component of the displacement

Fdis52
a2

2
A~uxx

2 1uzz
2 !2

a2

2
Buxx

2 ~6!

~in a cubic crystal with only nearest-neighbors interacti
B50 andA5c44/12).

The anharmonic part of the free energy can be writ
approximately~for the same conditionsu@v, w and ]/]y
50) as in:19

Fan>
1

2
s112121~ux

2vx1uz
2wz!1

1

2
s332121~ux

2wz1uz
2vx!

1s132123~vz1wx!uxuz1
1

24
s21212121ux

4. ~7!

We shall show below that in small-amplitude shear so
tons moving with velocitiesc close to that of the velocityct

of transverse waves the amplitude and region of localiza
in the direction of propagation are determined by the sm
parameter«512(c/ct)

2!1. Hereu;1, v;w;A«, ]/]x
;]/]z;A«, and all terms in Eq.~7! are infinitesimals of the
order of«2. The dropped anharmonic terms containing trip
products of derivatives of the functionsv(u,z) and w(x,z)
are infinitesimals of order the order of]/]x;]/]z;«3.

The dynamical equations corresponding to the total
ergyF5F01Fdis1Fan have the form, to the same degree
accuracy,

rutt5c44~uxx1uzz!1Aa2~uxxxx1uzzzz!

1s112121~~uxvx!x1~uzwz!z!1s132123~~uzvz!x

1~uzwx!x1~uxvz!z1~uxwx!z!1s332121~~uxwz!x

1~uzvx!z!1
1

6
s21212121~ux

3!x , ~8!

rv tt5c11vxx1c44~vzz1wxz!1c12wxz1s112121uxuxx

1s132123~uxuz!z1
1

2
s332121~uz

2!x , ~9!

rwtt5c11wzz1c44~wxx1vxz!1c12vxz1s112121uzuzz

1s132123~uxuz!x1
1

2
s332121~ux

2!z . ~10!
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These equations must be supplemented by boun
conditions on the free surfaces of the platez56h:

c44uz1Aa2uzzz1s112121uzwz1s332121uzvx

1s132123ux~vz1wx!50, z56h, ~11!

c44~vz1wx!1s132123uxuz50, z56h, ~12!

c11wz1c12vx1
1

2
s112121uz

21
1

2
s332121ux

250, z56h.

~13!

We are interested in solutions in which in the leadi
approximation (v,w50) a purely shear wave is independe
of the z coordinate. Consequently, settingu(x,z)5u(0)(x)
1u(1)(x,z), where u(1)!u(0), in the next approximation
with v,w!u and small anharmonic terms the functionu
5u(z) must be taken into account only in the linear terms
Eqs. ~8!–~13!. Then, for waves with a stationary profile o
the form u5u(x2ct, z), v5v(x2ct, z), and w5w(x
2ct, z) the equations of motion and the boundary conditio
simplify as follows:

S 12
c2

ct
2Duxx

~0!1Aa2uxxxx
~0! 1uzz

~1!1Aa2uzzzz
~1! 1a~ux

~0!vx!x

1b~ux
~0!wz!x1jux

~0!~vzz1wxz!1r ~ux
~0!3!x50,

~14!

vzz1kmvxx1nwxz1aux
~0!uxx

~0!50, ~15!

kwzz1«wx1nvxz50, ~16!

uz
~1!1Aa2uzzz

~1!1jux
~0!~vz1wx!50, z56h, ~17!

vz1wx50, z56h, ~18!

kwz1~n21!vx1
b

2
ux

~0!250, z56h8, ~19!

where k5c11/c44, n5c12/c4411, «512(c/ct)
2, m51

2(c/cl)
2512(12«)/k, a5s112121/c44, b5s332121/c44,

j5s132123/c44, r 5s21212121/6c44, ct5Ac44/r is the trans-
verse speed of sound, andcl5Ac11/r is the longitudinal
speed of sound.~We made the substitutionA/c44→A.) Inte-
grating Eq.~14! over the thickness of the plate and applyi
the boundary condition~17! easily yield a one-dimensiona
equation for shear displacementsu(0) in the leading approxi-
mation:

~12~c/ct!
2!uxx

~0!1Aa2uxxxx
~0! 1r ~ux

~0!3!x

1S ux
~0!

1

2h E2h

h

dz~avx1bwz! D
x

50. ~20!

To find a closed-form equation foru(0) the functionsv
andw must be expressed in terms of the displacementu(0),
using Eqs.~15! and ~16!, which comprise a system of inho
mogeneous linear equations and can be solved using a
rier transformation:

v5E
0

`

dk sinkxV~k,z!, w5E
0

`

dk coskxW~k,z!,
ry

t

f

s

u-

ux
~0!252E

0

`

dk coskxx~k!. ~21!

The solution of Eqs.~15! and ~16! for the Fourier com-
ponents of the sagittal displacementsV andW have the form

V5V1 coshg1z1V2 coshg2z2
ax~k!

kmk
,

W5W1 sinhg1z1W2 sinhg2z, ~22!

where

g i
25k2w i

25
k2

2
~p6Ap224m«!, p5km1

«2n2

k
,

Wi5Vi~w i
22km!/~nw i !. ~23!

The dependences ofVi on x(k) andk can be found from
the boundary conditions~18! and ~19!:

V1,256x~k!S b2a
n21

km Dw2,1sinh~g2,1h!

3~kw1,2
2 1«~n21!!G21, ~24!

where

G5cosh~g1h!cosh~g2h!

3 (
n51

2

~21!ngn tanhgnh~k2m2~n2«!22k~12«!wn
2!.

~25!

Thus, the expressions~21!–~25! give the functionsv
5v(x2ct, z) andw5w(x2ct, z). If the functionx(k) cor-
responds to a soliton solution localized in the regionL
;1/A«, then the solutions forv andw will also be localized
in this region. The dependence of these solutions on thz
coordinate can be different. Forc,ct only solitons of one
type with realg i occur. Forc.ct there exist an infinite se
quence of soliton solutions with different imaginary valu
of g2 . However, in these solutions the displacement fi
oscillates as a function of the coordinatez, and these solu-
tions do not satisfy the conditions under which the appro
mation used for the anharmonic energy~7! is adequate. Con-
sequently, in what follows we shall consider only the ma
soliton solution. This solution corresponds to the followin
profile of the displacements: the deformationsvx , vz , wx ,
amdwz are much smaller~asA«) than the main shear defor
mationux , the displacements in a direction perpendicular
the plate are antisymmetric with respect to the center of
platew(z)52w(2z) ~i.e. the passage of a soliton is accom
panied by a compression wave in the plate!, and the longitu-
dinal displacements are symmetric relative to the cente
the plate (v(z)5v(2z)).

Substituting the solution~21!–~25! into Eq. ~20! gives
the final closed-form integrodifferential equation foru(0)

~in what follows, to simplify the notation, we drop th
index (0)):
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TABLE I. Elastic constants and parameters of a model for alkali-halide compounds.

j52(C11C3 /(12K)), r52C1P /(3(K21)), Ad54C3P /@3(12K)2(C11C3 /(12K))#.
os
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t
l

l

ve

ve
nd
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ves

l-
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the

the
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ll,
in
li-
axi-
S 12
c2

ct
2Duxx1Aa2uxxxx1S r 2

a2

2km D ~ux
3!x

1kAm«S b2a
n21

km D 2

Ap224m«

3S uxE
0

`

dk coskxx
sinh~g1h!sinh~g2h!

hG D
x

50. ~26!

Since the waves which we are studying are alm
purely shear waves, their velocity is close toct and the pa-
rameter« is small («!1). Under these assumptions Eq.~26!
can be simplified:

«uxx1Aa2uxxxx12C1~ux
3!x

14C3S uxE
0

`

dk coskxx~k!M ~k! D
x

50, ~27!

where the kernel of the integral operatorM (k) is given by

M ~k!5
tanh~khAp!

~khAp!2tanh~khAp!sK tanhs
,

s5khA«m

p
~28!

and

C15
1

2 S r 1
a2

2~12k! D , p5k212
n2

k
, ~29!

C35
p

4 S a
n21

12k
1b D 2

, K5
~k~k21!2n~n21!!2

k~k21!
~30!

The parameterp can also assume negative values~see
Table I!. In this case the substitutionp→upu must be made in
all formulas.

If the characteristic spatial size of a solitary wave is
the order ofL, then the functionx(k) makes the main con
tribution to the integral term in Eq.~27! in the wave number
rangek,1/L. Since« is small in this range, the parameters
t

f

is small in the most interesting caseL>h and even forL
,h. For c,ct we have«.0 (s is real!. Thus, we can se
s/tanhs.1 in Eq. ~27! and rewrite the kernel of the integra
operator in the form

M ~k!'
tanh~khAp!

khAp2K tanh~khAp!
. ~31!

The numerator in the kernel~31! vanishes at the critica
value of the parameterk: k* ;1/h. This pole of the kernel
corresponds to the first symmetric Rayleigh–Lamb wa
with phase velocity equal to the soliton velocityc.ct ~see
below!. Thus, a soliton consisting of a localized shear wa
moving in a plate should emit Rayleigh–Lamb waves, a
stationary motion of this soliton is, strictly speaking, impo
sible. Forc.ct the parameter« becomes negative, and i
Eq. ~28! tanhs must be replaced by tans. Then, the straight
line v5ck intersects the dispersion curve for Rayleigh
Lamb waves in an infinite sequence of additional points w
kn;n/hAu«u. In this case a moving soliton emits the enti
sequence of Rayleigh–Lamb waves with phase veloci
close to the velocity of transverse waves. The emitted wa
have the formv,w;(sAs sin@ks(x2ctt)#x(ks), ks5k* , k1 ,
k2 , . . . . Thesituation simplifies in the case of weakly loca
ized solitons with spatial sizeL@h, when the Fourier trans
form of the soliton profilex(k) is exponentially localized in
the rangek,1/L!k* . Figure 2 shows thek-dependence of
the kernel of the integral termM for c,ct ~solid line! and
the Fourier transformation of the squared distribution of
deformation field in the solitonx ~broken line!, which in the
limit of a standard soliton of a modified Boussinesq has
form x(k);k/sinh(jk/A«), wherej;1. In this case the en
ergy emitted in each RL wave is of the order ofE* ;exp
(2L/h), En;exp(2nL/hA«), i.e. the energy emitted by a
small-amplitude soliton into all RL waves is finite and sma
and it is determined primarily by the excitation of the ma
symmetric RL mode. Thus, for such weakly localized so
tons the radiation effect can be neglected. Since the m
mum value of the argument in the kernelM in this limit is of
the order of (khAr)max;h/L!1, the kernel simplifies and
can be written as



rm
n

e
ai
e

e-

r
e

o

tio

es
e

-

f

f
l

im-
s-
s.
ves

f

r
ys-

l-

it

784 Low Temp. Phys. 28 (10), October 2002 Kovalev et al.
M'
1

12K
1

pk2h2

3~12K !2 . ~32!

In this limit Eq. ~27! becomes a differential equation:

«uxx1Aa2uxxxx12S C11
C3

12K D ~ux
3!x

2
2pC3

3~12K !2 h2~ u̇x~ux
2!xx!x50. ~33!

Substitutingutt for the termc2uxx , Eq.~33! becomes the
modified Boussinesq equation~2!

rutt2l1uxx2l̃1a2uxxxx2L1~ux
3!x2Nh2~ux~ux

2!xx!x50,
~34!

where

l15c44, l̃15A, L152c44~C11C3 /~12K !!

andN52pc44C3(3(12K)2)21.
This equation contains a new nonlinear dispersion te

;h2(ux(ux
2)xx)x in addition to the ordinary linear dispersio

term ;a2uxxxx.
We note that an equation of this type can be deriv

from the equation of motion of a discrete anharmonic ch
with a nonlinear interparticle interaction potential of th
form ;(un2un21)4. Expanding these differences in a s
ries, Eq. ~2! acquires the additional term
2L1a2(ux(ux

2)xx)x/8. But, in Eq. ~34! this term is propor-
tional to nota2 but ratherh2 and is much more important fo
real plates withh/a@1. It changes the standard form of th
soliton solution.

For shorter nonlinear localized waves with spatial size
the order of the plate thicknessL;h the form of the soliton
should change substantially, since in the region of integra
k,1/L;1/h in Eq. ~27! the argumentkhAp in the kernel
~31! changes strongly. In this limit the emission of wav
with sagittal polarization increases. But for a qualitative d

FIG. 2. The kernelM of the integral term in Eq.~27! versus the wave
numberk ~solid line! and the Fourier transform of the soliton profilex
versusk ~broken line!.
d
n

f

n

-

scription of solitons with sizeL,1/k* ;h, neglecting dissi-
pation the kernel~31! can be replaced by the simplified ex
pression

M̃5
1

~12K !2~khAp!2/3
. ~35!

which generalizes the expression~32! for khAp;1, has the
correct asymptotic behavior fork!1/h, and takes account o
the main pole of the kernel of the integral operator atk*
;1/h. ~The expressions~31! and ~35! behave differently as
k→`: M;1/k andM̃;1/k2. However, this difference is o
no significance, since the functionx(k) truncates the integra
at k;1/h.) Making the substitutionM→M̃ in Eq. ~27! and
expanding~35! in the series

M̃5
1

12K (
n50

` S k2h2p

3~K21! D
n

,

the integral part of Eq.~27! can be rewritten in the form

4C3

12K S ux(
n50

` S h2p

3~12K ! D
n ]2n

]x2n

ux
2

2 D
x

. ~36!

Integrating Eq.~27! with respect tox, dividing the result
by ux , and applying the operator

11
h2p

3~K21!

]2

]x2 ,

give the nonlinear differential equation

«ux1Aa2uxxx12S C11
C3

~12K ! Dux
3

2
2C1ph2

3~12K !
ux~ux

2!xx2
Apa2h2

3~12K !
uxS uxxx

ux
D

x

50.

~37!

This equation is similar to Eq.~33!, but it is also appli-
cable forL;h.

3. LINEAR AND NONLINEAR PERIODIC WAVES IN A PLATE

Since resonance phenomena play an exceptionally
portant role in our problem, we shall examine first the po
sible linear waves in an elastic plate. In the linear limit Eq
~8!–~10! decouple. The first equation describes shear wa
with the dispersion relationv5ctkA12Aa2k2.

The linearized equations~9! and~10! with the boundary
conditions ~12! and ~13! possess a solution in a form o
Rayleigh–Lamb waves. In this case the formulas~22! and
~23! are correct@with x50 in Eq. ~22!#, if «512v2/ct

2k2

and m512v2/cl
2k2, and the equalityG50 with G deter-

mined by the formula~25! gives the dispersion relation fo
Rayleigh–Lamb waves in a plate consisting of a cubic cr
tal:

w1 tanh~khw1!

w2 tanh~khw2!

k2m2~n2«!22k~12«!w1
2

k2m2~n2«!22k~12«!w2
2 51. ~38!

Settingv5k21 transforms this equation into the wel
known expression12 for the dispersion law of Rayleigh–
Lamb waves in an isotropic material. In the short-wave lim
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with k@1/h, for the main symmetric RL wave and the low
antisymmetric flexural wave, an equation is obtained for
velocity of Rayleigh wavescR in a half-space: 4A«m5(«
11)2, and in the long-wavelength limit withk!1/h the
equality 4m5(«11)2 gives the limiting velocity of
Rayleigh–Lamb wavesc052ctA121/k. In all cases, the
Rayleigh velocitycR is less than the shear-wave veloci
csh.ct , and the maximum velocity of Rayleigh–Lam
waves is greater thanct ~but less than the velocity of longi
tudinal wavescl). The dispersion curvev5v(k) for the
main symmetric RL waves changes slope fromc0 to cR near
wave numbersk;1/h and intersects the dispersion curve f
shear surface waves atk;1/h. For example, in the particula
case of a ‘‘Poisson material’’ (k53) the intersection occur
at k* .0.53/h. This point k* corresponds to a pole of th
kernelM , which we discussed in the preceding section. T
dispersion relations considered are presented in Fig. 3a~see
also Fig. 1 in Ref. 21!.

For small-amplitude nonlinear periodic waves, an a
proximate solution of Eqs.~8!–~10! in the so-called ‘‘reso-
nance approximation’’ can be represented in the form

u5u0 sin
1

2
~kx2vt !,

FIG. 3. Dispersion laws for the main branch of the shear waves~1! and the
lower branch of symmetric Rayleigh–Lamb waves~2! in the linear approxi-
mation~a! and taking account of the nonlinear interaction of the waves~b!.
e

e

-

v5V sin~kx2vt !1qx, w5W cos~kx2vt !, ~39!

where v and k are, respectively, the frequency and wa
number of the wave. Hereq52bk2u0

2/16(n21) is the av-
erage longitudinal deformation, which accompanies
propagation of a nonlinear periodic wave. Substituting
solution~39! into Eqs.~8!–~10! and the boundary condition
~11!–~13! gives an algebraic equation which plays the role
Eq. ~26! for periodic waves:

«2Aa2
k2

4
1S 3r 2

a2

2km
2

ab

n21D k2u0
2

16

2kAm«S b2a
n21

km D 2

Ap224m«

3
sinh~g1h!sinh~g2h!

hG

k2u0
2

32

50. ~40!

For an isotropic ‘‘Poisson material’’ (n51, k53, g1

5kA«, g25kAm) this equation becomes

S «2
a2k2

4
ADR5

k2u0
2

32
F~12«2JR!, ~41!

where vanishing of the function

R5
4khA«

tanh~khA«!
2

~11«!2kh

Am tanh~khAm!
~42!

corresponds to the dispersion law for Rayleigh–Lam
waves, F5(b2a/3m)2, J52(3r 2ab2a2/6m)/F, and
m5(21«)/3.

The corresponding dispersion curves for wave numb
k;1/h are presented in Fig. 3b. Now, two branches of t
dispersion relation for a horizontal shear wave in the m
symmetric Rayleigh–Lamb wave are separated and the
generacy at the pointk5k* is lifted.

For waves close to shear waves~near the point of inter-
section of linear shear waves and RL waves! the dispersion
law is

v>ctk2
1

8
ctAa2k32u0

2 k3

64ct
FS 1

R
2JD , ~43!

where the functionR'42kh/(Am tanh(khAm)) varies from
2.5 atk50 to 0 atk* .3.23/h and is negative fork.k* .
The stability of the nonlinear periodic wave close to a sh
wave depends on the magnitude of the parametersA and
(J21/R). Ordinarily, A.0 and r ,0, and for sign(J)
5sign(r ),0 we have]2v/]k2,0 for all k and ]v/]u0

2

,0 for k,k* and k.§(111/4uJu)k* 5qk* , §,1. For
these values ofk the nonlinear wave is close to a shear wav
and according to the Lighthill criterion10 it is modulationally
stable. However, in a narrow range of wavelengths sma
than the plate thickness withk* ,k,qk* , such a wave be-
comes modulationally unstable. This instability can result
the formation of so-called envelope solitons. In the pres
work we shall not study nonlinear localized excitations
this type.

4. SOLITON EXCITATIONS IN AN ANHARMONIC PLATE

We shall consider the propagation of standard-pro
solitons in a nonlinear plate. First we return to Eq.~33! for
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long localized waves withL@h. For solitons with zero as
ymptotics for deformation at infinity, this equation for she
deformationU5ux is

a2Ux
25U2

~c2/ct
221!2~C11C3 /~12K !!U2

A1~4C3p /~3~12K !2!~h/a!2U2 ~44!

and can be solved in quadratures. It is obvious from Eq.~44!
that soliton solutions exist only if

sgnS c2

ct
2

21D 5sgnS C11
C3

12K D5sgnA. ~45!

Actually, this criterion corresponds to the standard co
ditions for the existence of solitons described by the mo
fied Boussinesq equation taking account of the renormal
tion of the cubic anharmonicity coefficient as a result of t
interaction with the sagittal components of the displa
ments. It is important that the effective anharmonicity co
stantj52(C11C3 /(12K)) can take on different signs~see
Table I!.

It is convenient to introduce the dimensionless coor
nateh and the renormalized longitudinal deformationQ

h5
x2ct

a
Ac2/ct

221

A
,

Q5UAC11C3 /~12K !

c2/ct
221

, ~46!

and rewrite Eq.~44! in the form

Qh
25Q2

12Q2

11gQ2 , ~47!

where

g5
4C3p~c2/ct

221!

3~12K !2~C11C3 /~12K !!A

h2

a2 5d
h2

a2 S c2

ct
221D .

~48!

The parameterd in this formula is of the order of 1 and
takes on different signs in different materials~see Table I!.

For fixed parameters of the medium and plate thickne
all characteristics of the soliton depend only on its veloc
~i.e. on the parameter«! and therefore on the parameterg.
We shall show below that the size of the soliton approac
h asg→61 and the condition for applicability of Eq.~47! is
violated in these limits. Nonetheless, we shall investigate
evolution of the form of the soliton solution~47! for all
values ofg. We note that the parameterg depends not only
on the signs of the parametersj, A, and « but also on the
signs ofC3 and p ~see Table I!. Thus, under the condition
~45! for the existence of solitons the sign ofg can be differ-
ent. This results in solitons of different form.

For g50 (c5ct) the solution has the standard solito
form Q51/coshh. But in the initial variablesU5ux(x) the
amplitude of the soliton approaches zero asg→0, and its
region of localization approaches infinity. Thereforeg50
corresponds to a linear nonlocalized wave.

For positive values ofg the soliton solution~47! has the
following implicit form:7–9
r

-
i-
a-

-
-

-

s,

s

e

ln
A11gQ21A12Q2

QA11g
1

Ag

2
arccos

12g12gQ2

11g
5h.

~49!

For g!1 the soliton has a standard profile of si
L;AA/(c22ct

2), so that the characteristic dispersionA in
this region is decisive and cannot be neglected.

For g;1, i.e.c2/ct
221;(a/h)2!1, the soliton solution

~49! contains no parameters and thus the characteristic w
of the solitonDh;1. Then, it follows from Eq.~46! that
Dx5L;h, as indicated above.

As g increases further, the second term in the numera
in the expression~47! becomes dominant and the charact
istic dispersion plays a lesser role.~However, at large dis-
tancesuxu→6`, whereQ→0, the role of characteristic dis
persion and the sign of the parameterA are decisive.! In the
limit g@1 the solution of Eq.~49! transforms into a so-
called ‘‘compacton’’~Fig. 4a!:

Q5cos
h

Ag
; uhu.pAg/2);

Q50; uhu.pAg/2). ~50!

It follows from Eqs.~46! and ~50! that the soliton size
remains of the order of the plate thicknessL;h for all g
.1. From Eq.~50! in the initial coordinates for the shea
displacements we have

u5hAc2

ct
221A Ad

C11
C3

12K

35
21; x,2phAAd/4,

sin
x

h
A1/Ad; uxu,phAAd/4,

1; x.phAAd/4 .

~51!

FIG. 4. Profile of the transverse deformation~in dimensionless variables! in
a compacton~a! and peakon~b!.
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Thus, the compacton solution describes a shear local
in a region whose size is of the order of the plate thickne
We note that forg@1 the soliton~51! does not contain the
dispersion characteristicA, but satisfaction of the condition
~45! is mandatory.

For negative values ofg, in the range21,g,0 the
soliton solution of Eq.~47! has the following implicit form:

ln
A12Q21A11gQ2

QA11g
2A2g

3 ln
A2gA12Q21A11gQ2

A11g
5h. ~52!

In the limit g→21 this soliton transforms into a so
called ‘‘peakon’’~Fig. 4b!:

Q5exp~2uhu!. ~53!

To this solution there corresponds a completely defin
soliton velocity c* : c

*
2 /ct

22152(a/h)2/d!1. The maxi-
mum deformation in the peakon is smallUmax5(a/h)@d(C1

1C3 /(12K))#21/2 and its region of localizationDx5L;h,
which follows from the form of the solution in the initia
variables:

u~x.0,x,0!56aA A

C11C3 /~12K !

3F12expS 7
x2ct

h
A1/Ad D G . ~54!

The dependence of the soliton width on the parameterg for
all values ofg is presented in Fig. 5.

Finally, in the regiong,21 the soliton solution pos
sesses a singularity at the center (Qhuh→0→`). But all dis-
placements and deformations remain finite and the sol
can be approximately represented asQ.exp(2uhu)/A2g.
For these values ofg the soliton size becomes much smal
than the plate thickness.

We note that in real substances the parameterd can take
on values in the range@210, 10#. Consequently, compacton
and peakons can correspond to positive and negative de
tions of the soliton velocity from the velocityct of a trans-
verse sound wave.

It is evident that in the most interesting range of solit
velocities (g@1 andg.21), where the soliton assumes a
exotic form, the soliton sizeL becomes comparable to th

FIG. 5. Spatial size of a soliton versus the parameterg.
ed
s.

e

n

ia-

plate thickness. In this range, Eq.~33! is not satisfied and Eq
~37!, which is also valid forL;h, must be used. As show
previously, forg@1 the characteristic linear dispersion is n
important in this region and we can setA50 in Eq. ~37!.
Then, this equation assumes the form~33!, but with a differ-
ent coefficient multiplying the nonlinear term. The conditio
for the existence of solitons~45! changes and becomes

sgnS c2

ct
2 21D 5sgnS C11

C3

12K D5sgn
C1p

K21
~55!

Introducing the new dimensionless coordinate

z5
x2ct

h
A3~C1~K21!1C3!

4C1p
. ~56!

Eq. ~37! for the deformationQ becomes

Q2~Qz
22Q211!50, ~57!

with the compacton solution

ux5A c2/ct
221

C11C3 /~12K !

3cosS x2ct

h
A3~C1~K21!2C3!

4C1p D . ~58!

For velocities in the range

1@S c2

ct
2 21D @AS a

hD 2

2S a

hD 2

~59!

and if the relations~55! are satisfied, compact smal
amplitude solitons described adequately by the formula~58!
can propagate in the plate. Table I illustrates the possib
of satisfying the relation~59!. The table also shows for a
number of specific substances the velocity ranges~signs of«!
where compactons can exist.

In order for peakons to exist in substances with the
dicated signs of the parametersj and Ad, an anomalous
characteristic dispersion must be present (A,0). Conse-
quently, they probably cannot be observed in alkali-hal
compounds.
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Measurement of the densities of liquids and gases under pressure using magnetic
levitation of a standard sample
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A simple method is proposed for measuring the pressure dependence of the density of gases and
liquids in a wide temperature range. The method is based on the principle of free suspension
of a standard paramagnetic sample in a nonuniform magnetic field, when the magnetic force
compensates the weight of the sample, taking account of the hydrostatic support of the
medium. As an example of the application of the method, the density of helium gas up to pressure
;2.5 kbar at temperatures 20.4 and 77.3 K is determined. ©2002 American Institute of
Physics.@DOI: 10.1063/1.1521301#
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1. INTRODUCTION

Hydrostatic weighing methods, used to determine
densities of gases and liquids at prescribed pressures
temperatures, are based on the change in the weight
body ~float! when it is immersed in the medium of interes
The apparatus used to measure the weight of the float d
mines the basic differences between the setups emplo
The relative complexity of the mechanical devices, the di
culty of the measurement processes, and the need to
account of a large number of factors carefully in order
increase the measurement accuracy determined the sp
nature of existing weighing methods~mechanical balance
with different volumes of the arms, tensometric balanc
and others!.1

In the present paper we propose a comparatively sim
method for measuring the density of gases and liquids.
method is based on studying the conditions of free susp
sion ~levitation! of a standard paramagnetic sample in no
uniform magnetic field when the magnetic force compe
sates the weight of the sample, taking into account
hydrostatic support of the medium. As an illustration of t
possibilities of this method, the results of an investigation
the density of helium gas up to pressures 2.5 kbar at t
peratures 20.4 and 77.3 K are presented.

2. LEVITATION METHOD AND MEASUREMENT APPARATUS

Levitation in a nonuniform magnetic field can b
achieved2 if

rg5xH
]H

]z
, ~1!

whereg is the acceleration of gravity,r is the density of the
sample,H and ]H/]z are, respectively, the magnitude an
vertical components of the gradient of the magnetic fie
and x is the volume susceptibility of the sample. If th
sample is suspended in a medium with densityr0 and sus-
ceptibility x0 , then the relation analogous to Eq.~1! is
7891063-777X/2002/28(10)/5/$22.00
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g~r2r0!5~x2x0!H
]H

]z
. ~2!

Using as the standard sample a typical paramagnet~for
example, a transition metal! with specific susceptibilityxg

5x/r;1025 emu/g magnetic fields sufficient to suspend t
sample can be generated with a superconducting solen
Figure 1 shows a schematic distribution of the magne
forceFz}H]H/]z along the vertical axisz of a solenoid; the
magnetic force is maximum at the edge of the solenoid at
point z0 . The procedure for measuring the levitation con
tions consists of the following. Let the sample~a paramag-
net! be suspended at the pointz2 ~see Fig. 1! with currentI 2

flowing through the solenoid, since the magnetic force co
pensates the weight of the sample precisely at this point~the
vertical walls of the tube limit the lateral displacements re

FIG. 1. Schematic distribution of the magnetic forceFz}H]H/]z along the
vertical axis of the solenoidS for currentsI 0,I 1,I 2 .
© 2002 American Institute of Physics
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tive to which the equilibrium of paramagnets is unstable!. As
the current is decreased toI 1 , the sample shifts to the poin
z1 and, finally, for a currentI 0 the condition~2! no longer
holds and the sample falls out of the region of suspensio
the pointz0 . Thus, to determine the conditions for the ma
netic suspension of a standard sample one need only fix
value of I 0 , called in what follows the detachment curren
The corresponding maximum value (H]H/]z)max is found
from the calibration curve of this quantity versusI . The ab-
sence of any mechanical ‘‘supports’’ for the sample and
high accuracy of the relative measurements ofI 0 (;0.1% in
Gordon’s experiment2 at normal pressure! make it possible to
use this method to identify reliably the contribution of th
hydrostatic support of the medium under levitation con
tions~2! and to determine the behavior of this contribution
high pressures in a wide temperature range~including low
temperatures!. An additional condition for achieving high ac
curacy in this method is that the magnetic susceptibility
standard samples must be isotropic. The samples can be
stances with a cubic crystal lattice, where there is no sus
tibility anisotropy because of the lattice symmetry. Su
stances with lattices of a different type should be fin
grained textureless polycrystals where the properties
isotropic because of averaging over crystallographic dir
tions.

As follows from Eq. ~2!, setting x05xg
0r0 (xg

0 is the
specific susceptibility of the medium!, the expression

r0~P,T!5r~P,T!
12xg~P,T!g21H~]H/]z!

12xg
0~P,T!g21H~]H/]z!

~3!

gives the densityr0 of the medium for fixedP and T. For
fixed temperature, the densityr and susceptibilityxg appear-
ing in Eq. ~3! for a standard sample can be found as a fu
tion of pressure using the relations

r~P!5r~0!~11kP!,

xg~P!5xg~0!S 11
] ln xg

]P
PD , ~4!

where the compressibilityk52] ln V/]P of the sample and
the derivative] ln xg /]P of the pressure derivative of th
susceptibility of the sample are assumed to be known.
susceptibility of the medium in most cases is small compa
with that of the standard sample (xg

0!xg), and to estimate
its contribution the pressure dependence ofxg

0 can be ne-
glected, setting] ln xg

0/]P50.
The measurement apparatus contains the following:! a

high pressure chamber made of a nonmagnetic material,! a
magnetic field source, c! a cryogenic system, and d! a high-
pressure generator. The schematic form and relative arra
ment of the main units of the apparatus are presented in
2.

The cylindrical vessel 5 of the high-pressure chambe
made of heat-treated beryllium bronze~BrB2!. The vessel is
125 mm long and its inner and outer diameters are 3 an
mm, respectively. A capillary~omitted in the figure! connects
the chamber with the high gas pressure generator, usi
tightening nut 4 with right-left screw thread and an adapte
A shaft 7, containing an interior opening for the sample,
soldered to the adapter 1; the bottom of the shaft toge
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with the bottom of the chamber are shown in Fig. 2b. A c
10, consisting of 15–20 loops of PE´LSHO-0,1 wire wound
on a insulator~teflon! frame9, which is secured to the sha
7 by means of a threaded connection, is used to detect
motion of the sample8. The working channel in the shaft
and its continuation in the insulator9 form the space where
the sample moves. The coil wires are extracted from
high-pressure region through a longitudinal lateral slot in
shaft 7, an axial opening in the adapter1, the pressure-
delivery capillary, and standard high-pressure electric le
~see, for example, Ref. 1!, placed outside the cryostat.

During the measurements the time when the sample
taches and falls into the coil is recorded according to
change in the resonance properties of the coil at freque
;5 MHz, using an ac bridge whose output signal, after
ing detected, is observed on an oscillograph. To improve
reproducibility of the detachment current of the sample, s
cial attention is given during fabrication of the measurem
chamber to the quality of the working channel where t
sample is suspended and whose surface is carefully polis
to decrease its roughness. Great care is also taken, fo
same reasons, in preparing a spherical sample and choo
the ratio of the diameter of the sphere~1 mm! and the diam-
eter of the channel~1.2 mm!, reducing lateral deflections o
the sample away from the vertical axis to a minimum.
prevent displacements of the chamber axis, which can oc
when pressure is applied, from the initial position, spri
guides are used to secure the chamber relative to the i
channel of the anticryostat. Finally, light mechanical vibr

FIG. 2. Diagram of the levitation apparatus~a! and the bottom of the high-
pressure chamber~b!: 1—adaptor;2—furnace;3—inner wall of the antic-
ryostat; 4—tightening nut;5—chamber vessel;6—superconducting sole-
noid; 7—standard-sample holder;8—standard sample;9—coil frame;10—
coil for detecting the detachment of the standard sample.
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tion of the chamber decreases the friction and the ‘‘stickin
of the sample to the channel walls.

A 50 mm long superconducting solenoid with inner a
outer diameters 20 and 90 mm, respectively, is used to
duce the magnetic field. The solenoid winding consists o
titanium–niobium alloy with critical current;20 A. The
maximum field at the center of the solenoid is 5 T. A hi
precision dc stabilizer powers the solenoid; the stabilizer
ables fine discrete regulation of the current with a step
about 0.005%. The calibration curve (H]H/]z)max is ap-
proximated by a linear function of the squared current,

S H
]H

]z D
max

5aI 2, ~5!

which is a consequence of the linear dependence ofH(I ) of
the solenoid. For this solenoid, the quantitya in Eq. ~5!,
determined using the expression~1! from the magnitude of
the detachment current in vacuum for samples with kno
susceptibilities, is (1.21660.010)•106 Oe2/(cm•A2).

The cryogenic system is mounted on the base of a s
dard metal helium cryostat to whose flange an anticryo
immersed in liquid helium is secured by means of a vacu
connection. The anticryostat consists of two coaxial th
walled tubes made of nonmagnetic steel, the space betw
which is evacuated. The high-pressure measurement ch
ber with the pressure-delivery capillary is placed inside
anticryostat. The superconducting solenoid is located out
the anticryostat. Its position along the vertical axis relative
the high-pressure chamber is chosen so that the bottom o
cavity in which the sample moves is approximately 3–5 m
below the pointz0 corresponding to the maximum of th
distribution ofFz of the solenoid~see Fig. 1!.

A furnace 2, placed directly against the measurem
chamber~Fig. 2!, is used for thermostating the apparatu
This is required because of the temperature changes ac
panying the pressure variations during the measureme
The temperature was monitored with a differential coppe
constantan thermocouple, one end of which was place
the high-pressure region at the bottom edge of the sha7,
i.e. directly againstthe sample; this minimizes the tempe
ture measurement error due to temperature nonuniformi
To correct the indicationsU of the thermocouple, taking ac
count of the effect of the pressureP on these indications, the
function U(P) was investigated for temperatures 20.4, 77
and 335 K. The data obtained show that the relative effec
essentially independent of temperature and is

1

U

DU

DP
52~1.060.05!•1023 ~kbar!21, ~6!

which is approximately 30% larger than the effect presen
in Ref. 3 for a similar thermocouple atT578 and 362 K.

A membrane-type compressor4 designed for studying the
properties of gases was used as the high-pressure gene
Its principle of operation consists of increasing the gas p
sure by compressing the gas in a closed volume using
draulic oil pressure applied to a separating liquid and the
membrane consisting of a special oil-resistant rubber.
initial pressure and volume of the gas are;0.15 kbar and
;0.5 liters, respectively. The maximum gas pressure p
duced by this compressor reached 2.5 kbar. The pressure
’’
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measured to within 0.5% using a resistive sensor made
manganin wire, which was at room temperature; a stand
piston-type nanometer was used to calibrate the sensor.

To fabricate standard spherical samples;1 mm in diam-
eter the electric spark method was used to cut cubic bla
with approximately 1.3 mm edges from the initial materia
The apparatus used in Ref. 5 was used to further work
samples in order to give them a spherical shape; in this
paratus, a sample moving in a circular channel under
action of a compressed air stream rubs against the lat
surfaces of the apparatus which are coated with an abra
material.

3. EXPERIMENTAL RESULTS

To illustrate the possibilities of this method the pressu
dependence of the density of helium gas~99.995% purity! up
to 2.5 kbar atT520.4 and 77.3 K was investigated. Th
‘‘hard’’ thermal stabilization method—pouring one of th
cryogenic liquids~hydrogen or nitrogen! into the inner cavity
of the anticryostat—was used to perform the measureme
Vanadium, whose physical charactersitics are presente
Table I, was chosen as the standard sample.

The zero-pressure values obtained for the magnetic s
ceptibility of vanadium using the method of suspending
sample in vacuum are in good agreement with publish
data.10,14 The pressure derivative] ln xg /]P of the suscepti-
bility of vanadium, as follows from the magnetostriction da
at T54.2 K,7 is assumed to be weakly temperatur
dependent, as is the susceptibility itself.10 Finally, the value
of xg

0 in Eq. ~3! for helium is assumed to be2(0.505
60.02)•1026emu/g ~Ref. 15! and temperature- and
pressure-independent because of the atomic nature of
characteristic.

To determine the detachment currentI 0 of a standard
sample under prescribed conditions the levitation regime
the sample was established first by passing a quite high
rent through the solenoid. Next,I 0 was estimated approxi-

TABLE I. Density r, compressibilityk, magnetic susceptibilityxg at P
50 and the pressure derivative of the susceptibility] ln xg /]P for certain
standard samples with cubic~V, CeB6) and hexagonal~Sc! crystal lattices.

Note: athis work ~see text!; baccording to magnetostriction data from7; * for
a polycrystalline sample.
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mately by decreasing the current at a moderate rate. Fin
the final value ofI 0 was refined by slowly decreasing th
current as the estimated value was approached at a
;0.02– 0.05% per minute. The characteristic measurem
time of a single point did not exceed 10 min~the relaxation
time of the thermal regime with the pressure varying
;0.5 kbar was several minutes!. The typical experimenta
pressure dependence of the squared detachment cu
I 0

2(P) for a standard vanadium sample in helium gas is p
sented in Fig. 3. The dominant contribution to the magnitu
of the effect is due to the change in the density of the m
dium ~helium! under pressure, and the contributions due
the pressure-dependence of the magnetic susceptibility o
medium and the standard sample are not only relativ
small but they partially compensate one another.

The values of the helium density for the pressure ra
0.5 kbar<P<2.5 kbar, which follow from the expressio
~3!, using Eq.~4! and fitting a fifth degree polynomial to th
experimental dataI 0

2(P) obtained, are presented in Table
These results agree well with existing average publis
data, taken from Ref. 16, for pressures up to 1 kbar and
with data atT577.3 K for the pressure range 1–2.5 kb
which were calculated by extrapolating the equation of s
obtained for helium in Ref. 17 from experimental data f
T>75 K and P>3 kbar to lower pressures. The observ
agreement shows that the results obtained in this work
reliable.

Analysis of the error in measuring the density of t
medium by the method being considered showed that
main contribution to this error is due to the statistical va
ance of the detachment current of the sample. The ab
described measures for improving the reproducibility of
detachment current~high surface quality of the walls of th
working chamber, spherical shape of the samples, mech
cal vibration, and so on! made it possible to decrease th
error in determining this current to;0.01%. The corre-
sponding error inH]H/]z is twice this value, i.e.;0.02%.

FIG. 3. Experimental pressure dependence of the squared detachmen
rent on a standard vanadium sample in helium gas atT577.3 K ~curve 1!.
The curves 2 and 3 are partial contributions corresponding to the pres
change of the magnetic susceptibility of helium and vanadium.
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For the standard sample~vanadium! and medium of interes
~helium gas! chosen for this work, the contribution of thi
source to the total error in determining the density of t
medium in the pressure range 1–2 kbar is 0.3–0.4% aT
520.4 K and 0.4–0.5% atT577.3 K ~the lower values of
the error correspond to higher pressures!. The values pre-
sented for the error do not contain any appreciable contr
tion from the calibration curve ofH]H/]z versusI , because
the fit of a linear function of the squared current to the ca
bration curve is reliable. This contribution does not exce
0.05% for the above-presented error in determining the
efficient a in Eq. ~5!.

Another source of error is due to the fact that the pr
sure dependence of the magnetic susceptibilityxg of the
standard sample is taken into account in Eq.~3!. For the
values presented in Table I for the error in the pressure
rivative ] ln xg /]P in vanadium the resulting error in dete
mining the density of the medium in the same pressure ra
is 0.11–0.17% for T520.4 K and 0.14–0.22% forT

cur-

re

TABLE II. Values of the helium density at various pressures for tempe
tures 20.4 and 77.3 K.

Note: a—results of this work; b—data from16; c—extrapolation of the data
from 17; * at pressuresP>1.8 kbar helium is in a solid state16.
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577.3 K ~higher errors correspond to higher pressures!. We
also note that the contribution of the error presented abov
the specific susceptibility of helium is;0.25%. Finally, the
error in the pressure contributes an error of the order
0.1%.

In summary, the total relative error in the measureme
of the helium density performed by this method is 0.7–1%
the indicated pressure and temperature ranges. This
within the typical error in similar measurements perform
by other methods under conditions close to those used
~0.5–1%16,17!.

4. CONCLUSIONS

The method developed in this work for measuring t
density of gases and liquids made it possible to obtain in
mation about the density of helium gas up to pressu
;2.5 kbar atT520.4 and 77.3 K, filling the lacuna in th
experimental data in this temperature range for pressureP
>1 kbar ~see Table II!. The data obtained could be helpf
for refining the equation of state of helium in a wide range
pressures and temperatures and for technical applications
example, in studying the influence of pressure on the m
netic susceptibility using the procedure examined in t
work.

One feature of this method is the small volume of t
measurement cavity (<0.3 cm3) together with reliable
monitoring of the temperature using a copper-constan
thermocouple, to correct the indications of which a univer
curve of the thermo-emf of the thermocouple versus the p
sure is proposed. For this construction there is no nee
thermostat comparatively large working volumes, which
used in other methods;1,18–20this is one of the advantages o
the present method. Together with the short relaxation tim
of the temperature and the possibility of varying the press
smoothly this substantially decreases the total time requ
to perform measurements by this method as compared
the standard piezometric methods in which the pressure m
be regulated discretely. In addition, the measurement e
due to temperature nonuniformity is smaller for a sm
working volume.

We note that the accuracy of measurements perform
by this method increases as the role of hydrostatic suppo
the medium in compensating the weight of the stand
sample increases. This can be achieved by using sam
lighter than vanadium, for example, polycrystalline sca
dium ~see Table I!, for which the main contribution to the
error due to the reproducibility of the detachment curren
approximately two times smaller. For measurements on
uids whose density (;1 g/cm3) is high compared with gases
the same contribution to the error decreases by a facto
;5 and;10 for vanadium and scandium, respectively, a
is <0.1%.

The contribution due to the pressure dependence of
susceptibility of the sample behaves similarly. This make
possible to decrease the total error of both contributi
mentioned above, for example, in liquids, to a value of
order of 0.1% at moderate pressures~up to ;2 – 3 kbar).
Against the background of this small error, the contributi
due to the error in determining the specific susceptibility
the medium becomes appreciable. This error depends,
to
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and foremost, on the ratioxg
0/xg of the susceptibilities of the

medium and the sample and can be substantially decre
by using samples with higher susceptibilities than that
vanadium~or scandium!. A suitable object is, in our opinion
the compound CeB6, whose density falls between that o
vanadium and scandium and which is a much stronger p
magnet with relatively weak pressure dependence of the
ceptibility ~Table I!.

The fundamental possibilities noted above for subst
tially increasing the measurement accuracy by using the
timal standard sample and the relative simplicity of the p
posed method make it promising for high-precision stud
of P–V–T diagrams of a wide class of gases and liquids

We note that the upper limit of the pressures used in
work ~2.5 kbar! can be substantially increased by using no
magnetic chambers designed for higher pressure~up to
10–15 kbar21!. A substantial increase in the viscosity of th
medium, especially liquids, and an increase in the co
sponding characteristic times of the measurement proces
to acceptable levels could be an obstacle.
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