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The causes of the formation of domain walls with a vortex structure, their energy, and their static
properties are analyzed as functions of the film parameters. The influence of the surface
anisotropy and external fields on these properties is elucidated. It is it is shown that that both one-
and two-vortex symmetric and asymmetric walls can be stable. The experimental evidence

for the existence of asymmetric walls is presented. A review is given of the dynamic properties

of walls with a vortex structure. The fields at which catastrophic changes of their structure

occur with changing fieldthe bifurcation fields are indicated. The mechanisms of dynamic
transformation of the internal structure of the walls, in particular, the mechanisms involving

the creation and annihilation of vortexlike wall formations, are examined, and the tunneling of
these formations through the center of the wall is discussed. The transformations of the

wall due to the onset of subperiodic magnetization oscillations are described. The period of the
dynamic transformations and the character of its singularity near a bifurcation point are
investigated. The nonmonotonic dependence of the bifurcation field on the film thickness,
saturation induction, and exchange field and also the dependence of the bifurcation field on the
damping parameter and anisotropy field are investigated®0@2 American Institute of

Physics. [DOI: 10.1063/1.1521291

1. INTRODUCTION in the general case, do not reduce to any of the nonlinear
partial differential equations that have been well studied in
mathematic<the sine-Gordon, nonlinear Scliinger equa-

ﬁon, etc),’® and, in the general case, they do not have known

The science of domain walls has a long history, during
which the ideas about their internal structure and dynamic b
have changed greatly® By now it has become clear that the ) .
structure of the domain wall®Ws) in thin magnetic films is analytical solutions. . e
extremely complex; in particular, it is vortexlike radically Thus the study of DWs is extremely difficult, and from a

different from the Bloch DWSs whose existence was predicte&heoretical standpoint can be carried out only on the basis of
by Bloch back in 193% (see also Ref. 12 a direct numerical solution of the Landau—Lifshitz equation.

Research interest in DWs remains undiminished to thid©" this it is necessary to have certain information about the
day, since their properties determine many of the characteRrOperties of the W?.HS in order to dete_rmine. the spatial gnd
istics important in the practical applications of magnetic malime scales on which the processes involving DW motion
terials, e.g., electromagnetic losses, magnetic noise, coercif@" be played out. The difficulties that arise can be overcome
force, etc®”13-15The DW also has an important influence on COMPpletely with the existing numerical techniques.
the spin-wave spectra, the ferromagnetic and gamma reso- EVven greater difficulties arise in the experimental study
nances, the propagation of sound wavesS&t&nowledge of the dynamic behavior of DWSs, since studying their inter-
of the DW dynamics in magnetic films is also necessary fonal structure requires a spatial resolution of less than
the development of high-frequency devices for high-densit),lo_e cm and a time resolution of around 1 ns. Therefore the
reading and writing of datésee, e.g., Refs. 16—18 experimental studies done to date give basically an averaged
Besides its practical significance, research on DWs, eslover spatial or temporal intervalpicture of the static and
pecially on their dynamics, is of great fundamental impor-dynamic properties of DWs(see, e.g., Refs. 20-80
tance. This is because an inhomogeneous spin system such@&nted, there has been a recent breakthrough in this area as
a DW is extremely sensitive to various external influencesWell. In Refs. 31-35 the distribution of the magnetization
Often even small stimuli lead to large responses of the syswithin the DW itself was investigated experimentally in the
tem. Here strong changes can occur not only in the paranglirection along the surface of the filibut on the average
eters characterizing the wall as a whole but also in the paever its thickness We should also mention some more-
rameters of its internal structure. From a dynamic standpointecent experiment8~*°in which indirect methods based on
a DW can be compared with a topological soliton havingthe DW “shaking” effect®~*? were used to study the DW
internal degrees of freedom. Thus a DW is a unique reastructure.
object for studying nonlinear physical properties. This object  The science of DWs has many branches. DWs exist in
is also unique in that its motion can be described by thderro-, antiferro-, and ferrimagnets—in bulk samptég?-4’
substantially nonlinear Landau—Lifshitz equatidfsyhich,  particulate$®>2small thin-film elements3~%°and magnetic
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Domains film corresponds to two domains with uniform saturation
y magnetizations= Mg, oriented along+z (—2z) for x
<—al2 (x>al2). Here we assume that the Dithe transi-

T bw tion region between domaing completely concentrated in

has the shape of a parallelepiped extended aiorighe pro-
posed simplifications are a source of error in determining the
DW parameters. It is generally more correct to proceed from
an analysis of a multidomain state of the film, as in Refs. 76
and 91, for examplésee also Refs. 72 and BFowever, the

E errors mentioned can be diminished greatly through an ap-
b propriate choice o& (see below. In this Section we assume
1

!

a 7 7 M a regionV of rectangular cross sectidd in the xy plane,
/ ‘/KbVX/ _____ /' R with dimensions ofa alongx andb alongy. The regionV
M o X

i
i

bl that the magnetization of the film in the regiénis a func-
EEREE tion of x: M=M(x). This corresponds to the well-known
one-dimensional model of the magnetizatigh The static
FIG. 1. Schematic illustration of the geometry of the problem and the StruCproperties of such a model can be found in Refs. 2 and 6-8,
ture of a Bloch wall on different planes of the filta,b. Typical calculated for example(see also Refs. 92—98
structure of a Bloch wall on they plane(c). . L . . . .
The simplest distribution oM in the one-dimensional
model is the Bloch wall. In this case the magnetization ro-
films 23861 |n this review we shall concentrate mainly on tates between adjacent domains while always remaining in
DWs existing in magnetically uniaxial films. the zy plane. Here the magnetization in the direction
The boom in research on DWs in films with perpendicu-(nominally in the direction perpendicular to the plane of the
lar anisotropy(see, e.g., Refs. 3 and 6297@ connection DW) remains continuous. This eliminates the magnetostatic
with the magnetic writing of data is widely known. Although fields that otherwisgin the absence of continuitywould
the main goal of this research has not been achieved, theaevitably arise. This approach is completely justified in the
boom itself has led to a whole new level of knowledge abouttase when the DW is found in a crystal with-. In films
the properties of DWs. with a finiteb, however, the situation is complicated greatly.
Now some completely new results have also been obThis is clearly seen by examining Fig. 1, which shows a
tained for magnetically uniaxial films with the anisotropy magnetization distribution of the Bloch type on an end sur-
axis lying in the film plangin-plane anisotropyand with a  face of the film. In particular, it is seen that the magnetization
low quantity factorQ=K(4wM3) (K is the uniaxial anisot-  gisribution in the Bloch wall is symmetric relative to the
ropy constant, an is the saturation magnetizatiptiow-  planex=0, and the center line of the wathe line on which
ever, those studies, in spite of their practical significance fof,g , component of the magnetization changes signa
data read heads, have only recently aroused much interegfyaight line perpendicular to the surface of the film.
The reason is that in films with in-plane anisotropy an ex- \ithin the Bloch wall a resultant magnetization appears
tremely important role is played by magnetostatic fields, ich is perpendicular to the planes of the filgee also the

which are extremely hard to take into account because Oéimplified scheme in Fig. 1aThis gives rise to magneto-

their long-ranged character. This review is devoted mainly tf)static poles, which are a source of additional magnetostatic

presenting the data obtained in the last decade for DWs IB1ds and. hence. of additional domain-wall energy. With

films with !n—plane anlsotropy. The most .|mportant step Indecreasing film thickness the distance between poles de-
these studied was the predictidfi of the existence of DWs . ST
creases, and the DW energy increases. In this situation, as

with an asymmetric vortical configuration of the magnetiza- ! ) 39 .. -

tion. The development of these studies can be found, e.g., nas first pomted_ ouf[ by Nﬂ_’ It Is more correct_ 10 assume
Refs. 71-89. Another important paper, in which for the ﬁrsttha_t the magnetization varies from one domain o the next
time it became possible to describe supercritical nonstationwhIIe remaining paral_lel' to the plane, of the ;urfaqe of the
ary behavior of the vortexlike DWs, was published by YuanC'YSta! (see Fig. 2 This is called the Nel configuration of
and Bertranf® In this review we discuss the significant the DW. For convenience we shall call it the one-

amount of material that has been accumulated since the tinfimensional Nel configuration. _
of those papers. In the situation described, magnetostatic poles do not

arise on the surface of the film, but d/=dM,/dx turns

out to be nonzero, and this is a source of magnetostatic fields
and is consequently a source of additional DW energy. At
first glance there has been no energy benefit in the transition
2.1. Qualitative assessment of the possibility of existence from a Bloch to a Nel wall. This is actually not the case,

of DWs with a vortexlike structure of the magnetization since it is possible for the wall thicknessto increase, lead-

Let us consider a magnetically uniaxial plane-pardilel ing to a decrease of the magnetostatic charges and energy of
the xz plane film of thicknessb, with the easy axigaxis of ~ the DW. Thus at certain film thicknesses théeNdomain
easy magnetizatignoriented along thez axis in the film  walls turn out to be energetically favorable. The correspond-
plane(see Fig. 1L We assume that the magnetic state of thising critical thickness,, is equal to 0.04um for Permalloy
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2. STATIC PROPERTIES OF DOMAIN WALLS WITH A
VORTEXLIKE INTERNAL STRUCTURE
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FIG. 2. Schematic illustratiofe) and typical calculated structure on tkg BB *l* .*?T?*.}._‘_ c

plane of the film(b) for a Neel walll.

> —p —

films. We note that, like the Block wall, the ‘Mewall is
symmetric with respect to the plame=0. FIG. 3. Diagram explaining the asymmetric vortexlike structure of the walls
Thus it is only in comparatively thin films that one can (see text
expect to see walls in which the energy due to magnetostatic
charges can be reduced by the appearance of a new confi
ration of the magnetization.
One would like to find a suitable configuration of the
magnetization distribution in the DW such that the contribu-

YHteractions: exchange, dipol® the continuum approxima-
tion), and magnetic-anisotrogpulk and surface We denote
these energies as., ¢, €y, andeg, respectively, with

tion from the magnetostatic fields to the total energy of the [ AL][IM z2 [oM\?
DW would be lowered even in films witb>b,. It seems e M_§ T oyl @
completely obvious that such a configuration might be a dis-
tribution of M in which the magnetization has a &lechar- e = EM Hm @)
acter near the surface of the film and a Bloch character inthe ™ 2 '
interior. However, for an exactly Bloch character of the ro-
tation of the magnetization in the central plane of the film, in - Ky 0)2

| ne o ev="172(M-0)?, 3
which case the wall would become symmetric with respect to Mg
theyz plane, the flux cannot be closed inside the film. This is K
clearly seen in Fig. 3a. Another possibility, involving a sym- es=+ —i(M -n)2. (4)
metric wall in each half of which a rotation of the Bloch type Mg

occurs in a different direction; although this leads to closing  HereA is the exchange interaction parametéy,andK g
of the magnetiC ﬂUX, it gives a Sharp increase in the inhomOare the bulk and surface magnetic anisotropy COﬂStM;S,
geneous part of the exchange enefsge Fig. 3b The only s the saturation magnetization,is a unit vector along the
possibility of closing the magnetic flux and avoiding a sharpeasy axisn is a unit vector along the normal to the film

increase in the exchange energy is to abandon the quest fg{jrface, andH(™ is the magnetostatic field, which is given
symmetric configurations. The possibility of an asymmetricy,

configuration satisfying these requirements is illustrated
schematically in Fig. 3c. One can hope that in this case the HM™(r)=— if dr'M (') i ; (5)
DW energy in a film of thicknesb>b, will be less than the ar Jv . ax |r—r'|

i
energy of the ong-dlmen5|opal Bloch wall. To prove this, let We note that becaudd is independent o in the two-
us turn to a detailed analysis of the DW structure.

dimensional model under consideration, for a film which is
infinite in the z direction the fieldH(™(r) is also indepen-
dent ofz, so that the DW energy per unit length alongan

be written in the form

2.2. Numerical approach to the description of DW structures
with a two-dimensional magnetization distribution

Let the magnetization of the film in regidd be a func-
tion of x andy: M=M(x,y). This corresponds to the well- ED:f f 8dxdy+f esdX, (6)
known two-dimensional modébf the distribution ofM. Dy

The basic problem of the theory is to determiéx,y).
This problem has been solved on the basis of a strictly miwhere D, is the boundary of the regioB along the film
cromagnetic approadff with allowance for all of the main surfaces, and

D
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e=getemtey. (77  small that the direction oM can be assumed constant at all
points of each parallelepiped. HeMd remains constant
along each of the parallelepipetlongz) by virtue of the
two-dimensionality of the model. It is assumed that the ori-
entation ofM in D changes only from cell to cell. We intro-
=0, (8)  duce the direction cosines, 3, y of the magnetizatioM
y=*bl2 =M(a,,7). The values of these cosines in tkkth cell
Molyx= san=*Ms; Mylyo cap=0; My|_iqp=0, (9) are written asay;, Bk, vk - Finally, the functional(6) is
discretized and is defined in RXL X 3-dimensional space

whereq=Ks/A. of variablesay|, Bk, Y., WhereP and L are the total
In Eq. (8) the square brackets denote the vector product, ;mber of cells that fit withirD along they and x axes,

Condition(8) is obtained by the variation &g with respect respectively. The search fo leads to the problem of con-
to M for M?=const and equating to zero the expressions folyjitional minimization of the functional E on a
the arbitrary and independent variatiod,, oMy in the  py| w3 dimensional manifold under the condition?,

surface integral. _ +B2+y4=1. A concrete expression for the discretized
We note that ifKs<0 (Ks>0), then there is a surface ¢, tional can be found in Refs. 79 and 105.

magngtic anisotropy of the casy «_’»(Ea_sy plangtype, gnd The numerical calculations reported in this review were
the axis of the surface anisotropy is oriented perpendicular td,na on meshes with different numbers of cells. The maxi-
the surface of the film. Equatiort8) and(9) can hold simul- .\ 1 number of cells was 9030. A larger number of cells

taneously only if would require substantially more computer time without sig-
Ks>—b(Ky+27M2). (100  nificantly affecting the numerical results. It is important to
o ) choose correctly the computational regidni.e., the dimen-
Otherwise it is necessary to take into account the depersionsa andb. These dimensions depend substantially on the
dence ofMs ony. In this review we discuss only the situa- magnetic parameters of the film. We chose certain basic pa-
tion corresponding t¢10). o _ rameters typical of Permalloy filmsA=2x10"° erg/cm,
The above-stated problem of finding the equilibrium — 193 erglen?, and M =800 G. For such filmgwhich
two-dimensional distributio (x,y) in general reduces t0 a \yj|| sometimes be referred to below as “basic filmsthe
solution of a system of substantially nonlinear integrodiffer-,symmetric structures of the walls can be stable for values of
ential equations in the regioD with nonsimple, in general |, ranging from 5<10"2 to 0.2 um, for example. As to the
nonlinear, conditions at the boundary of that region. Thegimensiona, the calculations were done for different situa-
equations mentioned can be obtained by minimizing thgjons corresponding to the conditions<h/b<6.
functional (6). At the present time it is not possible to solve For doing the numerical calculation we chose a certain
such a problem by analytical methods, and therefore somgitia| configuration of the magnetization. This could be a
numerical procedure or other is usually used to minint®e  1oygh guess reflecting some symmetry properties of the dis-
The adaptation of numerical approaches to two-dimensiong}ipution of M. Here we used a mesh with comparatively
problems of the magnetization distribution has been done ilparge cells, e.g., with dimensions of XB. After a certain
a number of papef%%o’az’%’75’79'83'85'89'101_1%053 studies injtial number of iterations, when the distributiod be-
were all done using mesh methods except for Ref. 10, whicRomes sufficiently well developed, we switch to finer

was based on a variational approach. Each of the papers Citegeshes, using an interpolation procedure to transfer the data
has its own specifics. For example, in Refs. 32 and 79 &om one rectangular mesh to the other.

numerical scheme was constructed with allowance for the  The computation also has provisions for a procedure of

contribution of the surface interactions. The scheme in Refﬁntroducing random disturbances of any amplitude. These
81, 82, and 85 takes into account the interlayer interaction iRjisturbances can be introduced at any point in time as a
multilayer films. In Refs. 88 and 103 fast adaptive algorithmsgheck on the stability of the solutions obtained. As a criterion
were used. In addition, the numerical procedure in Ref. 8§q; terminating the numerical computation, following Ref.
can be used to study the magnetization distribution in finite; g5 we use the self-consistency coeffici&yt= Qo /Qq;,
thin-film samples. Periodic structures can be analyzed with\,hereﬂ01 is determined by transformin@ with the use of

the scheme developed in Refs. 76 and 85. Finally, in Refihe Euler equation obtained as a result of the variatiofd of
104 the problems of local minimization are investigated,,nger the conditionM2=M?2. Itis clear that the coefficient
mathematically in a micromagnetic approach. S, defined in this way should approach unity BEX,y)

_ By minimizng the functional6), one can find the equi- approaches the local equilibrium distribution with increasing
librium DW configurations and the minimum energy values,,mber of iterations.

E, corresponding to them. For convenience, we introduce

the following dimensionless quantitie§l=Ey/A and Qg _
=Ey/A 2.3. Static asymmetry of the DW structure

The distributionM (x,y) must be determined under the con-
dition M2= const and the following boundary conditions:

M&M+ M
o gn(M-n)

The numerical minimization method used in this review  The first attempt to abandon the idea of a symmetric DW
consists in the following:>>"° The computational regio® structure was made in Ref. 107. In this Section we present
is divided up by a rectangular mesh with small cells. Hére the calculated DW structure in films with the basic set of
is divided up into parallelepipeds elongated alongzlexis  parametergsee above Depending on the film thickness, in
and with side walls parallel to th&z and yz coordinate the absence of external magnetic field and surface anisot-
planes. It is assumed that the cells are macroscopic but yet sopy, there can exist not only classicane-dimensional
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FIG. 4. Examples of vortex-like structures of DWs in films with planar
anisotropy: asymmetric Blocka), asymmetric Nel (b), symmetric two-
vortex (c); the DWs with structures b and c are metastable.

ABWSs the componeni, of M turns out to be asymmetric

(see Fig. 5, in agreement with the general arguments given
Neel walls but also asymmetric Bloctsingle-vortex and  above. A detailed analysis of the magnetization configuration
asymmetric Nel walls. The latter can exist only as meta- shown in Fig. 4a shows that near the upper and lower sur-
stable. Figure 4 shows the DWs in a filmT0cm thick. We  faces of the film the change of the magnetization from do-
note that all of the figures in this review showing magneti-main to domain occurs in approximately the same way as for
zation distributions correspond to a regibnin thexy plane  a one-dimensional Mg wall (the Neel parts of the DWg At
(see Fig. 1, where, in particular, the orientation of the coorthe same time, in the central plane of the film the variation of
dinate axes is shownThe coordinate axes are not shown onM resembles the variation of the magnetization in a one-
the diagrams of the microstructures of the magnetization disdimensional Bloch wall. Joining these parts together leads to
tributions. The lowest energy is possessed by the asymmetrecvortexlike distribution of the magnetization. It is clear from
Bloch wall (ABW) shown in Fig. 4a. This is the classical what we have said that the formation of a vortexlike struc-
single-vortex wall first found by LaBontand independently ture makes it possible to close the magnetic flux more com-
by Hubert!® The figure shows the magnetization distribution pletely inside the magnetic sample and thereby leads to a
in thexy plane, perpendicular to the surface and easy axis o$harp decrease of the magnetostatic field energy. In Ref. 10 it
the film. We see first of all that the projection of the magne-was even assumed that the vortexlike configuration can com-
tization M varies from domain to domain in such a way that pletely eliminate the magnetostatic fields. However, these
a “vortex structure” of the magnetization is formed in tkg¢  hopes have not yet been confirmed. It should be kept in mind
plane(the plane of the figupe This term was introduced by that it is not only the magnetization components in ihe
LaBonte in 1968 and has since been widely used, althoughplane that vary but also the componéfg, which, in accor-
it must be said that the topological properties of the object irdance with what we have said, is also asymmeseae Fig.
guestion have not been analyzed by anyone. Zlscempo- 5).
nent ofM also changes from one domain to the next. Onthe  The vortexlike formations examined in this review are
dashed center ling=y,(x) the componeni ,=0 (the cen- quite different from the magnetic vortices studied in a num-
ter of the wal). If a straight line is passed through the two ber of papergsee, e.g., Refs. 108—-113 and the references
points of this line lying on opposite sides of the film, then thecited therein. First, in the case considered here the vortices
line y=yqy(x) will lie entirely to either the right or left of this are only structural elements of other magnetization forma-
straight line. From this standpoint we shall distinguish wallstions (domain wallg. In other words, these formations, un-
with opposite curvaturéright or left, respectively Thus the like those in Refs. 108—111, are localized in a field of non-
center of the DW at different depths in the film correspondsuniform magnetization. In addition, these vortices are
to different coordinates. The asymmetry of this line with asymmetric. Their existence is is predicated on taking the
respect to they axis is the reason why this is called an dipole interaction into account, which, as a rule, other au-
asymmetric DW. We recall that in a one-dimensional Blochthors have not done at all or else have done in a manner
wall the center line should be a straight line perpendicular tanadequate for obtaining the phenomena under discussion.
the surface of the film(see Fig. 1 However, calculations An exception is Ref. 111, where an extremely original ap-
show that such symmetric Bloch DWs in films of the thick- proach for obtaining vortices ol in ultrathin films was
nesses considered, as well as the symmetric two-vortex walldeveloped. However, the geometry of the problem in Ref.
of the type shown in Fig. 4c, are absolutely unstable even iil1 (as in the other papers mentioned above, by the)vugay
the absence of surface anisotropy. It should be noted that faubstantially different from that chosen in this review. As a



712 Low Temp. Phys. 28 (10), October 2002 B. N. Filippov

TABLE I. Calculated values of the domain-wall energiggfor a parameter  the opposite chirality. The transition region between them
Zm:n'\gfibm=3z' b=10"° cm, and the basic values of the parameMts || e a new type of Bloch line. Bloch lines separating parts
’ : of a DW with different directions of curvature of the center

line, etc., are also possible.
In addition to the DW described, the DWs shown in Fig.

Asymmetric 4b can also exist as stable in the films discussed above. How-
9.8182 | 0.944 0.052 0.003

Type of DW ol Qe/Q | Qm/Q9 | Qv/9g

Bloch ever, in the absence of external magnetic field they will al-
ways be metastable. These DWSs are asymmetric with respect
Asymmetric to both thezy andxy planes. We shall call them asymmetric
Bloch (Ref. 6) 97751 0.946 0.051 0.003 Neel walls, although they have a more pronounced vortical

charactlir than the corresponding DWs first considered by
Asymmetric Hubert:" It is possible that the differences are due to the fact
Néel 12.5824 | 0886 | 0111 0.002 that in Ref. 1% the method of trial functions was usede,
e.g., Ref. 84, where a direct numerical method was used and,
) in particular, configurations like that shown in Fig. 4b are
rule those paperssee, e.g., Refs. 108-11%onsidered nresentedd The asymmetric character of the given wall is
plane-parallel magnets with a vortex lying in the easy planeg|sg due to the asymmetry of the center lineyy(x). If a
Since, with a minor exceptiofsee, e.g., Ref. 1)lthe mag-  gyrajght line perpendicular to the surface of the film is passed
netostatic interaction was not taken into account in them, th?nrough the center of this line, i.e., perpendicular to the upper
whole treatment actually corresponded to an infinite magnetyd [ower lines bounding Fig. 4b, then two situations may be
In this review we investigate real magnetically uniaxial ﬁlmsimagined. In the first of these the poings=yy(x) located
with an easy axis lying in_ thg film plane. Here the vortexlike pe|ow (above the central plane of the filngparallel to the
formation of the magnetization arises on an end surface ofyrface will lie to the right (left) of this straight line. The
the film, which is not an easy plane. opposite situation is also possible. We will speak of two op-
For the film parameters considered, the total energy ofgsite inclinations of the center line: right and left, respec-
an asymmetric Bloch walldimensionless unilsand the par-  jyely,
tial contributions to it from the exchange energy, mag- It is clear that the magnetostatic energy of asymmetric
netic dipole energy),, and magnetic anisotropy energy,  Neel walls is just as small as the energy of asymmetric Bloch
are given in Table | for a 9930 mesh. It is seen that the \ajls. For the DWs in Fig. 4b there can also be degeneracy
contribution from the magnetic dipole energy is indeedyyith respect to chirality and direction of inclination of the
small: approximately 5% of the total energy. The anisotropysenter line.
energy is primordially small. Also shown in this table for  ecause of the two-dimensional character of the distri-
comparison are the data of LaBonte, obtained for a 20@ution of M in asymmetric DWs, their thicknesa(y) is
x40 mesh. It is seen that the results agree to within a pefgifferent at different depths in the film. Thus, in addition to
cent. the known indeterminacies, the introduction of a wall thick-
We note that the question of the influence of the dimenyess with a one-dimensional distributibh(see, e.g., Refs. 2
sions of the mesh on the quantitative data for vortical DWSs isand 116 raises additional questions. In connection with what
investigated in detail in Ref. 84. we have said, for describing the structure of a DW with a
While, according to what we have said, the formation oftyo-dimensional distribution o1 one can present the level
a vortexM is due to the possibility of lowering the magne- |ines M,= +const on thexy plane? Here the regions be-
tostatic field energy, the appearance of an asymmetric strugyeen pairs of lines of different sign corresponding to the
ture is due to a decrease of the energy of the inhomogeneodgmem, /M= const will give the parts of the DWs with a
part of the exchange interaction, as was shown in Sec. 2.1gefinite degree of rotation dfl relative to the full rotation in

For the given material parameters of the film, the struc-3 180° DW. These lines are introduced according to the ex-
ture in Fig. 4a corresponds to the lowest energy at thickpression

nesse9=4x10 ¢ cm. Forb=<4x10 ¢ cm walls of a dif- 0
ferent type are stable: for example; @léuniform) walls or =M /Mg)==[1—(1—[k[/8)]"~
DWS Wlth n_ecks(_see, e.g., Refs. 99, 114, and 11®Vith _ K=0-+1+2+3+4+5+6+7.

increasing film thickness the Bloch segments of the vortical
DW grow in extent, and it takes on the characteristic featureThe center lingcenter of the DW corresponds t&=0. On

for a classical one-dimensional Bloch wil. this line the sign ofM, changes on going from a domain
We note that in the wall shown in Fig. 4a the direction of with M,= —Mg (y=—1) to a domain withM ,= + Mg (v
rotation ofM (the chirality of the wall is counterclockwise. =1). The two lines k=*1) closest to the center line cor-

Studies show that walls with the opposite chirality have ex+espond toy= +0.484. Consequently, the changeMn} over
actly the same energyhere is degeneracy in terms of chiral- the distance;(y) between these lines is 48.4% of the total
ity). In addition, walls with the opposite curvature of the variation ofM, at a fixedy. This gives a change of the angle
center line(in comparison with Fig. 4aalso have the same betweenM and thez axis of about 67.8% of the total angle
energy(degeneracy in terms of curvatyyend so do walls of rotation of M in a 180° DW. The quantitys.(y) is the
with opposite chirality and curvature both. According to most convenient way of characterizing the core of a DW
what we have said, in principle one can expect the appeawith a two-dimensional magnetization distributiésee be-
ance of DWSs having parts with one chirality and parts withlow).
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FIG. 7. Dependence of the energies of asymmetric Bloch wa#§) and
FIG. 6. Levels linesM, /M= const corresponding to walls with the struc- one-dimensional waII(a?,?) on the thickness of magnetic filmf with differ-
tures shown in Fig. 4a-4c. ent parametersA=10"° erg/cm, M;=800 G (1); A=2x10"° erg/cm,
M=800G (2); A=2x10®erglcm, M,=1000G (3); A=2
X 10" ® erg/cm, M =1600 G (4); K=10° erg/cn?, A=2X10 6 erg/cm,
. . M¢=800 G (5); curves6 and 7 were taken from Ref. 9 and correspond to
Figure 6 shows level lines d¥l, calculated for the DW  the parameter sép). For all the films excepts), K=10° erg/cn?.

configurations illustrated in Fig. 4a. It is seen that, unlike the

ordinary one-dimensional Bloch wall, where the level lines

M,/M¢=const are mutually parallel straight lines perpen-film thickness. Such a decrease is natural, since the contri-
dicular to the film surface, for asymmetric walls these leveldoution of the magnetostatic fields to the wall energy de-
have a complex configuration. It is clear that a wall has twocreases with increasing film thickness. It is seen in the figure
distinct regions: centralthe core of the DW, the region be- that the wall energy changes substantially only on changes in
tween the linesk==1) and peripheral. In each of these the exchange energy, which gives the main contribution to
regions the structure of the pairs of lines corresponding to &he total energy of the wall. We note, however, that even very
fixed M,/M is different. The core of an asymmetric Bloch strong changes in the saturation magnetization and anisot-
wall (see Fig. 6ahas a minimum thickness at the center of fopy constants of the films lead to comparatively small
the film, where its structure approaches that of the classicdihanges inwg, since these energies give a relatively small
Bloch wall. Near the surfaces of the film the core of the Dwcontribution to the total energy,. Figure 7 also shows the
widens out substantially and the distributionMfin it takes ~ one-dimensional Bloch wall energies calculated by Brown
on features characteristic of the classicaeNeall. and LaBont& (curve 6) and Middelhoek'® (curve 7). The

The core of an asymmetric Wewall has a more com- data were taken from Ref. 9 and correspond to the basic
p|ex structure. As can be seen in F|g 6b’ in this case the Coﬂéarameters of the films. It is seen that for films with the basic
has two necked-down regions between the center and suparameters, the energy of two-dimensional asymmetric walls
faces of the film. The distribution of the magnetizatidnin ~ turns out to be considerably less than the energy of one-
them approaches that in a one-dimensional Bloch wall. Foflimensional walls at any given film thickness. Moreover,
both types of DWs the centers of the vortices lie in the pe.detaHEd calculations of the DW energies for films with
ripheral parts of the wall. That is why the structure of theParametersAe (0.2—2)<10™° erg/cm, K e (0.01-5) 10°
level lines ofM, is more complicated in the peripheral parts erg/cn?, Mge (400-1600) G, anth e (0.04—0.3)um show
of the film. that asymmetric Bloch walls have the lowest energy for all
these films. Figure 8 shows the dependence of the wall en-
ergies on the saturation magnetization according to Yuan and
Bertram®® Shown here, along with the energy density corre-
sponding to an asymmetric Bloch wédlirclety, are the en-

In this Section we shall show that in magnetically ergy densities corresponding to one-dimensiona|Neurve
uniaxial films the asymmetric Bloch wall is the most favor- 3) and Bloch(curve2) walls. It is seen that asymmetric walls
able over a wide range of film thicknesses. The thicknesare advantageous in films with=0.04 xm. We note that
dependence of the energy of an ABW was calculated foone-dimensional Bloch walls are not advantageous at any
films with different magnetic parameters. Figure 7 shows theéM.
dependence of the energy,=AQ/b (this notation is con- Let us consider one more characteristic of an asymmetric
venient for comparison with the one-dimensional model ofBloch wall: its thickness. As we have said, for walls with a
the wallg for several sets of film parameters. It is seen firsttwo-dimensional structure the additional difficulties of deter-
that in all cases the DW energy decreases with increasingining the wall thickness arise in comparison with the case

2.4. Influence of the film parameters on the characteristics
of an asymmetric Bloch wall
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2.5. Influence of magnetic surface anisotropy on the static
DW structure

The concept of surface anisotropy was introduced by
Neel 118 |ts existence has now been confirmed by experimen-
tal studieg(see, e.g., Refs. 119-1RAccording to estimates
by Neel, the surface anisotropy constaft can be rather
large (of the order of 1 erg/cR). Experimental studié¢&®124
lead to values oK g smaller than 0.3 erg/ch However, ac-
cording to experimental spin-wave resonance dataddi-
tional thin layers can be created artificially on the surface of
the film, and they can result in a rather large effective surface
anisotropy.

The existence of surface anisotropy can materially alter
the situation with the equilibrium DW configurations, as was
first pointed out in Ref. 126. In particular, in addition to the
two-dimensional DW configurations given in the previous

Section, a symmetric two-vortex DW appears, with the struc-
FIG. 8. Energies of asymmetrid) and one-dimensional symmetric Bloch {,re illustrated in Fig. 4c and the level lines shown in Fig. 6C.
(2) and Nel (3) walls versus the saturation magnetization for films with . . . .
A=2x10-° ergicm, K= 10° erg/cn?, b=0.1 um. In the absence of surface anisotropy such a configuration is

unstable. FoKs# 0 it can exist as stable or metastable, de-

pending on the film thickness and the valuekof. In any

case one should hav€gs<O0, i.e., the surface anisotropy
of one-dimensional DWs; generally speaking, the wall thick-should be of an easy-axis character. In particular, it is very
nessd s different at different depths in the filft%7Since important that the two-vortex symmetric DW can exist in
experimentally only the value, averaged over the film thinner films than those in which one-dimensionaeNealls

w

thickness is measured, it is reasonable to calculate this avep® Observed. All of the features described ultimately derive
age value. Turning to Fig. 6a, we notice that it is convenienfrom the fact that folks<0 the surface anisotropy tends to

to chooses,, as the average over the film thickness of thefrient the magnetization perpendicular to the film surface
distance between the sixth level lines, since these lines a@€sPite the action of the magnetostatic field, which tends to
only slightly curved and, in addition, over the distance be-fotateé the magnetization into the film plane. These two ten-
tween them the angl@ changes by approximately 75%, dencies are best satisfied by a symmetric two-vortex DW
which corresponds to the choice of wall thickness in theconfiguration, in which the magnetization in the core of the
one-dimensional modéf. Figure 9 shows the wall thick- DW emerges on the surface of the film and is oriented along
nesses for films with different parameters. It is seen that idh€ surface anisotropy axis. In a very protracted peripheral
all cases the value af,, increases with increasing film thick- Part the magnetization in the DW lies in the plane of the film

ness, because of the decreasing contribution from the mag"d has a distribution analogous in character to that of a

netostatic fields. However, this growth is not always linearSimple Neel DW. All of this recalls the situation considered
(see also Sec. 2.8 previously for one-dimensional walls ahds=0 in Ref. 98.

It was shown in Refs. 79 and 127 that there exist three dif-
ferent regions of valueKs<0 with different energy hierar-
chies of the DWs with variations of the film thickness. For

example, ifKs<Kyg, whereK g is a certain critical value of
300l K s which depends on the thickness and magnetic parameters
of the film, the possible equilibrium configurations of the
2501 magnetization in the DWs for different film thicknesses have
the form illustrated in Fig. 10. It is seen that in the thinnest
E 200} films the equilibrium configuration is essentially an ordinary
< Bloch wall. Then, as the film thickness increases, the two-
w 150k vortex symmetric wall configuration described above be-
comes stable. There is no specific value of the thickbests
100} which a transition from the first wall structure to the second
would occur. Actually the simple Bloch walls goes over
50t smoothly to a two-vortex wall with increasing film thickness,
since the role of the surface anisotropy decreases with the
0 5'0 160 150 260 indicated increase ib. It is seen in Fig. 10 that there exists
b,nm a certain critical thicknesb.; above which the asymmetric

FIG. 9. Dependence of the thickness of asymmetric Bloch walls on the film
thickness, for films with parameteké=10° erg/cn?, M;=800 G (+); K
=10 erg/cn?, Ms=1000 G (O); K=10° erg/cnt, M;=1600 G @); K
=10 erg/cn?, M;=800 G (A).

single-vortex Bloch wall is stable. For the basic values of the
parameters A, K, and Mg it was found that Kyg
=-0.8erg/lcM and b,=4.8x10°%cm (for Kg
=—1 erg/cn?).
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values of the film parameters it has a valu€g
=—0.2 erg/c. In this case, in the thinnest films the vor-
texless Bloch wall is stable. At thicknesdegyreater than a
certain valueb,, and less thas, the classical Nel wall
(with a one-dimensional distribution &fl) is stable. As the
film thickness increases further, in the interbgh<<b<<b.;
the symmetric two-vortex Bloch wall is stable. Finally, for
b>b.,; the one-vortex asymmetric Bloch wall is stable. All
of what we have just said is illustrated in Fig. 11. Calcula-
tions show that for the basic film parameters the values
be;=6x10"" cm andb,;=2.5x10"° cm, b,;=3.6x10"°
cm are obtained ats=—0.7 erg/cm.

Finally, in the regiorK g>Kg only a transition from the
equilibrium classical Nel DW to an equilibrium vortical
wall can occur with changing (see Fig. 12 In this case the
surface anisotropy plays practically no role.

2.6. Influence of an external magnetic field perpendicular to
the easy axis on the equilibrium configurations of the
films

Let us consider a film with magnetic parameters and

FIG. 10. Dependence of the relative energies of DWs with different structhickness such that an asymmetric Bloch wall is the equilib-
tures(illustrated by fields of arrowson the film thickness for films with the

basic parameters and a surface magnetic anisotropy condtant

=—1 erg/cnt.

A different situation takes place in the intervilyg

<Kg<K;g, Where K;g is another critical value oKg,
which also depends on the film parameters. For the basimvestigated by Hubertsee, e.g., Ref.)2 occurs because a

rium configuration in it. If an external magnetic fietdl, is
applied to such a film along the axis, perpendicular to the
easy axis, the magnetization vortex in the DW will be dis-
placed toward the upper surface, as shown in Fig. 13c. Thus
the DW becomes asymmetric relative to steplane as well.
This transformation of the DW structure, which was first

& o o ane o mmp W [~
vo'-.'o‘q‘c-ﬂ‘.\ ~
PR RN N .

LR I N T )
= = & 8N MV}
g 8 4 s = o 8 NN
t
- -
NN~}
LI e A |
PP,

[ I

......

—_— e~

E S I |
[ |

i

e —— e — .
e o e e v ]
N VU

——— ]
lom o e e

|

I
I
i

l

H
i
i
t
1
{

R SR N

l
|
b
i
i
i
t
i

!
il

e e e

.....

- e e e - ..

- e v~ & e . -

- .- . = e 4 e o= .

.....

~~~~~~~

FIG. 11. Dependence of the relative energies of DWs with different structilitestrated by fields of arrowson the film thickness for films with the basic
parameters and a surface magnetic anisotropy conlétgat—0.7 erg/cm.



716 Low Temp. Phys. 28 (10), October 2002 B. N. Filippov

--—-«-.—x...*\!\,-....... . ----o-.—--v‘:\*\[\\' -----------
":::::::::t:::' ----- """"“.\Q&‘\}.\“ ...........
. ’,__‘*\.‘\.\\ ----------- R R A N N R
.......... \'-,}3)1\|..., . ...-n.;,;.(.—\‘\‘\\..-........
‘:::::-,‘ L T PO Y ENER] L O T T T
..~\\\\~_.£j£::::f::: . L A NS AR [ I RN
---~~~~--f£’ 1,;.. Atl\\\\iol. [ 2N 2 2K T S R
ettt S ok el -s\sss\‘c'fylylvn. .........
----- "U s an 4";”/,.-..---.-a.
QO | ..... R ey VY I
— 1 2
10+ - '
_ e eee NI -
8 . u--co--\.\-\'\\\--o.-
i e e .'vf—\$\.\\\.-,..
6 A R clllll!\}‘%‘ ......
e P Y Ve L g e - b & L T T
4 : -«llt\\~'l/’ll'l‘
t \\\\\\\\-ﬂ{V"!I'I‘. .....
2 ! -t\\\s\—-._-bﬁ',‘/;l/la ..........
L R LI ““ " I e L T S
1 ] ) 1 1 1 1 1 .'.::.-—-—:;:‘:::on . b
0 10 20130 40 50 60 70 8090
b, nm
._--——*‘\.\-:\\n¢ ----------
......... j.?,,,,,,,__, .-...-.,,..--g}_\\&\q.-.........
******* ;ﬁ——* ---.-.'0-,41-\\“\10:.--......
b Sl . SN ENEER L I SRR
----i}_‘y..,; __________ lnt\\l\\\-l/,i/.}fl ----------
'—."i'—! ‘‘‘‘‘‘‘‘‘ B S e & & 2 R
’::f‘rﬁ:‘:~ v\\\\\\\“dr;";”/lt ----------
,,-"ﬁ_:~ -”f:: - ~\\\\\s‘~—?\;4_4'5;’-04 .........
.......... ’-~‘.‘,..__ '.“‘-“““"";')’:,”“.‘.'...-C-
R I R e it e et el i I I N
FIG. 12. Dependence of the relative energies of DWs with different struc-
tures(illustrated by fields of arrowson the film thickness for films with the
basic parameters and a surface anisotropy conktgat0.1 erg/lcrd. Tt vt e TS e j"/’{"?“ cTE et
.............. ” S LA R R
.............. ,.)v,_l/_;..-.~-.,_-...
. . A AR SRR N .—vl’:-’.'/(’ -----------
segment of DW having an average magnetization unfavor- |- - -~ > 2o - A
. . . T LR RS BT S S SN S P g ALY P T
ably oriented relative to the external magnetic field appears . . . ... <. vaa et £ S e
near the upper surface of the film. At the same time, nearthe |- - - - - -~~~ -"r";:.:' """"""""
. . . L A T IR TR I TR R P A A R T TP
lower surface of the film the DW segment having its average e e P R R R d.

magnetization oriented along the field increases in length. As

the field H. increases further. th&l vortex is gradually FIG. 13. Static configurations of DWs in films with the basic parameters
L ' . . andb=0.05 um, for different values of the external magnetic field Oel:

pushed out onto the upper surface of the film. Finally, starty, (@, 0.2 (b), 0.4(c), 0.6 (d).

ing with a certain fieldH , . the wall with the asymmetric

Bloch jump is transformed into an asymmetric eNavall.

These processes are clearly illustrated in Fig. 13. The field ;o 41 orientation are unstable in the absence of magneto-
H, . depends on the material parameters of the film. For th%triction, and they split into two 90° wall€® In Ref. 131, on

basic vzilges of the _f|Im parame_ters and_a film thickniess the basis of qualitative considerations, it was shown that
=5xX10"" cm, one finds tha, . is approximately 0.55 Oe. hase walls can be stable in films even in the absence of
The influence of the surface anisotropy on the process jushagnetostriction. Rather precise calculatirisave shown
described was analyzed in Ref. 128. The results of this analyy,5i pys with an asymmetric two-dimensional structure ex-
sis are presented in Fig. 14. According to Ref. 128,Ker 5t ang are stable against splitting into two 90° walls. More-
>Kse>0, whereKs. is a certain critical field that depends on o er their energy is significantly less than the energy of the
the m,aterlal parameters of the film, in a fidlt>H . it IS corresponding one-dimensional waliee, e.g., Fig. 15The
not Nesl walls but asymmetric Bloch \'/vall's that can e?qst, possibility of the appearance of asymmetric DWs in the ge-
although the latter are metastable. This circumstance iS dygy ety described above and in the situation when in addition
to the fact that the presence of surface anisotropy Wih (5 the cubic anisotropy there is anisotropy induced in one of
>0 makes it difficult for the magnetization to undergo the . directiondparallel to the surface of the filpe.g., due to
necessary rotation at the upper surface of the film in order fop, 5 g netostriction, was also considered. It was found that the
the wall to transform from an asymmetric Bloch wall to an 55y mmetric Bloch walls are favorable even in this situation.
asymmetric Nel wall. The relative energy), of such walls also increases with
decreasing film thickness.

Asymmetric walls with a vortex structusimilar to that
shown in Fig. 4ahave been observed in films with the sur-

In Refs. 31, 33, and 129 it was shown that asymmetridace plane oriented parallel to crystallographic planes of the
Bloch walls also exist in films with cubic anisotropy. Here (110) type.
there is particular interest in films whose surface is oriented In the same geometry as above, 90° DWs parallel to
parallel to a crystallographic surface of tf@1) type and in  crystallographic planes of th€10) type (see Fig. 16 and
180° DWs, also parallel to planes of tk@01) type. In this  having a two-dimensional structure were investigated in
regard we recall that in infinite crystals the 180° walls with Refs. 132—134. It was found that the structure of these walls

2.7. Asymmetric walls in polycrystalline films with cubic
anisotropy
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FIG. 16. Schematic illustration of a 90° domain structure in a magnetic film
with cubic anisotropy and a surface plane of {0€1) type and with the
plane of the DW parallel to a crystallographic plane of ¢h&0) type.

dimensional structure of a 90° wall is shown in Fig. 17. Its
asymmetry is indicated by the curved center line, which
passes through the transverse cross section of the film. It is
harder to make out its 90° character in Fig. 17. It is indicated
qualitatively by the finite length of the arrows at the right and
left ends of the figure. However, it is more convenient to
judge this issue from graphs showing all the magnetization
components as functions of the coordinatésee Fig. 18

The orientation of the coordinate axes relative to the plane

is asymmetric, but it is not of the asymmetric Bloch type ON Which the DW structure is giveffrig. 17) is presented in
(Fig. 43 for any film parameters. No other stable or meta-Fig- 16. It is seen in Fig. 18 tha#l,/M; at the ends of the

stable configurations of 90° DWs dfl have been found.

computation region along has the valuestv2/2. At the

This differs substantially from the situation observed forsame timeM,/Ms and M,/M; are equal to 0 and2/2,
180° DWSs in magnetically uniaxial films. The two- respectively, on both ends of the computation region. From
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this it is clear that the magnetizatidvt in the two adjacent
domains lies at a 45° angle to tkzeaxis, and that means a
90° character of the DW.

In addition to the asymmetry illustrated in Fig. 17, an-
other substantial difference between a 90° wall and alNe
wall is thatM, in the former is nonzero, i.e., the magnetiza-
tion in the film comes out of the film plane. This follows
directly from a calculation of all the magnetization compo-
nents and pertains to all of the films studied. The presence of
M, with the simultaneous existence bf, does not make
this a Bloch wall, since as one moves alonthe rotation of
M occurs not along a circular cone, as would be the case for
a Bloch wall, but along a cone which is flattened alongythe
direction. Because of this, dM # 0 inside the wall. In other
words, both in the Nel DW, with nonzero magnetostatic
volume charges due tM,, and in the Bloch wall, with
nonzero magnetostatic charges due to the preseridg, pfn

FIG. 15. Dependence of the relative energy of DWs on the film thickness irFIG. 17. Example of a 90° DW parallel to a plane of {i&0) type in a film

magnetic films with cubic anisotropy and paramet&rs2x 10~8 erg/cm,
K=4.2x10° erglcn?, M =1700 G: one-dimensional Bloch wal(1),

asymmetric Bloch wall2).2#

with parameterd\=2x10"° erg/cm, K =4.2x 10° erg/cn?, M =1700 G,
andb=0.2 um. The compass arrows show the projection of the magneti-
zation on thexy plane(see Fig. 16
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FIG. 18. Dependence of the components of the magnetizaioon the
coordinatex along the direction perpendicular to the plane of the DW for the
upper(1,2,3, middle(4,5,8, and lower(7,8,9 layers of the film. The points

correspond to a numerical simulation. The solid curves are drawn as a guide

to the eye. The data were obtained b+ 0.12 um, M=1700 G,K=4.2
X 1P erg/cn?, andA=2x10"° erg/cm.

such a wall there also exist nonzero magnetostatic charges

due to the presence dfl,. Thus this wall is intermediate
between the N& and Bloch walls and, furthermore, as fol-
lows from Fig. 17, it is asymmetri¢the center line of the
wall is asymmetric relative to thg axis). We shall call this a
quasi-Nel asymmetric wall.

Yet another feature of the 90° DW under study, and one

which makes it substantially different from both the Bloch
and Nel walls, is the decrease of the componémj on

B. N. Filippov

going from the center of the film toward the surfaces, i.e., the
oblateness of the cone mentioned earlier increases as one
goes toward the film planes. In other words, near the surfaces

of the film the structure of the wall becomes closer to the

Neel structure, while near the center of the film it is closer to

the Bloch. On the surfaces themselves the rotation of the

magnetization is purely Ng. For confirmation of what we

have said, Fig. 18 gives the dependence of all the compo-

nents of M on the coordinatex for three planesy=0,
+Db/2. The graphs agree qualitatively with those given in
Ref. 132.

Figure 19 shows the total picture of the distribution of
M, inside the film region occupied by the wall.

2.8. Comparison with experimental data

Because of the small thicknesses of the films, the eluci

FIG. 20. Experimentalsolid curve and theoreticaldashed curvecurves of

the average of the component of the magnetizatigm units of M) over

the thickness of the film as a function of the coordinatéor films with
thicknessb [nm]: 100 (a), 120(b), 200(c). The data are taken from Ref. 33
and correspond to films of 33.8Ni—51.0Fe—14.0Co—1 @i %) with a
saturation induction of approximately 1.5 T and with a small cubic anisot-

ropy.

dation of their asymmetry properties requires experimental

FIG. 19. Dependence &fl, /M on the coordinatex andy for a film with
parameters b=0.12um, M =1700 G, K=4.2x10° erg/cn?, A=2
X 1078 erg/cm. The numbers, andy, correspond tox=8 (x,—13) nm,
y=8 (y,—8) nm.

techniques with a spatial resolution of the order of a fraction
of a micron. For this reason, scanning electron microscopes
are usually used. Electron microscope studies of the structure
of films have been reported in Refs. 31-35. In particular, in
Ref. 31 a 1000 kV microscope was used. It can be consid-
ered that these experiments confirmed the existence of asym-
metric vortical DWSs. Let us discuss the studies of Ref. 33 in
more detail. They were based on an experimental determina-
tion of M,(x) and a comparison of the results with the cal-
culated dependence. According to Fig. 5, this dependence is
asymmetric. In addition, it varies witly. However, the
asymmetry remains, although less pronounced, upon averag-
ing over the thickness of the film. What was determined
experimentally was the average Mf,(x) over the thickness

of the film. Figure 20 shows the theoretidalashed curve



Low Temp. Phys. 28 (10), October 2002 B. N. Filippov 719

+ (see also the experimental study in Ref. L#ffter Ref. 140
, it became clear that in a static magnetic field directed along
the easy axis there exist at least two regimes of DW motion:
pa- steady and unsteady. It was explained that the unsteady re-
e gime is due to the disruptiofat high fieldsH) of the balance
160 - 3 of torque and the resulting precession of the magnetization
¢$, about the easy axis. Unfortunately, however, those studies
¢ corresponded to the motion of a DW with a purely one-
+ s dimensional internal structure, a picture that can be applied
80F .g,":‘ without “stretching” only to infinite crystals. In films, as
;, follows from the previous Sections, the structure of the films
should be at least two-dimensional. In that case, as was men-
tioned in the introduction, an extremely important role be-
! | gins to be played by the geometry of the problem and the
0 80 160 values of the material parameters. In films with perpendicu-
b, nm lar anisotropy and a large quality fact@=1 the distribu-
FIG. 21. Dependence of the thickness of an asymmetric Bloch wall on thdion of the magnetostatic fields plays a small role that can be
film thickness for 33.8Ni—51.0Fe—14.0Co—1.2Ti films: experimental data oftaken into account in an approximate way. In particular, it is
Ref. 33(0O, — — —), numerical simulation € ). this circumstance that is responsible for the great progress
that has been made in the understanding of the dynamic be-

. . . ) havior of DWs in such filmgin addition to the references
and experimentalsolid curve values of this function for cited previousl§*® see also the theoretical papéfs52and
films of various thicknesses. It is seen that the theory is "bxperimental papetE-163

good ;greeme_nt W'thl (3xper|rgent. hich g In films with a smallQ factor, including both magneti-
The experimental dependence &, which turned out oy njaxial films with the easy axis in the film plane and

to be approximately a straight line, was also obtained in Ref o, magnetically multiaxial films, as follows from the pre-

55 The datg were pbtained for 33‘8.’\”__51'0':‘,9_14'0(:0_\/iou:~: Section, the dipole interaction plays a decisive role and
1.2Ti (wt.%) films, which have a saturation induction of 1.5

d a sliaht cubi . ¢ V. th | fshould be taken into account exacflgt least in the con-
T and a slight cubic anisotropy. Unfortunately, the value ofy, approximation Because of the complexity of taking

the anisotropy field was not given in Ref. 33. However, acyjs jnteraction into account, the dynamics of DWs with a
cording to Ref. 33 and also our datee Fig. 9, the value of y,_jimensional magnetization distribution in films of this

b depends weakly oK over a wide range ok (under the o can pe investigated only numerically in the general
condition K<27M,). For this reason the calculations for case. By now a number of different numerical methods have

these films were done fdt = 10> erg/cnt. The results of & peen tried for studying the dynamical behavior of DWs with
numerical simulation are also shown in Fig. 21. It is seen tha‘tjl two-dimensional structu®:105.164

the theory and experiment are in qualitative agreement. , yhe stydies discussed below, the nonlinear dynamics

There are some quantitative discrepancies, most likely due % DWs with a two-dimensional—in particular, vortical—

the aforementioned difficulties in determinidg, . internal structure has been investigated on the basic of nu-
merical solution of the Landau-Lifshitz equation, which we

3. DYNAMIC PROPERTIES OF DOMAIN WALLS WITH write in the fornt®
TWO-DIMENSIONAL INTERNAL STRUCTURE

8, nm
0

au
3.1. Method of numerical study of the nonlinear dynamics (1+ a?) — = —[u,heg] — @[ u,[U,heg] ], (12
of walls with a vortexlike internal structure IT

The study of DW motion was begun back by Landau andvherer= yMt, t is the real timeg is the Gilbert damping
Lifshitz'? (see also the references cited in Ref.l2owever, parameterhy is a dimensionless effective field
those studies were done at low external magnetic fields, in
which the motion of the DWs occurs with practically no
change in their internal structure. An important advance inwith
this area of research was made byring"*® (see also Ref.
136), who predicted the existence of an effective mass of a 22u  2u
DW. Starting with Ref. 136, the linear dynamical behavior of he=@+ T2
DWs was described by introducing some linear equations K
which cquld be justified approxir_natgly at IOV\_/ velocities by hM=H™/M., h=H/M,, u=M/M;,
proceeding from the Landau-Lifshitz equatiofsze, e.g.,
Refs. 137 and 138The DW velocities.and mobilit'ie's were ka=2KI/Mg, £=x/by, n=ylby, bo=(AIMZ)12
calculated on the basis of those equations. At sufficiently low
fields (see abovethose data were in good agreement with For numerical solution of11) with allowance for con-
the existing experimentsee, e.g., Ref. 137 ditions (8) and(9) we choose the same spatial mesh as was
A breakthrough in the study of nonlinear properties ofused in the minimization of the function&y . We use the
DW motion came with the appearance of Refs. 139 and 14@redictor—corrector methd§® At time =0 the distribution

het=he+h™—ka(u-c)c+h, (12
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Uy, determined by numerical minimization of the DW en-
ergy (6), is specified. In the first step of the iteratian,, ; is
determined according to the formula

U:Jrl:un"’_ATf( Tn»Un) (13

(predictop, where

AT »w 15
f(Tnaun):_m([unvheﬁ(un)]+a[unv[unaheff]])- NE 10 E a
In the second step we use the procedure of final determina- 2 0,8 . , . , 1| - R
>

oS

ton oftn:a N 6 8 10 110 210
Ups1=Up+A7f(7,,Ub, ) (14) t. ns _

)
- =) ST
. - oy e wh -,

= = S
(correctoy. b teterain NN :
The time dependencar is chosen either constant or T jjjj}\ N
variable under the condition that the maximum angle of ro- Tt nﬁl v
tation of the magnetization vector in the cells is restricted to ROt st & LEARERE
some small value. PR s S

There are provisions for introducing, at any time, ran- ) i
. . .FIG. 22. Dependence of the averag®rresponding to the motion of the
dom perturbations of any amplitude, and also for the possi-

= ) 8 ; . | centroid velocity of a DW on timet (a) and the instantaneous configura-
bility of starting from any configuration dfl. This permits  tions of the magnetization in the steady state of motrand at the initial
an assessment of the stability of the solutions obtained. time (c). Basic films withb=0.05 um, «=0.1, andH =80 Oe.

To determine the translational velocity of the DW we

track the position of its center line. To rule out the escape of

the wall _to_ the boun(_ja_ry of the cqmputation regidrihere which steady-state motion is possible, shown in Fig. 22a,
are provisions for shifting that region as the DW moves. iffers from (0,H,): at a certain field = Hy<H, the ABW

The p_rocedure dg_scr_lbed,_wh_lch was ongmglly designe Fig. 239 undergoes a transformation into an asymmetric
to determine the equilibrium distribution ™, rapidly leads Néel wall structure(Fig. 238, which then moves steadily
to stable solutions. (see Fig. 23n

Let us discuss the causes of this transformation. Remem-
ber that DW motion means a rotation of the magnetization

It was shown in Ref. 90 that, as in the case of walls withfrom the direction in one domain to the direction in the other.
a one-dimensional structut&’ there exists a magnetic field Under the influence of a field applied along the easy axis,
H. (the bifurcation fielgl below which the motion of a DW this rotation is made possible by the appearance of additional
with a two-dimensional structure is steady and above whictmagnetostatic fields which lead to the precessioklaibout
it is unsteady. Let us consider the steady-state motion of ththe x axis in the middle layers of the film or about thexis
walls. According to the data of Ref. 90, when an externalin the layers near the surface. As they arise, these fields dis-
magnetic fieldH <H, is applied, after the transient processestort the structure of the DW, leading to an increase in the
has ended, the DW begins to move with a constant velocit@verage value of the angle over the film thickness, At a
(see Fig. 22a The transient process ends in the displacementertain fieldH=H, the ABW structure cannot accommodate
(over a certain timeof the center of the vortexlike part of the
wall from the center of the filniFig. 229 to a new equilib-
rium position (Fig. 22b. Then the wall moves with a con-
stant velocity with the displaced vortex. The value of the
velocity of steady motion depends on the value of the fi¢ld
and the film parameters and, as is seen in Fig. 22a, is of the
order of 16 m/s. An important aspect is the approximately
linear dependence of the velocityon H. We note that such
behavior differs strongly from the steady-state motion of
walls with a one-dimensional internal structufeee, e.g.,
Ref. 140Q. According to Ref. 140, at a lov factor the
dependence of the velocity of steady motion of a wall with a
one-dimensional magnetization distribution is nonlinear and
even nonmonotonic. In particular, in a fietk<H. the DW
velocity reaches a maximum. ThenHldsis increased further
up toH., the DW velocity decreases monotonically.

In Refs. 105 and 167 it was shown that the behavior of _ _
DWs with a two-dimensional structure actually does differ”G: 23- Dependence of the averagarresponding to the motion of the

. . centroid velocity of a DW on the timé (a) and the instantaneous configu-

strongly from the steady-state motion of DWs with @ 0ne-rations of the magnetization in the walls: steady motiby transient pro-
dimensional structure. However, the region of field values ircess(c). Basic films withb=0.05 um, @=0.1, andH=99 Oe.

3.2. Steady-state DW dynamics

0 1 3 1 ' A 1 el 1 1

4 6 8 1012 14 16 116 216
b t, ns
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v, 10% m/s
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further increase irp,, and the wall is suitably transformed. both to the thickness and magnetic parameters of the film—
The fieldHq depends on the film parameters and thicknesssaturation induction, anisotropy fields particular, the sur-

An analogous transformation of the DW structure, butface anisotropy fiel[d exchange field, and damping
during its inertial motion, was predicted by Hubért. parameter—and to the orientation and strength of the exter-

Thus there exists not one but two different types ofnal magnetic field.
steady-state motion. In one of them the wall has the asym-  Figure 24 shows the variation of the velocity with time
metric Bloch structurdin fields belowH,<H.), and in the  and the instantaneous configurations of the magnetization
other, the asymmetric N structure(in fields aboveH, but  characterizing the variations of the internal structure of the
belowH.). During the transformation of the structure of the wall. It is seen that the velocity and structure of the wall in a
wall its motion ceases to be steady, and the DW velocityffield H>H, vary periodically as functions of time. Here, if
increases rapidly with time until it reaches the velocity of anat some point in time the structure of the wall is identical to
asymmetric Nel wall, which is always(as in the case of that of an ABW(Fig. 243, then in the course of time the DW
walls with a one-dimensional structyriigher than that of yortex begins to shift toward the lower surface of the film
an asymmetric Bloch wall. It is clear from this that unlike the (Fig. 24b. The direction of the displacement depends on the
one-dimensional model, two-dimensional models of DWs  gjrection of the applied external magnetic field and the initial
films with a low Q factor) do not lead to the appearance of a configuration of the wall. In this case the fiditlis directed
physically incomprehensible maximum of the velocity in thealong the positivez axis. Then the DW is transformed into
region of steady-state wall motiot(<H.). _ the asymmetric Nel wall structure(Fig. 249. As time goes

At first glance it might seem that this behavior of the 4 the slope of the center line of this wall decreases, and the
velocity as a function of magnetic field may be inconsistentgy,cyre of the wall becomes practically similar to that of a
with experiment(see, e.g., Ref. 168However, it must be 4 _dimensional K& wall (Fig. 24d, which, in turn, is
kept in mind that what i.s actually mea§ureq experimentally isagain transformed into an asymmetri¢elevall but with a
the average DW velocity over some time interdél At the  jierent (opposite slope of the center linéFig. 246. Then
time of the transformation of the structure of the wall, at thethe lower(to the right of the center lijevortex vanishes, and

.?he upper(to the left of the center lineshifts toward the

transition from one steady-state motion to the other, as i
seen in Fig. 23a, the velocity of the wall changes over a timer‘ower surface(Fig. 24f). At that instant when the center of
this vortex crosses the center of the filffig. 249 the con-

interval At from a finite value to zero and below and then
Eflguration of the wall is analogous to that shown in Fig. 24a

again increases to a larger positive value. Hence, in principl
a nonmonotonic dependence of the time-averaged DW_but with the opposite chirality. This ends a half period of the
transformation of the DW structure. In the next half period

velocity, analogous to that observed in Ref. 168, for ex
%he wall undergoes exactly the same transformations as de-

ample, should arise. However, for the real samples the valu
of the intervalsit are an order of magnitude shorter than scribed above, and at the end of that half period the structure
of the wall will be in all respects identical to the structure in

It is possible that at the time of the transformation of the wall
ig. 24a. The variations of the velocity in the two half peri-

structure an important role begins to be played by draq:
ds are identical, as can be seen in Fig. 24. Thus there is

forces due to the local coercivity, which were not taken into
Eicieegeneracy of the velocity with respect to chirality. The dy-

account in the calculations. We also note that by virtue o

what we hav ri ve, it i ible that the aver : . . .
atwe have described above, it is possible that the avera amic transformation of the DW structure described above is

analogous to that which was first studied in Ref. 90. How-

velocity over the time intervalAt not only decreases as a
ever, the resulting velocity variations presented in Ref. 90

function égg field H near Hy but also subsequently

l/r\;i(t:rr]e:ize,rimS:r::thbS?Z%\ggrn\gto ?rlldai;s c\)Naa)g/; r]fz?l Ow?:gi?vtﬁg and in Fig. 24 differ substantially from egch other. The dif-

theory of the nonlinear dynamics of one—dimensionalferences are dge to the fact that the.stud|es Whgse resylts are

walls 140 presented in Fig. 24 were done for fields only slightly differ-

ent from the bifurcation fieldH., while the data of Ref. 90
correspond to fields significantly higher thii . It follows

3.3. Nonstationary dynamics of domain walls with a vortex from a comparison of the two sets of data that the existence

domain structure time of different dynamic structures are unequal, and, in par-
In fields above a certain critical field,, (the bifurcation ticular, whenH approaches the bifurcation fieltfor H

field) the steady-state motion of the wall is disrupted, and in>H,) the existence time of the asymmetric éllavall in-

a static magnetic field the wall begins to move with a vari-creases continuously. This agrees with the existence of

able velocity. In the course of time the internal structure ofsteady motion of a DW with the asymmetric &lestructure

the DW undergoes global periodic transformatigastopo-  belowH,, as described in the previous Section.

logical soliton with internal degrees of freedbnThe pro- Direct numerical simulations show that the above-

gram of study of the nonlinear behavior of DWs allows onedescribed dynamic transformation of the wall structure exists

to find the instantaneous configurations of the internal strucever a rather wide range of fields. The value of this range

ture of the DW, which can be used to form freeze-framevaries with changes in the film parameters, e.g., it decreases

motion sequence$?167 with increasing film thickness. In particular, Bsincreases,
Then by displaying those motion sequences on a moniat certain values of the field the transformation can occur

tor, one can track the dynamic transformations of the walwith the participation of three or more vortices, even in

structure over any time intervals. It was found that the dy-rather thin films. Figure 25 illustrates one of the stages of

namic transformations of the DW structure are very sensitivesuch a transformation at the time of formation of three vor-
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FIG. 24. Example of the time dependence of the avefegeesponding to the motion of the centrpictlocity of a DW in the field regiotd>H, (unsteady
motion) and the instantaneous configurations of the DW strudiaey. Basic films withb=0.05 um, «=0.1, andH =100 Oe.

tices atH=350 Oe in a film with the basic parameters and afield. The causes of this surprising behavior of the wall will
thickness of 0.05um. In thicker films the formation of mul- be discussed in Sec. 3.5. Here we only note that they have
tivortex structures occurs at considerably lower fields. Furthe same physical nature as in the case of the wall models
ther increase of the field leads to chaotic variations of thavith a one-dimensional distribution of the magnetization.
wall structure and velocity. However, because of the com-The presence of retrograde motions does not alter the time-
plexity of the problem, this conclusion has not yet been veri-averaged translational motion of the walls in a definite direc-
fied successfully by the usual methods for studying the onsédton (see above
of deterministic chaos, which have been used, e.g., in Refs. However, after the fieldH. is passed the translational
169-171. At the present time one can only cite Refs. 172-velocity (i.e., the average velocity over a period of the mo-
175, where analogous conclusions were reached for a somtion) should decrease with increasing external magnetic field.
what different geometry of the problem. A certain particular case of the variation of the time-averaged
As is seen in Fig. 24, in fields abov#, the variation of ~ Vvelocity over a large interval of fields is shown in Fig. 26.
the wall structure is periodic. In particular, it is seen thatWe emphasize that this is only a particular situation, since
there exist time intervals in which the wall is in retrograde
motion, moving in the direction opposite to the main direc-

tion of motion determined by the given orientation of the 25
magnetization of the domains and the external magnetic A B
221 ) =2
@
E 15
e
o 10
>
......... a/)e—: Sy L O N e L 5——
........ CIITETSRNIIILLLL Ho He
...... R et IR ! | T N ! 1
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FIG. 25. Example of an intrawall three-vortex magnetization configurationFIG. 26. Dependence of the time averdgee textvelocity of a DW on the
arising at high magnetic fields. The data correspond to to basic films ofxternal magnetic field strength. The data were obtained for basic films
thicknessb=0.05 um, a=0.1, H=350 Oe.

with b=0.05um, «=0.2.
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the result depends strongly on the value of the time interval
over which the DW velocity is averaged. In the situation
illustrated in Fig. 26, this average was done over a period of
the dynamic transformation of the wall structureHt>H,

and over the whole time of motion of the wall in fieltts
<H.. As we mentioned in Sec. 3.2, if the velocity is aver-
aged over a certain fixed time intervals is done experimen-

tally), the behavior of the velocity can depend strongly on 80
the value of this interval. The two field regiod and B) ‘

indicated in Fig. 26 correspond to different steady-state mo- L. ns
tion of the wall(see abovg It is seen that for fields close to a

Hg the growth of the time-averaged velocity slows down,
in qualitative agreement with experimenté.

3.4. Nature of the bifurcation process

To elucidate the causes of the onset of unsteady motion
of a DW with a vortex structure, the dependence of the angle
¢ (see Fig. 1 on .tlme'[ was 'nveStlgaFed for three cases: 1 FIG. 27. Time dependence of the anglga and two instantaneous con-
steady-state motion on an asymmemc Bloch wallst2ady- figurations of the wall(b and ¢ for basic films withb=0.05xm and a
state motion of an asymmetric Blewall, and 3 unsteady =0.1. Curves1-3 correspond top at the lower §=—b/2), central §
motion. We note thatp describes the deviation of the mag- =0). and uppery=b/2) surfaces of the film, respectively.
netizationM from the plane of the wallfrom theyz plane.

The two-dimensional distribution of the magnetization in the

walls is such that the angleis nonzero and varies from one constant. In that case the wall moves with a constant veloc-
surface of the film to the other. Here, in a state of equilibriumity. If ¢ increases without bound, the torque will vary peri-
the magnetostatic energy of the wall becomes small comedically. This is what causes the oscillatory behavior of the
pared to the magnetostatic energy of the other possible equielocity and structure of the DW.

librium configurations of the DWsee Sec. 2 Motion of the To elucidate the possibility of one situation or another
DW means precession of the magnetization about a directioarising, the angle was calculatetf’ in three different layers
perpendicular to the normal to the plane of the waboutx  of the film for three different values of the magnetic fielgl: 1
for the central layers of the filirand about the normal to the H<H,, 2) Ho<H<H_, 3) H>H,.

surface of the film in the layers near the surface. In the first case, after a transient process has taken place,

By virtue of the gyroscopic properties of the elementarythe angles in all three layers approach a constant value and
magnetic moments forming the wall, an external magnetico longer change with time. These constant values increase
field oriented along the easy axis cannot lead directly to suckvith increasingH. In the second casesee Fig. 27 all three
a precession but only to precession of the magnetic momentalues increase with time at a fixed field and, after becoming
of the wall about the easy axigboutz). In the absence of practically identical, cease to change further. Here the wall
damping this precession could only cause oscillations of thgoes to a steady state of motion, with the structure illustrated
wall about an equilibrium position. The presence of dampingn Fig. 27b. In the third case, all values of the anglen-
can lead to a balance of the energy due to the fielshd the crease in time without boun@ee Fig. 28 Here, as can be
energy due to the damping. Thus, in the simultaneous preseen in Fig. 28, the structure of the wall varies periodically.
ence of damping and the precession indicated above, a sterom the data presented it is seen that whereas in fields be-
tionary distortion of the wall structure, due to a stationarylow H. only a certain finite departure of the magnetization
variation of the anglep, can arise. Generally speaking, the from the plane of the wall is observed, in fields abdvga
situation described is analogous to that which is observed fotontinuous precession of the magnetization about the easy
a wall with a one-dimensional magnetization distributfn  axis occurs. Thus the bifurcation field is the field starting at
and differs from it only in that the departure of the magneti-which the magnetization begins to precess about the easy
zation from the plane of the wall which arises in the case ofaxis as well as about the direction of motion. From what we
the two-dimensional magnetization distribution is nonuni-have said it is also clear that, in contrast to a DW with a
form. This departure oM from the plane of the wall gives one-dimensional structure, where the nature of the bifurca-
rise to an additional magnetostatic fieldH(™ oriented tion is also due to precession b about the easy axis, in
alongx. The torque due to this field causes the precession ofvalls with a two-dimensional magnetization distribution the
the magnetizatiofaboutx) necessary for motion of the wall precession is also nonuniform over the film thickness.
along this axis. It is clear that the larger the torque, the higher  The precession d1 described above initially leads to a
the DW velocity. It should now be remembered that the maggradual increase in the average over the film thickness of the
netostatic field cannot exceedri¥; (i.e., it is finite) even in  magnetization component in the direction of motion of the
an infinitely thick film. Therefore the torque it causes will wall, M,,. However, after reaching the maximum value of
also be finite. The value ap reaches a maximum at certain this magnetization, it again decreases to zero, and then a
value ¢o. Consequently, as long as the angleemains less resultant magnetization appears in the direction opposite to
than ¢q asH is increased, the torque at a fixelremains  the motion of the wall. This leads to retrograde motions of
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FIG. 28. Time dependence of the anglén three planes of the filmy=—b/2 (1), y=0 (2), andy=b/2 (3)) and instantaneous configurations of the wall at
the indicated points. Basic films with=0.05 um, «=0.1, andH =150 Oe.

the wall, i.e., to motions in the direction opposite to thechanges with distance from the bifurcation point. In Refs.
initial direction of motion. With the change Ml ,, the inter- 105 and 167 the dependence of the period of the dynamic
nal structure of the wall should also change. In particular, itransformations of the DW structure on the value of the ex-
is clear that in some cases the wall should take on a ondernal magnetic field was studied in the field interval
dimensional Nel structure at the maximum value bf,,. (H.,H¢,) directly adjacent to the bifurcation field. Helrg,;
Thus the actual cause of the bifurcation is the same fois the first field afterH. at which a change occurs in the
DWs with one- and two-dimensional magnetization distribu-dynamic transformation process. Studies were done in a wide
tions. However, the specific manifestations of bifurcation ininterval of parametersl, K, andA. All of the T(H) curves
these cases are different. So far this difference has concernéalind have a qualitatively similar character. Figure 29 shows
only the specific transformation of the internal structure andhese curves for films with certain parameter values. As ex-
has been natural. Below we shall indicate some radical difpected, for all the films the period of the dynamic transfor-
ferences of the nonstationary dynamics of two-dimensionamation of the wall structure increases without bound as the
walls from the dynamics of one-dimensional walls. In par-bifurcation field is approached. This agrees qualitatively with
ticular, we shall elucidate the important features of the dythe model of walls with a one-dimensional structure, where
namics of DWs with an internal structure which are impos-the periodT can be obtained analytically 48 (see also Ref.

sible to describe in a one-dimensional model. 6)

3.5. Period of the dynamic transformation of the internal _ 2w 2

structure of a wall T= on (1+a%) 2|72 (15
As we have said, in fieldsl>H_ the motion of a wall - H?

and the dynamic variation of its internal structure in a certain

region of fields occur in a periodic manner. In this regard it iswhere wy= yH.

of interest to study the value of this period as a function of  The curves shown in Fig. 29 are in rather poor quantita-

the magnetic parameters of the film and its thickness. Suctive agreement witlt15). Calculations show that instead of a

studies are not only of interest from the standpoint of thecritical exponent of 1/2 characterizing the behavior of the

physics of the process but will also make it possible to asseggeriod of the dynamic transformation of the internal structure

the possibilities of obtaining indirect experimental evidenceof a wall near the singular poiribifurcation poin}, an ex-

of the occurrence of dynamic transformation of the DWponents# 1/2, which varies with the film parameters, gives a

structure. better fit. Table Il gives the data from a numerical
In accordance with what we have said above, the charsimulatiort®” for a film with the basic parameters ard

acter of the dynamic transformation of the wall structure=0.05um, «=0.1. Here for comparison we also present
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35 TABLE II. Dependence of the period of the dynamic transformation of the
DW structure on the external magnetic field. A comparison of the data of a
4 o5 numerical simulation with the data obtained from form(1&), which was
30+ ¢f 243 obtained for a one-dimensional model, and form(l&).
o ]
25+ T, ns
[+
) H, Qe Numerical
20 i simulation Eq. (15) Eq. (16)
2 ! 99.33 171.684 171.704 166.244
T
99.35 77.854 124.531 77.630
L
10 99.37 59.280 102.569 60.698
99.40 46.910 84.239 49.223
5k 99.50 33.530 58.330 34.934
N ) ) 7 100 19.680 30.698 20.351
100 120 140 160 180 102 11.640 15.488 11.774
H, Oe
104 9.524 11.674 9.434
FIG. 29. Examples of the dependence of the pefiaaf the dynamic trans-
formation of the DW structure for films witla=0.1 and different param- 106 8.344 9.727 8.166
eters: 1—K=10° erg/cn?, b=0.05um; 2—b=0.08um; 3—b
=0.055um; 4—K=1C erg/cn¥, b=0.05um; 5—M,=900G, b 108 7.534 8.494 7.319
=(_).05,um. The remaining parameters cprrespond to the basic film. The 110 6.981 7.921 6.776
points are the data of a numerical simulation. The solid curves are drawn as
a guide to the eye. 115 5.906 6.218 5.787
120 5.194 5.352 5.149
. . L. 130 4.330 4.298 4.329
data obtained on the basis of the empirical formula propose=
in Ref. 167:
1 1 H2
T=—(1+a") g2 5l 1R/ |0 HEHe mining the conditions for obtaining the maximum DW ve-
(1— H—g locities. The point is that in fields much below the critical
field, the wall velocity can be written in terms of the mobility

(16 w in the framework of the existing DW models as

and also on the basis of formu(&5).

It is seen from the table that for a critical exponent v=puH, (17)
=0.4 and for values of the critical fielth,=99.3265 Oe
(this value agrees with that obtained in Ref.),9fbrmula
(16) describes the data from the numerical simulation rather u=vydl/a, (18

accurately. The relative error is not over 5%. At the same ) ) .
time, the best datéat H.=99.3078 Oe) obtained foF on and  is the thickness of the DW. According to E¢$7) and

the basis of a one-dimensional model of the magnetizatior(a,ls)' it i_s possible to .obtain arbitrarily high DW velocities if
distribution differs very stronglyby up to 45% from the films with low damping are used. However, in accordance

data of the numerical simulation with the data for one-dimensional wall mod&ee Ref. 14D
It is clear that these discrepancies are due to the Comt_he critical field below which the above relations are valid is

pletely different character of the dynamic transformation of H.=27Ma. (19
the DW structure in the cases of one-dimensional and two-
dimensional models of the magnetization distribution. TheWe see that in films with low damping the critical field is
existence of new possibilities for transformation of the walllow, and therefore the region of field for which Eqgs.(17)
structure in the framework of the two-dimensional model ofand (18) are valid is narrowed in them. In that region the
the distribution ofM, which are due, in particular, to the velocity is restricted by the limiting valug.= uH,. In ad-
appearance, motion, and disappearance of vortexlike formadition, it is expected thatl . can have a different dependence
tions of the magnetization inside the wall, should also havedf the material parameters than would follow fref®). It is
an effect on the critical fieldbifurcation field itself. therefore necessary to study. .
DeterminingH. is a most laborious task, since finding
only one value ofH, requires constructing th&(H) curve
To reveal most fully the features of the nonlinear dy-for a fixed set of parameters. From those data, following Ref.
namic behavior of DWs it is important to study the depen-105, one can construct thé(1/T) curve and then, by ex-
dence of the critical field on the film paramet&?$!®’  trapolating it for (1T)—o (see Fig. 3@ find the critical
Knowledge of the critical field is also important for deter- valueH,. In this way we constructed theé curves as func-

where

3.6. Dependence of the critical field on the film parameters
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FIG. 31. Schematic illustration of the instantaneous distribution of poles on
the lateral surfaces of the DWs: infinite crystal, film with a transforma-
tion of the wall structure by the scenario in Fig. @), film with a trans-
formation of the wall structure by scenarios leading to fractionation of the
poles(c). Schematic illustration of the decreasetf upon fractionation of

the poles on the later surface of the filid).

tions of the film thickness, saturation induction, anisotropy
field, exchange field, and damping parameter.
Before turning to the results, let us recall that the field

FIG. 30. Dependence dfi on 1/T. Data obtained for basic films with
=0.05um, «=0.1.

To understand the cause of these unexpected results, one
H. obtained in the framework of a model with a one- ¢an trace the nonlinear dynamic transformation of the inter-
cr

dimensional distribution oM in the DW is proportional to nal structure of the film in the immediate vicinity of the

the saturation magnetizatifsee Eq(19)]. This dependence critical field in films of different thicknesses and with differ-
of H_ on M. is easy to explain. We recall tha, corre- €Nt saturation magnetizatioh€ 18|t turns out that in films
C S . C

sponds to the field at which the torque due to the magnetowith the basic parameters and thicknesses roughly in the in-

static field component(™ is maximum. This is reached t€rval 0.04-0.065um, i.e., in the situation wher in-
only at the maximum oH(™=H_. The value ofH, is  C'€ases with increasing, the transformation of the DW
realized when the configu;ation dr;}ll becomes close To the Structure takes place according to the usual classical sce-
configuration of a classical eéwall (see Fig. 24§ ADW  Nario, as is shown in Fig. 24. The most important event in
of that type can be likened to a slab magnetized to saturatiofis transformation is the formation of the structure shown in
in the transverse direction. If this slab is infinite in tpe ~ [19- 24d. In films of thicknes=0.064 «m the mechanism
plane (see Fig. 31p as is actually the case in the one- of nonlinear dynamic transformation of the DW structure is
dimensional model® then H.=47M.=27M.. which radically altered. For thicknesses roughly in the interval
1 m av S - -
leads to Eq(19). HereM, is the average value of the com- 0.065,gm< b=<0.075um the.transfprmatlon occurs with the
ponentM , over the thickness of the wall. In the framework formation of two asymmetric vortices arranged one above

of a one-dimensional N rotation of M in the wall, M,
=Mg/2. In the film in Fig. 31b the wall indicated above can

be represented in the form a slab with finite dimensions, and 160
therefore the value dfl; in it, independently of the model of
theM distribution, V\l/élé depend on the thicknebdn terms of 140
some functionf(b), ™ i.e., 8 120
H.=27Mgaf(b). (20 2
With increasingb the value of 2rMf(b) here should ap- 100
proach 2rMg, i.e., the value in an infinite sample. Thus it
would seem thaH. should increase with increasing film 80
thickness. This increase has actually been obséfdaijt in
a very narrow region db. In a wider region ob, contrary to 60 : : i 1
expectations, the functioH .(b) is nonmonotoniqsee Fig. 04 0.6 0.8 1.0 1.2
32). Moreover, the functiorH (M) is also nhonmonotonic b,102nm

(see Fig. 33 These results have nothing in common with
those given by the one-dimensional model of the distribution:g, 32. pependence of the critical field on the film thickness. Basic pa-
of M [see Eq(19)].14° rameters andv=0.1.
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FIG. 33. Dependence of the critical field on the saturation magnetization
Ms; A andK correspond to the basic parametdrs;0.05 um, «=0.1.

the other(the first type of scenario; see Fig.)34nd forb
=0.076 um it occurs by the gradual penetratidmnneling

of the vortex through the center line of the wéle second L LiiioooooooTiIiiiiiii g

type of scenario; see Fig. 85 il SRS IIIIIIIIIIII
Let us discuss in more detail the character of the trans- R R\ TN

formation of a DW in a film withb=0.64 um, in which, R EEEREE SN 1 I

according to Fig. 32, a decrease of the bifurcation field with NN NN 4’ﬁ£§$ii oLl

increasing thickness occurs. Il e s A O
In the first case(Fig. 34 the vortex of an asymmetric BRI :_:EEEEEEEEEE:_

Bloch wall located at the center of the film is displaced to-
ward its lower surfacéFig. 349. Near the upper surface a
new vortex with the opposite chirality is created, so that at a
certain stage of the transformation the DW consists of two
vortices arranged one above the otfielg. 34H. Then both
vortices are displaced downward, and the lower vortex van- A
ishes(Fig. 349. The remaining, upper vortex is displaced BN :::::::;ﬁ
downward. After it passes through the center of the fifig. S
34d), a vortex configuration df1 (see Fig. 34jlanalogous to

FIG. 34. Sequence of instantaneous configurations of a wall during the

that shown in Fig. 34a but with the opposite chirality is : , ; L . ;
. . . dynamic transformation of its structure in films with the basic parameters
formed. This ends a half period of the transformation of the,ng 4=0.1, b=0.07 um, andH=103 Oe.

DW. In the next half period an analogous transformation
takes place, and the structure of the wall is transformed back
to the initial structure.

In the second type of cagEig. 35 theM vortex, having  formation of the DW structure. Besides this, a structure of
been displaced downwardFig. 358, begins to tunnel the type b in Fig. 34 or type b in Fig. 35 appears. In either
through the center line to the right side of the w&lig. 35bH case, unlike the structure d in Fig. 24, a fractionation of the
so that a vortex with the same chirality as before is formednagnetic poles on the lateral surface of the film occurs, as is
on that sidgFig. 359. Then near the upper surface to the left shown schematically in Fig. 31c. This leads to a decrease of
of the center line another vortex forms, with a chirality op- H,,, and, hence, to a decrease ldf. The increase of the
posite to the previous one. It expands, and the magnetizatiahickness of the film enhances the tendency toward fraction-
configuration takes the form shown in Fig. 35d. Then theation of the poles.
vortex on the right vanishes, and the left one is displaced Increasing the saturation magnetization at a given film
downward. The resulting configuration f is shown in Fig.  thickness leads to an increase of the density of poles on the
35e,f. The latter differs from the initial configuratidifig.  lateral surface of the film in the case of the classical mecha-
353 only in the chirality of the vortex. This ends the half nism of transformation of the DW structure. This leads to an
period. In the second half period analogous transformationscrease oH.. With increasingM ¢, however, the exchange
lead back to the initial DW structure. lengthb, decreases, so that it becomes possible for fraction-

The most important aspect of both mechanisms of transation of the poles to occur on the planes of the wall which
formation is the absence of a stage involving the formatiorare perpendicular t&. This means that, starting at certain
of a one-dimensional N& wall (see Fig. 24¥l as in the case values ofMg, the fieldH. should decrease, as is confirmed
of the classical scenario for the development of the the tranddy numerical simulationgésee Fig. 33 The transformations
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films with the basic parameters ang=0.1, b=0.1 xm.

: its motion. As we have shown, in a model with a two-

: dimensional distribution oM this as is in general incorrect.

: Actually, substantial distortions of the DW structure occur.

< This means that, in addition to the torque due to the magne-
tostatic fields there should also arise torques due to the ex-
change and anisotropic interactions. Both these contributions
are finite, as is the contribution due to the magnetostatic
fields. This means that, in contrast to E80), the fieldH,
should depend on the anisotropy fi¢ld and exchange field
H.. It has been observddee, e.g., Ref. 1§7hat the depen-
dence of the critical field oH, (see Fig. 3B is close to
linear, while the dependence &ty is nonmonotonic.

ce 3.7. Influence of damping on the dynamic transformation of
e the wall structure

Figure 37 shows a plot dfi;(«) obtained in Ref. 105
for a wide range of variation o&. It is seen that the depen-
dence is basically close to linear, in agreement with the one-
dimensional model of the magnetization distribution in the
wall [see Eq(19)]. However, the slopes of thd./a curves

et the s b S for the one-dimensional and two-dimensional models are
Rt th NN
L e \\ R
A S A Y s -
Ca JQQ\Q:\. 30
NN S R
Sass~ g g ' 25}
Nt A
e il A A N S
(]
O 20r
FIG. 35. Sequence of instantaneous configurations of the wall during the o
dynamic transformation of its structure in films with the basic parameters T 15}
anda=0.1,b=0.1 um, andH =103 Oe.
10
of the DW structure that arise for this mechanism are analo- 5+
gous to those indicated above. P.
According to Ref. 20, the critical field is independent of L > ! . ! .
g P 0 0.005 0.010.015 0.02 0.025 0.03

the anisotropy field. However, this is due not to the one-
dimensional character of the magnetization distribution, in

a

the framework of which Eq(20) was obtained, but to the Fg. 37. Dependence of the critical field on the damping parameter
assumption that the shape of the wall does not change duringsic films withb=0.05 xm.
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FIG. 38. Dependence of the averagerresponding to the motion of the centrpicklocity ont for a film with the basic parameters abd-0.05um, «
=0.001,H=5 Oe. The instantaneous configuratidas-f) correspond to the basic transformation\df

strongly different, and in the case of the two-dimensionalfundamental oscillations. Here, on the average over the pe-
model it depends ob, in agreement with what we said in riod of the additional oscillations the fl/mechanism of
the previous Section. For example, for basic films of thick-transformation of the DW structure remains the same as at
ness 0.05um the two-dimensional model of the wall gives comparatively largey, e.g.,a=0.1 (see Fig. 2% However,
H./a=10° Oe. At the same time, for a one-dimensionalan examination of films that exhibit transformation of the
wall with the same value oM Eq. (19) givesH./a=5 DW structure clearly shows that when a specific configura-
X 10° Oe. tion of the DW arises, oscillations of some parts of the wall
Notice the slight deviations oH;(a) from linear at relative to others occur without destroying the configuration
small «. To explain the possible causes of these deviationdtself. This is seen in Fig. 39, which shows the variation of
let us turn to an investigation of the nonlinear dynamic transthe DW velocity for the same parameters of the film as in
formation of the walls%>*67179n Fig. 38 we show the time Fig. 38 but over a shorter time intervdbr better resolution
dependence of the DW velocity for a film with a damping of the oscillations Here, unlike Fig. 38, instead of the con-
parameterr=0.001 in a fieldH =5 Oe. The critical field of figurations of the averages over the periofl Wwe show the
these films is approximately 2.5 Oe. We see that, in additio®®W configurations corresponding to the minima and maxima
to the usual periodiéwith periodT; see abovevariations of  of the velocityv on different fractions of the period. These
the DW velocity there arise additional variationswofvhich  configurations demonstrate the oscillations discussed above.
occur over fractions of a period. We shall call these subperiFor example, it is seen that when an asymmetrielNeall
odic oscillations of the velocity. The frequendyof these arises, the oscillations of the internal structure of the DW
additional variations of the velocity is approximately two occur in such a way that the total span of the center line
orders of magnitude higher than the frequency of the  changes.
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FIG. 39. The same dependengg) as in Fig. 38 but for a shorter time interval. The instantaneous configurgtiefisof the walls in this case illustrate the
character of the intrawall oscillations during different parts of the pefiod

Studies show that the subperiodic oscillations are excitedorresponding oscillations arise even in fields very close to
every time the DW structure is radically transformed— the critical. Moreover, it turns out that they also occur in the
whenever an asymmetric Bloch wall is transformed into ancase wherH<H, (see Fig. 41 Apparently, the oscillations
asymmetric Nel wall, etc. At that time sharp changes of the develop even in an arbitrarily small neighborhoodgf and
local magnetostatic fields occur, with inhomogeneities on anfluence the value ofi .. itself. According to Fig. 41a, oscil-
scale that is naturally commensurate with the inhomogeneations are excited at the time of the transformation of the
ities of the distribution of the magnetization in the wall. DW structure from asymmetric BlodlfFig. 419 to asymmet-

The oscillations of the DW velocity presented above be+ic Neel (Fig. 41d. In Fig. 41b the oscillations are shown on
gin to arise even at rather large e.g.,a=0.1. However, in  an enlarged scale over a short time segment. In Figs. 41e and
that case they are weakly expressed. With increasititey 417t is clearly shown that the velocity oscillations are due to
become more and more substantial. Figure 40 shows that thscillations of the internal structure of the wall: the span of
the center line changes. By span of the center line of an
asymmetric Nel wall we mean the difference of thecoor-

9N
E 2 . . a dinates of the two points of this line lying on opposite sur-
o ol W\ Y faces of the film.
:. -2 t, 8 12 16 20 24\/r(32 36 t844 Thus an explicit correlation is observed between the de-
t, ns viations ofH (&) from a straight line and the onset of oscil-
o b lations of the velocity and structure of the DW at small
NE ZZ:V\ 40 50 60 /q This is also evidenced by the data obtained for the depen-
o 0 10‘ 2‘0 ) 3'0 \/r/ 7'0 ! 8’0 ! dence of the period@ of the dynamic transformations of the
S —2: th tg wall on the strength of the external magnetic field at low
t, ns dampings(see Fig. 42 It is seen in Fig. 42 that as the
lé 21 -\ 42 54 66 N ¢ damping decreases, tfig¢H) curves become less steep. The
~, 0 :\M 310 T 7'8 90* presence of this effect opens up new pgssibilities for experi-
= 2] tA w 1 mental study of DW dynamics at high fields.
> i t. ns 8 The data presented above, contrary to expectations,

show that with decreasing damping the stopping of the trans-
FIG. 40. Dependence anof the averagdcorresponding to motion of the  |ational motion of the wall and its transformation into vibra-
centroid velocity of DWs with a two-dimensional structure of the magne- .. : _
tization distribution in films with the basic parameters &r0.05 um and j[l(?nal mOtlon_ occuras a res_u” of not Only the graqlual equal
values ofa, H, andH,, respectively: 0.01, 11 Oe, 10.5 @@; 0.001, 2.6  1ZiNg of the times of the main and retrograde motions of the

Oe, 2.5 Oe(b); 0.0001, 2.2 Oe, 1.9 OE). wall but also the development of high-frequency oscillations
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FIG. 41. Dependence of the averggerresponding to motion of the centrpigelocity of a DW on the timé (a) and a more detailed picture of its dependence

over a short interval (b), and the instantaneous configurations illustrating two types of steady-state DW rfwéiod d and the types of distribution dil
at the maximum(e) and minimum(f) of the wall velocity.

of some parts of the wall with respect to others. Finally, we
note that the oscillations described should lead to fine struc-

ture of the magnetic dipole radiation of electromagnetic 160
waves which was predicted in Ref. 180. 140
120
3.8. Influence of surface anisotropy on the nonlinear
dynamics of domain walls 100
2]

The influence of surface anisotropy on the dynamics of ﬁ 80
the DWs and their dynamic transformation was studied in 60
Refs. 181-183. The surface anisotropy of the axis tyoe (
<0) and plane typeKs>0) were considered. It was found 40
that the surface anisotropy suppresses the unsteady DW mo- 20
tion. , . )

In this Section we shall give the results of calculations of 10 20 30 40 50 60
the periodT of the dynamic transformation of the DW as a H, Oe
function of the external magnetic field strendihfor differ-

ent values of the surface magnetic anisotropy conskant FIG. 42. Dependence of the period of the dynamic transformation of the

. . structure of walls on the magnetic field for basic films with 0.05 um and
>0. The goal of these calculations was to establish thgterent o: 0.001(1), 0.01(2), 0.03(3). The data points correspond to a

mechanism of strong influence of the surface magnetic amumerical simulation. The solid curves are drawn as a guide to the eye.
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FIG. 43. Dependence of the periddof the dynamic transformation of the
structure of a moving DW on the field strendgthfor «=0.1 and different
values ofK J erg/enf]: 0.1(1), 0.5(2), 1(3), 1.5(4). The curves correspond
to scales withA,=0 (1), 1 Oe(2), 10 Oe(3), 18 Oe(4).

1
1
!
I
HcO HA ct HB
isotropy on the above-described dynamic transformation of H
the mt_emal structure of the D\_N' Figure 43_ shows the COMeE|G, 44, Diagram illustrating the strong dependence of the period of the
sponding graphs for a damping=0.1. It is seen in the gynamic transformation of the DW structure in a certain regiotadn a
figure that for anyK s the character of th&(H) curves is the  change oK (see text
same—uwith increasing external magnetic figldthe region
H>H,) the period of the dynamic transformation of the DW

decreases sharply. These curves turn out to be analogous to SINce according to Fig. 43 depends oK, for each
T(H) for Ks=0. H there should exist a certain critical value K§ for which

The entire difference of th&(H) curves corresponding e PeriodT increases sharply, tending #g as this value is
to different K lies in the fact that with decreasing (H approached. Figure 45 shows such a dependence for a field

>H,) the periodsT increase sharply on approach to differ- H=196.5 Oe, at which the critical \_/alueS turns out to be
ent valuesH, . In fieldsH<H.(KJ) the DWs move with a rather large(around 2 erg/cR). In fields ~100 Oe these

constanttime-independentvelocity (after the transient pro- critical values ofKs can _be many times_ smallee.g.,
cesses have endedn fields H>H (K<) the DW motion 0.3 erg/cm). The explanation of the behavior @i(H,Kg)

takes place at a variable velocity and is accompanied by ¥2@S given for the investigated regidts—0.3-2 erg/crh
change of its internal structure at a fixid There is reason to assume that for sriak 0.3 erg/cm the

It is clear from what we have said and from Fig. 43 thatsituation can be somewhat different. However, this region of

H, depends ol s. Hence it is clear that the strong influence s reauires a more careful workup.

of the surface anisotropy on the character of the DW motion

is due to the sharp dependencel¢H) near the critical field 3.9. Influence of a field perpendicular to the anisotropy axis
H.. This situation is illustrated qualitatively in Fig. 44, ©n the nonlinear dynamics of domain walls

which shows twoT (H) curves forKs=0 andKgs# 0. Each As was shown in Fig. 2.6, in films with a sm&)l factor

of these curves corresponds to its own critical field. For exthe internal structure of the films is substantially influenced
ample, ifKs=0, then the critical field for the appearance of

unsteady DW motion is equal td.o. The second curve does
not have any significance. Kgs#0, however, the critical 14
field will be H.;, and the first curve plays no role in the
division of the regions of DW motion with variable and con-
stant velocity at a givelKs. 10
Itis seen in Fig. 44 that iH is chosen equal to a certain
fixed valueH, from the interval Hy,H.;), then forKg
=0 we will have supercriticalunsteady motion of the DW
with a finite period of variation of the velocity and internal
structure of the wall(see point A. However, one should
include even a comparatively small surface anisotr@y.,
with Ks=0.3 erg/cm), as the periodT will then be de- 2 1 )
scribed by curve?, and atH=H, we fall in the field region 0 04 0.8 1.2 1.6 2.0
H<H_.; where the DW undergoes equilibrium motion, i.e., it Ks, erg/cm?

corresponds to an infinitely largé. From this it becomes
FIG. 45. Dependence of the period of the dynamic transformation of the

Clear Why a sharp change of the fididarises Only fqr some DW structure on the value dfs=0 for H=196.5 Oe. The points are the
and not allH values. It will not occur, for example, in a field gata of a numerical simulation. The solid curve is drawn as a guide to the

H=Hjg. eye.

T
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pression of the steady-state motion of the wall at a certain

a
value H,.. In particular, if H=230 Oe, thenH .
~0.65 Oe.
m It follows from Fig. 46 and from an analysis of the dy-
i namic configurations of the DW that the nature of the un-
W steady motion of a DW and, in particular, the dynamic trans-
formation of its internal structure in the presence of a field
b H, is the same as fdd , =0. However, forH , #0 there are
specific features. Importantly, even at very lély <H, the
value of the periodl'(H ) is at least twice as high a50).
For explanation of the physical nature of this fact it should
be recalled that foH, =0 the periodT(0) of the variation
of the internal structure of the DW is twice as large as the
period of its velocity variation. This is because the DW ve-
locity in the geometry considered is degenerate with respect
to the chirality of the DW(see Sec. R i.e., if an asymmetric
Bloch wall with a clockwise rotation ol (see Fig. 24pis
considered to be the initial configuration, then, after all the
transformations occurring in the DW in the half perib(D),
) an asymmetric Bloch wall is again formed, but now with a
counterclockwise rotation of the magnetizatigsee Fig.
249). In the next half period all the transformations will oc-
cur as in the preceding one, but at the end there will be an
asymmetric Bloch wall with the same direction of rotation of

v, 102 m/s

v, 102 m/s

v, 102 m/s

g g M as in the initial DW(clockwise, in our exampjei.e., the
~ 1 structure of M will become completely identical to that
2 0 R L shown in Fig. 24a.
S 4 2 3 ‘ 4 5 6 7 If a field H, is applied along the direction, it will lifts
_o t, ns the degeneracy mentioned above, and the the transformations

of the internal structure of the DW occurring in one half

FIG. 46. Typical dependence of the average velo@tyresponding to mo-  Period Wil_l not repeat those in the Othe.r half perisete Fig.
tion of the centroidl of a DW on timet for different values of the fieltd,  47). This immediately leads to a doubling of the peribaf
[Oel: 0 (&), 0.1(b), 0.3(c), 0.63(d) in a field H=230 Oe. The data were the dynamic transformations of the internal structure of the

obtained for films with the basic parameters dn0.05 um, «=0.1. DW (cf. Fig. 46a and 46b This lifting of the degeneracy of
the velocity with respect to the chirality of the DW is due to
the fact that during part of the half period the relative mag-
by an external magnetic field, perpendicular to the anisot- netizationM, in the DW in the plane perpendicular to the
ropy axis and lying in the plane of the film. Here even smallgasy axis is oriented in the directiontdf , while during the
fields of the order of 1 Oe can radically alter the DW struc-gther part of the half period it is oriented in the opposite
ture. This is due to the fact that in the films considered thejirection. The resulting features of the transformation of the

only competition forH, is from the anisotropy fiela,  pw structure forH, #0 differ substantially from the fea-
which amounts to several oersteds. In connection with Whagres of its transformation fad, =0

we have said, it becomes clear that if in addition to the field
H that drives the motion of the DWbriented along the easy o ]
axi9) one applies a fiel# , , then even a slight change i, 3.10: New p055|k?|llt|es for ex.penmental study of the
can substantially alter the character of the nonlinear DW mo"°"near dynamics of domain walls
tion. The effect is especially interesting when the main field  Unlike the case of films with perpendicular
is quite high(considerably higher than the anisotropy field anisotropy?1421431%3-15%he nonlinear dynamics of DWs in
This effect is very reminiscent of that which is observed in afilms with planar anisotropy have not been sufficiently well
triode. studied. We also believe that the analysis of the existing ex-
Numerical simulations were done in Ref. 184 over aperimental data is not completely correct, since it is based on
wide range of variation of the film parameters. Figure 46the use of one-dimensional models of the walls.
shows the data for a film with the basic parameters and thick- The results based on the use of two-dimensional wall
ness 0.05um and a dampingr=0.1 at several values of the models indicate some new circumstances useful for interpret-
field H, . The fieldH was chosen earlier such that fdr, ing the experimental data. They also present opportunities
=0 the DW motion would be steady-state and the period ofor direct study of the unsteady motion of DWs.
the dynamic transformations of the internal structure of the  We note first of all that because of the presence of the
wall would be several nanoseconds. two different fieldsH, (the field of the structural transforma-
It is seen in Fig. 46 that comparatively low fielé, tion of the DW at the transition from one type of steady-state
<H, have a very strong influence on the periddof the  motion to the otherandH, (the field of the transition from
dynamic transformation of the wall, leading to complete supsteady to unsteady motignaround which the DW velocity
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FIG. 47. Typical instantaneous configurations of DWs in fiettis 230 Oe,H, =0.3 Oe: panels a—I correspond to points A-L in Fig. 46c. The film
parameters are the same as in Fig. 46.

changes sharply in timesee abovg the time-averaged DW (e.g., the time between two exposurek order to reveal
velocity can exhibit rather complicated behavior as a func-honmonotonic behavior of the time-averaged veloeityin
tion of the external magnetic field. However, its actual valuethe region below the critical fieldl, it is necessary to have
depends substantially on two circumstances: First, an impoAt=<At,. If At>At,, then as the fieltH is increased tdd .,
tant factor is the size of the time intervat, over which the the velocityv, will increase. AboveH, periodic motion of
decrease and subsequent growth of the DW velocity occurhe DW arises, with retrograde intervals and with a period
during the transformation of the structure of the wall at thethat decreases with increasiffy so that in fields aboveél,
transition from one type of steady-state motion to the otherthe DW velocity will decrease. Thus nonmonotonic motion
Second, experiments are usually set up so that they actualbyf the DW will arise, with a single maximum at the bifurca-
measure the average velocity over some time intedMal tion pointH.. Keeping in mind thatAt, is equal to a few
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nanosecondgn estimating this value we have neglected sev-bution of the magnetization. The existence of such a distri-
eral factors such as the coercijitpne can assume that the bution is due, first, to it lowering of the magnetostatic field
caseAt> At is the most favorable for experimental studies. energy, and the asymmetry of the wall is due to a lessening
Consequently, from the aforementioned maximune pft is  of the exchange interaction. Walls with a 90° structure in
easy to measurl . for films with different parameters. films with a surface of th€100) type at any thicknesses in
The studies presented above give the first indication ofhe interval 0.02—0.4«m do not have a vortexlike structure.
the real possibility of conducting experiments not only to Their structure is intermediate between theeNand Bloch
measure the averaged characteristics of the unsteady DWructures and is asymmetric.
motion but also to study directly the temporal transforma-  The presence of a vortexlike structure of the DWs has a
tions of the velocity of a DW during its unsteady motion. It substantial impact on the nonlinear dynamic behavior of the

is seen in Fig. 42 that the growth @fwith decreasindi is  walls. The motion is actually that of a topological soliton
observed at alk. Importantly, with decreasing the depen-  with internal degrees of freedom.

dgnce becomes more gradual. This circurr_lstance, together There exist two critical fieldsl, andH >0, at the tran-
with the comparatively small values of the fielts the or-  sition through which the DW dynamics is radically altered.
der of a few oerstedsat which the dynamic transformation For H<H, the DW motion is steady except in a narrow
of the DW structure occurs at smallis favorable for ex-  region aroundH,, where a transformation of the structure of
perimental studies, we believe. The point is that when thgpe moving DW from asymmetric Bloch to asymmetriceéle
period of the dynamic transformations is large, it is not neccyrs. AboveH, the DW motion becomes unsteady. The
essary to have a high time resolution. In this sense, it mightiaire of this bifurcation is due to the fact that, starting at a
seem to be sufficient to do the studies near the critical fieldsig|g H=H . the magnetization begins to precess about the
. . . - Cc
where the period’ is rather large. However, if we take a film g5qy axis. For walls with a two-dimensional structure this
W'tr_]a:o'l' the critical field in it is higtifor the basic films, e cession is nonuniform over the thickness of the film. This
Hc—99-3; Oe). Inthe dlrectl vicinity off the per?odT |§,(;)_f precession is responsible for the catastrophic nonlinear dy-
c_ourse, arge. For exarrr:p e, HOE 99:33 C?? rt] € perio namic transformation of the whole internal structure of the
_171'.7 ns. However, the regi H in-whic T remains — pw. It is established that the character of the dynamic trans-
Igrge. 'S too narrow for doing experimental studies. If theformation of the DW structure at fixed film parameters de-
ﬂf’;ld |ts ir;cgease(ljvlonly tﬁ.lloz tOe, :lﬂe_%e(rjl‘g;ﬂecre?s”es to pends substantially on the strength of the magnetic field.
?rocr)nunurr{eriE:\i sirﬁjlr;\',[\i/ogg :ve?wni]n a?fieﬁd—é gz Svhc;\évﬁ With increasingH the character of the transformation be-
is approximately twice the, critical field th_e eriidﬂ il comes more complex: an ever increasing number of vortex-
pp 1ately » € P like formations become involved in the process. Most likely
remains quite largef =80 ns. As a result, in order to reveal the DW motion ultimately becomes chaotic. However, this
experimentally the regions of periodic variation of the DW question requires further study ' '
velocity a time reso!ution of th? _order O.f 10 ns is required. We note that the stated cau.se of the transformation of the
Furthermore, there is the possibility of increasingy de- DW turns out to be the same for the different DW models:
creasingH. . . . . L
Experiments can be done, for example, using high_speeane-dmensmnal and two-dimensional. However, the similar-

photography in a double- or triple-exposure mode. At an ex\Y of the results ends there. In particular, it has become clear
’ at the one-dimensional models cannot correctly describe

posure time of around 1 ns one can determine the coordinafg . : . .
e bifurcation process &l=H.. In particular, it has been

of the instantaneous displacement of the DW as a functio@ . . .
gf time t P ound that the bifurcation field depends nonmonotonically on

It is very important to choose the right films. Films with the film thickness and saturation magnetization, while no

a low damping, e.g., wita'=0.001, are preferable. We note such dependences exist in a consistent one-dimensional

that, although the conclusions presented above are based g}pdel.

the use of Permalloy films with the basic parameters de- The behavior of the bifurcation field is due to the newly
scribed above, any other films with quality fact@s<1 are revealed mechanisms of dynamic transformation of the wall

entirely suitable. For example, variations M, from 400 to structure. One of these involves the sequential nucleation of
. , A

1600 G and oK from 10% to 10 erg/en? will lead to effects a vortexlike formation of the magnetization near one of the
analogous to those described above. However, the films carfurfaces of the film, the displacement of this formation to-

not be chosen too thickor Permalloy, not thicker than 0.2 ward the lower surface, and its annihilation near the lower
um), since in thicker films the picture ’of the dynamic behav_surface. Here each new vortexlike formation nucleated has a

ior becomes very complex. chirality opposite to that of the initial vortex. In the process
of these transformations, states with two vortices of opposite
chirality arise, one above the other. Another mechanism in-
volves the tunneling of a vortex from one half of the wall to
Thus, in magnetically uniaxial films with easy axis lying the other through the central surface of the wall.
in a plane parallel to the surface and in films with cubic A dependence of the bifurcation field on the anisotropy
anisotropy and with the surface parallel to ti€0) or (110 and exchange fields has also been found. However, this de-
crystallographic planes, the only equilibrium DW configura- pendence is not due to the two-dimensionality of the model
tion in the region of film thicknessdse 0.04—0.4um in the  but is a consequence of the dynamic variation of the wall
absence of surface anisotropy is a 180° asymmetric Blocktructure itself, which is not taken into account in the one-
wall. An essential element of this wall is a vortexlike distri- dimensional model*® This dynamic transformation of the

4. CONCLUSION
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DW leads to periodic variations of the DW velocity in time. comments which led to substantial improvements in the
It is important to note that this transformation occurs in themanuscript.
presence of a static magnetic field applied along the easy This study was supported by the Russian Foundation for
axis. Basic Research, Project No. 99-02-16279.
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Low-dose radiation effects in thin films of high-temperature superconducting
YBa,Cu3;0,_, irradiated by 1-MeV electrons
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Radiation effects are investigated in thin epitaxial films of the higtsuperconducto(HTSC)
YBa,Cu;0; _, irradiated by low doses of 1-MeV electrons. The maximum radiation dose

(4x 10 electrons/crf) is chosen from the condition that the defects formed as a result of
electron—nucleus collisions cause a negligible lowering of the critical temperature of
YBa,Cu;0;_. Under this condition the main source of radiation effects in HTSC films can be
processes involving excitation of the electronic subsystem of,€Bs0; _,. When

YBa,Cu,O,_, films are irradiated by doses of (1-4)L0' electrons/crh their critical
temperaturel . is observed to incread@n contrast to published reports of a decreas#& jrat
irradiation doses greater than'§@lectrons/crf) and then, after the irradiation has

stopped, to relax over time to its original value. These effects are similar to those observed in
the photoexcitation of the electronic subsystem of ¥Ba&0,_, (photostimulated
superconductivity A decrease of the critical current density in the irradiated XBg80;_

films is also observed, which is due to radiation-stimulated changes of the transmissivity to
supercurrent of the dislocation walls in low-angle interblock boundaries20@2 American
Institute of Physics.[DOI: 10.1063/1.1521292

INTRODUCTION the order of 20 keV has permitted determination of the en-
ergy of formation of oxygen defects in the CuO chains of
Acting on superconductors with radiation is one of theYBCO.*
most convenient and controllable methods of modifying their  In studies of that kind it is preferable to irradiate HTSCs
basic parameters, such as the critical temperafyrer the  either by fast electrons or by rays, since in those cases
critical current densityl. . These effects are manifested most (especially at low temperatunethe main defects that form
clearly in high-temperature superconductdid SC9, which  are Frenkel pairs. Importantly, here the resulting defect con-
have a substantially lower radiation stability than low- centration, information about which is necessary in order to
temperature Superconductérﬁ |arge amount of research interpret the data, can be calculated analytica”y. In the over-
has been done to investigate the possibility of controlling thevhelming majority of cases such estimates are made on the
transport and magnetic properties of HTSCs. Although thi@ssumption that the main mechanism of formation of radia-
research is urgent from an applied standpoint, it does ncﬂ'(_)n defec’Fs is that_ due to collisions of_the incoming particles
exhaust all aspects of HTSC radiation physics. For exampld!ith atomic nuclei. For example, estimates of the suppres-

the radiation-stimulated generation of a specified type of ik of T¢ due to the scattering of carriers by O vacancies

fects, leading to modification of some physical characteristic(?reated in the superconducting Cuplanes by the irradia-

of a HTSC such as the normal-state conductivity or the vaIu%L%%OfZOH-LES TOBS(Z ?}l/ee\:/le;::r(;n;ggléh;nie%%lz ?:tlrno:;icrr%nge
of T, can yield information both about the factors govern_gRef. 3 gave resuits consistent with experiment. In the ma-

Lﬂg thle rtelat.|onsh(;p of tthTS(?’[ chflractefrltshchH\_/rvgr(\:fea;ures Oority of studies of radiation effects in YBCO under irradia-
€ electronic and crystal structure ot the and abotf,, by electrons of such energies it has been necessary to

the mechanism of high-temperature superconductivity. Stud;ge jrradiation doses of the order of'$01(72 electrons/cr

ies of the radiation-stimulated change in the conductivity of,, order to achieve noticeable effeéhis is in good agree-

YBa,Cu;07  (YBCO) films in Ref. 2 have yielded infor-  ent with estimates of the number of defects formed at such
mation about the symmetry of the order parameter in thesggses by the mechanism of electron—nucleus collisions.
compounds. Research on the effect of electron irradiation on | the overwhelming majority of papers of this kind it
the depression of the critical temperature of YBCBAS  has been reported that increasing the number of radiation
made it possible to establish a link between processes @fefects in YBCO is accompanied by suppressionTgfto
carrier scattering on oxygen defects in the Guanes and such an extent that the superconducti8g) phase vanishes
the breaking of Cooper pairs. A study of radiation effectscompletely. At the same time, there have been a small num-
stimulated by irradiation with electrons having an energy ofber of reports of a radiation-stimulated elevationTQf in

1063-777X/2002/28(10)/5/$22.00 739 © 2002 American Institute of Physics
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YBCO. For example, it was reported in Ref. 5 that the dose 90.5 1.4
dependence of . in polycrystalline samples of YBCO irra-
diated byy rays behaves as follows: there is an initial region T
of decreasingdl., after whichT; increases as the dose in- 7 11.2
creases further. As a rule, in such studies either the radiation O
doses were substantially lower than those indicated &amve ¥ 900l
comparatively low energies of the fast particles have been o 110
used! For those conditions of irradiation it was found that
other parameters of YBCO could also change. For example, O
a decrease id; by nearly a factor of two when thin YBCO J
films were irradiated by a beam of 4-MeV electrons in a dose —_— .C\
of only 3x10'® electrons/crh was reported in Ref. 7. The 89.5- . los
fact that comparatively small doses of radiation have such a \.
large effect on the properties of YBCO and, in particular, the ©
opposite character of the changesTinas compared to large L ' ' ' -
doses suggests the possibility that, in addition to the forma- 0 1 2 16 3 4 2
tion of defects due to electron—nucleus collisions, there is an Integrated dose, 10™ electrons/om
alternative mechanism of radiation effects, which is effectiver|g. 1. pependence of, andJ(77K) for a YBCO film on the dose of
at low doses but has a tendency to saturate as the dose ifradiation by 1-MeV electrons.
creases. The competition between these mechanisms may
lead to the situation that at low doses the effects observed
will be due mainly to radiation-stimulated changes of thedensity of 0.1-0.2uA/cm? was chosen so that the tempera-
structure of the HTSC films as a result of the alternativeture of the sample would not exceed 40°C during irradiation.
mechanism, which leads to an increasé& in but as the dose The measurements of the parameters of the HTSC films
increases, the influence of defects formed as a result okere made by the low-frequency magnetic susceptibility
electron—nucleus collisions begins to be felt. Since the formethod at a frequency of 937 Hz in the temperature range
mation of these latter defects leads to a lowering ofRef. ~ 77-100 K in the Earth’s magnetic field. The amplitude of the
3), the radiation effects in YBCO at higher doses can maslklternating magnetic field, perpendicular to the film plane,
the radiation effects from alternative mechanisms that arevas varied in the range 0.001-5 mT. The registration system
effective at low doses. included an SR-830 lock-in amplifier connected to a com-
The goal of the present study is to investigate radiatiorputer via an RS-232 interface for storage and averaging of
effects in YBCO under conditions such that the number ofthe data. The value of . was determined from the highest
defects formed as a result of electron—nucleus collisions is sappearance temperature of the signal of the imaginary part
small that the change induced by those defects in some tegt’ of the complex magnetic susceptibility. The contactless
parameter does not exceed the measurement error in our ebechnique used to measure the critical current density is
periments. We chose as the test parameter the vallig of  based on analysis of the dependence/6ffor the thin film
a YBCO film subjected to increasing doses of electron irra-on the amplitudén of the alternating magnetic field. Accord-
diation. This choice was motivated by the presence of botling to Ref. 8, the value of” reaches a maximum at certain
theoretical and experimentalpapers in which a quantitative valuesh,, of the alternating field. For a disk-shaped film the
relation is established between the suppressiofi.alue to  relation betweerd, andh,, is J.=1.013h,,/d (d is the film
the scattering of superconducting carriers by vacancies in thihickness. It was shown in Ref. 9 that this expression also
CuG, planes of YBCO and the number of such vacancies. describes well the experimental results for films of other iso-
metric shapes, including squares as in our case.

2. EXPERIMENT 3. EXPERIMENTAL RESULTS

We investigated the effect of electron irradiation on the  In the electron irradiation of YBCO films by doses in the
parameters of thi500 A) HTSC films of YBCO withT,  range 18°-~ 10?2 electrons/crh a continuous decrease ®f,
=89.3 K. Epitaxial YBCO films with the axis perpendicu- was observed with increasing dosén our experiments,
lar to the film plane were deposited on a LaAlS€ubstrate by however, in which the electron radiation dose did not exceed
the method of joint electron-beam evaporation of Y, BaF 4x 10'® electrons/crfy, the situation was the reverse — the
and Cu, followed by annealing. The high value of the criticalvalue of T, gradually increased with increasing dose up to
current density of the film €10° A/lcm?) and its indepen- the maximum dose used, near which a tendency toward satu-
dence of magnetic field to fields of the order of 20T attest  ration was observe(Fig. 1).
to the rather high quality of the film and to the practical It is noteworthy that in our experiments the valueTqf,
absence of any influences of interblock Josephson links owhich had increased by alno$ K at the maximum dose
its properties. The irradiation was done at the Argus lineafFig. 1), began to relax after the irradiation to its original
accelerator by electrons with an energy of 1 MeV. An initial value. This process was essentially completed in around ten
dose of 16° electrons/crh was chosen, and the dose wasdays (of storage of the film at room temperaturéviore-
increased by that amount in intervals until a total dose of 4detailed investigations of the post-radiation relaxation are
X 10'® electrons/crh was reached. An electron beam currentplanned, and the results will be published separately.
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1.5

2). This contribution, like the changes i, remained stable
for at least six months. Thus when, on account of the relax-

"y ation of T to its original value, the high-temperature part of
oy x"(T) had returned to its original positiofin temperaturg
F. % the additional residual absorption signal continued to be ob-
o1.0r '@é?f_r' “f,‘% served on its low-temperature pdRig. 3). This additional
§ { [ IR contribution corresponded to a broadeniity temperaturg
= ) +I \"3\%;* 1 of the region of the transition of the film to the superconduct-
Eﬁ i " * X 2 ing state, as is confirmed by the character of the behavior of
) Eﬁ/f {* T L —3 the x’(T) curves shown in the inset in Fig. 3.
0.5 il e . %
f"f \ t\ 0% 4. DISCUSSION
Z +3; % In Sec. 1 we stated a criterion for choosing the maxi-
u # 2 mum irradiation dose at which the number of defects formed
0.0k % by electron—nucleus collisions in YBCO films should not
. (according to an extrapolation of the available estintates
85 T K 90 low concentrations of radiation-stimulated defedesad to

changes ofT . in excess of our experimental error for this
FIG. 2. Changes in the shape of th&(T) curve of a YBCO film with  quantity (=0.1 K). When this requirement is met, all of the
increasing dose of irradiation by 1-MeV electrons: before irradiatibn observed radiation-stimulated changed jrshould be due to
and after irradiation by doses 0bd10' (2) and 4x10°° (3) electrons/crh.  gome processes which are alternative to the formation of de-
fects as a result of electron—nucleus collisions.

The critical current density of the YBCO film also ex- . As a rule, estimates of the 'fe'f"‘“on .between the irradia-
hibited substantial dependence on the electron radiation do%—?n dose and the number of rad|at|on-st|mylfe\ted defects pro-
(Fig. 1. At the maximum dose used a decreaselofby uced as a result of electron_—nucleus collisions are madg_by
nearly a factor of two was observed. It should be noted tha?roceedmg on the assumptlon_that the necessary condition
the post-radiation behavior af, differs substantially from or the appearance of a defect is the transfer to a nucleus of
that of the critical temperature of an irradiated YBCO film. an energy greater theiy, the energy necessary for the for-
While, as we have said, the value ®f after irradiation matpn of a defect of a given type. Here, because of the
relaxed quite rapidly to its original value, the radiation- reqwremem that the tota! energy and total mqmentum_be
stimulated changes id, turned out to be much longer-lived cons_e_rvgd " such a collision anq the pecessny of takmg
— for almost six months after completion of the irradiation relativistic effects into account, an incoming electron havmg
procedure the value of, for the irradiated YBCO film energyE can transfer to the nucleus an energy not exceeding

showed no changes within the measurement error. the amount

Post-radiation changes which are stable in time were m E
also observed in the temperature dependence of theyfeal Em=2m 2+ _cz) E, 1)
and imaginaryy” components of the complex susceptibility. m

With increasing irradiation dose not only did the maximumwhereM and m are the masses of the nucleus and electron,
of x"(T) shift to higher temperaturggorresponding to the andc is the speed of light. The enerdsy necessary for the
increase inT.) but an additional contribution appeared on formation of oxygen vacancies in the Cu@lanes and CuO
the low-temperature part of this maximufourve 3 in Fig.  chains has been determined most accurately in Refs. 4 and
10 from an analysis of the changes in the transport properties
o5 and superconducting transition temperattigein relation to

the electron beam ener@y For an estimate of the number of
2.0 defects of a given type produced in a sample under irradia-
% tion by a beam of electrons with ener@yand flux density
1.5 ®, it is necessary to know the value of the effective integral
% scattering cross sectianfor the collision of an electron with
=>£1'0 a nucleus of the given type in a process in which the energy
transfer lies in the interval frork, to E,,,. For nuclei with
05 not very high atomic numbers one may use the following
0.0 approximate expressidhwhich takes into account relativis-
tic effects:
ze?y | (Em ) -1 E,
FIG. 3. Change of the imaginary payt(T) of the magnetic susceptibility o= —F—F— ——1|- In—
of a YBCO film with time after irradiation by 1-MeV electrons to a dose of mc2( ’yz— 1) Eq 'y2 Eq
4% 10% electrons/crft before irradiation(1), immediately after irradiation
(2), and 30 days after irradiatidi). Th_e_i_nset sh_ows the corresponding dat(_;\ 72_ 1( \/Eim Em)
for the real party’ (T) of the susceptibility obtained under the same condi- +anZ 2\/— —2—-In—| |, (2
tions. 72 Eq Eq
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wheree is the charge of the electrod,is the atomic number possible role of effects due to the excitation of the electronic
of the target nucleus, %~ 1/82%, B=V/c (V is the velocity =~ system of HTSCs comes from the observation of photoin-
of the electrof anda=2/137. It was shown in Ref. 10 that duced conductivityPIC) and photoinduced superconductiv-
for oxygen atoms found in superconducting Guslanes, the ity (PISQ effects in YBCO® Although the specific mecha-
displacement energlg, is ~8 eV, and for oxygen atoms in nism leading to PISC has not yet been reliably established,
the CuO chains this energy is only around 2 eV. When thesghe energy of the photons used in such experimént-3.5
values are taken into account, the use of expressibnsnd  eV) unambiguously indicates that this mechanism involves
(2) for the effective scattering cross section of electrons withthe excitation of the electronic subsystem of YBCO, accord-
energyE=1 MeV on '®0 nuclei in CuQ planes gives a ing to the data of Ref. 17. After irradiation all the photoin-
value o(Oy) =5x 10" % cn?, and for *®0 nuclei in CuO  duced parameters relax to their original values in a matter of
chains,o(O,) =2.5x 10" % cn?. The number of defect;  days at room temperature. The main features of the PISC —
of a given type per unit cell is related to the irradiation dOSEan increase Oﬂ'c for underdoped YBCO films, a tendency
O by the relation for it to saturate, and its relaxation to the original value —
are analogous to the changes which we observed in YBCO
films irradiated by low doses of fast electrons. Here, judging
wheren, is the number of nuclei of thith type in the unit by the typical data for YSCO epitaxial films obtained by the
.same technology, our film samples should be regarded as

cell, andg; is the effective scattering cross section for nuclei
of theith type. The results obtained in Ref. 3 on the basis Olunderdoped. Ar? analogy betvv_een PISC ar_1d the effect ob-
erved herdthe increase oT; with dosg confirms the con-

a comparison of a large number of experimental data with . : -
the theory describing the lowering @f. in YBCO due to the Jegture made that a substantial role in the_ radiation-
scattering of carriers on defects in superconducting gluOSt'mu""lted Chang?s _Of the parameters ,Of YBCO is played by
planes shows that for a decreaseTefby 1 K it is necessary processes of exc_|tat|on of the electron!g system. o .

to create approximately I8 such defects per unit cell. As The substantial decrease of the critical current in irradi-

was shown in Ref. 12, the necessary concentration of oxygeﬂted YBCO films and the rather long lifetime of this effect

defects in CuO chains for the same decreask,im YBCO  can be interpreted on the b_as_i; of the mech_a_nism propos_ed in
is at least an order of magnitude larger. With these resultdR€fS- 18 and 19 for the limiting of the critical current in
one can conclude on the basis of relati@ together with rathgr perfegt HTSC ep|t-aX|aI films, which, as a ru!e, consist
the scattering cross sections given above forfi@nuclei  Of slightly misoriented single-crystal blocks. The interfaces
that in order forT, in YBCO to be lowered not more than 0.1 Petween such blocks are periodic chains of edge dislocations,
K (the error of the temperature measurement in our experil€ distance between which depends on the angle of mutual
ment$ on account of defects produced in electron—nucleughisorientationé of the blocks and is given by the well-
collisions, the maximum irradiation dose should not exceednown Frank formulad(6) =b/2sin(@/2)~b/ 6, whereb is
5x 10'° electrons/cri These considerations motivated the the modulus of the Burgers vector, which is equal in order of
choice of both the initial (1% electrons/crf) and maximum Magnitude to the lattice constant. Arising around each edge
(4% 10 electrons/crf) doses of electron irradiation used in dislocation is a region with an elevated concentration of
our experiments. point defects(a Cottrell atmosphejeThe growth of the re-
The fact that, even though this requirement was met, th@ion occupied by the Cottrell atmosphere as a result of
electron irradiation led to an increase Th in the YBCO radiation-stimulated diffusion of both pre-existing and radia-
films (Fig. 1) allows us to conclude that, in addition to defect tion defects into the region of the edge dislocations leads to
formation in electron—nucleus collisions, accompanied bya decrease in the width of the SC channels and suppression
depression off;, there exists another mechanism of radia-of the value ofJ., as was discussed in Ref. 19. Since the
tion effects on the properties of YBCO, which is effective ate€dge dislocations are extremely efficient trapping centers for
comparatively low irradiation doses. It seems likely that suchpoint defects, the region near edge dislocations can acquire
a mechanism may involve the radiational excitation of thelong-term stability as the concentration of these dislocations
electronic subsystem of YBCO. Since the cross section foincreases. This agrees with the observed long-term stability
electron scattering on the electronic shell of an atom or ion i®f the post-radiation changes df in YBCO films. The
many orders of magnitude greater than the cross section faéather long-lived changes of the value hfin YBCO films
scattering on the nucleus, the main part of the energy of #radiated by fast electrons was also noted in Refs. 19 and 20,
fast electron incident on an irradiated object is expended owhere it was reported that the critical current returned to its
the excitation of its electronic subsystem. It is possible thapriginal value only after 1.5 years.
here there exist mechanisms by which the energy of excita- We note that the given mechanism acts in a rather wide
tion of the electronic subsystem is not dissipated as thermanterval of values of the angle up to values for which the
energy but is converted to energy of displacement of an atordimensions of the Cottrell regions become equal{®@),
from its equilibrium position and its transfer to another cell which will lead to the complete loss of superconductivity of
(radiation-stimulated diffusion Evidence for the reality of the interdislocation channels and to a transition to a regime
such mechanisms of radiation effects on crystals is the posf passage of the supercurrent through interblock boundaries
sibility of creating defects such as vacancies and interstitiabf the superconductor—insulator—superconductor type. Since
atoms and ions and their different associations through ththe dependence df(6) has a quasi-exponential character, at
excitation of the electronic system in alkali—halide crystals sufficiently large angle®) (over 20°) the value ofl, de-
and certain semiconductot$1* More-direct evidence of the creases by several orders of magnittfiErom this we can

N;=n;o;®, ©)
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conclude that the high value of the critical current density oftion effects observed fof ., which involve regions of the
the particular film 10° Alcm? at 77 K) attests to the ab- film far from the interblock boundaries, the radiation-
sence of large-angle boundaries between blocks. Thesgimulated changes in the interblock boundaries themselves
radiation-stimulated change in the structure of YBCO filmshad an irreversible character and led to a stable decrease of
correlate with the observed post-radiation changes of théhe critical current density of YBCO and a stable broadening
temperature dependence of the imaginary pé(f) of the  of the superconducting transition in temperature. This may
susceptibility. As is seen in Fig. 2, thg’(T) curve after be the result of a stable narrowing of the SC channels in the
irradiation is not only shifted to higher temperaturégse-  dislocation walls as a result of radiation-stimulated growth of
cause of the radiation-stimulated increasergf but is also  the Cottrell atmospheres of the cores of edge dislocations in
substantially broadened, mainly in the low-temperature rethe interblock boundaries.
gion, and this broadening increases with increasing irradia- The authors thank S. M. Ryabchenko for steady interest
tion dose. The appearance of the additional absorption signat this study and for a fruitful discussion of its basic ideas.
x"(T) in the low-temperature region is naturally attributed to This study was supported in part by CRDF Grant UP1-
an increase in the size of the regions around edge disloc&06 and was carried out under Topics 1.4.1.V/77 and V
tions in which the ordering is suppressed and, hefigas  63/34 of the National Academy of Sciences of Ukraine.
depressed. Ultimately this leads to an increase in the degree
of inhomogeneity of the film and a resulting broadening ofE-mail: fedotov@iop kiev.ua
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An analysis is made of the results of studies of the variation of the resistivity of a bulk
polycrystalline sample of Lga »,Mn; ;05 under the influence of temperatuf®), pressure

(P), and magnetic fieldH) and a study of the variation of the magnetostriction in

single-crystal LaMn@ as a function off andH. It is found that the peaks of the magnetoresistive,
baroresistive, and baromagnetoresistive effects occur at the same temperature, which is
independent of magnetic field and pressure and corresponds to the tempé&ratafethe
metal—-semiconductor phase transition in the absence of magnetic field and pressure. “Cooling”
and “heating” effects of pressure and magnetic field are detected, and an equivalency of

the influence ofT, P, andH on the resistivity of the polycrystalline sample andToAndH on

the magnetostriction of the single-crystal LaMni® observed. The linearity of the shifts

of the T, P) andT,,(H) peaks in the resistive properties of ls@8Ca »4Mn; 503 is demonstrated

and also the linearity ofi4(T) in the magnetic properties for the example of the changes in

the hysteresis of the magnetostriction in the LaMrsthgle crystal. The role of the regularities that
obtain for an elastic-strain mechanism for the influenc&,d?, andH on the magnetic and

resistive properties and phase states is revealed and explained. The sign-varying nature of the
influence ofT, P, andH is established, and its role in the variation of the resistive and

magnetic properties is founghagnetic phase transitions'he relationship of the structural,

elastic, resistive, and magnetic properties in magnetic semiconductors is establishe@02©
American Institute of Physics[DOI: 10.1063/1.1521293

INTRODUCTION are due to the change in the magnetic field strength.
. The main goal of this paper is to establish how the elas-
The colossal magnetoresistive effect has made rare-earf, mechanisms are related to the resistive and magnetic
manganites with the perovskite structure some of the most oherties and to explain how the temperature, pressure, and

intensively studied functional materidid.Unfortunately, the magnetic field influence the properties of magnetic semicon-
study and interpretation of the properties do not permit ong,iors.

to make a conclusive determination as to the nature of the
Egﬁue interrelationship of the magnetic and electric PrOPerL oo IMENTAL RESULTS AND DISCUSSION
In Refs. 3-5 the resistive properties of these compounds The polycrystalline sample of lgga ,4Mn; JO3 inves-
under the influence of temperatu¢€) magnetic field(H), tigated here was obtained by the conventional technique of a
and pressurdP) were investigated. The authors of Refs. two-stage synthesizing anneal with a subsequent sintering of
6—11 found that with increasing hydrostatic pressure angowders pressed in a metallic press form by the technology
magnetic field the resistivity decreases and the metal-described in Refs. 10 and 15.
semiconductor phase transition temperailyg increases; it The resistance was measured by the four-probe method
was found that the resistivity has a linear pressure depernn direct current in the absence and presence of magnetic
dence at a fixed temperature and thgt depends linearly on fields of various strengthsH=0, 2, 4, 6, and 8 kOe The
pressure and magnetic field strength. temperature was determined from the resistance of a bifilarly
In Ref. 12 a linear pressure dependencd piwas dem-  wound copper coil. A high hydrostatic pressure in the inter-
onstrated, and in Ref. 13 a linear pressure dependentgof val P=0-1.8 GPa was produced in the high-pressure cham-
was revealed by studies of the magnetic susceptibility of thder of Ref. 16.
semiconductors Lgs7:51 12gMIN0O3 under hydrostatic pres- 1. The temperature dependence of the resistivity of a
sure. In Ref. 14 data on the thermal expansion and magnéulk sample under the influence of magnetic field and pres-
tostriction at phase transitions of single-crystalsure is presented in Fig. 1. Also shown are curves of an
La; _,Sr,MnO; were presented, and it was proposed that theanalogous nature for the thermoresistivg(T) (curve 1),
strictive stresses causing the elastic strains in the structumeagnetoresistivepy(T) (2), baroresistivepp(T) (curves

1063-777X/2002/28(10)/5/$22.00 744 © 2002 American Institute of Physics
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FIG. 1. Temperature dependence of the resistivity of a bulk polycrystalline

sample of LgsCa&,Mn,,05: 1 — P=0,H=0; 2 — P=0, H=8 kOe;
3 — P=6 kbar,H=0 kOe;4 — P=12 kbar,H=0; 5 — P=18 kbar,H
=0; 6 — P=18 kbar,H=8 kOe. (The conventional designatioBy im-

IG. 3. Dependence of the phase transition temperafyreand of the
resistivity of a bulk polycrystalline sample of }gCa ,Mn; 05 on the
hydrostatic pressure at room temperature.

plicitly relates to the parameter of the perovskite structure and to the mag-

netic ion Mn)

3-5), and baromagnetoresistiyg(T) (6) regimes. With

increasing pressure or magnetic field the position of the re

sistivity peak is shifted to higher temperatures and its inten
sity is lowered.

In Fig. 2 the temperature dependence of the magnetor
sistive effect aH =8 kOe is shown by curvé, which dem-

onstrates that the peak has become insignificant in heigh

amounting to 30%’ The baroresistive effectpg— pp)/po

and baromagnetoresistive effegtyt ppn)/po in the phase
transition region(curves1-5 in Fig. 2), which were first
discovered by the authors, reach 78%t is important to

note that the peaks of the magneto-, baro-, and baromagn

toresistive effects have the same temperatUge, (Fig. 2). It
should be emphasized th@tp remains constant indepen-
dent of magnetic field and pressure acting either individuall
or jointly. The constancy of the temperatufe, of these

effects permits the assertion that the mechanisms taking par

in their formation conform to the same regularities. An ex-

tremely important finding is that in these effects the tempera

ture Tpp coincides in value with the metal—-semiconductor
phase transition temperatufg,s in the absence of magnetic
field and pressurésee curvel in Fig. 1). To explain the
nature of these mechanisms and the constancygef we

i
150

-
200
T,K

e_

were led to a more thorough analysis of the results presented
in Fig. 1.

Let us estimate the influence @f P, andH on the dy-
namics of the linear dependencesm{(T), pu(T), pp(T),
andppy(T) up to a temperature of 250 (€urvesl-5 in Fig.

1). In the absence off and P the resistivity incremeni\p
per degree has a valuep/AT=0.46 /K (curvel in Fig.

). At a fixed temperatur@ ~ 250 K the change of the resis-
ivity with pressure isA p/AP=2.83/kbar (curvesl and5
in Fig. 1). It follows that changing the temperature By
=6.2 K within the linear part changes the resistivity on ac-
count of the thermoelastic expansion by the same amount as
does elastic compression by a hydrostatic pressure of 1 kbar.
This correspondencéor “equivalency”) demonstrates the
role of the elastic properties in the variation of the resistivity.
A linear part of the temperature dependence of the resistivity

Yhas also been noted for a polycrystalline sample of

Lfao_gMnl_log, (Ref. 10.

From the character of they(T), pp(T), and py(T)
curves it can be judged that pressure and magnetic field in-
fluence the resistivity in the same sense — i.e., they shift the
peaks ofp and the transition temperatufg, in the same
direction — in the entire temperature inter¢alrves1-5 in

Fig. 1. It is seen from curved and 2 that in the phase
transition region the application of a magnetic field of
strengthH=1 kOe leads to a change in resistiviyp/AH
=2.1Q/kOe. The baric change in resistivity in this tempera-
ture region(see curvesl and5) is Ap/AP=5.27 Q/kbar.

This correspondence shows that increasing the magnetic field
by 6H=2.37 kOe leads to the same change in resistivity as
does a 1 kbar increase in pressure. The relationship also
holds in the linear region gf(T). The same sort of estimates
can be made for the linear dependences of the shifts of the
peaksT,{(H) and T, P). For this the effect of magnetic
field on the resistivity can be compared with the commensu-
rate influence of hydrostatic pressure. The commensurate
shift of the metal-semiconductor phase transition tempera-
ture T, is another indication that the mechanisms of the
magnetic field and pressure effects are identical. This allows

FIG. 2. Temperature dependence of the characteristics of a bulk polycrysone to assert that the giant magnetoresistance is the result of

talline sample of Lgs{Ca,/Mn;,0;: baroresistive effect do—pp)/po:

2 — P=18 kbar;3 — P=12 kbar;5 — P=6 kbar; the baromagnetoresis-
tive effect (pg—ppn)/po: 1 — P=18 kbar,H=8 kOe;4 — P=6 kbar,
H=8 kOe; magnetoresistive effecghd— py)/pg: 6 — P=0, H=8 kOe.

a jump in the resistivity caused by magnetoelastic deforming
stresses in the sample due to the influence of high magnetic
fields.
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280 perature. This reveals the “heating” effect 8fand H. To
bring about a phase transition in this case it is necessary to
lower the temperature — the additional thermoelastic com-
2801 pression compensates the expansion of the structure due to
~ the decreasing pressure and magnetic field. This means that
278 the removal of the external influence requires less and less
overheating of the system to achieve the phase transition;
276 Thn(H) andT,{(P) decrease.
These “cooling” and “heating” effects and also the lin-
2741 ear dependenceB, (H) and T,{P) attest to the compen-
0 5 j' é é sating interaction of the elastic and magnetoelastic compres-
H . kOe sion, on the one hand, and the thermoelastic expansion, on
the other. Here the conditions for realization of a phase tran-
FIG. 4. Dependence of the phase transition temperdtygef a bulk poly-  sition remain constant independent of the pressure and mag-
crystalline sample of LieCa ,Mn; 205 on the magnetic field strength.  netic field within the intervals of our investigations. Confir-
mation of this is provided by the fact that the peaks of the
baro-, magneto-, and baromagnetoresistive effects occur at
the same temperatufigp and by the linearity off ,,(H) in
?he magnetic properties. As a consequence, equality of the

S

T

As confirmation of the role of the elastic properties in
the behavior of the temperature of the resistivity peaks w:
ick T,(H) and T,,{(P) and also the linear dependence . :
E(P) a?ST(:)soo K (S”ésé F)igs. 3 and)4They are Iinegr in the phase transition temperaturg, (in the absence d? andH)

entire region of magnetic fields and pressures investigate(f'f‘.nd Tpp confirms the similar nature of the elastic strain

The same features were noted in Refs. 8 and 10. We Carnwechanis:ms for the influence of P, andH and also attests

attention to the fact that under the simultaneous action of® &0 invariant condition for the formation of the metal-
semiconductor phase transition.

magnetic field and hydrostatic pressufg,(P,H) lies be- ! L .
tweenT,,(H) andT,,{P). The linear behavior and the dif- 3. To establish the regularities in the variation of the

ference in these last is explained by the presence of anisoff@gnetic properties under the influenceladndH, we ana-
ropy of the elastic and magnetoelastic properties. lyze the results of studies of the anomalies of the thermal

2. The equivalency seen in the resistive properties undefXPansion and magnetostriction at the phase transitions of a
the influence ofT, P, andH reveals yet another regularity. Single-crystal sample of LaMnOand its _mod|f|cat|oné.
The action of pressure and magnetic field causes a “cooling’-’rhe strain-induced variations are determined by the magne-
effect (i.e., an increase iR andH, in its effect on the resis- tostrictive properties under the influence of a magnetic field.
tivity of the sample via elastic mechanisms, is equivalentto a L€t us turn to the field dependence of the longitudinal
decrease in temperatyrand the inverse, “heating” effeda magnetostriction for LaMng) at several fixed temperatures
decrease ifP andH, in its effect on the sample, is equivalent (Fig. 5 of Ref. 14. At low fields a nonlinear region is no-
to a corresponding increase in temperature ticeable, and as the magnetic field is increased a linear region

These effects in magnetic semiconductors can explaif observed up to and above the phase transition. It can be
the linear dependence df,{(H,P) and, undoubtedly, the stated that this segment is due to the dominant effect of the
underlying role of elastic properties in this process. From thénagnetostriction over the temperature. We choose the part in
standpoint of a deformation mechanism for the formation ofwhich the influence of temperature on the magnetostriction
the phase state, the metal—semiconductor transition is a coat @ fixed magnetic field is linear, and fet~130 kOe we
sequence of thermoelastic expansion of the structure of thestimate the change in the longitudinal magnetostrickipn
sample and is fixed according to the temperaflifg of the ~ With temperatureAN;/AT~0.013. Such an estimate indi-
resistivity peak(curvel in Fig. 1). The application of hydro- cates that a change in magnetic field Aji=1 kOe will
static pressure and magnetic field leads to a “cooling” effecthave the same effect on the value of the magnetostriction as
— the resistivity decreases to a value corresponding to th@ change in temperature yT=2.1 K.
initial resistivity at a lower temperature. To bring about the ~ The linear dependence observed in Fig. 5 for the shift of
phase transition in this case it is necessary to raise the tenthe hysteresis field with temperaturdy(T), allows us to
perature — the additional thermoelastic expansion compergstimate the slope asH/AT~0.27 kOe/K and to determine
sates the compression of the structure resulting from the ethe shift of the structural phase transition under the influence
fects of both pressure and magnetic field; this isof temperature and magnetic fieldT/AH~6 K/kOe. Thus
accompanied by an increase ®f,(H) and T,,{(P). The the dependenddy(T) is analogous td,{(H) in the dynam-
temperaturel pp of the maxima of the magneto-, baro-, and ics of the resistive properties.
baromagnetoresistive effects remains constant at different The dependencely(T) with increasing and decreasing
pressures and magnetic fields. This indicates that the phaseagnetic field also conforms to the “heating” and “cooling”
transition is brought about when a certain condition iseffects, respectively. This is confirmed by the change in mag-

reached which is invariant for a given sample. netostriction under the influence dfandH, which is clearly
Looking at this process in the opposite way, we startexpressed in Fig. 5.
from thep(T) curve under the influence &andH. Then, as The linearity ofHy(T) and the value of the shiiH/AT

these influences are reduced, the resistivity increases to permit us to link the regularities of the change in the slope of
value corresponding to an initial curve taken at a higher temthe linear parts of the (T,H) curves with the sign-varying
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transitions. The sign-varying nature under the influenck of
andT (the change of the slope of the linear part of the curve
at the corresponding and H) gives rise to peaks in the
resistive properties, magnetic hysteresis, and, as a result, a
sign variation in the magnetic and resistive properties in the
region of the structural phase transition.

A representative result of the ESE and the sign-varying
nature is seen on the field curves of the longitudinal and
transverse magnetostriction in LaMgOwhich reveal two
competing strain mechanisms — thermoelastic expansion
and magnetoelastic compression:

a) at fixed low temperatures the initial part of the field
dependence of the magnetostriction exhibits nonlinearity due
to the prevailing influence of the thermoelastic strain, fol-
lowed by a linear dependence as the magnetoelastic com-
pression increases further;

b) at higher temperatures, expansion occurs because the
thermoelastic strain predominates over the magnetoelastic
compressibility; one observes a sharp decrease of the mag-
netostriction, magnetic hysteresis, and the formation of a
sign-varying region for the dependence of the magnetic
properties, i.e., a competing effect of the ESE for the influ-
ence of T and H; the sign-varying regions of the magneto-
striction are manifested both in magnetic hysteresis and in
the temperature dependences at fixed magnetoelastic com-
pression H~200 kOg of single-crystal LgoSrp1MnO;

FIG. 5. Field dependence of the longitudinal magnetostriction for LaMnO (Ref. 14.

(Ref. 14. 5. To compare the structural, resistive, and magnetic
variations under the influence @f P, andH, we turn our
attention to the position oPy (curve5 in Fig. 1). (Pyx is a

regions on the field dependence of the longitudinal magne¢onventional designation, implicitly relating to the parameter

tostriction (Fig. 5). of the perovskite structure and to the magnetic ion ¥n.

4. The variation of the resistive properties under the vari-Taking into account the correspondence in the varying prop-
able influence of thermoelastic expansion and compression &tties of the magnetostriction under the influencd andH
fixed pressures and magnetic fields is a consequence of ti@d the linearity of the\ (T,H) curves, one can establish a
“cooling” and “heating” effects. Under the influence of a correspondence between the structural, magnetic, and resis-
variable magnetoelastic compression and expansion at fixeéve properties for the example of the magnetostrictive varia-
temperatures the magnetostrictive properties cause a chant@ns under the influence af andH. The linear parts of the
in sign of the indicated effects. Consequently, the constancffeld curves of the magnetostrictiaifrig. 5 converge to a
of Tpp=T,s remains in force; the linearity of the shift of the single pointPy. This same parameter is also represented in
phase transition in both in the magnetostrictive and resistivéhe family of temperature curves of the resistivity at different
properties is determined by the elastic strain equivalencyalues ofP andH (see Fig. 12>
(ESB and the sign-varying nature of the influence of both ~ As a result of extrapolation in Fig. 5 we obtain the point
the temperature and magnetic field. Ty — a conventional designation for a variable parameter

The sign-varying nature is due to a competition betweergorresponding to the state of the structural phase transition in
the ESEs of the thermoelastic expansion and magnetoelasticsingle-crystal sample of LaMnO
compression, which is manifested in a change of the peaks of The change of the position ¢y and Ty is due to the
the resistivity and of the colossal baro- and magnetoresistivénk established in the structure between the properties and
effects whileTpp remains constant, and also in the linearity phase transitions, while the influence ©f P, andH is a
of the dependence$,,(H) and T,,{(P). In the magnetic regularity of the ESEs and the sign-varying nature of the
properties the sign-varying nature is determined by the dychanging magnetic and resistive properties and the phase
namics of the variation of the magnetic susceptibijtyand  transitions.
is manifested in the form of magnetic phase transitions and 6. The characteristic parametePs, and Ty which we
magnetic hysteresis. have identified, the sign variations, th&,(T) dependence,

The ESE revealed here can account for the sign-varyingnalogous tdr,,{(H), and also the dependence of the mag-
nature under the influence of magnetic field and temperatureetostriction on the magnetic fieldéFig. 5 permit us to es-
(the nonlinearity regionobserved on the initial part of the tablish yet another regularity — the role of magnetostriction
temperature—field dependence of the magnetostriction im the “heating” and “cooling” effects. The “heating” effect
single-crystal LaMn@ (Fig. 5), and it is manifested in varia- consists in the following: at a fixed thermoelastic expansion
tions of the resistive properties and of the magnetic phasat T<T the imposition of a magnetic field “heats” the sys-
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tem as a result of the counterpressure of the magnetoelastietic semiconductors. They are due to a competition between
compression, bringing about conditions for the formation oftwo forms of striction, — thermoelastic expansion and mag-
a metal-semiconductor phase transition, and ensures tmetoelastic compression — and are manifested in a varying
constancy offpp. The inverse, “cooling” effect consists in sign of the properties.
the fact that if under the same conditions the magnetic field Our analysis permits the assertion that the baro-,
is decreased, relieving the counterpressure, expansion omiagneto-, and baromagnetoresistive, “cooling,” and “heat-
curs, corresponding to an increase in the phase transitiong” effects and the constancy dfp for these listed effects
temperature. The conditions for realization of the phase tranand its coincidence with the phase transition temperafie
sition remain constant. are a regularity of the elastic strain mechanism for the influ-
It should be noted that these same regularities , due tence of T, P, andH on the properties and phase states of
the influence ofl andH, i.e., the ECSs, the sign variations, magnetic semiconductors.

and the “cooling” and “heating” effects, are also manifested
in magnets. AE.-mail: poljakov@host.dipt.donetsk.ua
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Works on the influence of local chaotic crystal fields on the magnetic properties of pseudobinary
rare-earth intermetallides are briefly reviewed. Attention is focused primarily on compounds

of the type RN§_,M,, M=Cu, Al. Experimentally observed effects of local crystal fields, such as,
the appearance of ferromagnetism in the systefNiPCu); and a decrease of the spontaneous
magnetic moment and an increase in the anisotropy energy in the basal plane and

coercive force in the intermediate pseudobinary alloydiRCu)s and RNi, Al)s as compared

with the limiting binary compounds, are discussed. 2602 American Institute of

Physics.[DOI: 10.1063/1.1521294

1. INTRODUCTION configurations of the nearest-neighbor environment of the
rare-earth ions arises, and to each configuration there corre-

It is known that the interaction energy between the Crys'sponds a different CF Hamiltonian. Obviously, it is ex-

tal field (CF) and the 4 electrons of rare-earth ions makes y.omely difficult to interpret CF effects in these systems.
the decisive contribution to the formation of the magneticr 4 ndom local crystal fieldéRLCFS and the statistical na-

states and magnetic properties of rare-earth intermetaflides, e of their distribution must be taken into account. Thus
The CF theory is now well developed, but calculating the CFfar, there are very few works on RLCFs. In addition, the

parameters for metals or metallic compounds is a quite d'fbbjects in which RLCFs occur are very common. They es-

ficult problem, since the point-charge model, which is suC-gepiia)ly include all pseudobinary, pseudoternary, and so on
cessfully used for dielectrics, is found to be ineffective for

/ X solid solutions based on “pure” binary, ternary, and so on
conducting crystals. In this case the CF parameters are orGiyiemetallides. It is known that investigating such solid so-
narily determined empirically by finding a particular set of yiqng js not only an important tool for clarifying the nature

parameters which gives the best agreement between theogy yne fundamental interactions in rare-earth intermetallides

and experiment. Experimental methods, such as the study @f + it is also a basic method for searching for new materials
inelastic neutron scattering, the temperature dependence Which are important for practical applications, specifically,

the specific heat, and the magnetization curves of singig,aterials for a new generation of permanent magnets and
crystals in the direction of the principal crystallographic di- magnetostriction transducers

rections, are usually used for this purpose. For a theoretical A convenient object for studying RLCF effects are the

description of these propgrties, the CF Hamilt_onian i”,thelntermetallides RNj (R—rare-earth metal or yttriumwhich
form p;oposed by Sthe\_/eﬁs used. The |r:1terhact|on Halmll— _possess a hexagonal crystal structure of the type C4Qu
tonian for a rare-earth ion interacting with a hexagonal CF igpese gbjects the valence electrons of the rare-earth ions al-

most completely fill the @ band in nickel. Consequently, the
Hcr=B20020t B4gOs0t BesOgot Beeoas:% BimCim. nickel subsystem has virtually no magnetic moment and
(1) YNisg, LaNig, and LuNg are Pauli paramagnets. Compounds
) with R=Nd, Sm, Gd, Tb, Dy, Ho, Er, and Tm are ferromag-
whereB), are the parameters of the crystal fie@;, are the ot with very low Curie pointsthe highest value 32 K
equivalent Stevens operators, which are tabulated in, for exs.urs in GdNj), and PrNj is a vanVieck paramagnet,

ample, Ref. 3]=2, 4, 6;m=0,6; m=I. , since the crystal field forms an energy spectrum of the
Sometimes, rare-earth ions in intermetallides OCCUPYyround J multiplet of the PF* ion with a nonmagnetic
several nonequivalent positions. Then, for each positiony o ng state. The ferromagnetically ordered systemss RNi
there exists a unique set of paramet8rg, and if the posi- possess compounds with easy-axis anisotropy SR, Gd,
tions with nearest-neighbors environment of different sym-, 4 Tm and easy-plane anisotropy. It is the latter com-

metry are present, even the form of the Hamiltoni@his 4 nds and Prijithat are especially promising for determin-
different. The most difficult problem is describing CF effectsing the effects of RLCFs. In the present paper the results of

in compounds with impurity atoms, for example, in disor- cent investigations of RLCFs in RiNbased pseudobinary
dered sollq substm_mon or mter;tmal solu_tlons. Even if thejiermetallides are briefly reviewed.
crystal lattice type in such solutions remains unchanged, the
magn[tudes of the pharges of the near'egt neighbors of a rar . CRYSTAL-FIELD EFFECTS IN PRNI5-BASED COMPOUNDS
earth ion and the distance between this ion and the surround-
ing atoms can change. For a disordered distribution of impu-  Even in the very early works it was discovered that the

rity atoms over crystal lattice sites, a set of variousinteraction of the Pr ions with the crystal field strongly in-

1063-777X/2002/28(10)/6/$22.00 749 © 2002 American Institute of Physics
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fluences the magnetic and thermal properties of the com-
pound PrNj (see, for example, Ref.)1A peak near 13 K
was observed in the temperature dependence of the magne-
tization measured in a 14 kOe field. The first attempts to
explain this peak by a possible antiferromagnetism—
paramagnetism transition were not confirmed by subsequent
specific-heat measurements: hoanomaly of the specific
heat near 13 K was observed. But, two Schottky-type anoma-
lies with peaks at 20 and 50 K were observed on the mag-
netic part of the specific heat. They were explained by a
characteristic feature of the spectrum of the ground state
multiplet of the P#* ion in a CF. A hexagonal CF splits the
nine-fold degenerate ground state of thé Pion into three - \ . \ . . .
singlets ("1, I'5, I'y) and three doublets (2% andI'g). The 0 1 2 3 4 5 6 7

ground state is the nonmagnetic sindlgt so that PrNj is a H, MA/m

van Vieck paramagnet. The magnetic susceptibility peak ObIEIG 2. Magnetization curves at 4.2 K of the single crystals of the alloys
served at 13 K is due to the thermal excitation of Faestate & ¢ glong theb (1 4) ande (1’ ') axes o1 (yl and 1), 05 4
separated from the ground state by a 38 K gap. In Ref. 5 thg) 0.7 (3and3'), and 1.6(4).°

magnetic susceptibility was measured for a RrNingle

crystal. Substantial magnetic anisotropy was observed at low

temperatures. In a field applied perpendicular todlaxis, a  plane(Fig. 2). The magnetization curves along the hard axis
susceptibility peak was observed at 15 K, while the susceps is essentially independent &f

tibility along the c axis had no peak. On the basis of these  Figure 3 shows the temperature dependences of the mag-
results the authors of Ref. 6 determined the crystal-field panetizationM(T) for the alloys PrNj and PrNj ¢Cug;, ob-
rameters and calculated the spectrum of the levels of thtained in external fields 1.6 and 4 MA/m applied along he
bottom multiplet. In Ref. 7 the similar spectrum was ob-axis. They all possess peaks near 16 and 13 K, respectively,
tained for a Pt ion in PrNis on the basis of inelastic neu- for the first and second alloys. As mentioned above, for
tron scattering data. The scheme of the lower levels of th&rNis similar results were obtained previously and explained
spectrum from Ref. 7 is reproduced in Fig. 1a. by thermal excitation of P ions from a nonmagnetic sin-

It is shown in Ref. 8 that the inelastic neutron scatteringglet into close-lying magnetic states. In an alloy with a low
spectrum in the pseudobinary alloys BNjCu, is substan- (x=0.1) copper content the pedk(T) is relatively much
tially different from that in binary PrNi. The authors of Ref. smaller, and it virtually vanishes for alloys wit1>0.1.

8 attribute this fact to the influence of configurational disor- ~ As the external magnetic field increases, the absolute
der arising in the nearest-neighbors environment of the Ppeak value of the magnetization for both alloys increases
ions with disordered substitution of copper for nickel. We sharply, but the relative magnitude of the peak decreases for
performed a systematic study of the magnetic properties dPrNis and increases for the copper-doped compound. This
single crystals of the pseudobinary compoundsbehavior of the magnetization can be explained by a change
PrNis_,Cu, .° The results were unusual from our standpoint.in the position of the energy levels in the spectrum of the

Substitution of even a small amount copper for nickelbottom multiplet of the Pr ions whose nearest-neighbors en-
sharply increases the magnetic susceptibility of single crysvironment contains at least one copper ion. Indeed, a nickel
tals measured at 4.2 K along tlaeandb axes in the basal

1.0 >
Energy, K Wave functions 0.9 } /’_\
a .
0.221-4> - 0,976 12> 0s |
50.8 =< 0.2214>-0,9761-2> .
—_— f=1>
38.9 =0 07 | "
19.9 10> 3
s 06t
0 — 0,707 1-3> - 0,707 1+3> @
b 205¢
56.8 - 0,159(1-4> +14>) + 0,632(1-2> +12>) + 0,388 10> s 2
55.87 J 0.14104> - 1-4>)+ 0,683(12> - 1-25) 04t — T
519 0,705{11> +1-1>) - 0,061(1-3> +13>)
32.8 0,679{11> - 1-1>) + 0,198{13> -1-3>) 03} —/\
16.2 0,058(1-4> + 14>) - 0,268(1-2> +12>) + 0,92210> 0.2 N : . . . N
0 ——  0,679(13>-1-3>)+0,198(1-1> - [1>) 0 5 10 15 20 25 30

T, K
FIG. 1. Scheme of the lower levels of the ground state multiplet of thé Pr
ion split in a crystal field described by the Hamiltoniéh) (a) and the FIG. 3. Temperature dependence of the magnetization alonly &hés for
Hamiltonian (1) with the termB,,0,, (b). The crystal field parameters are the alloys PrNj (1 and1’') and PrNj (Cuy; (2 and 2'), measured in an
taken from Ref. 78,,=0.2B,;. external magnetic field 1.61, 2) and 4 (1',2') MA/m.°
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I ® not study alloys with a higher copper content, it can be ex-
.\ AN ® pected that at a certain critical concentration they will be-
./ come paramagnets in the ground state, since the limiting al-

loy PrCu is a van Vleck paramagnet, just like PENiThe
explanation of the appearance of ferromagnetism in pseudo-

o
g O \. binary solid solutions of the two van Vleck paramagnets by
° - the destruction of the initial configurational order in the dis-

® tribution of electric charges over the crystal-lattice sites is
also confirmed by the fact that in the amorphous statePrNi
® ® @ is a ferromagnet? As the state changes from crystalline to
AN \. amorphous, the local environment of & Pion changes and
4 o— the spectrum of the levels in its ground state multiplet also

changes. In Ref. 13 it was shown that to explain adequately
. this spectrum it is no less important to take account of the
O R; @ Ni ® Cu breakdown of local symmetry of the nearest-neighbors envi-
: _ _ _ . ronment than to take account of the distribution of the near-
FIG. 4. The simplest nearest-neighbors configuration at the rare-earth ion in . .
the crystal lattice of the pseudobinary alloy BNjCu, for small x. eSt nelghbors over distances from the (.:e.mrér F?Qﬂ. Spe-
cifically, in Ref. 13 a ternB,,0,,, describing the influence
of the orthorhombic distortion of the initial hexagonal sym-
atom possesses less than one copper atom per electron, andtry, was introduced into the Hamiltoni@h) as an attempt
the electric charges associated with them can be different. A® take account of the influence of the breakdown of local
one can see in Fig. 4, this can destroy the six-fold symmetrgymmetry. It was found that such a term completely removes
in the arrangement of the charges which create the crystahe degeneracy of themultiplet and changes the wave func-
field on the central Pr ion and hence change the position dions of the levels. Figure 1b shows a diagram of the lower
the levels of the bottom multiplet of this ion. This change canlevels for the multiplet of a Bf ion in a crystal field de-
be quite large, since its nature is the same as that of thecribed by the Hamiltoniafl) containing the ternB,,0,,
splitting itself of the multiplet. In principle, it can result in a with B,,=0.2B,,. Evidently, the spectrum is substantially
sharply higher magnetic susceptibility and lower critical ex-different from the initial spectrum for a hexagonal crystal
change interaction field required for the appearance of ferrofield (Fig. 13.
magnetic ordering. One would expect that at temperatures Introducing a ternB,,0,, into the Hamiltonian(1) can
T<4.2 K such ordering will occur in copper-doped alloys. also take into account, to some extent, the change produced
Indeed, in alloys with 0.%x=<2.6 we observed peaks of in the crystal field acting on a Pr ion by the substitution of
the initial susceptibility for ac current at temperaturesone copper atom for at least one nickel atom in its environ-
T<4.2 KU ment (Fig. 4b. We calculated the magnetization curves for
Analysis of the magnetization curves using the ArrotPr" in such an altered crystal field and possessing the spec-
method gave Curie poinfB: which are identical to the tem- trum of lower levels which is presented in Fig. 1b. The result
peratures of the susceptibility peaks. Figure 5 displays thé shown in Fig. 6, which gives for comparison the magne-
concentration dependence of the Curie points. It possessegiaation curves calculated for “pure” Priyi It is evident that
peakT-=3.6 K atx=1.1. Asx increases further, the Curie the magnetization curve along the easy-magnetization axis
point decreases linearly down to=2.6. Although we did

3.5

0 5 10 15 20 25 30 35
H, MA/m

1 N )
1 2 FIG. 6. Computed magnetization curves of the ioA'Piocated in a hex-

X agonal crystal fieldsold lineg and in the same field but with orthorhombic

distortion (broken line$ at T=4.2 K and magnetic field orientation along
FIG. 5. Concentration dependence of the Curie point of the alloystheb (1), a (2), andc (3) axes. The same crystal-field parameters were used
RNis_,Cu, .20 for this calculation as in the calculation of the spectra presented in Fig. 1.
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(EMA) (b axi9 is substantially different: initially, it rises
more steeply than for the binary compound RrNB,,
=0). Conversely, the magnetization along ¢haxis became
more difficult, and a substantial difference between the mag-
netic moments with magnetization along theand a axes
remains right up to the field 40 T. The magnetization curves
along the hard axis for the two cases studied are virtually
identical. Thus, the influence of the terB,,0,, in the
Hamiltonian (1) on the magnetization curves qualitatively
correspond to the appearance of uniaxial anisotropy with the
EMA lying in the basal plane. Irkhiret al. predicted this
result theoretically back in 1980.

The increase in magnetic susceptibility in pseudobinary
alloys PENi, Cu)s in the presence of an exchange interaction
also results in the appearance of ferromagnetic order in them.
Apparently, a mechanism in which the appearance of a mag-
netic moment on some Pr ions intensifies the exchange

reaction and the latter, in turn, stimulates a further increase 5L Tbeal A
of the magnetizatiolthe so-called bootstrap procéswhich L 1 1 L ' L
terminates in the establishment of ferromagnetic orcm- 0 05 1.0 15 20 25
curs here. Neutron diffraction analysis confirms the presence X

of ferromagnetic order in the pseudobinary aIonsFI . )
. 16 . .~ FIG. 7. Concentration dependence of the spontaneous magnetic moment,
Pr(Ni, Cu)s.. .A spontaneous magnetic moment was fognd Mmeasured at 4.2 K for the alloys RNi,Cu, with R indicated on the curve;
the alloy PrNi Cu, 1, equal to 0.5ug/f.u. at 1.5 K, lying in  Th, is the computed minimum value ®; for the alloys ThNj_,Cu, (see
the basal plane and localized on Pr ions. A moment arises if§xV.*°
a magnetic field, reaching iH=40 T the value 3.15

wg/f.u.,t” which is essentially identical to the magnetic mo- o o o
ment of a free P ion (3.2 ug). the rare-earth ions in random directions, resulting in a break-

down of the collinear magnetic structure. This is the reason
for the sharp drop of the curvéd(x) in alloys with Th, Dy,
and Ho. Results similar to those described above were ob-
tained by doping TbNi compounds with aluminurt?. The
The above-described manifestations of local crystaminimum value ofMg in the system TbNi ,Cu, can be
fields in PrNi-based solid solutions have suggested that thestimated assuming that the magnetic moments of alt Pr
influence of local crystal fieldd.CFs) can also be observed ions are fixed in a disordered manner by the local uniaxial
in pseudobinary systems with different R. Appreciable LCFanisotropy along the axes. The value so obtained for Jb
effects should be observed in RNiased systems with easy- is presented in Fig. 7. It agrees acceptably with the minimum
plane anisotropy, since the anisotropy fadtgyis small and, experimental value obtained foMg in the system
against this background, the influence of LCFon the magRNis_,Cu, .
netic properties can be substantial. Figure 7 displays the con- Another manifestation of LCFs in pseudobinary alloys
centration dependence of the spontaneous magnetic momegitthe type RNi_,Cu, with easy-plane anisotropy is the ap-
M. measured at 4.2 K for single crystals of the pseudobinarpearance of a quite strong anisotropy in the basal piane.
alloys RNi_,Cu,.'® It is evident thatM for compounds Figures 8 and 9 display magnetization curves for alloys with
with R=Tb, Dy, and Ho decreases quite rapidly with in- R=Tb along thea, b, andc axes. The magnetization curves
creasingx, while in alloys with Er it remains virtually un- along thec axis are essentially identical for alloys with
changed and even increases in alloys with Gd. The LC~0 and 1. Forx=0 the curves along tha andb axes are
model discussed above easily explains this result. Indeed, tressentially identical, i.e. the anisotropy in the basal plane for
Gd ions possess zero orbital angular momentum and do ndibNig is small with the EMA along the axis; this agrees
interact with the crystal field, so that the LCF in pseudobin-with previous resulté®?! However, substantial anisotropy
ary alloys with Gd have no effect dvis. The small increase appears in the basal plane in Cu- and Al-substituted alloys. In
in Mg occurring when copper is substituted for nickel is duethe former alloys the easy magnetization axis is still #he
to a decrease in the contribution of thd 8ubsystem to the axis, while in the latter thd axis becomes the EMA. This
spontaneous magnetizatifihe magnetic moments of the Ni difference is probably due to the different preferences for
and Gd sublattices are antiparallel to one angth&gainst  copper and aluminum atoms in occupying crystallographic
the background of strong uniaxial anisotropy of the com-positions. Indeed, neutron diffraction d&tahow that the Al
pounds ErNj_,Cu,, LCFs likewise have no great effect on atoms occupy predominantlyg3sites in LaNi_,Al, com-
the magnetic moments of the Er ions, avid in these alloys pounds withx<1. Conversely, Cu atoms in PrjGu prefer-
are virtually independent of. Alloys with Th, Dy, and Ho  ably occupy 2 position, as shown by neutron diffraction in
possess easy-plane anisotropy. The local uniaxial anisotrogyef. 16.
due to the LCFs predominates over the weak six-fold anisot-  Finally, we note one other fact which we believe is due
ropy in the basal plane and fixes the magnetic moments db LCFs in the pseudobinary alloys TBNiM, . Ordinarily,

3. CRYSTAL FIELD EFFECTS IN RNIs-BASED
PSEUDOBINARY SYSTEMS
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FIG. 10. Concentration dependence of the coercive force measured at 4.2 K
FIG. 8. Magnetization curves at 4.2 K for the single crystals of the alloysalong the easy axis of magnetization in THNICu, (1) and TbNE_,Al,
TbNis (1, 2, 3 and TbNjCu (1',2,3') along thea (1, 1'), b (2, 2'), and  (2.*°
c (3, 3") axes®®

as discussed above. The pinning of narrow domain walls on
a high coercive forcéd, was observed in them at 4.2 K in nponuniformities of the anisotropy energy in the basal plane
magnetization curves along theandb axes:® The function  could be the reason for the appearance of a high coercive
H¢(x) is shown in Fig. 10 for the alloys Tbii,Cu and  force in the pseudobinary alloys ThNi,Cu,. This mecha-
TbNis_,Al,. The value ofH. reaches a maximum a=2  njsm occurs in many pseudobinary rare-earth compounds
for Cu-substituted alloys, while the maximum value Hbf (see, for example, Ref. 24

for Al-substituted alloys was observedxat 0.5. The maxi- This work was supported by the Russian Foundation for
mum value ofH in the latter alloys is 2.6 times greater than Fundamental Research and the government of the Sverd-
in the former alloys. lovsk oblast’, project 01-02-96420.
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A vibronic model with Kramers magnetic ions is investigated in a parameter region that does not
admit phase transitions on changes of the temperdtunethe absence of magnetic fiekdl

TheH-T (#=0) andd—H (T=const) phase diagranithe angled specifies the orientation of the
field relative to the symmetry axis of the crystake constructed in the mean field

approximation. A comparison is made with the experimentally obtained phase diagrams of the
KEr(MoQ,), crystal. © 2002 American Institute of Physic$DOI: 10.1063/1.1521295

1. INTRODUCTION specific to a particular compound, experimental conditions,
etc.

Double alkali—rare-earth molybdat¢®RMs) are lay- In this paper we investigate the possibility of explaining
ered crystals containing magnetic ions of(@as) Jahn—  the features of the phase transition in KEr(MgQand its
Teller type. Therefore at low temperatures they exhibit variphase diagrams observed when the magnetic field direction
ous effects due to the interaction of the electronic and latticeleviates from the symmetry axis of the crystthle orienta-
subsystems. In particular, some DRMs have structural phasfonal properties of the phase transitionith the aid of a
transitions on changes in temperattifeand these are inter- simple model that takes into account the polaronic and vi-
preted as a cooperative Jahn—Teller effeet. bronic mechanisms of interaction of the electronic and lattice

Some crystals of this class do not undergo a phase trasubsystemgby polaronic we mean the part of the interaction
sition on changes in temperature, but a phase transition cafat commutes with the crystalline field, i.e., the part which
be induced in a magnetic fiéif by making use of the s diagonal in the basis of eigenstates of this fiefthe
strong anisotropy of thg factor of the rare-eartfRE) ions.  model takes into account the low positional symmetry of the
For this the magnetic fieltl is applied in the direction of the RE ions—the real geometry of thgtensors of the ground
small g factor, and at a sufficiently high fieldl the crystal and excited Kramers doublets of these ions at an arbitrary
structure can suffer an instability that tends to increasegthe orientation of the magnetic field parallel to the layérs., to
factor in the field direction. These compounds also havehe cleavage plangsf the crystal. We consider a region of
other properties of significant interést'° model parameters in which the absence of a phase transition

The most completely studied magnetic field inducedatH=0 is due to the rather large energy between the ground
phase transition is that in potassium—erbium molybdate, foand excited doublets in the crystalline field in comparison
which theH-T and§-H diagrams T is the temperature and with the parameters of the electron—lattice interaction. The
6 is the angle specifying the field directibhave been con- part of the Zeeman energy that does not commute with the
structed from experimental data.Other properties of this crystalline field is taken into account, and its value and in-
crystal have also been investigafed? so the amount of in-  fluence on the properties of the phase transition in the inves-
formation available about it is comparatively large. There-tigated region of parameter values are estimated. Numerical
fore KEr(MoQy), is a model object for theoretical analysis calculations in the mean field approximatigMFA) are

of the observed effects. used. The model is based on well-known concégée, e.g.,
Although there is some understanding of the generaRefs. 3—5 and 17-19
causes of the phase transition observed in KEr(lyJgQOthe Previously an attempt was made to describe the phase

specific mechanism of the transition and some of its featuregansition in KEr(MoQ), in a model with an effective triple-
remain unclear. For example, what are the lattice displacewell potential (besides the main minimum there were two
ments and what interactions play the main role in the firstmetastable minima for librations of the oxygen tetrahgdra
order phase transition and determine its temperature? Is thign the assumption that the rotations of the tetrahedra lead to
phase transition accompanied by symmetry breaking? Whabtation of the axis of the tensor for the Er iof%?* How-
accounts for the sharp decrease of the critical temperature efver, this model cannot account for the orientational features
the phase transition and the decrease of the transition field af the phase transition in this compound. In R&fa model
a small deviation of the magnetic field direction from the describing a system with a large vibronic interaction constant
symmetry axis of the crystal? These and many other queswas used under a special condition of commutation of the
tions are in need of clarification. Zeeman energy with the molecular field; this leads to a phase
There are various existing models describing the phas#&ansition in the absence of field. The properties of the phase
transitions in(pseud® Jahn—Teller crystals, but each of them diagrams described in Ref. 5 do not correspond to those for
can be used to examine only individual parameter regiongotassium—erbium molybdate.

1063-777X/2002/28(10)/7/$22.00 755 © 2002 American Institute of Physics
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2. STATEMENT OF THE MODEL
He= 2, M, )

Let us give some information about the KEr(MgQ@
crystal and discuss the choice of parameters of the modeihere?; is the Hamiltonian of the electronic excitations of
considered. The layered rhombic crystal KEr(Mg©has  the unfilled shell of the RE ion found at sifeof the ideal
symmetry space groupyy. The crystal lattice parameters |attice in the effective field created by all the other ions in the
along thea, b, andc axes ar@’~5.063 A,b'~18.25 A, and  ground state in an external magnetic fiéid The energy in
c'~7.91 A, respectively. The Er(Mofp, layers are parallel 7 is measured from its ground stateH=0. The magnetic
to thea and c axes and alternate with Klayers in theb  field lies in theac plane and is directed at an angldo the
direction, with two neighboring layers of Er(Ma® which g axis.
lie a distanceb’/2 apart and are taken into each other by a  For a qualitative description of the properties of the
rotation of 7= about thea axis (with a shift of a’/2). The  phase transition it is sufficient to consider only the nearest
local symmetry of the Er ion i€, (about theb axis), and the  excited doublet, which lies at a distance of 21 K from the
crystalline field at this ion has monoclinic components in theground state, since it already has the necessary tafaetor
ac plane. Therefore the axes of tgegensor of the magnetic in the field direction, and its component can give a substan-
ion in this plane do not coincide with the axes of the crystal tial contribution to the free energy of the system in the range
and two magnetic centers, symmetrically rotated in theof temperatures and magnetic fields investigatae contri-
neighboring Er(MoQ), layers, are seen in the EPR spectra.pution of other states can be partially taken into account by
The distance between nearest Er ions along:tagis, which  the choice of constants of the mogdNe denote the ground
are connected by inversion symmetry, is equatt®~4 A.  and excited Kramers doublets formed by the crystalline field

The ionic ground term in KEr(Mog), is split by the by the indicesI'=0,1 and their components by the indices
low-symmetry crystalline field into 8 Kramers doublets sepa-m=1,—1.
rated in energy by intervals 6f15, 32, 74, 185, 258, 317, Then in terms of the Hubbard transition operatbrs
and 324 cm?, the positions of which are practically the B«(I'',m’;I",m) the Hamiltonian; will have the form(the
same at temperatures of 4.2 and 7#*K?it has been estab- summation in Eq(5) and below is over those indices which
lished from the EPR spectfa'®that the lower doublet has a are absent in one of the parts of the equation; exceptions to
highly anisotropiag factor with principal values of=17 and  this rule will be indicated explicitly
0.6; approximately the same values are found forgtifector
of the first excited state. For the ground and excited doublets _ e e
the axes of the tensor in theac plane are rotated by differ- He= 20 By mi T m)By(,m' T m), ®
ent angles relative to the axes of the crystal. For the ground

doublet this deviation has not been successfully determined Er(0,m;0m)=—mgo( o= O)H/2, ©)
to sufficient accuracy, but according to the existing experi- g (1 m;1m)=E,—mg,(8,— 8)H/2, 7
mental data it should be in the range fran8° to =9° (the

signs refer to the neighboring Er(Mql3 layers.**!! For E{(Om;1,m)=mpHcosa, , (8)
the first excited doublet the rotation of the axes is quite .

clearly determined from the EPR spedtréor pure and im- E{(Om;1,—m)=—pHsina,, ©

pure KEr(MoQ), crystals and is equal t& 56°.  \yhereE, is the energy which in the undeformed lattice sepa-
The first-order phase transition under discussion is Obrates the ground doublet from the excited doubletiato;
tained for a magnetic field direction along ta@xis at tem- g (o) andg;(¢) are theg factors in the field direction for

position of the critical point iF=5 K, H=41 O@. Here the

value of the transition fieldH varies little with increasing 9i(@)=[g/+(G’—g))si? ]™%,  j=0,1. (10
temperaturdin the interval 1.8—4.2 K it varies in the range
=38-41 kOe. An observation of the behavior of the phase
transition when the magnetic field deviates from thaxis

(in theac plane was made aT = 1.8 K. The transition field
decreases from=37 kOe to=30 kOe at a deviation of 4.5°,
this being the critical value of the angle: the first-order tran-

HereG; andg; are the maximum and minimum values of the
g factor, andg; (j=0,1) are the angles of rotation of the axes
of the g tensor relative to the crystallographic axes for the
ground(0) and excited1) doublets. The angle.-. is deter-
mined by the equations

sition is absent when the field deviates further from ée X1+ Xo

axis. ar=—p—tre, (11
For theoretical analysis of the above-described proper-

ties of the phase transition in KEr(MQJ} we use a model 1 . ]

with a Hamiltonian of the forrr>17-19 Xj=arcco 9;(6,~ 0) Gjsin(g;—0)|, j=01. (12
H="He+ Hont Hint, (D) The value ofp has the form

where the subscriptg ph, and int denote the Hamiltonians p=P sin{(6o+ 6,)/2— 0]; (13)

for the electronic excitations of the RE ions, the lattice vi-

brations, and their interaction, respectively. We assume thdhe coefficientP and the phases.. in (11) are parameters
the direct interaction of the electronic excitations of the characterizing the properties of the states of the doublets. All
shells of the RE ions can be neglected, and therefore of the formulas given pertain to one sublattice; for the sec-
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ond sublattice it is necessary to replageby — 6 in them  the indices have been omitdedrhe quadratic form in(16)

(this is a consequence of ti symmetry about the axis). should be positive definite. We are not taking the kinetic
The Zeeman energy matrix elemeri®, (9) coupling energy of the lattice vibrations into account, since the energy

the different doublets are obtained under the following asof the optical lattice vibrations under consideration lie quite

sumptions. Since the maximum values of thiactors in the  high in comparison with the temperature.

doublets are close to the theoretical limit=¢ 18 for *1 ;5 it The finer dependence of the adiabatic potential of the

can be assumed that the states realized when an infinitesimlaltice vibrations on the displacements, which lead to hybrid-

field is applied along the directions of the maximum valuesization of the electronic states of the RE ions of the ideal

of the g factor are close to the states lattice, and also the induction of displacements by the elec-

_ tronic excitations(the “polaron” effecy are taken into ac-

03.M), [1IM), M==J (14 count in the interaction Hamiltonial;,;= Hjn1 + Hintz I @n

having the maximum possiblgor the given quantum num- approximation linear in the displacements, where

berJ) angular momentum projectioMd on the correspond-

ing directions of theT principal axes in the grqund and excited . =— E Vi gslgsBr(1,m;1,m) (17)

doublets. The rotation between these axes in the model con-

sidered can amount ts 45—-65°. Since the quantum numbers is the part of the interaction which is diagonal in the basis

+J are 15 units apart and the Zeeman energy operatqi’,m) (the polaronic pajt and

couples only the closest of their valu@isr the same direc-

tions of the quantization axgst can be expected that only Himzzz Wi gs(m,m’)qgsB(1,m’;0,m)+H.c.

the matrix elements between states with projections making

acute angles with each other can have an appreciable value. W go(m;m) =W gcosa_, (18)
Therefore, those are the only elemefdssuming they are

rea) that remain in the basis of “states with maximum pro- Wi gs(mM; —m)=—mW; gssina_ ,

jections” defined above Eq14). In writing the matrix ele- 5 the off-diagonal(vibronic) part of the interaction. Here
ments it is important to take into account the symmetry withy  andw . .. are coefficients which are nonzero for the
respect to time inversion. The formulas written above Werl&earest-neighbor environment of the RE ion, and is de-
obtained after going to a basis in which the Zeeman energy ined in Eq. (11). In deriving these expressions we have
diagonal within each doublet. The qualitative arguments as t@yken into account only the symmetry with respect to time

the values of the matrix elements are confirmed by a calcunyersion, and for simplicity the coefficients have been taken
lation in a basis obtained by symmetric orthogonalization ofyg real.

the states(14). Here the matrix elements that have been

dropped are one to two orders of magnitude smaller than the o, A se plaAGRAMS

rest, which are also quite small. If in the latter we drop terms

of the order of the matrix elements that have been dropped, T0 obtain the phase diagrams of the phase transitions

we can obtain the following estimate for the paramefers under study we calculate the nonequilibrium free energy in
anda, : the mean field approximatioMFA). We have two com-

ments about this. It is known that if the vibronic interaction
' is not taken into account, one can exactly eliminate the po-
(15) laronic term from this model with the aid of a unitary trans-
We emphasize that these expressions are valid only fdiormation. In that case an effective intersite interaction of the
angles between the principal axes of the doublets in the inelectronic excitations of the RE ions appears, and also the
terval 45-65°. Although this estimate is somewhat too lowexcitation energyE, is reduced to a field-independent
we shall use these values in the subsequent calculations. constant*!” Then the intersite interactions are taken into
The coarsest part of the adiabatic potential of the latticeaccount using mean field theory. If the MFA is used imme-
vibrations can be written as the dependence of the total erdiately (without doing the unitary transformatigrthen one
ergy of the systengwithout the kinetic energy of the nucjei can arrive at the same results except for correctionsto
on the displacements of the ions from the sites of the unde-owever, the experimentally determined value of the excita-
formed lattice,u=(...u;...). This energy is calculated tion energyA already contains this correction, and therefore
for electronic states differing from the ground stateuat in the MFA one can simply replacgé, by A. On the other

P=9cos(0,— 0p)/2]sir[(6,— 6o)/2], a,=0

=0, H=0 only by the shiftsy; and has the form hand, when the vibronic interaction is taken into accditnt
1 1 1 cannot be eliminated exactly like the polaronic interagtibn
szz ZAngS+ Equés -5 E "Jgsgrs'dgsly’ss is natural to tak_e b(_)th |ntera(_:t|0ns into account in th_e same
MFA, and for simplicity that is what we have done in this
(16) paper. Here we limit consideration to the class of two-

where the prime on the second summation sign means tsublattice structures of the order parametgnge sublattices
omit terms with @,s)=(g’,s’), ands is the index of the are layers with oppositely rotated axes of theensoj.
generalized coordinatg describing the displacements of the Our second general remark concerns the direction of de-
ions of thegth unit cell of the crystal. In Eq16) the anhar-  viation of the axes of thg tensor(in theac plane from the
monicity (A>0) is taken into account in the simplest form symmetry axis of the crystal for the ground and excited
in order to limit too large displacements, which are possiblestates of a fixed ion. From the existing experimental data it is
in the case of small elastic constatsaandJ (for simplicity ~ impossible to determine whether they are the same. It is
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clear, however, that if these directions are chosen opposite, H||a @) 40 T=2K )

then in one of the sublattices when the field deviates from the T
a axis the crossover field of the lower components of the | Her=35k0e
doublets under study should decrease substantially, and that Ter=4.5K
may lead to the decrease of the phase transition field which 3l
was observed in Ref. 11. The calculations confirm the advan- X
tage of this choice for better agreement of the phase dia-
grams with the experimental characteristics. Therefore we 2r
shall from now on assume thay=0 and#;<<0.
We consider three versions of the model. 1+
1. Since the nearest-neighbor environment of the RE ion
consists of rigid oxygen tetrahedra of the molybdenum 0 1 l ' P I
complex? it can be assumed that their librations have the 10 20 30 40 02 4 6 810
most effective influence on the monoclinic components of H, kOe 0, deg
the local crystalline field at the RE ion, and, hence, on the _ o _ o _
. . FIG. 1. Lines of equilibrium at a first-order phase transition for the first
rotation of theg tensors relative to the tetragonal axes of the, ¢ cion of the model. The parameters are given in E2@.and(243. There
crystal. is no critical point on the)—H diagram(b).
Introducing the average values of the corresponding gen-
eralized coordinates for each sublattiag, (u,), we write
the free energy in the MFA in the fortfwe assume that the The parameters having the same values in all versions of the
electrons of the RE ions interact with the displacements onlgalculations are

of their own sublattice 90=0,=0.6; Gy=G;=17, A=21K
07 Y1— Y'Y 0~ Y1 ’ - ’

D~

H, kOe

A K o o Mo 23
F=Z(u‘1‘+u‘2‘)+E(u§+u§)—K’ulu2—T|n(2122), 61=—56°,  6,=5° 9°. @3
The parameter&?2) for the first version are chosen as
S= exf — Esp(H,6,u;,u,)/T], (19 a=0, v=10, w=4, V'=2(6,=9°r_=6°),
(249
s=12; p=1234. a=1, v=w=4, v =2(6,=5°r_=11°. (24b)

HereX is the partition function of sublattice K andK’ are  The corresponding phase diagrams are presented in Figs. 1
the intra- and intersublattice elastic constants, which are deand 2.

termined by the parameters {@6), andp is the number of 2. In the second version of the model we consider one
the energy levelEg,(H,6,u;,u;)=Eg, of the mean field active vibrational mode, e.g., the displacements of the K
Hamiltonian, ion in the direction of thé axis. These displacements lead to
opposite signs in the polaronic terms of different sublattices,
HaV’SE M(T’,m’;T,m)By(T’,m’";I",m) (200  i.e., they break the equivalence of the sublattices. In this case

one should setl,= —u; andK’ =0 in Egs.(19)—(21). The
where By( ...) is thetransition operator for an arbitrary calculation is done for the following values of the parameters
fixed RE ion in sublattices, and the matrix elements in (22):
Mg( .. .) in thenotation of Eqs(6)—(9), (11), and(18) and a=0, v=15 w=8, v'=0(#,=5°r_=11°).
with Eg replaced byA are (25)

M1(0,m;0,m)=—mgy(6o— O)H/2,

My (1m;1,m)=A—Vu,—mg(6;— 6)H/2, ana
21
M(0,m;1,m)=Wu, +mpHcosa, , D H =35kOe
3F T, =2.3K

M1(Om;1,—m)=mWuy—pHsina, .

The polaronicV and vibronicW coupling constants are ob-
tained in the usual way for the MFA from the corresponding
parameters ir{16)—(18). For the second sublattice the index
“1” should be replaced by “2” andf by — 6. The fourth-
degree characteristic equation can be solved numerically.
Changing to the dimensionless displacementfs<1), we
obtain the natural parametefim kelving which determine 0 ‘ . 20

4
-2r
-

1 1 1 1
the form of the phase diagram: 20 30 40 50 0 2 4 6 8 10
0

H, kOe , de
x=(K/V)u, a=AVYK* v=V?K, w=WVIK, 9
(22 FIG. 2. Lines of equilibrium at the first-order phase transition for the first

v =K'V/K. version of the model. The parameters are given in E2@.and (24b).
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7 HIa PN @ 40 TIoK ©) 3. DISCUSSION OF THE RESULTS
6 1 =37koé The phase diagrams presented in Figs. 1-4 correspond
| TC"1:5'1 K\ to a choice of parameters for which a certain similarity with
« 5 o B ir the diagrams constructed in Ref. 11 could be achieved in the
-4t ?c@;?é";( 8 framework of the approximations used. The calculated phase
= R B T diagrams do not reflect the whole diversity of possible forms
3t T of the phase transition diagrams, as that was not our the
ol purpose of this study.
In all of the models considered a first-order phase tran-
1t sition is obtained, and there is a characteristic weak tempera-
ture dependence of the phase transition field. One also ob-
030725 60 75 20> 4 6 8 10 serves a decrease of the transition field when its direction
H, kOe 0, deg deviates from the symmetry axis of the crystal. However, the

most pronounced feature—the vanishing of the first-order
FIG. 3. Lines of equilibrium at the first-order phase transition and the line Ofphase transition at a small deviation of the field from #he

second-order phase transitiof@ashed ling for the second version of the . . L.
model. The parameters are given in E(@3) and(25). There is no critical axis at a temperature SUbStam'a”y beld—W’ (the critical

point on thed—H diagram(b); the field of the second transition is high-lying t€mperature for the symmetric field directjenis mani-
and increases with increasirsy fested very weakly and only in some versions of the calcu-

lation, when the value of the vibronic interaction parameter
can be chosen large enough. The possibility of doing this is
The corresponding phase diagram is presented in Fig. 3imited by the condition that the other properties of the phase
Here a tricritical point appears, since the phase transitioffansition be preserved. For example, violation of the in-
occurs with symmetry breaking. equalities
3. The t.hird version corre;ponds to the _participation of v=2WHA,  W<A/2 28)
two modes in the phase transition, one of which leads only to
a polaronic type of interaction with electronic excitations, leads to instability of the lattice in the absence of fiélue
while the second leads only to a vibronic displacement. Irfirst inequality pertains to the first and second versions of the
the elastic part of the Hamiltonian we neglect their interac-model, and the second inequality to the third version
tion. In this case the expression for the free ene(@9) In addition, an increase of corresponds to a decrease
becomes of the transition field, making it necessary to decrease the

B 4 2 2 2 1m parametep. But then one cannot obtain a high enough tem-
F= (AU +Azuy)/a+(Kiui+Kyuz)/2 Tln(21222,26) peratureT,,, which is determined mainly by the latter pa-

rameter.
and Wu, in (21) must be replaced bWu, (in the second The fact that increasingv leads to a decrease of the
sublatticed is replaced by— #). The parameters analogous transition field and ultimately to a continuous transformation
to (22) are chosen asx{=u;K;/V, X;= UK, /W): of the ground state to a state with a largefactor explains
a=AVYIKA=3, a,=4, the mechanism for the appearance of a critical. current on the
phase diagram when the magnetic field deviates from the
v=V?/K;=10, mw=W?K,=4. @7 symmetry axisa of the crystal. The point is that the vibronic

interaction is determined by the independent parameters
andr _, which determine the two matrix elements coupling
the different components of the doublets, the sum of their
squares being equal . A change in orientation of the field
4 Hl|a (@) 40[7=2kK (b) leads to a decrease of one of them and an increase of the
other. If in the analysis of these matrix elements one uses
Her=35kOe arguments similar to those which were used in estimating the
3 Te=27K \. matrix elements of the Zeeman energy, then an increase in
T H,, = 33.5kOe the coupling of the two lower C(_)m_ponents of_ the doublets
0o =6° should be expected upon a deviation of the field. From the
form of the coefficients of the characteristic equation, how-
ever, it follows that the term containing the angular depen-
dence of the matrix elements is proportional to the product of
the Zeeman splitting in the field directidoalculated without
the vibronic coupling taken into accounThis reduces sub-
0 , P , , , stantially the influence of the orientation of the field on the
20 30 40 0 2 4 6 8 properties of the phase transition because of the small split-
H, kOe 9, deg ting on the ground doublet. The paramateris chosen such
FIG. 4. Lines of equilibrium at the first-order phase transition for the third that the Iarge_st orientation effect is achieved. This can I_:)e
version of the model. The parameters are given in E2@. and (27). g, ~ done rather simply thanks to the chosen form of the Hamil-
=5°,r_=11°. tonian representation. Of the different versions of the model

The phase diagram for this case is shown in Fig. 4.

30

H, kOe
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studied, the third apparently needs more careful study. In thain the phase diagram when the field deviates fromathgis
version there is a possibility of explaining the observed feaof the crystal(the axis with the smalyj factorn).
ture by a competition between two independent mechanisms The examples considered give a characteristic weak tem-
of rearrangement of the system. perature dependence of the phase transition field and a slight
Let us conclude with a discussion of the two most im-decrease in this temperature when the magnetic field field
portant facts that must be kept in mind during further opti-deviates from thea axis. However, the most important
mization of the choice of the region of parameter values. feature—the appearance of critical points at small angles of
In the IR absorption spectra of KEr(MQl} in Ref. 9  deviation at a temperature substantially below the critical—is
(T=2 and 4 K a sharp break was observed in the fieldmanifested very weakly. Other versions of the model, with
dependence of thgfactor for excitation of the doublet in the the polaronic and vibronic parts of the interaction determined
direction of thea axis. In a field exceeding 30 kQee., still by independent displacemeritsne such displacement could
substantially below the phase transition fiettle g factor  be a uniform straip merit careful study in relation to this
was found to have practically the value attained in EPR. Iffeature.
can therefore be assumed that the anomalies observed in the The estimates and numerical results have shown that in
IR absorption are due to dynamic effects and are no longeosur chosen region of parameter values the part of the Zeeman
substantial in the phase transition region. Consequently, onenergy that does not commute with the crystalline field has
can use the EPR data for thermally excited ions, which ar@o substantial influence on the properties of the phase tran-
manifested in the thermodynamics. However, this situatiorsitions and features of the phase diagrams.
requires careful analysis and is of fundamental interest from  Analysis of the present state of affairs shows that further
the standpoint of choosing the model parameters. advances in the explanation of the microscopic mechanism
In potassium—erbium molybdate the positions of the enof the phenomena observed in KEr(Mg@ will require,
ergy levels of the “actual” excited excitations of the RE ions first, a theoretical study of the anomalies obsetviedthe
(without an external fiel[dremain practically constant over a behavior of theg factor of the excited doublet and the tem-
wide temperature intervaf:?> This fact was not taken into perature stability of the level of electronic excitatithf? It
account in our choice of model, but subsequent calculationsould be very informative to continue the experimental stud-
have shown that the polaronic interaction leads to temperdes of IR absorptiohinto the magnetic field region corre-
ture dependence of the energy of electronic excitation at temsponding to the phase transition.
peraturesT=A. This dependence may be compensated to  The author is grateful to V. I. Kut'ko for numerous help-
some degree by the choice of the vibronic constant, but thiful discussions on the topic examined in this paper, and to
way of resolving the issue is inefficient. It is not ruled out M. I. Kobets, A. G. Anders, and A. S. Chernyi for explaining
that this simple fact may be a serious argument for choosinghany details of the experiment.
substantially  different relationships of the model
parameters—with small values of both the polaronic param; I _
eter and the crystalline field. However, then it would be = mal loginov@iltkharkov.ua
necessary to introduce new mechanisms of “anharmonicity™
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The static magnetizatioM y and dynamic magnetic susceptibilify. of polycrystalline

manganite LgesBay3MnO5 are investigated in the temperature region $K<350 K.
Measurements are made on a sample with a demagnetizing fdetér4 in static

magnetic fieldH in the range 0—120 Oe and on a toroidal sample Wth0 in fields with
frequencies of 120 and 1000 Hz and amplitudes fromi8 3 to 4.1 Oe. The effect of a uniaxial
pressure®=0.1 kbar on the static susceptibilifgyy=M/H is investigated in the region

5 K<T<270 K. It is found that in the magnetically ordered stébtelow 314 K x,c IS
independent of the field amplitude in the interval 1.5-4.1 Oe and independent of
temperature between 250 and 302 K. At a temperalyre250 K a second-order phase
transition(discontinuity of the derivativéy,./dT) is observed, and at;=177.5 K—a first-

order phase transitiofdiscontinuity of x,.(T)). The uniaxial pressure leads to an

anomalous lowering of the susceptibility in the region 160—250 K with a sharp minimum at 200
K. The temperature and field dependence of the magnetic susceptibility outside the phase
transition region are interpreted in terms of ideas about the formation of a helicoidal magnetic
structure in the system in low fields at a temperature below 302 K2002 American

Institute of Physics.[DOI: 10.1063/1.1521296

1. INTRODUCTION paramagnetic insulator abovE: (it is possible that the

) , temperature-induced insulator—metal transition is slightly
The compound L@eeBasMnO; with the perovskite  ghifiaq in the single crystil a ferromagnetic conductor be-

structure is one of the first manganese oxides to attract thg,, T, and has a peak of the modulus of the magnetoresis-
attention of investigators in the past decade in connectiop, e ir’1 the neighborhood &t .**

with the search for new materials for microelectronics. Nev-
ertheless, the La—Ba—-Mn-O perovskites remain among thgy |4 be extremely sensitive to external mechanical

least studied oxides possessing colossal magnetoresiétancgt,resses, we have used the effect of pressure on the magnetic

even though they are generating great interest from both the ;e rties of the substance to study the stability of the elec-
scientific and applied standpoints. One of the characteristiggnic and magnetic structures of {@Bay 3Mn0O; in the
features of Ba-substituted manganites is the significant disr'nagnetic ordering region. ' '

parity in the sizes of the lanthanide and Ba ions, which leads
to high values of the tolerance factoof the system, which
characterizes the internal stresses in the crystal Idttloe.
comparison with the analogous manganites doped with Ca The initial bulk polycrystaline sample of
and Sr, the substitution of barium for lanthanum leads td_a; gBa, 3MnO; investigated in this study was prepared by
particularly large internal stresses in the crystal. Consethe standard method of solid-phase reaction in a mixture of
quently, the tolerance factor of hgdBay3/MnO;, defined powders of LaO;, BaCQ;, and MnO;, taken in the nec-
the expression essary proportions. After a preliminary two-hour annealing at
AL B 900 °C for decarbonization, the mixture was pressed into a
t=(A=0)2(M=0), tablet and sintered for 4 hours at 1470 °C. The sample was
where A—O and M-O are the bond lengths in the cubicthen cooled slowly together with the furnace at a rate of
perovskite AMQ, turns out to the the largest among all the 80 °C/h. X-ray phase analysis showed the presence of a
known isostructural compounds of the type,lA,sMNO;  single-phase substance.
(Ln=La, Pr and A=Ca, Sr, Ba): its value is greater than Magnetic measurements were done on samples in the
0.99 and is close to 4As a result, LggBay3MnO; is a  form of a parallelepipedwith dimensions of 2.5%2.31
nearly cubic perovskite with a high Curie temperatdie = X 1.1 mm with a demagnetizing factti~5.4 in the direc-
~340 K*° The compound has a rather simple magnetiction of the short edge, along which the external magnetic
phase diagram: at normal pressureyiBa;:/MnO; is a  field and uniaxial pressure were appliechd a toroid of rect-

Because a system with close to critical internal stresses

2. EXPERIMENT

1063-777X/2002/28(10)/5/$22.00 762 © 2002 American Institute of Physics
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angular cross sectidwith an outer diameter of 2.31 mm and
an inner diameter of 1 mm, a thickness of 1.1 mm, &hd
=0). The static magnetizatioll (and the effective static
magnetic susceptibilityy=My/H) of the sample withN j
=5.4 and its dependence on the uniaxial pressBre 10 \
=0.1 kbar were measured in the temperature interval 5K

<T=<270 K for magnetic fields in the range <H

<120 Oe with the aid of a SQUID magnetometer. The pro- 5
cedures and the methods of measurement are described in
detail in Ref.”. The sample wittN=5.4 was also used for
measurements of the temperature dependence of the dynamic | I |t
magnetic susceptibility in a field of frequency 120 Hz and 0 100 200 300
amplitude 1 Oe in the interval 250<KT<350 K. The tor- T, K

oidal sample K= 0) was used for measurements of the tem-

perature and field dependence of the dynamic magnetic suElG- 2. Dynamic magnetic susceptibilityya. of polycrystalline
ceptibility y.. in a field of frequencyv,.=1000 Hz in an 3056820234g”03 in o f'eclf' of dffq“encz”“’looo Hz and amplitude
amplitude interval & 102 Oe<H,.<4.1 Oe in the tem- Fose™ @ on coolingO) and heating®)

perature region 78 KT<350 K. The valueN=5.4 is the
average in the field interval 20 @H=120 Oe, where the
range of the demagnetizing factor was 529<5.51.

>—0 B

Xoac

(1) and (2) with the experimental values of the function
Xac(Hoac) used fory(H;) is practically the same as in ex-
periment. Assuming that

The results of the measurements and calculations made Mn(T,H)=xn(T,H)H
in this study are presented in Figs. 1-3. As we see from Fig, .« optain
1, the susceptibilityy,. rapidly reaches saturation with in-
creasing fieldHy,. and maintains a valug,.~13.7 atT
=290 K and y,.~9.7 atT=78 K in the interval 1.5 Oe
<Hpae<4.1 Oe. Because of the high values of the magneti
susceptibility, the magnetization

x[Hi(H)]H

3. RESULTS

XN(T,H)=xon(T)—&(TH

(yvhere the parametergyy and ¢ are equal to 0.1891 and
9.55x10°° for the investigated field interval and

=4.2 K. The valueH=120 Oe corresponds td;=2.4 Oe

atT=78 K. The close values of the experimental and calcu-

Mn(H)= D

1+NX[Hi(H)]’

where the internal fielH; in the sample is a root of the

lated data indicate that the results of the experiments done on
samples with different demagnetizing factors are consistent.
The temperature behavior of the susceptibility was also

ti . .
equation unusual(see Fig. 2 After a sharp rise below 320 K, the
b = H 2 value of y,. remained practically constant in the interval
i1+ Nx(H)’ 2) 250 K<T<302 K and, as might be expected, below 80 K.

. . . . At a temperaturd ;=250 K the derivativedy,./dT suffers
is an almost linear function of the external magnetic figld P P Xac

The dependenci (H) calculated according to formulas
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H N %
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l 1 1 1 T K
2 3 4 '
HDac , Oe FIG. 3. The temperature dependence of the effective magnetic susceptibility
xn (O) of a polycrystalline sample of l,gBa;3Mn0O; and its relative
FIG. 1. Dependence of the dynamic magnetic susceptihjlityof polycrys- change Axn/xn (@) under the influence of a uniaxial pressufe

talline La, gBag 34MNnO; on the amplitude of the alternating magnetic field =0.1 kbar. The measurements were made on heating of the sample in a
Hoac Of frequencyv,.=1000 Hz at temperatures of 290 () and 78 K magnetic fieldH=20 Oe after it was cooled in the same field; the demag-
(@). netizing factor of the sampld=5.4.
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a discontinuity, and af;=177.5 K (the middle of the 15- C
degree temperature hysteresis loop in Figa 2liscontinuity Xi:2_TN’ ©)
of the susceptibilityy,. occurs.

No less unexpected is the temperature behavior of thehereC is the Curie constant anly is the Neel tempera-
contributionA y,, to the susceptibilityyy under the influence ture. An estimate according to formuld) gives y~10"* (if
of a uniaxial pressurd®=0.1 kbar (Fig. 3: the function Ty=314 K), which is five orders of magnitude smaller than
Axn(T)/xn contains three almost linear segments: 8K the observed value. The experimental vajpe 10 can be
<160 K, 160 K<T<200 K, and 200 KT<270 K, on given by a model of a simple long-period helicoid:
which the quantity

1 dAxn X :9—,&% (1_i)2
TP aT " 16KV, | |72 4[3,|
has the following values at the different temperatureg; wl1e 2 (14 Jg -t @
=—0.054 Mbar* K™%, kyp=—0.58 Mbar* K™* and 2[3,)] 4(3,] ’
Kp70=0.386 Mbar ! K~1; the deep minimum aT =200 K _ _
corresponds to a valus yn(T)/xnP= —36 Mbar 1. whereug is the Bohr magnetorkg is Boltzmann’s constant,
Vs, is the volume of a formula unit of the substance, and
4. DISCUSSION J;>0 andJ,<0 are the exchange integrals for the first and
_ second coordination spheres. The susceptibidty can be
4.1. The problem of the ferromagnetic state quite high if the helicoid angle;, determined by the relation
As can be seen in Fig. 1, the magnetic susceptibility of 3
1

the system has a value typical for soft ferromagnets. At the  ¢osg=— —,
same time, the absence of a dropxig., which would be 4J;

evidence of approaching technical saturation, shows that fe{é small enough

romagnetic saturation is not reached in the investigated in- Since the data obtaine@onstancy of the magnetic sus-

:jervallof f'eItdSHOa.ir‘] Thg m?gr;etlzatlon Cl;rvetforta mgltlt-h ceptibility in the face of changing field and temperature over
omain system with & simple ferromagnetic sruc ure2|n %ertain intervals of valugsare characteristic for a helicoidal
low-field region should have a positive curvatutey/dH?,

. . T . ... magnetic structur€®!#it can be assumed that the magnetic
whereas experiment gives a field-independent susceptibilit g g

. ¥tructure of LaesBay34MNn0O;5 is helicoidal. The interaction
é(acnfor Ho?j> 1.5i One.t'I;ij Ter?wn?i trr:atfﬂ:je r%b?r?r\\//vetljl degznfnechanism between Mn ions leading to the formation of a
encexac(Hoac) is not due to motion of doma alls and ajicoidal magnetic structure may be due to various causes:

can be regarded as intradomain. In that case, however, if thﬁ Ruderman—Kittel oscillations of the spin density in the

magnetic structure of the system were a simple ferromagr'nagnetic conductd?1® (which La, ¢Ba, s MNO; becomes

at3e|owTC); 2) a competition of ferromagnetic and antiferro-

. ag’ﬁau‘:;netic interactions characteristic for “medium-band” ox-
value over the crystal of the magnetic moment per Mn atom de magnetdZ-2°3) the joint action of double exchange and
the temperature dependence of which is characterized qua(uhe Dzyalosﬁinski—Moriya interaction-2:

tatively by the Brillouin functiorf.™* A close to Brillouin The main ferromagnetic interaction in the system under

temperature dependence of the magnetization has in fagiudy is most likely non-Heisenbefdouble exchange, i.e., a

been observéﬂ_ for a thin slab of Lged2.3MnO;, but process of electron exchange between thé®h and G~
only in magnetic fields exceeding 4 kOe. This is an unusus :
. ions according to the formula
ally large value for a soft ferromagnet. The magnetic order-
ing temperaturd ¢, which is the main parameter of the Bril-

louin function and is found by extrapolation of the

2 = — =
dependence(ac_— constT—Tc) to Xacl 0, _turned out to be describing a sequence of two processes: the transfer
314 K. Accqrdmg o the data of Rejf this may mean that of a p electron of the oxygen to the M ion and the hop
the oxygen index of the compound is less than 3 and may bgs " alectron of the ion MA* into its place, while

equal to 2.97. the  antiferromagnetic  interaction is  Heisenberg
. o (superexchangg 21216202255 that the resulting energy pa-

4.2. Susceptibility of a helicoidal structure rameter](Q) determining the wave vect@ of the magnetic

A magnetic susceptibility = M/H which is independent  structure and the magnetic ordering temperaligéRef. ),
of the magnetic field and the temperature, which would inis of a mixed origin. Therefore an estimateJfwith the use
principle suit the conditions of the problem at hand, can bedf the molecular field model for a Heisenberg ferromagnet
obtained in the model of a noncollinear magnetic
structure—a canted ferromagnéficnr a simple helicoidal 3kgT¢
(antiferromagnetic helicoidgf structure. The susceptibility Jﬁm (6)
of a canted ferromagnetic structure is determined solely by
the exchange interactiohsind can be estimated using the is rather provisionalin the case of double exchange the re-
formula for the transverse susceptibility of a collinear anti-lation betweeriTc andS is different!). Nevertheless, it is
ferromagnet: useful to make such an estimate in order to satisfy oneself of

®)

Mn3t—0O?" —Mn3*t-Mnit —0>" —Mn3*t,
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the reasonableness of the values obtained in this way, whigbreted as being a result of a nonanalyticity of the electronic
may be used for estimating the angle of the helicoid. density of states at the Fermi level—an “electronic
Assuming in(6) that the number of nearest neighbors of transition.”?* Electronic phase transitions of this kind can
the Mn ionz=6, the spin of the M#" ion S=3/2, and the precede ordinary first-order or second-order phase transitions
magnetic ordering temperaturB.=314 K, we obtainJ;  or can occur simultaneously with them. In the given case the
~24.5 K. An estimate of the helicoid angle using EGS, region identified with the anomaly accompanying the “elec-
(5), and the valueg(=~13.67 andJ;~24.5 givesa~5.8°  tronic transition” (160 k<T<250 K) overlaps the region
(J,~—6.16 K), which is, in general, a physically acceptableidentified with the anomalies accompanying the ordinarily
value, but it is not very suitable for direct experimental ob-phase transitions in the system (176<K<250 K). There-
servation: the period of the structure is approximately 6Xore it can be assumed that the nature of the latter is deter-
times larger than the lattice constant and reaches 238 A. Thmined by the interaction of the electronic and lattice sub-
value y=9.73 below 80 K corresponds in this model to a systems.
helicoid anglea~6.3° (J,~—6.17 K). Using the data of The difference in the positions of the temperature of the
Refs. 11 and 23, we can conclude that the value of the magnaximum of the pressure effect and the point of the first-
netic field that will bring the observed magnetic structure toorder phase transitiofthe latter is at 185 K on heating
a simple ferromagnetic one lies in the field interval 3 kOemerits a special discussion. The data obtained in this study

<H<4 kOe. do not rule out the possibility that these two points coincide.
The fact is that the anomalies & andT; were observed in
4.3. Susceptibility and pressure effects experiments on two different samples, and it is not clear that

their chemical compositions were identical: the toroidal
The jump of the derivativelx,c/dT at the pointT,  sample was subjected to additiorfal comparison with the

=250 K is indicative of a second-order phase transitiwe  other samplgheat treatment in that it was heated in air dur-
take into consideration thafc~Moac/Hoac, WhereMoaciS  ing the electrospark cutting of the hole. Although the two
the amplitude of the magnetizatipnwhile the jump ofyac @t samples have the same characteristics near the Curie point,
Ti=177.5 K, with a characteristic “clockwise” temperature thjs does not guarantee that there will be no differences at
hysteresis, is obviously a manifestation of a first-order phasg)yer temperatures. In such a case there is a certain prob-
transition. Since the character of the field dependence of th&bility that the temperature of the maximum of the pressure
susceptibility at low fields is practically the same at bothgffact and temperature of the jump of the susceptibility at the

high (290 K) and low (78 K) temperaturesFig. 1), we as- first-order transition coincide in each of the samples indi-
sume that the magnetic state does not change radically g{gyally.

these phase transitions. Probably the main changes occur in

the crystal lattice: the transition at the poifif may be re-

lated to a change of the symmetry space group of the lattic§ concLusIONS

(polymorphic transitioiy while the transition aT; involves a

change of the atomic volum@somorphic transition 1. We assume that the observed anomalies of
The effect of pressure on the magnetic properties of difLapseB203MnO; (differences from the properties of

ferent doped manganites with mixed valency has been stud-3; - xCaMnO; and La ,Sr,MnOj3) are due to features of

ied previously primarily neaff. The application of pres- the electronic structure of this manganite. These features

sure usually stabilizes the ferromagnetic stateT{/dP  stem from the complexity of the electronic structure of the

~10-30 K/GPa; Refs. 2 and 2XHere the effects of ordi- Ba’" ion, the 4 shell of which(vacant in the free ionhas a

nary pressure and chemical pressiiue, the pressure arising tendency toward a sharp drop in energy and a decrease in

when the ions at sites A are replaced by ions of a smallefadius(collaps¢ at certain values of the crystal-field poten-

radiug are opposite. This is because the effect of pressuréial in oxide compounds>2°

consists in an increase of the overlap integral of the elec- 2. The phase transitions at the poifitsandT; are found

tronic wave functions of the Mn ions and, consequently, in dn a region of anomalous response of the system to uniaxial

widening of the bands and an increaseTef, while a de-  pressure. Their origin may lie in the transformation of the

crease of the radius of the cations in sites A will lead to a€lectronic structure of the compound. The thermodynamic

decrease of the N-O—Mnbond angles and, consequently, feature in the system at the poiift, is determined by a

to a decrease of the transfer integzg%\ln this scheme the discontinuity of the third derivative of the thermodynamic

observed effect of a comparatively low pressure of 0.1 kbapotential

on the mag_netic s_usceptibility of the manganite_looks rather PR 92M

unusual. It is maximum af.=200 K (the subscripe here =—

reflects the presumably electronic nature of this feature JHIPIT JPIT

which is about 0.6%, it is clearly discernable in the tem- and may be due to the appearance of nonanalyticity of the

perature interval 160 KT<260 K, and it is negative in electronic density of states at the Fermi level when this level

character(the susceptibility decreases under the influence ofs crossed by the bottom of the “sinking” band of the previ-

pressure, and in the case of a simple ferromagnetic structui@usly vacant states.

that would correspond to a decreaseTq{). The observed 3. The experimental data obtained suggest that the mag-

effect of uniaxial pressure on the magnetic susceptibility ofnetic structure of LgedBay34MNO; in the investigated tem-

the oxide exhibits a singular point—a discontinuity of the perature and field region is more likely a long-period heli-

derivative 9°M y/9PJT at T,=200 K, which can be inter- coid than a simple ferromagnetic configuration.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Low-temperature inversion of the magnetoresistance in charge-ordered layered
superstructures

P. V. Gorskyi®

Yu. Fed’kovich Chernovsty National University, ul. Kotsyubinskogo 2, 58001 Chernovtsy, Ukraine
(Submitted February 4, 2002
Fiz. Nizk. Temp.28, 1072—1077October 2002

The nonoscillatorywith respect to magnetic fielghart of the magnetoresistance of layered charge-
ordered crystals is determined under the condition that the relaxation time of the charge

carriers is inversely proportional to their density of states. It is demonstrated that inversion of the
magnetoresistance can occur as a function of the carrier concentration, temperature,

magnetic field, and value of the effective attractive interaction that leads to the charge ordering.
© 2002 American Institute of Physic§DOI: 10.1063/1.1521297

INTRODUCTION ni=nea[1+(—1)'5], 1)

Various effects due to struct_ural_ phase transitions in Iay—Whereno is the volume-averaged electron density ani
ered strucilires h_aye been studied in Refs. .1_5’ for examplfhe distance between neighboring layers, anslthe relative
In those papers it is demonstrated theoretically and eXper'érdering parameter (@ 5<1), which is such thad=1 cor-
mentally that both intralayer and interlayer charge orderin esponds to an alternation ’Of “empty” and “filled” layers
can occur in layered superstructures, including those with a4 5=0 corresponds to a uniform distribution of carriers

incommensurate charge-density wa¥€DW). Concrete ... layers, then the energy of the carriers is given by
physical characteristics have been determined mainly for

crystals with interlayer charge ordering. In R2fa model of 2
charge ordering in layered structures was proposed in which  e(k)=
the charge ordering is treated as a simple alternation of layers

which are more filled and less filled by charge carrigrg., Herek,, k

electrons. The source of this ordering, as in conventional m* is the effective mass of the electrons in the plane of the

modells of struc_tural phase tran;itions, i.s assumed to be "’}der and for simplicity is assumed to be isotropidy B the
effective attraction between carriers, which reduces, e.g., tﬁ/idth of the “bare” miniband describing the translational

their interaction with a phonon mode whose wave Vector Jiion of electrons between layers, & is the effective

corresponds to the period of the CDW. The factors that op; onstant of the attractive interaction. In a quantizing mag-

pose the structural phase transition are the Coulomb repuﬁ-etic fieldH perpendicular to the layers, the energy of the
sion of carriers of like charge and the increase of the average, iers is written as '

kinetic energy of the electrons in the neighboring layers. A

study of the oscillatoryin magnetic field part of the mag- e(n,k,)=u*H(2n+1)=JAZcoL ak,+ Wg52, 3
netoresistance of charge-ordered layered crystals was the

subject of Ref. 6. In the present paper we determine andhere n is the number of the Landau subbang*
analyze the nonoscillatory part of the magnetoresistance of ugmg/m*, wg is the Bohr magneton, and, is the mass
these crystals. of a free electron. In formula®) and(3) the energy is mea-

It was shown in Ref. 7 that if the charge ordering con-sured relative to the center of the gap between minibands.
sists in a simple alternation of layers more filled and less The self-consistency equations that determine the order
filled with electrons, i.e., the electron density on ttielayer  paramete$ and the chemical potentiglof the system in the
is absence of magnetic field have the férm

- —(K;+kd) = JAZcoS ak, +W5s°.  (2)
mm

y» andk, are the quasimomentum components,

p( L+ VWE52+ A% cod x)
1+ex

p( {—W35%+ A% cod x)
ex

|

1 kTFdl‘
= Xin
2L0m)o

kT
_ 4
kTWOa‘fw dx | { . p(g+\/wg(52+A2co§x) p(g— W§52+A2co§x) 1] @
= n +ex ex !
25om Jo W252+ A% cog x kT

1063-777X/2002/28(10)/4/$22.00 767 © 2002 American Institute of Physics
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wherek is Boltzmann’s constant, angh=ngah?/4m* . IWyé IA, 1,

For calculating the nonoscillatory part of the electrical smhﬁ> smhﬁ kTW 8%
conductivity in the case of spectru(8) in an electric field
perpendicular to the layers and in a strong magnetic field, IWoé A 22 IA
when each electron remains in its own Landau subband in Sh'W Sh'ﬁ +WodAsexp,

the scattering process, so that the relaxation time is inversely Wes
proportional to the density of states in the magnetic fleld, —WesA2exp—22 L 8
one can use the formfa 0 PRT | ®)

_ 16m2r,e?m* aW _
O'(H): . 0 - [fw(x)ég(wr(x))de for Ad<§<W05
a(H)=0g+oy(H), 9
+E( 1)'hy fWW dx(W'(x))*
x=0 where
[(W(X)—¢)
ex KT _ 128re’m*Za’r A
7O et
= wW0)
_ vV)(()g(?(dx(w (X))°ex T ;
(5)  X|L(A5+W3S%) +W36%A5¢~ 1—%+ 3 +2W§63A5},
s (n"HIKT) (10)
h| ZW. (6)
sinf(uHITkT) 128me’m*?ar A

Here 7 is a parameter having dimensions of time and charoi(H)=

acterizing the scattering intensity, aWd is the half-width
of the “bare” miniband. In addition, W(X) .
=+ \/W0252+ A? cos x, so that for calculating the conductiv- % E (- 1)'h"{ 2( k_T
ity one should substitute this expression Y(x) in (5), do = ! I
the integration with allowance for the real position of the
chemical potential level, and divide the result in half, since
two minibands take part in the process. FormBa was
derived on the assumption that the scattering of electrons on (kT)

hkT

2 kT 2
{+ W§52A§§l<|—)

IWgé IA,;
X | 2Wy6 expk—cosh— 2A smrl(— ex

acoustic phonons is decisive, anth,<kT and hv, _2 exq(—smthvLe [{ — %) sinr{(—g
<u*H, where v, is the maximum phonon frequency. In kT T
formula(5) the parameter, is assumed to be independent of W,o I
magnetic field, although in many cases such a dependence 1sW06A2 exq(—coshW —Wﬁ@zAasinkﬁ_
actually present. If the field dependence is taken into account

in the way that was done in Ref. 8 for the case of scattering 1A |V\/(2)52AfS 1
on acoustic phonons, i.e., if it is assumed that Xexr{ )+ T[ exp( )

kT kT
eH
[A g
To—Tla (7) i i —
ch’ X\ Ei KT EIkT
where 7, is independent of both temperature and magnetic IA Wns %
field, then we obtain the following expressions for the+expk—(E|( ") ,( _0)_2 Shk_)” (11)
nonoscillatory part of the conductivity: kT T
<_
for é==4, for —Wyo<{<Wy6
_ 1287e’m*2adr A ¢
— |-1po 2 _
o(H)= HoRT 2 (1" exp( T) a(H)= 0+ o5(H), (12
kT [As Wyé
LT Az wzs) | sinh 2 — sinhrve? where
I ‘ kT kT
W262 . |W05 Az hIA_5 KT 2 - :128'7Tezm*2a37-1A
+W; Smh_kT —A5sin T +2 T 2 hokT
1A 5 IWps|  (KT\® 2 4 ) )
X Ascoshﬁ —W05coshW +\ 7 X §(A5—W083)+2W052A5—2W05A , (13
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(H) 128mre’m*2adr A
O’ =
s hekT
” ¢ (KT 1W, 6
_ | =10 «; o 0
x;l( 1) *h smI}(—{ I [ y{ )
T A
—W26? exy{ ) ( I_> Ags exr{ 5)
Wes IW05 ) IA5
~WoooxA ||t |_ &R wT
IWy6 [A
. . 2 2 3
ex;{ T +Wgo A&€XF{ kT)
IWo8|  IW282A2
- 2 o 0 0 6
W05A§exp( T ) KT
e IA,g e IWod\ || 14
") TR T TR | (149
for Wpo<(<Aj
where

128me?m* 2a3r A[2A3
74 hekT | 3

+2W252A 5+ (AS+W36?)

X L+ WE62A2% - — AW, 5A3—

_ 128me 2m*2am,A
hok T

xIZl(—l)'h;f[z(kl—T

2

kT
[WeOAG T -

X | W362 sinh—ex ) _ (,smhlw—oa
r‘(— kT kT

18501 (kT e IA,;
X ex _ﬁ - |_ 5S|n Tex
s I W8
+ 00 €X kT COSh—kT

kT) IWod

1Z L4
T smh—exp{ T)—smkﬁ

1As\] W36%A5 1({+As
XER AT T T2 | T T
|(g—A1 Wy6A%

2

+2

[(Wod—12) ~ex
KT PkT

1(£+Wos)  IWG8”A% p( I
Xex’](_ km )T kT | kT

I1Z Wyé
kT) Elk—T+25h )

X | Eil —
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bl o

for (>Aj
;(H)=0'6+0'7(H), (18
where
1287e’m*?ar A
0'6:
hékT
4A3  AW3Ese
(T‘S— 30 +W§52A5—W05A§), (19)
128mre’m*2adr A
7=
hok T
- A IW,8\ kT
_ N\IRo 2 o2 2 0
xz( 1)h|[<W55|nhﬁ A smhﬁ) |
2| &, cosha?— Wy coshree’ kT)*
5COSR ——Wod cosh —— || 4~
) IWo6 1A\ [KT\3 W252A rlﬁ
+ Smh_kT sin h_kT T +Wgjo°A scos T
W5 IW252A2
_ 2 0 0 5
WydA% cos..kT + T
Sth5 Sh|A5 ¢ 20
T ST ) (&R i) (20

In formulas (8)—(20) Ag=\W3&2+A?, sinK(...),
cosi...), Shi(...) and Ei( .. .)are, respectively, the hy-
perbolic sine and cosine and the hyperbolic sine and expo-
nential integrals.

For analysis of the results we take into account that for
Wy /{p=2 and{=0 the second equation of systdd) goes
over to an identity, and consequently the order parameter is
determined from the first equation. It follows from system
(4) that charge ordering of the type described is possible only
for Wy /o> 1, where forW,/{y,<2 the chemical potentidl
of the system of current carriers in the subcritical region,
when §>0, is positive and increasing with temperature, and
for Wy/{y>2 it is negative and decreasing with increasing
temperature. Thus the behavior of the chemical potential is
typically two-band. This circumstance has a substantial in-
fluence on the sign of the nonoscillatory part of the magne-
toresistance. It follows from formula&)—(20) that: when
(<0 the nonoscillatory part of the magnetoresistance is
positive in both the subcritical and supercritical regions, for
=0 the nonoscillatory part of the magnetoresistance is zero
in the subcritical and positive in the supercritical region, and
for £>0 the nonoscillatory part of the magnetoresistance is
negative in the subcritical region and in part of the supercriti-
cal region. However, since the chemical potentisdlways
decreases with increasing temperature in the supercritical re-
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gion, the nonoscillatory part of the magnetoresistance thenreases the effective density of states at the chemical poten-
decreases in modulus, andZat 0 it passes through zero and tial level and thus leads to positive magnetoresistance.
becomes positive. We also note that the results obtained in this paper are, at
Thus we see that fow,/{,=2 the nonoscillatory part first glance, nonphysical, since the conductivity of the sys-
of the magnetoresistance of charge-ordered layered crystaigm formally is nonzero ab=1. But that is impossible in
suffers a temperature inversion, in which case the magnedew of formula(1), from which it follows that in the case of
toresistance is negative in the subcritical region and reachezg®mplete ordering the conducting layers alternate with insu-
a maximum absolute value at a temperature close to the critlating layers, or layers of type with layers ofi or p type.
cal. Since the critical temperature of the structural phas&uch systems do not conduct current in the direction perpen-
transition increases with increasiig,/,, as follows from  dicular to the layers. However, this contradiction is only ap-
equation(4), the magnetoresistance of substances with lowparent, since it follows from Eqs4) that the state in which
critical temperatures of the structural phase transitiong®=1 is realized only aff=0 andA=0. If A#0, thené
should therefore be negative and undergo inversion in the1 even atT=0, since the interlayer motion of electrons
supercritical region, while the magnetoresistance of subt€nds to smooth out the nonuniformity of their layered dis-
stances with high critical temperatures should be purely posiribution.
tive. It follows from the system of equatior@) that the At finite temperatures far from the critical we hawe
“boundary” transition temperature separating crystals whose=1 if A/Wp is small, and in that case, as follows from the
magnetoresistance undergoes a temperature inversion frogneral formulas) together with(3), the conductivity of the
those that do not have this property is equaldg/k)In2in  System in the direction pe_rpendlcularsto the Ia_yer§ tends to-
the approximation for\/Wy<1. ward zero by an a_symptonc lavA(Wy)*®. Itis thls circum-
Qualitatively comparing the results with the experimen-Stance that explains why, as a rule, the anisotropy of the
tal data, we note that, as is shown in Ref. 3, the Charggonductlvny in layered charge-ordered crystals is 2—4 orders

ordering arising at the structural phase transition has no ef2f magnitude higher than the anisotropy of the effective

fect on the density of states of the charge carriers, their Iow—maSSE§'

temperature heat capacity, and the dynamic susceptibili%ONCLUSION
This is easily explained by considering that in the gap region

between minibands, i.e., for Wy 6<e <W, 4, the density of
states of a system with energy spectr(@his constant and
equal to 2n* 7r/(ah?), i.e., is independent of the order pa-

We have shown that the structural phase transition due to
the interlayer charge ordering leads to a temperature inver-
sion of the magnetoresistance in layered structures with low
rameters. ForW,/¢,=2 the density of states at the chemi- critical temperatures.of the transitions. In the s_ubcriticgl re-
cal potential level is equal tor* 7/(ah?) in the entire sub- gion the magneltore3|s.tance of such structures is negative and
critical region. Thus crystals whose density of states iSreaches a maximum in absolute value at temperatures close

independent of the order parameter should also have a smif the critical. The magnetoresistance of structures with high

magnetoresistance, and as a consequence the main partcé'lt'cal temperatures of the structural phase transitions is

their electrical conductivity should be determined by formulapos'“\./e' Structgres for which the density of states at the
(13). chemical potential level and the low-temperature heat capac-

ity are independent of the order parameter should have a

We note that a decisive argument in favor of the intra- i 7610 value of the nonoscillat ¢ of the
layer charge ordering considered in Ref. 1 as opposed to th%ossis?arzmcra vaiue of the nonosciliatory par magne-

. . . ore
I Ref. 2 I h . . L
model proposed in Ref. 2, as a rule, is provided by the dat};\ At the transition to complete ordering the conductivity of

of x-ray and neutron diffraction analyses, which show tha . S .
: y . YSe: . []ayered structures in the direction perpendicular to the layers
displacements of the atoms in the direction perpendicular t?ends toward zero by a\(Wp)? law
%‘2 O .

the layers do not arise. However, a more detailed analysis
made in _Ref. 7 shows that such dlspla_cements_shquld notbg .. public@cv.ukrtel.net
present if the electron—phonon coupling function is purely
imaginary, i.e., if it is due to the interaction of electrons with
vibrations of the layers as a whole relative to each other in*A. I. Kononov and Yu. V. Kopaeyv, Fiz. Tverd. Telaeningrad 16, 1122
the direction perpendicular to the plane of the layers. If there, (1974 [Soh\(- PwhySaSOIEtht-attf’ 7_21(1_9|Z4)]- 6761678 (S
exists an interaction of electrons with bending oscillations of Eévﬁ'TZifp 't;HerL ﬁéo (1%'?;]’ Fiz. Nizk. Temps, 976 (1978 [Sov. J.
the layers, then even in the framework of the model consid-33. M. Harper and T. H. Geballe, Phys. Lett54, 27 (1975.
ered here there should arise displacements of the atoms in tHe. Zeller, G. M. T. Foley, E. R. Falardcau, and F. L. Vogel, Mater. Sci.
direction perpendicular to the layers. ,ENng. 31, 255(1977. o

. . . . . . °A. A. Mamalui and I. N. Sablin, Fiz. Nizk. Tem27, 738 (2002 [Low

The magnetoresistance inversion under discussion arises;, mp. Phys27, 542 (2001)].
because the sign and magnitude of the magnetoresistance, &s v. Gorskii, Fiz. Nizk. Temp14, 1229(1989 [Sov. J. Low Temp. Phys.
follows from formula(5), is determined by two competing 14 679 (1988] (Annotation of the manuscript, dep. VINITI 19 April
; Are- 1988, No. 2981-V8B

processes of thermal pro.motlon of current carriers: frqm the7P. V. Gorski, Vestn. Kharkovsk. Univ., No. 227, 33982
|0W(_3r Landau subbands into the band near the Chemmal_ POey. F. Gantmakher and I. B. LevinsoScattering of Current Carriers in
tential level, and from these latter bands into the higher-lying Metals and Semiconductof Russiad, Nauka, Moscow(1984).
subbands. The first process increases the effective density SP-ZVéSQOVngTé Fiz. Nizk. Temp.12, 584 (1986 [Sov. J. Low Temp. Phys.
states at the chemical potential level and, consequently, leadg> 329(1986).

to negative magnetoresistance, and the second process deanslated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 28, NUMBER 10 OCTOBER 2002

On the deviations from Matthiessen’s rule in quasi-one-dimensional conductors
A. . Kopeliovich*

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61103 Kharkov, Ukraine

A. A. Mamalui,** L. G. Petrenko, and T. N. Shelest
(Submitted February 19, 2002; revised April 26, 2p02
Fiz. Nizk. Temp.28, 1078—-10820October 2002

An explanation is proposed for the large deviation from Matthiessen’s rule observed
experimentally in the quasi-one-dimensional metal NhSke Fermi surface of which contains
several sheets which are isolated from each other. The deviation from Matthiessen’s rule
arises as a result of the nonadditive influence on the electron distribution function from processes
of electron scattering on lattice defe¢®e vacancigsand phonons. It is shown that the
experimentally obtained temperature dependence of the electrical conductivity of bdoSee
described satisfactorily in the framework of a simplified model of a one-dimensional

Fermi surface in the form two pairs of symmetric points in quasimomentum space. Large
deviations from Matthiessen’s rule can be explained by the different character of the scattering
on lattice defects and on phonons for electrons localized on different structural chains of

the quasi-one-dimensional metal. @02 American Institute of Physics.

[DOI: 10.1063/1.1521298

In the presence of several scattering processes for cur- Large DMRs for the quasi-one-dimensional metal NpSe
rent carriers in a conductor its electrical conductivity, generwere found in Ref. 5. We shall show that for one-
ally speaking, differs from the sum of the resistances due taimensional metals with a Fermi surface consisting of sev-
each of them—this effect is known as a deviation from Mat-eral sheets, as is the case for the given compound, it is natu-
thiessen’s ruldDMR). The DMR effect is usually character- ral to expect large DMRs of the second type.
ized by the relative quantity We write the kinetic equation for the nonequilibrium cor-

rection —(dn/de) x, to the electron distribution function in

A= w, the form
p ~ ~
wherep is the resistivity of the sample in the presence of the  1dxp+ I pnxp=€E-v,, )

two electron scattering processes, andand p, are the re-

sistivities of the sample in the presence of only one of thes¥heren(e) is_the equilibr_ium Fermi distribution function for
processes. the energyp is the quasimomentum of the electrome as-

In the framework of the quasiclassical theory of kinetic SUMe that this index also includes the number of the energy
phenomena in conductors, two types of DMR should be disband, 14 andl, are the collision operators for collisions of
tinguished. If the discussion is restricted to the scattering oflectrons with defects and phonons, respectivelys the
electrons only on lattice defects and phonons, then the firgtharge of the electror is the electric field, and, is the
type of DMR is due to the influence of defects on the el-€lectron velocity. The use of the standard kinetic equation
ementary processes of electron—phonon scattering in th@ay raise some doubt, since the electron—electron interac-
conductor(or to the influence of the electron—phonon inter-tion in a one-dimensional system leads to the phenomenon of
action on processes of electron scattering on defeatde-  bosonization(see, e.g., Ref.)6 and the elementary excita-
tailed theory of this type of DMR is developed in Ref. 1. Thetions become electron density waves instead of individual
value of A characterizing a DMR of this type is, as a rule, electrons. Apparently, however, the degree of one-
small for good conductors, since the influence of defects oflimensionality of the electron spectrum of the compounds of
the electron—phonon scattering is proportional to the concerthe type consideredhaving a conductivity anisotropy of
tration of defects, and at not very high temperatures the prob=10-20) is not high enough for bozonization effects to ap-

ability of scattering of an electron on a phonon as it passeBear: the electronic properties of these compounds have been
an impurity is also low. The value af for the first type of  discussed in the literature in the framework of the usual one-

DMR can be of either sign. electron conceptsThe kinetic equation was used previously
The second type of DMRsee, e.g., Refs. 234s due to  in Ref. 8 for describing the electrical conductivity of com-

the interference of elementary scattering processes and ti@unds of the TTF-TCNQ type, which have a higher degree

nonadditivity of their influence on the electron distribution of one-dimensionality than Nbge

function. This type of DMR, generally speaking, does not ~We note a difference in the theoretical treatment of

contain small parameters, and, as was noted in Ref. 4, tHéeMRs of the first and second types: the first type of DMR is

value of A is positive. due to small corrections to the operatby due to the

1063-777X/2002/28(10)/3/$22.00 771 © 2002 American Institute of Physics
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electron—phonon interaction and to the operé,gmiue tothe difficult. Therefore, we shall simplify the treatment even
presence of impurities; for the second type of DMR it ismore by setting the off-diagonal elements of the collision
unnecessary to take these corrections into account. integral to zero. We then have

Let us start by showing that in a one-dimensional con-
ductor with the simplest Fermi surface the second type of p=C
DMR does not occur. In the simplest case the Fermi surface

of a one-dimensional conductor consists of two symmetricrhe resistivity corresponding to Matthiessen’s rule is equal
points on the quasimomentum axf and —pg (they cor- g
-1 -1
1% 1%
Vpl sz

respond to electron velocities: and —vg). In the general
case in the presence of a center of symmetry in the crystal,
the Fermi energy can correspond to several pairs of symmet-
e o o s e kg " 1t o soe even o) a7t n e case o
several pairs of points the maximum admissible values of the
VXpr=€EVE, X _pF=—Xpr, V=vgtvp, (2 DMR A=1 can in principle be achieved. Indeed, tef;
—0 and v,,—0, for example, whilevy, and v,; remain
finite. In other words, only the defects interact with electrons
near the second pair of points, and only phonons near the
first. Then it is obvious that in the presence of scattering only
on defects or only on phonons, the resistivity tends toward
zero, since the electrons near points which are noninteracting

where the summation is over pairs of symmetric points, amyvith the scatterer are accelerated without bound by the ex-

11, is the contribution of each such pair to the density Ofternal field; the resistivity is nonzero in the presence of a
states. Sincél, vzl the conductivity combined action of defects and phonons. Thus the assump-
. Fk 1

tion of the largest possible difference in the effect on the
electronic system from each of the two scatterers leads to the
maximum possible DMR, which exceeds the values ob-
. . ___served experimentalfy.

In the case of tt"f simplest Fermi surface, we obtain for e ayajjaple published data on the structure and band
the resistivity p=c"7) from (2) and(3) spectrum of the quasi-one-dimensional metal NbSadied

p=(vytvp) Ve in Ref. 5 is consistent with the hypothesis of a substantially
. , : different scattering probability for the groups of carriers on
Thuiel\t/litf::lgﬁzﬁj”ef trﬁéecgsgb;yzine-dimensional conductdattice defects and phonons. It follows from the band calcu-
whose Fermi surface consists of two pairs of symmetrigat'on.s of.Ref. 9 that the Fermi _surface of this con.ductor

contains five electron groups, which according to their asso-

points in quasimomentum space—this example already giveg . . .
T . X iation with each of the three different types of structural
sufficient information about the possible values of the DMR. yp

Equation(1) in this case becomes chains can be divided into two classes: electrons of groups 1,
q 4, and 5(according to the classification of Ref), @vhich are

U1 U2 -t

(©6)

Vd1+ Vp]_ Vd2+ sz

U1 Vo

Vg1 Uds

pm=patppn=C (7)

wherev is the only matrix element of the collision operator
in this case. The conductivity of a one-dimensional conduc
tor can be written in the form

UZE XprkvrklIc/E,

o«% XpFk- 3

vix1+t v x1— X2) + Vi X1+ x2) =€Evy; localized mainly on the NbSechains | and I, and groups 2
. (4)  and 3, on the Ill chain. According to Ref. 10, in the chains of
vox2t var(x2— x1)  vai(x2t x1) =eEv,. different types there is a marked difference in the distances

Here the matrix elements; and v, of the collision op- ~between Se atoms, and therefore the coupling energy of the
erator describe transitions of electrons within each of the>€ atoms is different in them. Consequently, it is natural to
pairs of symmetric pointgtransitions betweerp, and assume that the Se vacang(_thza main structural defect un-
—py), vy, describes transitions between poipts and p,, der t_he expgnmer_ﬂal conditions of Ref) &re fqrmed pre-
and v%, transitions between points; and —p,. Each of dominantly in chains of one type and, accordingly, interact

these matrix elements is equal to a sum of contributions duith electrons of one of the two classes. On the other hand,
to defects and phonons. We obtain fré) and (3) the difference in the strength of the interaction of the chains

with phonons follows from the fact that the phase transition
involving the formation of charge density waves occurs at
Vo0 1+ V10t Aoy greatly different temperatures in the different chdih the
X " " " +— (5 light of the data presented, a description of the electrical
vivat vi(vart va) ¥ va(vigt vi) + 2vpvyt 20y conductivity of NbSg in the proposed one-dimensional
In the derivation of(5) we have used the relation,v4 model with two types of carriers appears quite justified.
=wv41o—0,, Which follows from conservation of the number Figure 1 shows the temperature dependence of the resis-
of particles in collisions; the coefficie®@ !, which is inde-  tivity of NbSe; obtained in Ref. 5 on a quenched sample
pendent of the defect concentration and the temperaturécurve2) containing Se vacancies and on an annealed sample
does not appear in the expression &grand we shall there- (curvel) in which the defect concentration was considerably
fore not write out the expression for it here. lower. Both curves are quite close to linear, as can be seen
It is seen from Eq(5) that even in the case of only two from their approximation by straight lines. The difference of
pairs of points, a complete analysis of the DMR is ratherthese linear dependences from direct proportionality can be

o=C1




Low Temp. Phys. 28 (10), October 2002 Kopeliovich et al. 773

the current comes from all the carriers, and that leads to a
much smaller slope of the straight lip¢T) for the annealed
sample than for the quenched. The ratio of the quantities
appearing in inequalitie@8) can, in principle, be found from

an analysis of the deviations of tpg(T) curve from a direct
proportionality, but such an analysis, in view of the small-
ness of the deviations, falls outside the limits of accuracy of
the calculation done here.

In contrast to one-dimensional metals, in three-
dimensional metals large DMRs are usually observed at low
temperatures, when the differences in the electron—impurity
and electron—phonon scattering are due to their different par-
ticipation in umklapp processés? At relatively high tem-

: , . , peratures in an ordinary metal there are no reasons for groups
150 200 250 300 of electrons to have large differences in the scattering effi-
T,K ciency on defects and phonons, and the DMRs are therefore

small.
FIG. 1. Temperature dependence of the electrical resistance of az;NbSe

sample in the quenchédfom T,=463 K) state(2) and in the annealed state
@. :E-mail: kopeliovich@ilt.kharkov.ua

*E-mail: mamalui@kpi.kharkov.ua

3\We note the formal character of the introduction of the quantitfor
neglected within the experimental error and the accuracy ofNbse: the resistivityp, due to defects is determined by extrapolating
formula (6), i.e., it can be assumed that,~=aT for the to zero temperature; this does not have a direct physical meaning, if for no

annealed sample ami]:bT for the quenched; the ratio of othgr reason than_the presence of phase trgnsitipns in the extrapolation
the resistivities of the auenched and annealed samples iéeglon. Therefore, in the present case the ratib/af is a more adequate

. q . P Characteristic of the DMR than is.
b/a=1.724. The ratid/a here characterizes the value of the
DMR:® A=1-a/b. At temperatures of the order of Debye
temperature and above, the dependepe@ for the defect- ;
free sample corresponds to the known asymptotic resistivitylglrll- M-JKEiiTQJFaBr;ag%\?lg.?ZI]erov, Zh.Isp. Teor. Fiz66, 1374(1974 [Sov.

. . . yS_ A J .

dlue to scattering on phOf_]OhS. In this temperature regpn th%A. I. Kopeliovich, Zh. Ksp. Teor. Fiz59, 1273(1970 [Sov. Phys. JETP
electron—phonon relaxation rate behaves as followg; 32, 695 (1971)]. )
=A,T and vp,,=A,T. The temperature dependence of the *Yyu. M. Kagan and A. P. Zhernov, Zh.kBp. Teor. Fiz.60, 1832(1973)
resistivity of the sample containing defects, according to Eg.,[Sov Physh-kJETB?"d990(197D]-l, . Nigk
(6), can be approximated by a direct proportionalityith a E\IS OU' JByLCOWO%’:map” Pﬁyg g;‘ﬁl'%‘g%] Fiz. Nizk. Temg, 458 (1977
different coefficient ofT than in the case of the pure sample sa A Mamalu, T. N. Shelest, and Kh. B. Chashka, Fiz. Nizk. Terdp,

only in that temperature region where the following inequali- 176 (2000 [Low Temp. Phys26, 130; 539(2000].

ties hold: ®B. Kramer(Ed), Quantum Transport in Semiconductor Submicron Struc-
tures Vol. 326 of NATO ASI Series E: Applied Scienc€$995.
Vd2U1/UZ> vy1 - (8) V. E. Fedorov,Chalcogenides of Refractory Transition Metals. Quasi-
One-Dimensional Compoundi® Russiar, Nauka, Novosibirsk1988.
In this temperature region one has ®L. P. Gorkov, E. N. Dolgov, and A. G. Lebed’, Zh kep. Teor. Fiz.82,

pq~C(A;/v1)T,according to Eq(6). This means that when 92135%983 gsg‘;; Ph)és- 35;1'!?51 516(5185283]-
s . . . . . ima, J. yS. S0C. s .

condition(8) holds, the contribution to the curre_nt is malnly_loJ_ L. Hodeau, M. Marezio, C. Roucau, R. Ayroles, A. Meerschaut,

dug to electrons of_one of the two classes, whlle_the confm— J. Rouxel, and P. Monceau, J. Phys1T 4117(1978.

bution of the other is suppressed by frequent collisions witH'P. Monceau (Ed), Electronic Properties of Inorganic Quasi-One-

defects. Here for the ideal sampley{—0 andv4,—0) one Dimensional Materials Vol. 2, Reidel, Dordrecht—Boston—Lancaster
" ! 1 . 139.

has  par=C(vi/A+0v,/A) T,  ie, bla=1  (1988.p-139

+Aqv,/Avq. Thus in the ideal sample the contribution to Translated by Steve Torstveit
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QUANTUM EFFECTS IN SEMICONDUCTORS AND DIELECTRICS

Microscopic nature of Pr 3% optical centers in Y ,SiOg, Lu,SiOs, and Gd,SiO¢ crystals
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The results of investigations of the energy spectrum, energy relaxation channels, and dynamics
of electronic excitations of Pt optical centers in ¥SiOs, Lu,SiOs, and G@SiOs

crystals are reviewed. It is shown that the crystal field of the ligands of nonequivalent cationic
sites in these crystals preserves the quasisymmetry of distorted octahedra and tetrahedra;

the PP activator ions are nonuniformly distributed over the nonequivalent cationic sites in
Y,SiOs. For high concentrations of activator ions Lat.%) in Y,SiOs crystals, the

luminescence is quenched as a result of the migration and trapping of the electronic excitations
energy of optical centers by traps. FosSIOs: Pr** the low-temperature mechanism of

dephasing of the optical transitions offPr which is not characteristic for crystals and is due to
the interaction of impurity ions with two-level systems of a multiwall adiabatic potential, is
analyzed. ©2002 American Institute of Physic§DOI: 10.1063/1.1521299

1. INTRODUCTION lished in a series of works™2* the quasisymmetry of
_ _ ) nonequivalent cationic sites in and the crystal-field param-

The crystal matrices of 3Si0s, Lu,SiOs, and  eters of ¥;Si0s (YSO), Lu,SiOs (LSO), and GdSiOs
Gd;SiOs, which belong to the family of oxyorthosilicates (GsQ crystals; the special features of the occupation of non-
with the general formula RESIO)O (RE=Y,La-Lu),  equivalent cationic sites in YSO by ¥r activator ions; the
possess high optical quality and a wide transmission ranggnjgration and trappingin trapg of the electronic excitation
These matrices make it possible to introduce a quite higlinergy at high density of BF activation centers; multiwell
percentage of activator iotsip to 10 at.% without degrad-  agjabatic potential of Bt optical centers in a YSO crystal
ing the structural or optical perfectidn® Consequently, new and thermally-stimulated tunneling transitions of & Pim-
laser and scintillation materials based on doped oxyorthosilipurity ion between the minima of the adiabatic potential. The
cates are under intensive development. The high chemic@yperimental results obtained taken together and the determi-
and photochemical stability of oxyorthosilicates makes thes@ation of the numerical values of a number of parameters
materials promising for use in display technolodi@e fol-  make it possible to advance substantially in understanding
lowing efficient oxyorthosilicate scintillating systems have e microscopic nature of ¥ activation centers in YSO,
been found recently: 3Si05:C€", Gd,Si0;:CE’, |50, and GSO crystals and to develop the scientific founda-

H . + 7-9 . . . . .
Lu,SiOs:Ce’ ) ~_ tions for further materials-science developments in optical
Oxyorthosilicate crystals contain two types of cationic materials based on oxyorthosilicates.

sites which differ by the specific volumes and coordination

numbers and manifest different physical chemical

properties->'° These features make it possible to study the, yoErRIMENTAL RESULTS AND DISCUSSION

possibility of selective doping of cationic sites by rare-earth

ions with different ionic radii and to stabilize different forms The experimental setups and the experimental procedure

of the valence of the impurity ions. A deep study of theare described in detail in Refs. 13—24. B. I. Minkov grew the

nature of optical centers in oxyorthosilicate crystals couldY,SiOs:Pr*, Gd,SiOs:PrP™, Lu,SiOs:Pr* crystals at the

make it possible to obtain unique solutions to technical probinstitute of Single Crystals at the Ukrainian National Acad-

lems in the development of laser materials with efficient up-emy of Sciences.

conversion schemes and scintillation materials based on fast The main experimental results making it possible to de-

f-d transitions in rare-earth iort&:}2 termine more accurately the crystal-field structure of the cat-
The optical and luminescence properties of impurity ionsionic sites in YSO, LSO, and GSO and the special features of

are determined primarily by the microstructure of their crys-the flow of PP impurity ions into cationic sites are ana-

tal environment and, to a lesser extent, depend on the mabyzed below. Secondary facts are omitted to avoid complicat-

roscopic properties of the crystal. The following were estabing the analysis with unnecessary details.

1063-777X/2002/28(10)/6/$22.00 774 © 2002 American Institute of Physics
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FIG. 1. Fragments of the absorption spectra of YS&:PtSO:PF*, and
GSO:P?* crystals in the region of optical transitions with participation of
the Stark components of the tedB, of PP impurity ions.

A. Absorption spectroscopy and selective spectroscopy of

Pr3* optical centers in YSO, LSO, and GSO crystals
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structure of the crystal field at the cationic sites in YSO,
LSO, and GSO. ThéD, term is attractive primarily because
it is well separated by substantial energy splittings from
other terms of the PF ion.*182022This makes it possible to
interpret reliably the spectral lines corresponding to optical
transitions on the Stark components'af,. In addition, the
number of Stark components arising when the téby is
split is optimal in a certain sense. Thus, when the term with
J=1 is split the number of Stark components produced is
too small to follow the characteristic features of the crystal-
field structure, while fod>2 the number is too large. Acci-
dental degeneracy or very close spacing of the Stark compo-
nents are possible; this makes it much more difficult to
interpret the spectrg:20-

Figure 1 shows fragments of the absorption spectra of
YSO, LSO, and GSO with participation of the Stark compo-
nents of the!D, term of PF" ions?%2! Since the point sym-
metry of the cationic sites in YSO, LSO, and GSO is very
low (C,), the ground terntH, of the PF* ion should split
into nine and théD, term into five Stark component&§2%:2
We have indeed observed this experiment&if: At liquid-
helium temperature, of the nine Stark components ofthe
term only the bottom component is occupied; consequently,
five spectral lines, corresponding to optical transitions on
five Stark components ofD,, should be observed in the
absorption spectrum. However, each fragment of the absorp-
tion spectrum in Fig. 1 contains ten spectral lines instead of
five. They can be divided into two groups of lines, each with
five lines (the lines are labeled by a number and a number
with an asterisk The spectral lines labeled by a number with
an asterisk are much narrower at half-height than the spectral
lines labeled only by a numb&t2%?1The study of the selec-
tive luminescence of YSO, LSO, and GSO crystals has
shown that these groups of spectral lines in Fig. 1 correspond
to two different luminescence spectra. The time parameters
of luminescence decay are also differéht! On the basis of
these facts it is concluded in Refs. 18, 20, and 21 that the
distinguished groups of spectral lines belong to two different
P optical centers, which are formed as a result of the
substitution of activator ions in two nonequivalent cationic
sites in YSO, LSO, and GSO. The following notation is used
below: spectral lines labeled by a number correspond to
type-1 PP* optical centers and spectral lines labeled by a

The special features of the splitting of the five-fold de- number with an asterisk correspond to type-If Pcenters.
generaté'D, term of PF* into Stark components by a low-
symmetry crystal field were used as a probe to analyze thEig. 1 makes it possible to find the frequency ranges of the

Interpretation of the structure of the spectra presented in

TABLE I.
Splitting of the YSO:pr™* LSO:Pr" GSO:pr
term lD2 Type-1 Type-II Type-I Type-1I Type-1 Type-11

1 0 (16529.2) 0(16477.3) 0(16521.7) 0(16466.9) 0(16637.9) 0(16496.7)
2 59.6 364 66 373.7 421 43.8

3 224.9 667.9 202.2 688.4 248 248.7

4 501.2 948 498.2 951.7 525.9 940

5 801.3 1071.5 801.8 1091.4 621.8 1056.7

Splitting parameters of the terh, given in cm * relative to the position of the spectral lines 1 and 1*.
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splitting of the term'D, for two PP" optical centergsee  TABLEIl.

Table ). The large number of spectral lines associated with 34 3 3+

the term®H,, the close spacing of the lines, and the over- YSO:Pr LSO:Pr GSO:Pr

lapping made it impossible to determine completely the Parameter I I I I i I

analogous frequency intervals of the splitting of the term

3H 4. 20,21 Type | Type Type | Type | Type | Type
According to Table | th_e spectral lines 4, 5 and, 4* in B 343 | a42 | 350 | 448 | 296 | s60

GSO crystals for both optical centers are separated from th 4.0

triplet of spectral lines 1, 2, 3 and*1 2*, 3* by frequency Ay, 1104 _ 1040 _ 746 | 838.9

ranges which greater the frequency ranges between the spe ' .

tral lines 1, 2, 3 (%, 2*,3*) and 4, 5 (4, 5*). For both Bio 306 | - 310 | — | 329 | 5853

Pr3* optical centers in GSO crystals the spectral lines are B,, 357 - 380 - 232 | 499.7

clustered in the same mann@ee Fig. 1. The character of

the splitting of the'D, term for ions occupying nonequiva- B, ;4,,| 486 - 45 - 36.4 | 307

lent cationic sites in YSO and LSO crystals differ substan- e
tially (Table ). For type-l optical centers the smallest energy " Parameters values are given in‘cm
splitting between the spectral lines 1 and 2~$0 cm 1.
The spectral line 3 lies close to the lines 1 and 2. Next . .
follow, after a large intervat-290 cni %, the spectral lines 4  Crystals and the centers of gravity of the spectral lines 1, 2, 3
and 5. For type-Il optical centers in YSO and LSO crystalsan924, 5and 1, 2*, 3* and 4, 5* in GSO crystalgFig.
the spectral lines % and 5 are separated by the smallest 1)- _ o
energy interval. The spectral liné 3ies at a lower energy; it The lowering of the symmetry of the cationic sites can
is followed by the spectral lines*land 2* separated by an be analyzed completely only for octahedral crystal-field sym-
interval ~300 cmi L. This means that the reverse order of Metry, since there is a chain of distortioftetragonal, trigo-
splitting of the term'D,, is observed for two optical centers nal, and rhombic which result in complete splitting of the
in YSO and LSO crystals. term'D,.?2 At each symmetry lowering step the model po-
For a regular octahedral or tetrahedral symmetry of théential (1) becomes more complicated because of the appear-
crystal field at cationic sites, the five-fold degenerate ternfince of additional termi. For a tetragonal distortion three
D, would be split into three- and two-fold degenerateindependently variable parametds,, Azo, andB, , must
states?>?® For octahedral symmetry, the three-fold degenerP€ studied to describe the splitting of the te?_ﬁ)z; these
ate state should lie at a lower energy, while for a tetrahedrdp@rameters can be estimated from the experimental spectra
symmetry it should lie at a higher ener§y? Therefore, the (Table Il 22 Further lowering of the octahedral symmetry to
crystal field of both cationic sites in a GSO crystal has thgnombic symmetry D,y) completely lifts the degeneracy of
symmetry of a distorted octahedr&hin YSO and LSO crys-  the term'D,. Two additional variable parameters appear in
tals, the crystal field for type-I optical centers possesses th@1€ crystal potentialA;, and B, . SettingBy,~A,, the
symmetry of a distorted octahedron, and for type-II Opticamumencal \_/alue of the parzazlmeters can likewise be obtained
centers the symmetry is that of a distorted tetrahe@fon. ~ from experimentdTable 1. _ _
For quantitative analysis of the crystal-field structure of ~ Analyzing the data presented in Table II, which charac-
cationic sites, in Ref. 22 the model of a crystal potential oft€rz€e the microstructure of the crystal field of the ligands of

octahedral and tetrahedral symmétr}’ was used as a first cationic sites in YSO, LSO, and GSO, shows that type-Il
step: PrP" optical centers in a GSO crystal are affected most by

ligands(large values 0B, andB, ). In this case, however,
5 the octahedral symmetry of the cationic sites in a GSO crys-
V=2, [ + 54'0{ Yad 6,0+ \/:[Y4_4( 0,0 tal is distorted less than in YSO and LSO crystals. The val-
=1 14 ues of the parameters, 3, A, ,, andB,, for YSO and LSO
crystals are larger than for the GSO crystal.

+Y4-4(0i,01)]{ +Bso

Yoo 0i i)
B. Manifestation of concentration effects in the
\/7 luminescence spectra and luminescence damping of
- §[Y6.4( 0, 0i)+Ye a0, 0] ( (1) activator ions in a YSO:Pr 3% crystal

The low-temperature optical spectra and the quenching
where B,o=0 and Bg=0 are variable parameters and of luminescence of YSO crystals with different activator-ion
Y1 m(6i,¢i) are spherical harmonics. The plus sign in thecontent—0.3, 0.6, and 1.8 at.%—were investigated to deter-
relation (1) corresponds to octahedral and the minus sign tamine the distribution of P ions over nonequivalent cat-
tetrahedral crystal-field symmetry. In the crystal fi€ld the ionic sites?>?®
term 1D, splits into three- and two-fold degenerate states, The total absorption intensity of two ¥r optical centers
which are separated by a frequency splitting in YSO crystals increased as the change in the total concen-
=20B, ¢7\/7. This corresponds to the positions of the cen-tration of activator iong>?* However, the area under the

ters of gravity of the spectral lines 1, 2, 3 and 4, 5 (2*, spectral lines 1 or 1 changed differentl(Fig. 1). As the
and 3, 4*, 5*) of PP" optical centers in YSO and LSO total concentration of activator ions increased in the ratio
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10% ¢ 2). The deviation from an exponential law was strongest on
R T=80K the initial section of the experimental damping curve. At
large times after the excitation pulse the luminescence decay
107 i curves can be described by an exponential (&ig. 2). In
Type-II addition, the luminescence decay constant in the exponent

luminescence for a YSO crystal decreased with increasing temperature in
the range 1.5—80 KY?*The observed features of the lumi-
nescence decay curves were explained by migratiiffu-
sion) and trapping of the excitation energy ofPractivator
ions by quenching centef®?® The migration of electronic
excitation energy is due to the dipole—dipole interaction be-
tween P" impurity ions?t?® Since optical transitions
within the f shell of rare-earth ions are forbidd&A’=°their
dipole—dipole interaction is weak. Consequently, ordinarily,
: the transport of electronic excitation energy is incoherent; it
: is of a hopping characté?:*° Energy transport along Pt
10°¢L ) " i 1 impurity ions is isotropic because the nonequivalent cationic

50 100 150 200 250 sites in a YSO crystal form a three-dimensional latfiéén

Time, ps this case the experimental luminescence damping curves of

PP activator ions can be described by the functfon

Type-1
luminescence

FIG. 2. Damping of the luminescence of two optical centefs Bm a YSO

crystal on optical transitiondD,—3H, with total activator ion concentra- t \/T t
tion 1.8 at.%. = - ER. B
14(t) |oexp< e\ B TO>, 2
— 3
1:2:6 the area of the spectral line 1 increased in the ratio @=74RCrr &)
1:2.2:6.5 and that of the line*lin the ratio 1:1.6:3.2. The ,8=8.6R8’2(D70)3’4ct,, (4)

nonuniform distribution of BY'" ions is explained by the dif-
ferent volume of nonequivalent cationic sites in the YSOwherer, is the luminescence decay constant of donors in the
crystal and by the different ionic radii of % and P?* absence of quenching centeR, is the critical transfer ra-
ions?123 dius for electronic excitation energ, is the diffusion coef-
The damping of the luminescence of optical transitionsficient of the electronic excitation energy; is the concen-
'D,—3H, in YSO, LSO, and GSO crystals with activator tration of tunneling centers.
ion concentration 0.3 at.% can be described by an exponen- In Refs. 21 and 23, to fit the experimental luminescence
tial law%?12*But, even at activator ion concentration 0.6 damping curves using the relatié®) R, was estimated nu-
at.% in a YSO crystal the damping of the luminescence ofmerically from experimental data for a YSO crystal with
type-l optical centers deviated substantially from anintermediate activator ion concentratig®.6 at.%). In this
exponentiaf>?For 1.8 at.% activator ions the luminescencecase the luminescence damping of type-Il optical centers is
damping was nonexponential for both optical centéfig.  merely exponential and can be described by the relg@pn

TABLE III.
.- YSO YSO YSO
’ 0.3 at. % Pr3* 0.6 at. % Pr¥* 1.8 at. % Pr®*
Type-1 Type-I1 Type-1 Type-11 Type-1 Type-11
19 =108x1078 | 19 =145x100 | 19=108x106 | ¢ —145x10°6 | 7o =108x1 076 | <y =145x10"6
a=0 a=0 o =04 a =014 a=23 a =198
77 B=0 B=0 B =019 B=0 B =124 B =099
cq =31x1019 cq =1019 cq = 18x1020 cq =15x1020
D =62x10"12 D=69x10"12 | D=35x10"12
1 =108x106 | g =145x10~6
a=23 a =198
1.5 _ _ _ _ B =073 B =054
cq =18x1020 cq =15x1020
D=57x10"12 | D=25x10"12

The parameters dimension arg; (9); ¢, (cm™%); D (cn¥é/s).
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* C. Dynamics of electronic transitions of activator ions in a
1 YSO:Pr3* crystal

It is knowrr%3 that the electron-phonon interaction de-
termines the amplitude of photon echdP&9 on resonance
N optical transitions of impurity centers in crystals. Conse-
quently, in contrast to stationary optical spectroscopy, infor-
. : - . . mation about the dynamical processes that contribute to the
20.4 20.8 21.2 homogeneous width of spectral lines can be extracted from
Energy, 10° cm™ PE experiments. A double-pulse PE in a YSG*Pcrystal
was observed on resonance optical transititiig— 3P in
type-l PP* optical centerd®'*-"To obtain the maximum
amplitude of the PE signal the laser lineA ¢gywum
=0.2 cm 1) was scanned within the spectral lingHig. 3.
The intensity of the PE signal varies nonmonotonically.
Therefore the spectral contour of the line 1 is complicated
with «=0.14 andB=0, i.e. energy transfer to traps is very and consists of unresolved several spectral lines.
weak and there is no energy migration. Therefore the average We recall that the relation
distance between type-Il optical centers can be taken as the
critical energy transfer radius. For total activator ion concen- lecng~ €xp(—2y(T)AL), ®)
tration 0.6 at.% the concentration of type-Il optical centers isvhere y(T) is the homogeneous width of the spectral line
2.3.10°cm 3, and the average distance between them igy(T)=m/T,(T), T,(T) is the phase relaxation time of the
Ro~12 A2 Taking R,=12 A and using the relatiofB)  optical transition, At is the time interval between the excit-
for «=0.14, the trap concentration can be estimated;as ing laser pulses, and is the temperature, determines the
~1.310"%cm 3. It is shown in Refs. 21 and 23 that in a change in the amplitude of a double-pulse ethd.

YSO crystal the traps for electronic excitation energy 6 Pr The relation(5) makes it possible to determine directly
activator ions are dimers of these idig? from experiments the temperature dependence of the homo-
Table Il gives the results of a fit of the experimental geneous widthy of a spectral lingFig. 4). In Ref. 19 it is
luminescence damping curves for YSO crystals with differ-shown that the temperature dependence of the PE amplitude
ent activator ion concentration. The parameterand 8in  in a YSO crystal is determined by direct absorption and
the relation(2) were varied. The relation@) and (4) were  emission of phonons with the participation of the second

used to calculate the concentration of traps and the diffusioStark component of the terfiH, (see inset in Fig. Band by
coefficient for the electronic excitation energy. For type-lthe interaction of a B impurity ion with two-level systems
Pr* optical centers the diffusion coefficients for the elec-of a multiwell adiabatic potential. The experimental results
tronic excitation energy are virtually identical in samplesof Ref. 32 played the key role in explaining the temperature
with the maximum and intermediate activator ion concentradependence of. In Ref. 32 hole burning was used to show
tions. However, the diffusion coefficients are different for that the spectral lines 1 and* 1(Fig. 1) consist of several
different optical centers. The diffusion of electronic excita- spectral contours. The nonmonotonic variation of the PE am-
tion energy is of a thermal activation character, since thelitude when the laser line is scanned also indicates that the
diffusion coefficient decreases with temperattir& structure of the spectral line 1 is complékig. 3). This

0.2

FIG. 3. Section of the absorption spectrum of a YS&:Perystal in the
region of optical transitiondH ,—3P,,.
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The nonlinear dynamics of elastic shear waves is investigated taking into account the interaction
of the shear component of the displacements with low-amplitude sagittal components.

Nonlinear evolutionary equations are derived for the shear-displacement field. These equations
contain additional nonlinear dispersion terms due to the interaction with displacements in

the sagittal plane. The soliton solutions of the equations obtained are studied and the possibility
of the existence of exotic solitons—compactons and peakons—is discuss2d02®
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1. INTRODUCTION dinarily has a definite sign\(;>0) and the nonlinearity of

The existence of periodic and localized nonlinear sta-the shear waves is "soft’4,<0), i.e. the reverse equality

tionary waves is usually attributed to the competition pe-nolds:A;A;<0. Moreover, in real crystals the characteristic

tween two factors: the nonlinearity of the system and thelispersion of linear waves .is negligibly small and'in the
dispersion of linear waves. Recently, the role of dispersion®d-Wavelength approximation of the theory of elasticity, as
has been investigated carefully and it was demonstrated th&t"Ul€: itis neglected. It results in the theoretical possibility

in weakly dispersive media nonlinear dispersion producegf the existence of solitons, put in this case statlona_ry non-
new types of solitons: “compactons” and “peakons.” Such linear waves appear at long times when wave damping can-

excitations were first discussed for maghdgee also Refs. NOt be neglected. _ . .
7-9 and then in hydrodynamiE‘s“ and the theory of For surface elastic waves, dispersion can be substantially
elasticity>® increased by coating the surface of the elastic medium with a

film consisting of a different materialLove surface shear

In the theory of elasticity the nonlinear dynamics of elas- 2 . , : . 4
tic waves in one-dimensional systems is conventionally inwaves” or Rayleigh waves in a medium with a coa Ag

vestigated on the basis of the Boussinesq equdfmion- O €lastic waves in a plate, even with an ideal surfaxe
gitudinal waves coating Rayleigh—Lamb (RL) waves and the higher

branches of surface shear waves also exhibit strong
pvn—)\OUXX—XOaZUXXXX—AO(v)Z()X:0, (1) dispersionl.2 In these examples—Love surface waves in a
half-space and Rayleigh—Lamb waves in plates, the disper-
sion relation in the long-wavelength approximation has the
form

or the modified Boussinesq equatiffor transverse waves

putt_Aluxx_Alazuxxxx_Al(ug)xzov 2
where); and A; are linear and nonlinear elastic modui, ?= (1 +bh?K?), )
~\;, anda is the lattice constarif For these equations
wave propagates along the direction (along an elastic
chain andv(x) is thex andu(z) the z component of the
displacements. It is well known that the nonlinearjthe

wherec is the velocity of sound of the corresponding wave,
h is the thickness of the coating or plate, anés a constant

of the order of 1. The dispersion law for linear waves for the
: > h g ordinary modified Boussinesq equation differs from the ex-
anharmonic terms in Eqsl) and (2)] and dispersiorfithe  re55ion(3) in that the lattice constart replacesh. Thus, in
terms with the fourth spatial derivatives in Eq$) and(2)]  the presence of a film with thickness much greater than one
of the waves engender spatially localized waves—solitons,iomic |ayer or in a plate with finite the dispersion is greater
In the examples presented above the solitons are nonlinegy ihe extent of large paramete/@)?>1. Under such con-
localized waves with a stationary profile=v(x—ct), U gjtions the formation of a nonlinear wave with a stationary
=u(x—ct). Soliton solutions of Lhe Boussinesq equation &Xprofile is an experimentally observable eff&tt.

ist for any sign of the dispersior\g) and nonlinearity (o) Nonlinear elastic surface waves and surface solitons
For the modified Boussinesq equation solitons exist only ifyere investigated theoretically in Refs. 15—-19. The propaga-
X;A;>0. In reality, in most physical systems dispersion or-tion of nonlinear waves in an elastic plate was discussed in

1063-777X/2002/28(10)/9/$22.00 780 © 2002 American Institute of Physics
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Refs. 20 and 21. In Ref. 20 the authors studied purely shear For a crystal with cubic symmetry, the energy density in
waves in an elastic plate and showed that the nonuniformityhe harmonic approximatiotaking account of the unifor-
of a wave over the thickness of the plate makes solitonsnity of the displacements in the direction is

possible. In Ref. 21 the influence of the sagittal components 1 1

on per.|0d|c nonlinear sh_ear waves in an |dent|cal_ plate was F0=—C11(U§+W§)+ —044[u§+u§+(vz+wx)2]

taken into account and it was shown that there is a strong 2 2

interaction between different components of the displace-
ments.

In what follows we shall examine the propagation of where the subscripts for the components of the displacement
almost transverse horizontal nonlinear shear waves and thgenote differentiation with respect to the corresponding co-
corresponding solitons in a thin elastic plate of finite thick-ordinate. In the notations of Ref. 1t;;=Ayyxx» Ci2
ness. In an infinitely thin film the flexural rigidity is zero and =\,,,,, andc,,= Xy
only elastic displacements in two directions in the film plane  Let the propagating nonlinear wave posess primarily
are possible. The interaction arising between these comporizontal shear polarization, i.e1>v,w, and propagate
nents of the displacements results only in a change in thaith velocities close to that of linear shear waves. Conse-
velocity of the longitudinal waves and renormalization-  quently, we shall take account of the characteristic dispersion
creasg of the constant\; in Eq. (2), since the characteristic of the wave only for this component of the displacements:
dispersion of longitudinal waves is negligible, just as that of
transverse waves. The situation is different in a plate of finite
thickness, where all three components of the displacements

are different from zero. In this case so-called Rayleigh—, . . . . .
Lamb waves with displacement components in the sagitta(i'n a cubic crystal with only nearest-neighbors interaction

plane, which are strongly dispersive, can appear. The nonIirE’ ) .
ear interaction of a shear wave with these waves increases Th? anharmonic part of the fr_e_e energy can be written
the dispersion and results in a horizontal shear wave. But thi@pprox'mfifgly(for the same conditionsi>v, w and d/dy
dispersion is of a nonlinear character and the soliton solu—zo) as in:
tions can have a substantially different profile—the solitons 1 ) X 1 ) )
will acquire the exotic form of compactons and peakons. Itis  F,= Esmlziuxvﬁ usw,) + 5533212{ U W, +Us0y)

important to include in the analysis small displacements in

+ CoU Wy, (5)

2 2
a 2 2 a 2
Fdis: - ?A( Uikt uzz) - ? Buxx (6)

the sagittal plane from a different standpoint also. As will be 1 4

shown below, purely shear waves are unstable with respect to + 8132124 V2T W) Uz + 57 Sa1212128y )

the emission of Rayleigh—Lamb waves and this interaction

of waves with different polarization is nonlinear. We shall show below that in small-amplitude shear soli-

tons moving with velocitieg close to that of the velocitg,

of transverse waves the amplitude and region of localization
in the direction of propagation are determined by the small
parameters =1— (c/c,)?<1. Hereu~1, v~w~ e, a/dx

We shall consider the propagation of nonlinear elastic~d/dz~ Je, and all terms in Eq(7) are infinitesimals of the

waves in the following geometry: an elastic plate of finite order ofe?. The dropped anharmonic terms containing triple
thickness &, unbounded in th&X andY directions, occupies products of derivatives of the functiongu,z) andw(x,z)

the volume—h<z<h. The wave is uniform in th& direc-  are infinitesimals of order the order 6fdx~ 9/ 9z~ 3.

2. FORMULATION OF THE MODEL AND DERIVATION
OF THE BASIC DYNAMICAL EQUATIONS

tion and propagates along tbeaxis (Fig. 1). Let The dynamical equations corresponding to the total en-
ergy F=Fy+Fgst F 4, have the form, to the same degree of
U=Ugy)(X,Z1), v=Uy(X,Zt), W=Uy(X,zt), (4 acQ(]:)l/Jracy,O dis T Tan 9

be the horizontal shear displacemeny, and the displace- 5
mentsu(y, andu, in the sagittal plane, respectively. U= Cag(Unt Uzg) + AR (Ut Uzzzd

+ S112124 (Uy0 ) x + (U W5) ) + S132124 (U0 1)

F (U Wy )+ (Uy 5) , + (UWy) ) F Sa30124 (UW,)

1
3
+(Upy),)+ 652121212{Ux)x, (8
PU=C110xxt Caq(V 7+ sz) 1 C1 Wyt S112128xUyx
1 2
+ S132124 UyUy) . + > S332124 U7)x s 9

PWit=C11Wy,+ Cas( Wyx+Uyz) + C1oU ;1 S112124,U57

1
+ S132124 UxU,)x 55332121 ug),. (10

FIG. 1. Geometry of the problem.
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These equations must be supplemented by boundary

conditions on the free surfaces of the plate = h:

2
CaaUy+ AUy, S112101,W,+ S330124 0%

+S132124Mx(v, 7 Wy) =0, z==*h, (11
Caa(V 7+ Wy) +S1321044,U,=0, z=*h, (12
1 2 1 2

C1W,+CrUy+ 55112121-]2_'— 5333212%(:0, z==*h.
(13

Kovalev et al.

ul®2=2 fo dk coskxy(k). (21)

The solution of Egs(15) and(16) for the Fourier com-
ponents of the sagittal displacemektandW have the form

We are interested in solutions in which in the leadingwhere

approximation ¢,w=0) a purely shear wave is independent

of the z coordinate. Consequently, settingx,z)=u(®(x)

+u®(x,2), whereu®<u®, in the next approximation

with v,w<u and small anharmonic terms the function

=u(z) must be taken into account only in the linear terms of
Egs. (8)—(13). Then, for waves with a stationary profile of

the form u=u(x—ct,z), v=v(x—ct,z), and w=w(x

V=V, coshy,z+V, cosh z—w

=Vi Y1 2 Y2 P
W=Wlsinh’ylZ+WZSinh’y22, (22)
2_ 12 2 k? 7 e—v’

vi =k ¢i=7(pim), pP=rpt ——,
Wi=Vi(¢f = k)l (vey). (23)

The dependences ®f on y(k) andk can be found from

—ct, z) the equations of motion and the boundary conditiongpe boundary condition&l8) and (19):

simplify as follows:

2
( 1- z—tz ul@+Aa2uld +ul+Aa2u + a(uQv,),
+ BUW,)F EUL (0 W) + 1 (U®), =0,

(14

Ut kv i+ vWy+ auPul? =0, (15

KW, ,+eW,+ vv,,=0, (16

ul +Aa2ull+ eu® (v, +w,) =0, z==h, (17

v,+w,=0, z==*h, (18

sz+(y—1)vx+§u;°>2=o, z=+h’, (19

where k=Cq1/Caq, v=CypolCsst 1, e=1—(clc)? u=1
—(c/c)*=1—(1-&)/k, @=S112121/Caa, B=S332121/Cas,
§=5132129/Caa, T =50121212{6C44, C1=\Caalp is the trans-
verse speed of sound, amj=\/cy,/p is the longitudinal
speed of soundWe made the substitutiof/c,,—A.) Inte-

grating Eq.(14) over the thickness of the plate and applying
the boundary conditioril7) easily yield a one-dimensional
equation for shear displacement§) in the leading approxi-

mation:

(1—(clc)®uQ+Aa?ul?

XXXX

+r ()

+ (20

(0)1 "
Uy >h 7hdz(avx+,8wz) X=O.

To find a closed-form equation far® the functionsy
andw must be expressed in terms of the displacenuéft

®2,1SiNN(y, 4h)

-1
V1,z=ix(k)(ﬁ—aVK—M

X (ki ,+e(rv—1))G 1, (24)

where

G=cosh y,h)cosh y,h)
2
X 2, (= 1)y tanhyh(k2u—(v—=e)? = k(1—&) op).
n=1

(25

Thus, the expression®1)—(25) give the functionsv
=v(x—ct, z) andw=w(x—ct, z). If the functiony(k) cor-
responds to a soliton solution localized in the region
~ 1/@, then the solutions fay andw will also be localized
in this region. The dependence of these solutions onzthe
coordinate can be different. Fa<c, only solitons of one
type with realy,; occur. Forc>c, there exist an infinite se-
quence of soliton solutions with different imaginary values
of y,. However, in these solutions the displacement field
oscillates as a function of the coordinateand these solu-

tions do not satisfy the conditions under which the approxi-

mation used for the anharmonic enefg@y is adequate. Con-
sequently, in what follows we shall consider only the main
soliton solution. This solution corresponds to the following
profile of the displacements: the deformatians v,, wy,
amdw, are much smallefas \/E) than the main shear defor-
mationu,, the displacements in a direction perpendicular to

the plate are antisymmetric with respect to the center of the

platew(z) = —w(—2) (i.e. the passage of a soliton is accom-
panied by a compression wave in the platnd the longitu-

using Egs(15) and (16), which comprise a system of inho- dinal displacements are symmetric relative to the center of
mogeneous linear equations and can be solved using a Fotlre plate ((z)=v(—2)).

rier transformation: Substituting the solutiori21)—(25) into Eq. (20) gives

the final closed-form integrodifferential equation faf®

(in what follows, to simplify the notation, we drop the

v=f dksinkxV(k,z), W=f dk coskxW(k,z), ! 0
0 0 index (9):
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TABLE I. Elastic constants and parameters of a model for alkali-halide compounds.

Parameters LiF LicCl NaF NaCl KF KCl RbCl CsCl Csl
K 13.78 4.65 12.1 4.09 0.46 6.59 17.53 41.19 27.54
P -3.17 -2.58 -3.10 1.08 -1.60 1.66 3.37 6.14 4.47
C, -10.53 -6.69 -9.46 0.70 ~2.18 0.80 1.12 1.34 0.21
C, -242.3 -82.05 -206.2 3.05 -17.57 5.28 10.59 116.8 81.03
g 16.84 31.62 18.21 -0.58 -69.90 -0.29 0.97 -2.37 -5.68
P 1.74 3.15 1.76 0.16 -4.34 0.16 0.15 0.12 0.02
AB 0.74 1.34 0.76 -1.59 -3.74 -2.55 0.36 -0.38 -0.24
Compacton €<0 £<0 <0 - - - e<0 - -
Peakon - - - €>0 £>0 >0 - €>0 £>0
£=2(C,+C3/(1-K)), p=2C1p/(3(K—1)), AS=4C5p/[3(1—K)%(C,+C3/(1-K))].
c? a? is small in the most interesting case=h and even forL
(1_ 2 uxx+Aa2uxxxx+(r_ m)(ui)x <h. Forc<c, we havee>0 (s is rea). Thus, we can set
, s/tanhs,z.l in EQ.(27) and rewrite the kernel of the integral
N K\/E(,B—a VK—M1> Ny operator in the form
o sinh( y,h)sinh( y,h) M (k)~ tanf(khyp) . (31
X uxfo dk coskxy e ) khy/p—K tani(khy/p)
X
—0. (26) The numerator in the kernéB1) vanishes at the critical

value of the parametek: k, ~1/h. This pole of the kernel

Since the waves which we are studying are almostorresponds to the first symmetric Rayleigh—Lamb wave

purely shear waves, their velocity is closedoand the pa-
rametere is small ¢<1). Under these assumptions EB6)
can be simplified:

3
Uyt Aazuxxxx+ 2C( ux)x

+4C3( uxfodkcoskxx(k)M(k) =0, (27)
0

X

where the kernel of the integral operatdr(k) is given by

0 tanh(kh/p)
~ (khyp)—tanhkhyp)sKtanhs’

with phase velocity equal to the soliton velocity=c, (see
below). Thus, a soliton consisting of a localized shear wave
moving in a plate should emit Rayleigh—Lamb waves, and
stationary motion of this soliton is, strictly speaking, impos-
sible. Forc>c, the parametee becomes negative, and in
Eq. (28) tanhs must be replaced by tan Then, the straight
line w=ck intersects the dispersion curve for Rayleigh—
Lamb waves in an infinite sequence of additional points with
k,~n/h \/m In this case a moving soliton emits the entire
sequence of Rayleigh—Lamb waves with phase velocities
close to the velocity of transverse waves. The emitted waves
have the formuv,w~Z2Agsimkd{x—ct)x(ky), k=K, , Kq,

k,, .... Thesituation simplifies in the case of weakly local-
s=kh [EH (28) ized solitons with spatial size>h, when the Fourier trans-
p form of the soliton profiley(k) is exponentially localized in
and the rangek<1/L <k, . Figure 2 shows th&-dependence of
) ) the kernel of the integral terfv for c<c, (solid line) and
C :} e a ) p=k—1— v (29 the Fourier transformation of the squared distribution of the
172 2(1-k))’ K’ deformation field in the solitory (broken ling, which in the
o/ v—1 2 (k(k—1)— p(v—1))2 limit of a standard soliton of a modified Boussinesq has the
ng_( a +,3) K= form y(k)~k/sinh(k/\e), whereé~1. In this case the en-
4\ 1-« k(k—1) ergy emitted in each RL wave is of the order Bf ~exp
(30 (—L/h), E,~exp(~nl/hye), i.e. the energy emitted by a

The parametep can also assume negative valulese
Table ). In this case the substitutign— |p| must be made in
all formulas.

small-amplitude soliton into all RL waves is finite and small,
and it is determined primarily by the excitation of the main
symmetric RL mode. Thus, for such weakly localized soli-

If the characteristic spatial size of a solitary wave is oftons the radiation effect can be neglected. Since the maxi-
the order ofL, then the functiony(k) makes the main con- mum value of the argument in the keridlin this limit is of
tribution to the integral term in Eq27) in the wave number the order of khyp)max—h/L<1, the kernel simplifies and
rangek<<1/L. Sincee is small in this range, the parameter can be written as
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1 pk?h? scription of solitons with sizé <1/, ~h, neglecting dissi-
M=~ 1-K + 3(1-K)2 (32 pation the kerne(31) can be replaced by the simplified ex-
pression
In this limit Eq. (27) becomes a differential equation: 1
I M= . (35)
quX+Aa2uXXXX+2(C1+ Lo ), (1K) (knVp) /3

which generalizes the expressi®) for khyp~1, has the
correct asymptotic behavior fér<1/h, and takes account of
the main pole of the kernel of the integral operatorkat
~1/h. (The expressiong31) and(35) behave differently as
k—o: M~1/k andM ~ 1/k?. However, this difference is of
no significance, since the functigr{k) truncates the integral

2pCs 2051 (112 _
_mh (ux(ux)xx)x_o- (33)

Substitutinguy, for the termc?u,,, Eq.(33) becomes the
modified Boussinesq equatidf)

PU— A Uygy— A 18%Uy— A 1 (UD) = Nh2(Uy(U2) ) =0, atk~1/h.) Making the substitutiotM — M in Eq. (27) and
(34) expanding(35) in the series
where ~ 1 * k2h2 n
M= > P}
1-K =6 | 3(K-1)

N1=Caq, N1=A, A1=2C44(C1+C3/(1-K))
the integral part of Eq(27) can be rewritten in the form
n g2n u2
X
ax2" ?)
X

andN=2pc,,C3(3(1-K)?) L.
This equation contains a new nonlinear dispersion term  4C, - h?p
~h?(uy(u?),,) in addition to the ordinary linear dispersion ﬁ(”xz (m

term ~aUyyyy.
We note that an equation of this type can be derived Integrating Eq(27) with respect to, dividing the result
from the equation of motion of a discrete anharmonic chairby u,, and applying the operator

(36)

n=0

with a nonlinear interparticle interaction potential of the h2 2
4 . . . p Jd

form ~(u,—u,_1)". Expanding these differences in a se- 1+ ——— —,

ries, Eq. (20 acquires the additional term 3(K—1) ox

— A12%(uy(ud),,)/8. But, in Eq.(34) this term is propor- give the nonlinear differential equation
tional to nota? but ratheh? and is much more important for

real plates withh/a>1. It changes the standard form of the eUy+ AUy + 2
soliton solution.

For shorter nonlinear localized waves with spatial size of 2C,ph? Apa?h? Uy
the order of the plate thickness~h the form of the soliton - mux U2) g mux(u—) =
should change substantially, since in the region of integration X I
k<l/L~1/h in Eq. (27) the argumenkh\/ﬁ in the kernel (37
(31) changes strongly. In this limit the emission of waves

with sagittal polarization increases. But for a qualitative de—Cablzhf'srﬁTjstlon Is similar to E33), but it is also appli-

uy

Ci+

Cs
(1-K)

3. LINEAR AND NONLINEAR PERIODIC WAVES IN A PLATE

Since resonance phenomena play an exceptionally im-
portant role in our problem, we shall examine first the pos-
sible linear waves in an elastic plate. In the linear limit Egs.
(8)—(10) decouple. The first equation describes shear waves
with the dispersion relatiom= c,;k\1—Aa%k.

The linearized equation®) and (10) with the boundary
conditions (12) and (13) possess a solution in a form of
Rayleigh—Lamb waves. In this case the formu{ag and
(23) are correc{with y=0 in Eq. (22)], if e=1—w?/c?k?
k,~ 1/h and u=1—w?/c?k? and the equaliyG=0 with G deter-
mined by the formulg25) gives the dispersion relation for
Rayleigh—Lamb waves in a plate consisting of a cubic crys-
tal:

i tant(khe,) K2u—(v—e)?—x(1-e)pi
@y tanh(khey) KPu—(v—g)?—k(1—¢)@3

FIG. 2. The kernelM of the integral term in Eq(27) versus the wave Settingv=x—1 transforms this equation into the well-

numberk (solid line and the Fourier transform of the soliton profle ~ KNOWN expre_ssio]r’t_for th? disper_sion law of Rayleigh_—_
versusk (broken ling. Lamb waves in an isotropic material. In the short-wave limit

1. (39

|
]
]
M |
|
I
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with k> 1/h, for the main symmetric RL wave and the lower

antisymmetric flexural wave, an equation is obtained for the

velocity of Rayleigh wavesg in a half-space: deu= (¢
+1)2, and in the long-wavelength limit wittk<1/h the
equality 4u=(e+1)?> gives the limiting velocity of
Rayleigh—Lamb waveg,=2c;y/1—1/k. In all cases, the
Rayleigh velocitycg is less than the shear-wave velocity
Csh=C;, and the maximum velocity of Rayleigh—Lamb
waves is greater thary (but less than the velocity of longi-
tudinal wavesc,). The dispersion curves=w(k) for the
main symmetric RL waves changes slope frogrto cg near
wave number&~1/h and intersects the dispersion curve for
shear surface waves lat- 1/h. For example, in the particular
case of a “Poisson material’{=3) the intersection occurs
at k, =0.53h. This pointk, corresponds to a pole of the

kernelM, which we discussed in the preceding section. The

dispersion relations considered are presented in Figs&a
also Fig. 1 in Ref. 2L

For small-amplitude nonlinear periodic waves, an ap-

proximate solution of Eq98)—(10) in the so-called “reso-
nance approximation” can be represented in the form

1
u=ug sinz(kx— wt),

a 1
]
} 2
8 !
|
I
|
| K,
!
k
b 1
2
2
s ~Uo
l\
|
lk*
k

FIG. 3. Dispersion laws for the main branch of the shear wéteand the
lower branch of symmetric Rayleigh—Lamb wav@sin the linear approxi-
mation (a) and taking account of the nonlinear interaction of the waixs
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v=Vsin(kx—wt)+gx, w=W cogkx— wt), (39

where w and k are, respectively, the frequency and wave
number of the wave. Herg= —,8k2u§/16(v—1) is the av-
erage longitudinal deformation, which accompanies the
propagation of a nonlinear periodic wave. Substituting the
solution(39) into Egs.(8)—(10) and the boundary conditions
(11)—(13) gives an algebraic equation which plays the role of
Eq. (26) for periodic waves:

k2 2
v—1\2
_K\/E B—aﬁ Jp?—4pue

o
& —AaZZ +
" sinh( y;h)sinh( y,h) k?u?
hG 32

K2u3
16

3r- 2k v—1

=0. (40)

For an isotropic “Poisson material’y=1, k=3, y;
=kye, y,=kyu) this equation becomes

e K22
(s— ) A)DR= 3 F(1—-e—JR), (41
where vanishing of the function
4kh 1+¢)%kh
Ve (1+s) 2

n tanikhye)  utanikhyu)
corresponds to the dispersion law for Rayleigh—Lamb
waves, F=(B—al3u)? J=2(3r—aB—a’/6u)/F, and
u=(2+¢)/3.

The corresponding dispersion curves for wave numbers
k~1/h are presented in Fig. 3b. Now, two branches of the
dispersion relation for a horizontal shear wave in the main
symmetric Rayleigh—Lamb wave are separated and the de-
generacy at the poirk=k, is lifted.

For waves close to shear wavemar the point of inter-
section of linear shear waves and RL wavtge dispersion

k
—cAa?k®—ui—F

law is
1
__J ,
8 64c, \R

where the functiomi~4—kh/(y/u tanhkhyw)) varies from

2.5 atk=0 to 0 atk, =3.23h and is negative fok>k, .

The stability of the nonlinear periodic wave close to a shear
wave depends on the magnitude of the parameternd
(J—1/R). Ordinarily, A>0 and r<0, and for signj)
=sign(r)<0 we haved?w/dk?><0 for all k and dw/duj

<0 for k<k, and k>s(1+1/4J))k, =9k, , s<1. For
these values df the nonlinear wave is close to a shear wave,
and according to the Lighthill criteridfiit is modulationally
stable. However, in a narrow range of wavelengths smaller
than the plate thickness with, <k<<dk, , such a wave be-
comes modulationally unstable. This instability can result in
the formation of so-called envelope solitons. In the present
work we shall not study nonlinear localized excitations of
this type.

3

4. SOLITON EXCITATIONS IN AN ANHARMONIC PLATE

We shall consider the propagation of standard-profile
solitons in a nonlinear plate. First we return to Eg3) for
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long localized waves with.>h. For solitons with zero as- Aa a
ymptotics for deformation at infinity, this equation for shear
deformationU = u, is

(c?/c?—1)—(Cy+C3/(1—K))U?

2012112
Y AT 4c,, B KD ()22

(44)

and can be solved in quadratures. It is obvious from(E&4).
that soliton solutions exist only if

C2 C3
sg c_tz -1 =sgr( C,+ ﬁ) =sgnA. (45 Q b

Actually, this criterion corresponds to the standard con-
ditions for the existence of solitons described by the modi-
fied Boussinesq equation taking account of the renormaliza-
tion of the cubic anharmonicity coefficient as a result of the
interaction with the sagittal components of the displace-
ments. It is important that the effective anharmonicity con- n
stanté=2(C;+ C3/(1—K)) can take on different signisee >
Table ).

It is convenient to introduce the dimensionless coordi-
nate » and the renormalized longitudinal deformati@n

FIG. 4. Profile of the transverse deformati@m dimensionless variablgm
a compactor(a) and peakorib).

x—ct [c?lci—1
7= \ : V1+yQ%+V1-Q% y 1-y+2yQ?
a A In + —-arccos———=17
QVil+y 2 1+y

C,;+C3/(1-K) (49
Q=U 2,2 ) (46) . . .
cleci—1 For y<1 the soliton has a standard profile of size

L~ JA/(c?—cf), so that the characteristic dispersidnin

and rewrite Eq(44) in the form this region is decisive and cannot be neglected.

1-Q? For y~1, i.e.cz/cf— 1~ (a/h)?<1, the soliton solution
Qf]: Qzl—z, (47) (49) contains no parameters and thus the characteristic width
+Q of the solitonA»~1. Then, it follows from Eq.(46) that
where Ax=L~h, as indicated above.
As vy increases further, the second term in the numerator
AC4p(c?/c?—1) h? h?/c? in the expressiori47) becomes dominant and the character-
YT 3(1-K)A(C,+ C3/(1—K)A 202 C_t2_1> istic dispersion plays a lesser rolgdowever, at large dis-

(48) tances x| — =, whereQ—0, the role of characteristic dis-
o . persion and the sign of the paramegeare decisive.In the
The paramete#b in this formula is of the order of 1 and |imit y>1 the solution of Eq.(49) transforms into a so-

takes on different signs in different materidgtee Table )L called “compacton”(Fig. 4a:
For fixed parameters of the medium and plate thickness,
all characteristics of the soliton depend only on its velocity n

=C0S—; > 12);
Q N | 7> 7\y/2)

(i.e. on the parametet) and therefore on the parametgr

We shall show below that the size of the soliton approaches
h asy— *+ 1 and the condition for applicability of E¢47) is Q=0; |g|>m\y/2). (50)
violated in these limits. Nonetheless, we shall investigate the It follows from Egs.(46) and (50) that the soliton size

evolution of the form of the soliton solutiofd?7) for all remains of the order of the plate thickness-h for all y
values ofy. We note that the parameterdepends not only 1 "rrom Eq.(50) in the initial coordinates for the shear
on the signs of the parametefsA, ande but also on the displacements we have

signs ofC; andp (see Table)l Thus, under the conditions
(45) for the existence of solitons the sign pfcan be differ- h \/Cz_ 1 \/ A6

ent. This results in solitons of different form. Cs

For y=0 (c=c;) the solution has the standard soliton Cit

form Q= 1/coshy. But in the initial variables) =u,(x) the 1=K

amplitude of the soliton approaches zeroyas 0, and its -1; x<—ahAdl4,

region of localization approaches infinity. Therefoye=0 X

corresponds to a linear nonlocalized wave. X sinﬁ VIAS;  |x|<mhyAdl4, (52)

For positive values of the soliton solutior(47) has the
following implicit form:’=° 1; x> h\Abl4 .
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* L plate thickness. In this range, BE3) is not satisfied and Eq.
(37), which is also valid fol.~h, must be used. As shown

previously, fory>1 the characteristic linear dispersion is not

important in this region and we can s&t=0 in Eq. (37).

Peakons Compactons Then, this equation assumes the foi@8), but with a differ-
ent coefficient multiplying the nonlinear term. The condition
h for the existence of soliton@l5) changes and becomes
----- :‘“—"""E“"““" S C—z— =s C+—C3 =sn—C1IO (55
E Sollltons E g Ctz g 1TI°K g K—1
-1 0 1 r Introducing the new dimensionless coordinate
FIG. 5. Spatial size of a soliton versus the parameter _ X—Ct \/3(C1(K -1)+Cy) (56)
h 4C1p

) ] . Eq. (37) for the deformatiorQ becomes
Thus, the compacton solution describes a shear localized

in a region whose size is of the order of the plate thickness. Q*(Q—Q?+1)=0, (57
We note that fory>1 the soliton(51) does not contain the with the compacton solution
dispersion characteristi&, but satisfaction of the conditions

(45) is mandatory. ] c?lci—1
For negative values of, in the range—1<y<O0 the U= C,+C3/(1—K)
soliton solution of Eq(47) has the following implicit form:

—ct [3(C(K-1)-C
ln\/l—Q2+\/1+7Q2_\/__ ><co{xhC \/( 1(4C1p) 3)>. (58
QVi+y 7

For velocities in the range

XIn ALl \/HYQZ: 7. (52 1><C—2 -1 >A(— 2— a 2 (59
Vi+y c? h h
In the limit y— —1 this soliton transforms into a so- and if the relations(55 are satisfied, compact small-
called “peakon” (Fig. 4b): amplitude solitons described adequately by the fornib&
Q=exp(—|7)). (53) can propagate in the plate. Table | illustrates the possibility

_ . ~ of satisfying the relation59). The table also shows for a
To this solution there corresponds a completely definitthumber of specific substances the velocity rangems ofs)
soliton velocityc, : cZ/ci—1=—(a/h)%/ §<1. The maxi- where compactons can exist.
mum deformation in the peakon is sméllyq,=(a/h)[&Cy In order for peakons to exist in substances with the in-
+C3/(1-K))] 2 and its region of localizatiomx=L~h,  dicated signs of the parametegsand A5, an anomalous
which follows from the form of the solution in the initial characteristic dispersion must be preseA(). Conse-
variables: quently, they probably cannot be observed in alkali-halide

A compounds.
ux>0x<0)=*a\/=—————— We thank A. M. Kosevich for his interest in this work
C1#Ca/(1-K) and for variable remarks. This work was supported by IN-
x—ct
l—ex;{ T \/1/A5) } (54)

TAS as part of grant No. 99-0167.
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A simple method is proposed for measuring the pressure dependence of the density of gases and
liquids in a wide temperature range. The method is based on the principle of free suspension

of a standard paramagnetic sample in a nonuniform magnetic field, when the magnetic force
compensates the weight of the sample, taking account of the hydrostatic support of the

medium. As an example of the application of the method, the density of helium gas up to pressure
~2.5 kbar at temperatures 20.4 and 77.3 K is determined2082 American Institute of
Physics.[DOI: 10.1063/1.1521301

1. INTRODUCTION JH
—po)=(x—xo)H—=. 2
Hydrostatic weighing methods, used to determine the 9P~ po)=x=xo) 9z @
densities of gases and liquids at prescribed pressures and ysing as the standard sample a typical paramagfoet
temperatures, are based on the change in the weight of &ample, a transition mefawith specific susceptibilityy
body (float) when it is immersed in the medium of interest. =, /,~ 1075 emu/g magnetic fields sufficient to suspend the
The apparatus used to measure the weight of the float detesample can be generated with a superconducting solenoid.
mines the basic differences between the setups employefligure 1 shows a schematic distribution of the magnetic
The relative complexity of the mechanical devices, the diffi-force F,ocH9H/ 9z along the vertical axig of a solenoid; the
culty of the measurement processes, and the need to takgagnetic force is maximum at the edge of the solenoid at the
account of a large number of factors carefully in order topoint z,. The procedure for measuring the levitation condi-
increase the measurement accuracy determined the specifigns consists of the following. Let the sampke paramag-
nature of existing weighing methodsnechanical balances ney be suspended at the point (see Fig. 1 with currentl ,
with different volumes of the arms, tensometric balancesfiowing through the solenoid, since the magnetic force com-
and others' pensates the weight of the sample precisely at this ftiet

In the present paper we propose a comparatively simpl@ertical walls of the tube limit the lateral displacements rela-
method for measuring the density of gases and liquids. The

method is based on studying the conditions of free suspen-
sion (levitation) of a standard paramagnetic sample in non-

uniform magnetic field when the magnetic force compen- Z
sates the weight of the sample, taking into account the
hydrostatic support of the medium. As an illustration of the

possibilities of this method, the results of an investigation of

the density of helium gas up to pressures 2.5 kbar at tem-
peratures 20.4 and 77.3 K are presented.

2. LEVITATION METHOD AND MEASUREMENT APPARATUS

Levitation in a nonuniform magnetic field can be
achieved if

_ H(?H !

whereg is the acceleration of gravity is the density of the

sample,H and gH/dz are, respectively, the magnitude and
vertical components of the gradient of the magnetic field,
and y is the volume susceptibility of the sample. If the

Samp'?_ is suspended in a medium with denﬁﬁyand SUS-  FIG. 1. Schematic distribution of the magnetic fofeg:HadH/Jz along the
ceptibility xo, then the relation analogous to HQ) is vertical axis of the solenoi@ for currentsl ;<1,<I,.

1063-777X/2002/28(10)/5/$22.00 789 © 2002 American Institute of Physics
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tive to which the equilibrium of paramagnets is unstabies

the current is decreased kg, the sample shifts to the point

z, and, finally, for a current, the condition(2) no longer
holds and the sample falls out of the region of suspension at
the pointz,. Thus, to determine the conditions for the mag-
netic suspension of a standard sample one need only fix the
value ofly, called in what follows the detachment current.
The corresponding maximum valuél §H/9z) ,ax is found

from the calibration curve of this quantity versusThe ab-
sence of any mechanical “supports” for the sample and the
high accuracy of the relative measurement$,0f~0.1% in
Gordon’s experimefAtat normal pressujenake it possible to

use this method to identify reliably the contribution of the
hydrostatic support of the medium under levitation condi-
tions(2) and to determine the behavior of this contribution at
high pressures in a wide temperature rafigeluding low
temperatures An additional condition for achieving high ac-
curacy in this method is that the magnetic susceptibility of
standard samples must be isotropic. The samples can be sub-
stances with a cubic crystal lattice, where there is no suscep-
tibility anisotropy because of the lattice symmetry. Sub- !
stances with lattices of a different type should be fine- §
grained textureless polycrystals where the properties are

isotropic because of averaging over crystallographic direc- a b
tions. . 0 0 : FIG. 2. Diagram of the levitation apparat(s and the bottom of the high-
As follows from Eq.(2), setting xo=xgpo (Xg IS the  pressure chambdb): 1—adaptor;2—furnace;3—inner wall of the antic-
specific susceptibility of the mediumthe expression ryostat; 4—tightening nut;5—chamber vessel6—superconducting sole-
noid; 7—standard-sample holde8;—standard sample&—coil frame; 10—
1—xq P,T)g H(9H/dz) coil for detecting the detachment of the standard sample.

PO(P,T):P(PvT)

3
1-xg(P,T)g ™ *H(aH/dz) ®
gives the density, of the medium for fixed® and T. For

fixed temperature, the densisyand susceptibilityy appear-  with the bottom of the chamber are shown in Fig. 2b. A coil
ing in Eq.(3) for a standard sample can be found as a func1g, consisting of 15-20 loops of RBHO-0,1 wire wound

tion of pressure using the relations on a insulatorteflon) frame9, which is secured to the shaft
7 by means of a threaded connection, is used to detect the
P)=p(0)(1+ «P), 4 . ! .
p(P)=p(0)(1+xP) motion of the sampl@. The working channel in the shaft 7
aln xg and its continuation in the insulat@&rform the space where
Xg(P)=x4(0)| 1+ P : (4 the sample moves. The coil wires are extracted from the

high-pressure region through a longitudinal lateral slot in the

where the compressibility = —d In V/dP of the sample and shaft 7, an axial opening in the adaptdr; the pressure-
the derivatived In x,/dP of the pressure derivative of the delivery capillary, and standard high-pressure electric leads
susceptibility of the sample are assumed to be known. Thésee, for example, Ref.)1placed outside the cryostat.
susceptibility of the medium in most cases is small compared During the measurements the time when the sample de-
with that of the standard samplq&«xg), and to estimate taches and falls into the coil is recorded according to the
its contribution the pressure dependence)(§fcan be ne- change in the resonance properties of the coil at frequency
glected, setting In XgléPZO. ~5 MHz, using an ac bridge whose output signal, after be-

The measurement apparatus contains the followihg: a ing detected, is observed on an oscillograph. To improve the
high pressure chamber made of a nonmagnetic matejial, b reproducibility of the detachment current of the sample, spe-
magnetic field source,) @ cryogenic system, and d high-  cial attention is given during fabrication of the measurement
pressure generator. The schematic form and relative arrangehamber to the quality of the working channel where the
ment of the main units of the apparatus are presented in Figample is suspended and whose surface is carefully polished
2. to decrease its roughness. Great care is also taken, for the

The cylindrical vessel 5 of the high-pressure chamber isame reasons, in preparing a spherical sample and choosing
made of heat-treated beryllium bron@rB2). The vessel is the ratio of the diameter of the sphddemm) and the diam-
125 mm long and its inner and outer diameters are 3 and @&ter of the channg]1.2 mm), reducing lateral deflections of
mm, respectively. A capillaryomitted in the figurgconnects the sample away from the vertical axis to a minimum. To
the chamber with the high gas pressure generator, using @event displacements of the chamber axis, which can occur
tightening nut 4 with right-left screw thread and an adapter 1when pressure is applied, from the initial position, spring
A shaft 7, containing an interior opening for the sample, isguides are used to secure the chamber relative to the inner
soldered to the adapter 1; the bottom of the shaft togethezhannel of the anticryostat. Finally, light mechanical vibra-
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tion of the chamber decreases the friction and the “sticking”TABLE |. Density p, compressibility <, magnetic susceptibility,; at P
of the sample to the channel walls. =0 and the pressure derivative of the susceptibilitp x4/JP for ce_rtain
A 50 mm long superconducting solenoid with inner andstandard samples with cubf¥, CeB;) and hexagonalSc) crystal lattices.
outer diameters 20 and 90 mm, respectively, is used to prc
duce the magnetic field. The solenoid winding consists of ¢
titanium—niobium alloy with critical current-20 A. The
maximum field at the center of the solenoid is 5 T. A high
precision dc stabilizer powers the solenoid; the stabilizer en
ables fine discrete regulation of the current with a step o

R p. K, X, dIn xg. aP.
K glem? Mbar-! { 10-Semu/g Mbar-!

Sample
N’

about 0.005%. The calibration curvdd §H/9z) .« is ap- V | 204 |6.119(6]} 0.626 6] | 5.95" |-0.9+0.06"
proximated by a linear function of the squared current, 773 l6.11816)| 0.627 6] | 5.92¢ ~0.9+0.06°
oH . 9 985 -
(H E) —al?, 5) Sc 300 |2.9851(8)] 2.3(9] | 6.4110] 3.6 15]
max 77 1.7 19] 7.2 {10}

which is a consequence of the linear dependende(dj of CeB. | 300 [4.80 [11]]=t.4{12)] 9.9(13] | -0.7 (13)
the solenoid. For this solenoid, the quantityin Eq. (5), 6

determined using the expressi¢h from the magnitude of 8 27.6 {131 | 1.1 113)

the detachment current in vacuum for samples with knowr
susceptibilities, is (1.2160.010)- 10° O€/(cm- A?).

The Cryoge_nlc system is mounted on the base O_f a Starlk]ote %his work (see text, Paccording to magnetostriction data frdpt for
dard metal helium cryostat to whose flange an anticryostaf polycrystalline sample.
immersed in liquid helium is secured by means of a vacuum
connection. The anticryostat consists of two coaxial thin-
walled tubes made of nonmagnetic steel, the space betwedpeasured to within 0.5% using a resistive sensor made of
which is evacuated. The high-pressure measurement charfifanganin wire, which was at room temperature; a standard
ber with the pressure-delivery capillary is placed inside thePiston-type nanometer was used to calibrate the sensor.
anticryostat. The superconducting solenoid is located outside To fabricate standard spherical samptes mm in diam-
the anticryostat. Its position along the vertical axis relative toeter the electric spark method was used to cut cubic blanks
the high-pressure chamber is chosen so that the bottom of théth approximately 1.3 mm edges from the initial material.
cavity in which the sample moves is approximately 3—5 mmThe apparatus used in Ref. 5 was used to further work the
below the pointz, corresponding to the maximum of the samples in order to give them a spherical shape; in this ap-
distribution of F, of the solenoidsee Fig. 1 paratus, a sample moving in a circular channel under the

A furnace 2, placed directly against the measuremen@ction of a compressed air stream rubs against the lateral
chamber(Fig. 2), is used for thermostating the apparatus_surfaces of the apparatus which are coated with an abrasive
This is required because of the temperature changes accomaterial.
panying the pressure variations during the measurements.
The temperature was monitored with a differential copper-3- EXPERIMENTAL RESULTS

constantan thermocouple, one end of which was placed in 1o jjjystrate the possibilities of this method the pressure
the high-pressure region at the bottom edge of the shaft dependence of the density of helium g88.995% purity up

i.e. directly againstthe sample; this minimizes the temperagy 2 5 kpar atT=20.4 and 77.3 K was investigated. The
ture measurement error due to temperature nonuniformitiesparg» thermal stabilization method—pouring one of the
To correct the indications) of the thermocogplg, tgkmg ac- cryogenic liquidghydrogen or nitrogerinto the inner cavity
count of the effect of the pressuPeon these indications, the o the anticryostat—was used to perform the measurements.

function U(P) was investigated for temperatures 20.4, 77.3/anadium, whose physical charactersitics are presented in
and 335 K. The data obtained show that the relative effect igap|e |, was chosen as the standard sample.

20.4 75.6 {13] | -1.3 (13}

essentially independent of temperature and is The zero-pressure values obtained for the magnetic sus-
1 AU ceptibility of vanadium using the method of suspending a
Uﬁz—(1.0i0.05)~10*3 (kban 1, (6) sample in vacuum are in good agreement with published

data'®!* The pressure derivativéln x,/dP of the suscepti-
which is approximately 30% larger than the effect presentedility of vanadium, as follows from the magnetostriction data
in Ref. 3 for a similar thermocouple dt=78 and 362 K. at T=4.2K,” is assumed to be weakly temperature-
A membrane-type compreséatesigned for studying the dependent, as is the susceptibility its@lfinally, the value
properties of gases was used as the high-pressure generatm‘r.xg in Eqg. (3) for helium is assumed to be-(0.505
Its principle of operation consists of increasing the gas pres=0.02)-10 ®emu/g (Ref. 15 and temperature- and
sure by compressing the gas in a closed volume using hypressure-independent because of the atomic nature of this
draulic oil pressure applied to a separating liquid and the gasharacteristic.
membrane consisting of a special oil-resistant rubber. The To determine the detachment currdgtof a standard
initial pressure and volume of the gas ar®.15 kbar and sample under prescribed conditions the levitation regime of
~0.5 liters, respectively. The maximum gas pressure prothe sample was established first by passing a quite high cur-
duced by this compressor reached 2.5 kbar. The pressure wamnt through the solenoid. Nexty was estimated approxi-
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TABLE II. Values of the helium density at various pressures for tempera-
tures 20.4 and 77.3 K.

136

Helium density, g/cm®

134 P, kbar T=204K T=77.3K
a b a b C
0.5 | 02505 | 02499 | 0,1629 | 0.1632
o 132
< 06 | 02622 | 02622 | 01788 | 0.1794
= 07 ]02730 | 02728 | 0.1928 | 0,1934
130
0.8 | 02827 | 02823 | 02052 | 02057
09 | 02916 | 02909 | 02163 | 02166
28y 10 L o2996 | 02087 | 02264 | 02265 | 0.2308
0 05 1.0 15 20 25 X 0,3069 0.2357 0.2401
P, kbar
12 | 03137 0.2444 0.2486

FIG. 3. Experimental pressure dependence of the squared detachment c ) o o o
rent on a standard vanadium sample in helium gaB=at7.3 K (curve J. 1.3 0,3200 0,2525 0.2565
The curves 2 and 3 are partial contributions corresponding to the pressul

change of the magnetic susceptibility of helium and vanadium. 1.4 0.3259 0,2602 0.2639
1,5 0,3316 0,2675 0,2708
1,6 0,3372 0,2745 0,2773

mately by decreasing the current at a moderate rate. Finall
the final value ofl; was refined by slowly decreasing the 1,7 0,3425 0,2812 0,2834
current as the estimated value was approached at a ra
~0.02—0.05% per minute. The characteristic measuremel
time of a single point did not exceed 10 niithe relaxation 1,9 - 0,2938 0.2948
time of the thermal regime with the pressure varying by
~0.5 kbar was several minujesThe typical experimental
pressure dependence of the squared detachment curre 2.1 - 0.3051 0,3051
IS(P) for a standard vanadium sample in helium gas is pre 2.2
sented in Fig. 3. The dominant contribution to the magnitude

of the effect is due to the change in the density of the me 2.3 - 0.3152 0.3146
dium (helium) under pressure, and the contributions due tc 5 4

1,8 0,3477* 0.2877 0.2893

2,0 - 0,2996 0.3001

- 0,3103 0.3100

. - - 0,3198 0,319t
the pressure-dependence of the magnetic susceptibility of tt N .
medium and the standard sample are not only relativel——=2:2 - 0,3241 0,3234
small but they partially compensate one another. Note a—results of this work; b—data froAf; c—extrapolation of the data

The values of the helium density for the pressure rang@&om *; * at pressure®=1.8 kbar helium is in a solid stafé.
0.5 kbarsP=<2.5 kbar, which follow from the expression
(3), using Eq.(4) and fitting a fifth degree polynomial to the
experimental dateh(z)(P) obtained, are presented in Table Il. For the standard sampl(ganadium and medium of interest
These results agree well with existing average publishedhelium ga$ chosen for this work, the contribution of this
data, taken from Ref. 16, for pressures up to 1 kbar and alssource to the total error in determining the density of the
with data atT=77.3 K for the pressure range 1-2.5 kbar, medium in the pressure range 1-2 kbar is 0.3—-0.4% at
which were calculated by extrapolating the equation of state=20.4 K and 0.4—0.5% af=77.3 K (the lower values of
obtained for helium in Ref. 17 from experimental data forthe error correspond to higher pressuréghe values pre-
T=75 K and P=3 kbar to lower pressures. The observedsented for the error do not contain any appreciable contribu-
agreement shows that the results obtained in this work argon from the calibration curve dfl 9H/Jz versusl, because
reliable. the fit of a linear function of the squared current to the cali-

Analysis of the error in measuring the density of thebration curve is reliable. This contribution does not exceed
medium by the method being considered showed that th8.05% for the above-presented error in determining the co-
main contribution to this error is due to the statistical vari-efficient « in Eq. (5).
ance of the detachment current of the sample. The above- Another source of error is due to the fact that the pres-
described measures for improving the reproducibility of thesure dependence of the magnetic susceptibjiityof the
detachment currerthigh surface quality of the walls of the standard sample is taken into account in E8). For the
working chamber, spherical shape of the samples, mechanalues presented in Table | for the error in the pressure de-
cal vibration, and so gnmade it possible to decrease the rivative dIn x4/dP in vanadium the resulting error in deter-
error in determining this current te-0.01%. The corre- mining the density of the medium in the same pressure range
sponding error irHdH/dz is twice this value, i.e~0.02%. is 0.11-0.17% forT=20.4 K and 0.14-0.22% forT



Low Temp. Phys. 28 (10), October 2002 A. S. Panfilov and Yu. Ya. Pushkar’ 793

=77.3 K (higher errors correspond to higher pressuréée  and foremost, on the ratipg/)(g of the susceptibilities of the
also note that the contribution of the error presented above tmedium and the sample and can be substantially decreased
the specific susceptibility of helium is 0.25%. Finally, the by using samples with higher susceptibilities than that of
error in the pressure contributes an error of the order ofanadium(or scandium A suitable object is, in our opinion,
0.1%. the compound CeB whose density falls between that of

In summary, the total relative error in the measurementyanadium and scandium and which is a much stronger para-
of the helium density performed by this method is 0.7—1% inmagnet with relatively weak pressure dependence of the sus-
the indicated pressure and temperature ranges. This falteptibility (Table ).
within the typical error in similar measurements performed  The fundamental possibilities noted above for substan-
by other methods under conditions close to those used hetally increasing the measurement accuracy by using the op-

(0.5—194519, timal standard sample and the relative simplicity of the pro-
posed method make it promising for high-precision studies
4. CONCLUSIONS of P—V-T diagrams of a wide class of gases and liquids.

_ ) ) We note that the upper limit of the pressures used in this

The method developed in this work for measuring theyork (2.5 kbaj can be substantially increased by using non-
density of gases and liquids made it possible to obtain infor-,»nagneﬁC chambers designed for higher pressume to
mation about the density of helium gas up to pressuregg_15 kpat'). A substantial increase in the viscosity of the
~2.5 kbar atT=20.4 and 77.3 K, filling the lacuna in the medium, especially liquids, and an increase in the corre-
experimental data in this temperature range for pressRres gponding characteristic times of the measurement process up
=1 kbar (see Table ). The data obtained could be helpful g acceptable levels could be an obstacle.
for refining the equation of state of helium in a wide range of  \ye thank 1. V. Svechkarev for helpful remarks which he
pressures and temperatures and for technical applications, fa{ade after reading the manuscript. This work is dedicated to
example, in studying the influence of pressure on the magme 70th birthday of Academician Viktor Valentinovich Er-
netic susceptibility using the procedure examined in thissmenko, with whom the authors had the honor of collaborat-

work. ing, fruitfully and happily, for many years.
One feature of this method is the small volume of the

measurement cavity <0.3 cnt) together with reliable

monitoring of the temperature using a copper-constantan

thermocouple, to correct the indications of which a universal

curve of the thermo-emf of the thermocouple versus the press—

sure is proposed. For this construction there is no need to

thermostat comparatively large working volumes, which are, - . _ _ o _

used in other methoo“sl,g‘zothis is one of the advantages of g S. T_5|kl|s,Techn|que_ of_ Physical-Chemical Investigations at High and
. . . uperhigh Pressure&himiya, Moscow(1965.

the present method. Together with the short relaxation timesg . Gordon, Rev. Sci. Instrurd3, 729 (1962.

of the temperature and the possibility of varying the pressure®D. Bloch and F. Chaisse, J. Appl. Phya8, 409 (1967).

smoothly this substantially decreases the total time reqmreé% SD gs:fﬂz;eglgfz,ctpgifbHEE&EEE%@QSSZ% the Magnetic Suscepti

to perform me,asureme_nts by this _meth(?d as compared Wlthbillity' of Trarylsition Met)z/alls Candidate’s Dissertationgin PhysicaFI)-

the standard piezometric methods in which the pressure mustyiathematical Sciences, Khar'kda973.

be regulated discretely. In addition, the measurement errofD. I. Bolef, R. E. Smith, and J. G. Miller, Phys. Rev.334100(1971.

due to temperature nonuniformity is smaller for a small 7(Tl~;-7-;am’ M. O. Steinitz, and E. Faweett, J. Phys. F: Met. PBy&129

working volume. 8Refere.nce Data on the Physical-Chemical Properties of the Elements

We note that the accuracy of measurements performednaukova dumka, Kieg1965.
by this method increases as the role of hydrostatic support ofC. E. Monfort and C. A. Swenson, J. Phys. Chem. Scifis623 (1965.

the medium in compensating the weight of the standaréoN- V. Volkenstén and E V. Galoshina, Fiz. Met. Metalloved20, 368
. . . . 1965.
sample increases. This can be achieved by using sampl . I. Aivazov, S. V. Aleksandrovich, and V. S. Mkrtchyan, Phys. Status

lighter than vanadium, for example, polycrystalline scan- solidi A 62, 109 (1980.

dium (see Table)|, for which the main contribution to the 'T. Goto, A. Tamaki, S. Kunii, T. Nakajima, T. Fujimura, T. Kasuya,
error due to the reproducibility of the detachment current is |- Komatsubara, and S. B. Woods, J. Magn. Magn. Ma&iér34, 419
approximately two times smaller. For measurements on liqsss g I5anfilov, Yu. Ya. Pushkar, and I. V. Svechkarev, Fiz. Nizk. Tehp.
uids whose density+ 1 g/cn?) is high compared with gases, 96 (1993 [Low Temp. Phys19, 69 (1993].

the same contribution to the error decreases by a factor gfD. Z. Hechtfischer, Z. Phys. B3, 255(1976.

_ ! : ot 2. Phys
~5 and~ 10 for vanadium and scandium, respectively, and félea(rltng'QR' G. Meisenheimer, and D. P. Stevenson, J. Phys. G#m.

is<0.1%. 16R. D. McCarty, J. Phys. Chem. Ref. D&a923 (1973.
The contribution due to the pressure dependence of thER. L. Mills, D. H. Liebenberg, and J. C. Bronson, Phys. Re2B5137
susceptibility of the sample behaves similarly. This makes irlS(D19§0-T s V. e, Maslennik 45, Yo Gluvka. Dokl Akad. Nauk
. . . . O. ISIKIIS, V. Ya. Maslennikova, an .Ya. uvka, DOKI. ad. Nau
p055|_ble to decrease the total error .of both contributions SSSR, Ser. Fizik216 No. 4, 769(1974).
mentioned above, for example, in liquids, to a value of theia g, Bilevich and L. L. Pitaevskaya, Zh. Fiz. Khim5, 2907(1971).
order of 0.1% at moderate pressur@p to ~2—3 kbar).  %N. V. Tsederberg, V. N. Popov, and A, B. Kalenkov, “Properties of sub-
Against the background of this small error, the contribution, stances, cycles, and processekilidy MH, No. 234, 65(19795.
. - . - 21E. S. Itskevich, Prib. Tekh. l&p. , No. 4, 1481963.
due to the error in determining the specific susceptibility of

the medium becomes appreciable. This error depends, firStanslated by M. E. Alferieff

E-mail: panfilov@ilt.kharkov.ua



	707_1.pdf
	739_1.pdf
	744_1.pdf
	749_1.pdf
	755_1.pdf
	762_1.pdf
	767_1.pdf
	771_1.pdf
	774_1.pdf
	780_1.pdf
	789_1.pdf

